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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  www.census.gov/pred/www/.

Foreword



This page intentionally left blank.



The Response Mode and Incentive
Experiment investigated the impact
of three computer-assisted data
collection techniques – Computer-
Assisted Telephone Interviewing,
Internet, and Interactive Voice
Response – on the response rate
and data quality in Census 2000.
Households participating in the
study were randomly assigned to
six panels and to a control group.
The households in the six panels
were given the choice of providing
their Census 2000 data via the
usual paper forms or by one of the
alternate computer-mediated
response modes. Half of the panels
were offered an incentive, a tele-
phone calling card good for 30
minutes of calls, for using the
alternate response mode.  

In addition, the experiment includ-
ed a nonresponse component
designed to assess the effects of a
promised incentive and alternative
response mode options on
response among a sample of cen-
sus households who failed to
return their census forms by April
26, 2000.  The intent of the nonre-
sponse component was not to test
incentives or response mode
options as possible nonresponse
conversion techniques for the cen-
sus.  Rather, the experiment was
designed to test the effect of these
factors on response among a
group representing those who are
traditionally difficult to enumerate.  

A final component of the experi-
ment involved interviewing house-
holds assigned to the Internet
mode (both with and without the
incentive) who opted to complete
the traditional paper census form.

The purpose of the interview was
to determine why these house-
holds did not use the Internet.

Results from the initial mailout
portion of the Response Mode and
Incentive Experiment show that:

• Computer-assisted
Telephone Interviewing
brought about a small but
statistically significant
improvement in the overall
response rate. It also had a
low item nonresponse rate.
However, in the context of this
experiment, it entailed substan-
tial cost for hardware, software,
and programmer and interview-
er labor.

• The Internet mode yielded
relatively high data quality.
The primary additional cost
associated with this mode
involved the development and
maintenance of the software
and hardware. The benefits of
this data collection method may
outweigh these costs.

• The implications of this
study are complex for the
use of the Interactive Voice
Response technology. Data
quality was the lowest for this
mode. Respondents appeared to
dislike lengthy surveys with this
method and some respondent
sub-groups (mixed race respon-
dents and Hispanics) were more
likely to report confusion with
the task.  Nonetheless, this
mode is an appealing way to
reach persons with limited liter-
acy skills.  The costs associated
with this mode included the

hardware, programming, speech
recognition software, and tele-
phone expenses.

• The calling card was very
effective in promoting the
use of the alternative
response mode. However,
rather than encouraging more
households to participate, the
incentive tended to redirect
households that would have
responded by mail to the alter-
nate computer-mediated
response mode. This effect may
be partially attributable to the
colorful inserts in the household
mailing that directed attention
to the calling card.

• The impact of the calling
card may not justify its cost.
In the Internet and computer-
assisted telephone interviewing
conditions, the incentive may
have brought about an increase
in responding via the alternate
mode, but this increase was off-
set by decreases in responding
by mail.

Results from the nonresponse com-
ponent of the Response Mode and
Incentive Experiment show that:

• Computer-assisted telephone
interviewing elicited the
highest response from
Census nonrespondents 
(7.8 percent) followed by 
the Interactive Voice
Recognition Questionnaire
(4.8 percent) and the
Internet (3.7 percent). This
comparison is confounded by
the fact that Internet access may

U.S. Census Bureau Results From the Response Mode and Incentive Experiment in 2000  1
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be especially problematic for
this target population.  

• Respondents to the
Interactive Voice Response
mode are significantly
younger and reside in
households with, on aver-
age, fewer people than both
mail and computer-assisted
telephone interview respon-
dents. Computer-assisted tele-
phone interview respondents
are disproportionately Black
with more households residing
in low coverage areas compared
to Internet respondents.

• The calling card incentive
increased response to the
alternative modes by 1.9
percent across all response
modes.

• Person 1 in households
receiving the incentive due
to alternative response
mode participation tended to
be younger than Person 1 in
households not receiving the
incentive.

• Contrary to past research,
the increase in response due
to the incentive is not statis-
tically different in areas with
high concentrations of the
Black and Hispanic popula-
tions and renters (1.9 per-
cent) from other areas (2.0
percent).

• When total response to an
experimental second mailing
is considered, no significant
incentive effect remains.
That is, when mail responses
are included as respondents, the
incentive group (13.8 percent) is
no more likely to respond than
the non-incentive group (13.2
percent).  Similar to the initial
mailout experiment, it appears
that the incentive merely redi-
rects responses that would have

otherwise been obtained by mail
to alternative modes.  

• Irrespective of the experi-
mental treatments, around
13 percent participation was
obtained from cases that did
not initially return the ques-
tionnaire or returned the
questionnaire late.
Replacement questionnaires
were not included in the second
mailing, implying that respon-
dents who returned a mail form,
around six to nine percent, used
their original questionnaire
mailed in March 2000. 

Finally, results from the Internet
Usage Survey indicate that:

• Approximately 63 percent of
the Internet Usage Survey
sample reported having
access to the Internet. Thus,
access does not appear to be a
major reason why these census
respondents did not opt to com-
plete their census form via the
Internet.

• Nearly half of the Internet
Usage Survey respondents
reported they were unaware
that the Internet was an
option for completing their
census forms. 

• Among respondents who
were aware of the Internet
option, 35 percent reported
that they believed the paper
census form would be easier
to complete. Other reasons for
not using the Internet included:
no access to a computer, con-
cerns about privacy, forgot the
Internet was an option, and
insufficient knowledge of the
Internet.

• Respondents reported that
an incentive to complete the
census via the Internet
would have encouraged
them to use this alternative

mode. About 41 percent of
respondents who were not
offered the incentive or were
unaware of the offer said they
would fill out their census form
via the Internet if they were
offered a 30 minute calling card.
Another nine percent indicated
they would do it for a 60 minute
calling card, and an additional
12 percent would be willing if a
90 minute calling card was
offered.

Based on the findings of the
Response Mode and Incentive
Experiment, the following recom-
mendations are made:

• The Internet is an attractive
alternative data collection
mode for the decennial cen-
sus. Although no formal
cost/benefit analysis was com-
pleted, it seems likely that the
cost of developing and support-
ing a web-based application for
Census 2010 would be less than
the costs associated with the
data processing required for the
paper forms that would be
returned from households who
would have been willing to pro-
vide their data via the Internet.
As internet accessibility and
usage continues to expand,
additional savings could be real-
ized. 

• The use of an incentive was
an effective means of pro-
moting the use of the alter-
native response modes.
Comparisons between the incen-
tive and no-incentive conditions
in the initial mailout experiment
reveal that the incentive was
associated with three to four-
fold increases in the rate of
using the alternative mode.
However, some of this effect
may be attributable to the use
of the insert which drew the
respondent’s attention to the
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availability of the alternative
mode.

• Data quality was improved
for the computer-assisted
telephone interviewing mode
(as compared with mail).
However, this mode entails sub-
stantial cost investments for
hardware, software, and pro-
grammer and interviewer time.

• Without significant improve-
ments in the voice-user
interface, the Interactive
Voice Response technology
is probably not a viable
alternative for Census 2010.
Data quality was the lowest of
all the response modes.  This
occurred primarily as a result of
respondents hanging up before
they had provided complete
data.  When this occurred, even
the partial information that had
been provided was deleted,
resulting in a significant loss of
data.  In addition, the costs
associated with developing this
type of system are sizeable.

• The use of alternative
response modes does not
increase overall response
rates to the census. Rather, it
shifts households who would
respond via the paper census to
the other modes.  This pattern
holds true for groups who are
traditionally difficult to enumer-
ate in the census, as evidenced
by the results of the nonre-
sponse component of this
experiment.

Results from the Response Mode
and Incentive Experiment suggest
several areas worthy of future
research:

• Research is needed to deter-
mine the best ways to pres-
ent the response mode alter-
natives, as it appears that
some respondents assigned
to the no-incentive treat-
ments did not read the letter
that accompanied their
paper census form inform-
ing them of the alternative
mode option. The use of a

colorful mailing insert, irrespec-
tive of whether an incentive is
offered may be enough to
attract respondents to an alter-
native census mode.  However,
this information cannot be
determined from the data
obtained from this experiment.

• Research is needed to deter-
mine whether recent
advances in speech recogni-
tion software can improve
the voice user interface to
increase data quality and
eliminate some of the dissat-
isfaction voiced by respon-
dents who answered the
Interactive Voice Recognition
Questionnaire satisfaction
survey.

• The choice of incentive
should be revisited. Based
on the number of respondents
who never used their calling
card once they were activated, it
appears that the card may not
have been a powerful incentive.

U.S. Census Bureau Results From the Response Mode and Incentive Experiment in 2000  3
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1. Introduction

The potential benefits of using
Internet, Computer-assisted
Telephone Interviewing (CATI),
and/or Interactive Voice Response
(IVR) surveys for the census can
only be realized if large numbers
of respondents are willing to
answer survey questions using
these computer-assisted data col-
lection methods. The objective of
the Response Mode and Incentive
Experiment (RMIE) was to investi-
gate the effect of these technolo-
gies in Census 2000.

The specific goals of the RMIE
study were:

• To assess the public’s willing-
ness to provide census data
using these computer-mediated
data collection methods;

• To evaluate the quality of the
data collected using these meth-
ods; and

• To study the ability of incen-
tives, in the form of telephone
calling cards, to promote the
use of these computer-mediated
methods.

1.1  Experiment
components

The RMIE has three basic compo-
nents. The first is the initial
mailout. Census 2000 forms were
delivered to all households in the
United States beginning in mid-
March of 2000.  A sample of the
households that received the short
form were randomly selected, prior
to the mailout, for the RMIE. This
sample was stratified into one of
two areas based on the geographi-
cal location of the household.

Some of the households in the ran-
dom sample served as the Census
Control Group (CCG); each of these
households received a form and
letter identical to those used in the
national Census 2000 mailing.  The
rest of the households in the sam-
ple received special instructions,
giving them the choice of provid-
ing their census data either by fill-
ing out the paper form, or by
using a computer-assisted method:

• One subsample of the house-
holds was given the option of
providing their census data via a
CATI. 

• A second subsample was given
the option of providing their
census data via an IVR system.

• A third subsample was given the
choice of providing their data
on a web-based survey. 

Half of the households in each of
these three experimental condi-
tions were offered telephone call-
ing cards as an incentive to use
the computer-assisted method to
report their census data. 

The second component of the RMIE
was an operation to follow up with
the nonrespondents of the CCG.
Households in the CCG that failed
to mail back their census forms—
that is, the nonrespondents to the
initial mailout—were given the
opportunity to provide their census
data using one of the three com-
puter-assisted methods. Half of
these nonrespondents were offered
the calling card incentive to use a
computer-assisted method. Thus,
the design of this nonresponse
(NR) phase of the RMIE was very

similar to the design of the initial
mailout component.  Appendix A
provides a layout of the RMIE
design for these first two compo-
nents (sample sizes are shown in
parentheses).  

The third component of the RMIE
was an Internet Usage Survey (IUS).
This telephone survey involved a
sample of the households that
were offered the opportunity to fill
out the Internet version of the cen-
sus short form in the initial mailout
but either mailed in their data on
the paper form or called the opera-
tor assistance (OA) number and
provided their census data to a
telephone interviewer. The Internet
usage survey explored the reasons
why these households chose not to
provide their information using the
web-based survey.

The advance letter and reminder
postcard to RMIE households were
included in the nationwide mailing.
RMIE households that requested a
special language form were exclud-
ed from the RMIE data analysis. 

1.2  Research questions
to be answered

The RMIE was designed to address
the following research questions:

• What effect does an incentive
have on census response behav-
iors (both overall response as
well as item response)?

• What effect does an alternative
response mode have on census
participation rates (both overall
response as well as item
response)?



• What effect does an incentive

have on census response by

alternative electronic response

modes for typical census nonre-

spondents?

• What effect does an incentive

have on census participation

across the various response

mode options and subpopula-

tions that historically differ with

regard to census participation?

• What reasons do respondents

give for choosing to provide

their census information using

the paper form rather than via
the Internet?

A fuller discussion of the goals and
objectives of the RMIE can be
found in the Program Master Plan
prepared by Malakhoff and Sanders
(2000).

The RMIE was appropriately
designed to allow the researchers
to determine the independent
effect of an incentive and an alter-
native response mode on participa-
tion rates and data quality.
Assigning nonrespondents to the
CCG to treatment groups allowed

for a further understanding of the
role that incentives and alternative
response modes play in persuading
traditionally reluctant census
households to participate.  Finally,
the inclusion of the IUS allows for
a fuller understanding of the barri-
ers, both actual and perceived, that
must be overcome to make the
Internet a viable option for the
next census.  Given the likely cost
reductions that could be realized in
fielding the census if a significant
proportion of households respond-
ed via the Internet, the results of
the IUS are especially important.
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2.1  Research plan

A total of 35,377 households were
randomly selected for this study
from the Decennial Master Address
File (DMAF) developed for Census
2000. All of these households were
from the 94.3 million households
in mailout/mailback areas
(Households that were selected for
the Accuracy and Coverage
Evaluation initial and final samples
were not eligible for selection.). All
households selected were sched-
uled to receive the short form.

Of the households selected for this
study, 15,738 were randomly dis-
persed among six panels in a three
by two, fully factorial design to
form the initial mailout component
of the RMIE experiment. The first
factor, response mode, had three
levels: CATI, IVR, and Internet. The
households were given the choice
of providing their census data
either via U.S. mail on the usual
paper forms, or via their assigned
computer-assisted response mode.

The second factor, the incentive,
had two levels: incentive and no
incentive. Households in the incen-
tive condition were rewarded for
using a computer-assisted
response mode to provide their
census data, while those in the no-
incentive condition were not. The
reward was a telephone calling
card.

The six panels and the number of
households assigned to each were
as follows:

Panel 1:
CATI with no incentive 2,621

Panel 2: 
IVR with no incentive 2,621

Panel 3: 
Internet with no incentive 2,627

Panel 4: 
CATI with incentive 2,622

Panel 5: 
IVR with incentive 2,623

Panel 6: 
Internet with incentive 2,624

2.1.1  Mailings

The Census Bureau mailed a short
form for Census 2000 and a cover
letter to each household in this
study at the same time census
forms were mailed to all house-
holds in the nation. Appendix B
contains copies of the RMIE mail-
ings. The cover letter explained
that the household could provide
census data in either of two ways.
First, the household could mail in
the data in the usual way, using
the paper form. Alternatively, the
household could use a computer-
assisted method. The cover letters
to panels 1 and 4 explained that
the household could provide data
over the telephone by dialing a
toll-free number.  The cover letters
to panels 2 and 5 also explained
that the household could provide
data by telephone by calling a toll-
free number. Neither letter men-
tioned how the data would be col-
lected once the household placed
the call. The cover letters to panels
3 and 6 explained that the house-
hold could provide data via a web-
based questionnaire available at
www.2000.census.gov.

The mailings to panels 4, 5, and 6

(the incentive panels) contained an

insert, printed in color on heavy

stock paper. The calling card was

attached to this insert. The cover

letter and insert explained that if

the household provided its census

data using the computer-assisted

method, the calling card would be

activated, giving it a value worth

30 minutes of domestic calls. 

The paper census forms sent to

the households in all six panels

provided a toll-free number for any

questions. This number was differ-

ent from the toll-free help line

number that appeared on the stan-

dard Census 2000 forms received

by households that were not

assigned to the RMIE. This source

of help and information was called

“Operator Assistance” or simply

“OA.” Operators were available at

that number to answer questions

both about this study and about

Census 2000 generally. 

Mailed questionnaires were

returned to the Jeffersonville Data

Capture Center (DCC) at the

National Processing Center (NPC).

At the initial barcode reading,

these questionnaires were identi-

fied and automatically sorted to

the special data processing unit in

NPC.  Members of this unit were

responsible for keying the census

data directly from the paper forms.

This differs from the method of

data capture used for the regular

census forms which employs

image data capture.
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2.1.2  Census control group

The remaining 19,639 households
that were selected for this study
comprised the Census Control
Group (CCG). The CCG received
mailings that contained a cover let-
ter and a census short form. The
mailings did not offer the CCG
households the opportunity to pro-
vide census data using a computer-
assisted response mode, nor did
the mailings offer any type of
incentive. The CCG served as a
group against which the six panels
in this study could be compared. In
addition, households in the CCG
that failed to provide their census
data were involved in the second
phase of the RMIE; the nonre-
sponse component.  Of the CCG, a
total of 6,130 households failed to
return their census form by April
26, 2000 and thus comprised the
sample for the nonresponse com-
ponent of the RMIE.  These house-
holds were randomly assigned to
panels 7A - 9A and panels 7B - 9B
as shown in Appendix A.  A sec-
ond mailed package was sent to
each of these households.  These
households had the option of
answering Census 2000 via the
standard paper questionnaire origi-
nally sent to the household; how-
ever, replacement questionnaires
were not included in this second
mailing and calling cards were not
activated for households that
returned paper questionnaires.

Because the households in the CCG
that failed to provide their census
data were included in the nonre-
sponse component, census forms
for all CCG households listed the
special OA number for RMIE rather
than the standard toll-free assis-
tance number printed on the
Census 2000 short forms.  Except
for the OA telephone number, the
mailings received by the CCG were
identical to the official Census
2000 short form and cover letter.

When CCG households had ques-
tions about the nonresponse phase
and called the RMIE OA number,
they reached an operator who was
knowledgeable both about RMIE
and about Census 2000 generally.
As a courtesy, these operators
could also collect census data if
callers specifically requested to
provide their information during
the call.

2.1.3  Stratification

Each household selected for this
study was classified as being from
one of two strata: a low coverage
area (LCA) or high coverage area
(HCA). The LCA was comprised of
census tracts with high concentra-
tions of non-White residents and
renters, two groups associated
with high nonresponse rates.
About 19.3 percent of the house-
holds in the DMAF in mailout/mail-
back areas are in the LCA; the HCA
consists of the remaining house-
holds. In RMIE, households were
proportionately selected from the
two strata; just under one-fifth of
the households in each panel and
in the CCG were in the LCA stra-
tum.

2.1.4  Interactive voice recognition
questionnaire

Only households assigned to pan-
els 2 and 5 were informed of the
IVR system telephone number in
the initial mailout phase.
Therefore, calls to the IVR system
came only from households
assigned to those two panels. The
protocol for the IVR Questionnaire
is included as Appendix C.  The
IVR Questionnaire was available to
receive calls 24 hours a day.

The IVR Questionnaire closely fol-
lowed the paper Census 2000
short form. However, unlike the
paper census short form, the IVR
Questionnaire allowed the collec-
tion of information about all 

members of a household, no mat-
ter how many there were. In con-
trast, the paper short form asked
for information about only six per-
sons in the household; it collected
only the first and last names of the
seventh through the twelfth per-
sons, and no information at all for
any persons beyond the twelfth. 

The respondent answered nearly
all questions in the IVR
Questionnaire by speaking.  The
exceptions were the questions ask-
ing for the household’s telephone
number, the 22-digit census identi-
fication number, and the ten-digit
calling card number (for panel 5
only).  The respondents provided
these data by pressing the touch-
tone keys on their telephones.
However, respondents who were
not using a telephone with touch-
tone keys provided this informa-
tion verbally.

Immediately after respondents
entered their 22-digit census iden-
tification numbers, the system
determined whether the respon-
dents had called the system previ-
ously. If a respondent had called
earlier, the system transferred the
call to a CATI operator who collect-
ed any updated information from
the respondent. The IVR system
also transferred a call to a CATI
operator if the respondent did any
of the following:

•  Failed to provide the 22-digit
census ID when asked;

•  Attempted to enter the census
ID with a pulse telephone;

•  Entered a census ID that was
not in the databases for panels
2 or 5; or 

•  Indicated he/she was unable to
work with the system properly

The CATI operator helped the caller
find the correct 22-digit number

8 Results From the Response Mode and Incentive Experiment in 2000 U.S. Census Bureau
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and then collected the caller’s cen-
sus data.

When the speech recognition soft-
ware attempted to recognize an
utterance, it returned a confidence
level associated with the recogni-
tion attempt. The level was
expressed as a percentage, gener-
ally between 50 and 100.
Recognition attempts with high
confidence levels were more cer-
tain than attempts with low confi-
dence levels.

If the software returned a confi-
dence level under 70 percent in an
attempt to recognize a “yes” or a
“no” response, the system repeated
the question. If the software still
could not adequately recognize the
response in this second attempt,
the system transferred the call to a
CATI operator, who administered
the questionnaire.  If no CATI oper-
ator was available at the time that
the call was transferred, or if the
transfer occurred after CATI work-
ing hours, the respondent heard a
recorded message, left a name and
telephone number, and received a
call from a CATI operator later.

Some questions in the IVR
Questionnaire, such as “Please tell
us the month, day and year this
person was born” required spoken
responses that were more complex
than a simple “yes” or “no.” The
system was not programmed to
recognize these responses in “real
time.”  Instead, the system record-
ed these responses so they could
be transcribed soon afterward. The
CATI operators transcribed these
recorded responses during periods
when they were not taking CATI
calls. 

At the end of the IVR
Questionnaire, the respondents
were given the opportunity to
change any of their responses to
any question. The transcriptionists

listened to these changes and
updated the data accordingly.

The IVR Questionnaire concluded
with a set of questions to assess
the respondent’s satisfaction with
the data collection method.  These
questions are summarized in
Appendix D.  In addition, timing
data from the IVR Questionnaire
were also retained for analysis.
These data included the total
amount of time required for the
household to complete the IVR
Questionnaire and the mean time
required to answer individual sur-
vey items.1

2.1.5  Computer-assisted telephone
interview

Persons from households that were
selected for this study could reach
a CATI operator in three ways:

•  Calls to the IVR system were
transferred to a CATI operator
when the speech recognizer
could not adequately recognize
the respondent’s responses to
certain questions, or when the
respondent entered a census
identification number that was
invalid or that belonged to a
household that had already pro-
vided data. 

•  Households in panels 1 and 4
could dial the toll-free number
to reach a CATI operator. 

•  Respondents in households in
any panel could call the OA tele-
phone line and offer to provide
their data. Even though the OA
number was offered primarily to
help respondents with questions
about this study or about the
census generally, some respon-
dents did call the OA number

and ask to provide their census
data. The OA operator trans-
ferred these calls to a CATI oper-
ator who collected the data
regardless of panel assignment. 

Callers heard a recorded message
if they reached CATI during the late
night or early morning or when all
operators were unavailable. The
message asked the callers to leave
their names, telephone numbers,
and the times that they might be
available for a return call. A CATI
operator later called the respon-
dent to collect the census data.

At the start of the interviews, the
CATI operators first ascertained
whether the caller could speak
English. If the caller could speak
only Spanish, the operator trans-
ferred the call to a bilingual opera-
tor. If a respondent who spoke nei-
ther English nor Spanish called, the
CATI operator could not collect any
data. Since no communication was
possible with these few callers,
they were not considered respon-
dents, and had no follow-up con-
tact. If the caller could speak
English, the operator began the
interview by asking the caller to
read the 22-digit census identifica-
tion number from the mailing
label. The operator administered
the CATI interview after verifying
that the identification number was
from a household in this study.
The content of the CATI interview
closely followed the content of the
Census 2000 short form. However,
like the IVR Questionnaire, the
CATI interview collected complete
information about all persons in
the household, no matter how
many persons lived there. The pro-
tocol for the CATI interview is
included as Appendix E.

2.1.6  Internet questionnaire

Census Bureau staff developed 
and provided the Internet-based
questionnaire for the RMIE.

1This time includes the time required for
the system to play the question, the respon-
dent to answer, two seconds to determine if
the response is completed, and the speech
recognition software to compute the
response.
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Respondents answered multiple-

choice questions in the question-

naire by clicking the appropriate

radio buttons and checkboxes.

They answered text-entry ques-

tions by typing their answers into

response fields. The questionnaire

screens were designed to resemble

the short form paper question-

naire. The screens were not pro-

grammed with any branching logic

or data validity checks.  The

Internet survey was available 24

hours a day. A printout of the sur-

vey appears in Appendix F.

2.1.7  Internet usage survey

The sample for the IUS was select-

ed from those respondents in the

internet panels of the RMIE who

responded via mail or CATI2

(through a phone transfer from

OA).  The frame from which the

IUS sample was drawn included

293 households from panel 3

(internet, no incentive) and 277

households from panel 6 (internet

with incentive).  Since the original

RMIE sample was selected with

proportional allocation to stratum,

it was anticipated that the IUS sam-

ple would be selected in the same

manner.  However, this selection

methodology would have resulted

in a very small sample size in the

LCA strata due to nonresponse to

the original mailing.  Therefore,

systematic sampling using equal

allocation was conducted.  The

resulting sample included  318

cases in the HCA and 252 in the

LCA.  The IUS Questionnaire is

included in Appendix G.

2Only seven CATI interviews were
received in panels 3 and 6.  These cases
were selected into this sample with certainty.
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As can happen in even the most
carefully designed experiments,
technical problems occurred over
the course of the RMIE which bear
mentioning here.  The most signifi-
cant of these were problems that
affected the representativeness of
the sample in the IVR panels (pan-
els 2 and 5):

•  When the IVR system first began
accepting calls, a software prob-
lem in a lookup routine caused
the system to inaccurately clas-
sify all of the callers as ones
who had called before. The sys-
tem therefore failed to adminis-
ter the IVR Questionnaire and
instead directed the calls inap-
propriately to the CATI opera-
tors immediately after the
respondents entered their cen-
sus identification numbers. This
problem began with the first call
to the IVR system and was
resolved within just a few days.
The first 115 calls to the IVR
system (110 from panel 5 and
five from panel 2) were affected.

• Once analysis of the data began,
a serious problem was discov-
ered. The response rate for
panel 2 (IVR - no incentive)
appeared to be very low. This
inexplicable effect dwarfed all
other observed effects and
appeared to be an artifact of
some error. Moreover, the pro-
portion of mailings returned as
Undeliverable As Addressed
(UAA) was much lower for panel
2 than for any other panel.
Further investigation revealed
an apparent problem with the
mailout for panel 2. With very
few exceptions, no responses

were received, nor were any
mailings returned UAA, for
panel 2 mailings to households
in Missouri, Kansas, Nebraska,
Louisiana, and Arkansas (the
five states whose ZIP Codes
start with 630 to 729), Hawaii,
Oregon, Washington, and Alaska
(the four states whose ZIP
Codes start with 967 to 999),
and ZIP Codes 39301 to 39648,
60202 to 60490, and 95608 to
95833. Similar problems were
not detected for any other
panel. The Census Bureau inves-
tigated this situation and found
that some responses did in fact
come in from households in
these areas, but they arrived too
late to be counted. Apparently,
the mailout to these areas was
either delayed or not sent, pre-
venting the affected households
from responding before the cut-
off date. 

• For panels 1 and 3, the propor-
tion of UAA returns was more
than two times higher for the
state of Indiana than for any
other state. In panel 1, Indiana
had ten responding households,
six nonresponding households,
and 51 UAAs. In panel 3,
Indiana had 13 responding
households, no nonresponding
households, and 55 UAAs.
These UAA rates were by far the
highest observed for any state
in any panel. The UAA rate for
the entire nation for panels 1
and 3 were respectively 10.5
and 11.0 percent. For Indiana
alone the rates were respective-
ly 76.1 and 80.9 percent.

The data were examined after
removing all data from Indiana,
Missouri, Kansas, Nebraska,
Louisiana, Arkansas, Hawaii,
Oregon, Washington, and Alaska,
and ZIP Codes 39301 to 39648,
60202 to 60490, and 95608 to
95833. Chi square analysis
revealed that the UAA rate differed
among the six panels, even with
these areas excluded (chi square =
10.13, df = 5, p < 0.073). Further
tests revealed that this effect was
entirely attributable to panel 2.
The UAA rate for panel 2 was sig-
nificantly lower than the rate for all
the other panels (chi square =
7.62, df = 1, p < 0.006). No such
significant effect was found for any
other panel. Thus, even without
the ten problematic states and the
three problematic ZIP Code areas,
the UAA rate for panel 2 was sig-
nificantly depressed. This finding
suggests that problems may still
exist with the mailout for panel 2,
even after the problematic states
and ZIP Code areas are eliminated.

Based on these findings, the
Census Bureau decided that two
sets of analyses would be complet-
ed. Method 1 involved analyzing
data for only four of the six pan-
els; panel 2 is excluded because of
the mailout problems, and panel 5,
the other IVR panel, is also be
excluded to maintain a balanced,
factorial design. All households in
the remaining four panels were
included in this analysis. The prob-
lem for Indiana in panels 1 and 3
is ignored. Insomuch as the
Indiana problem involves UAA
rates, not nonresponse rates, the
impact of the problem on the

3. Limitations
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response rates should be relatively
minor.

Method 2 involved analyzing the
data from all six panels. However,
households from the ten problem-
atic states and the three problem-
atic ZIP Code ranges are excluded

from the analyses. The assumption
underlying this analysis is that
data errors are eliminated by
excluding these households. That
assumption may not be correct;
the depressed UAA rate for panel 2
suggests that problems may still
exist even when the ten states and

three ZIP Code areas are eliminat-
ed. These analyses do not involve
a truly national sample, since so
much of the country is excluded
from the sample. Thus, these
results should not be generalized
to the entire nation.
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As noted in Section 3, several tech-
nical problems created limitations
in the way the RMIE could be ana-
lyzed and interpreted.  As a result,
a decision was made to analyze
the data in two different ways.
One of the two approaches,
Method 1, restricted the usable
data to only that collected by the
CATI or Internet modes.  In con-
trast, analyses completed using
Method 2 allows all three
response modes to be compared,
though not for a sample that can
be generalized to the entire nation.
As the response mode is a critical
component of the RMIE the results
of this sub-national analysis are
presented in this report.  The inter-
ested reader can review the analy-
ses completed using Method 1 in
the report entitled, Response Mode
and Incentive Experiment for
Census 2000 (Westat, 2002).  

Throughout this section two differ-
ent response rates will be dis-
cussed.  These two rates are com-
puted as follows:

•  The first computation considers
all responses, regardless of the
response mode. This includes
responses using the paper form
and any responses using the
Internet or CATI. The response
rates calculated this way are
called the Overall Response
Rates (ORR).

•  The second computation consid-
ers only the alternative comput-
er-mediated response modes
that were offered in the mailings
to the respective panels. Thus,
the response rates for panels 1
and 4 include only those cases

that responded via CATI.
Similarly, the response rates for
panels 3 and 6 include only
those cases that responded via
the Internet. The response rates
calculated in this manner are
called the Assigned Mode
Response Rates (AMRR).

With either method, households
were considered nonrespondents if
they failed to respond at all, or if
they provided data with too many
omissions to meet the Census
2000 criteria for a complete
response.

4.1  Effect of the incentive
on response rates – initial
mailout component 

4.1.1  Overall Response Rates

The ORR of the no-incentive panels
(72.55 percent) and the incentive
panels (71.01 percent) were not

significantly different (chi square =
2.49, df = 1, not significant (n.s.)).3

A logistic regression analysis was
carried out to reveal any significant
interactions between the incentive
and the two other factors—
response mode and coverage area.
The results showed that the incen-
tive factor did not attain statistical
significance either by itself or in
any interaction with the other fac-
tors.

4.1.2  Assigned mode response
rate

Figure 1 reveals that the incentive
was associated with a large
increase in the AMRR.

A logistic regression analysis
revealed a significant (p < .001)

4. Major Findings
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Figure 1.
Assigned Mode Response Rate: Combined Panels

3 At the time this report was prepared,
detailed response rate data for the high 
coverage and low coverage areas were 
not available.

chi square = 868.15, p <.001
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interaction between the incentive
factor and the response mode fac-
tor.  The difference between the
incentive and no-incentive condi-
tions was greater for the IVR and
CATI response modes than it was
for the Internet response mode.

Chi square analyses were carried
out to illustrate the manner in
which the incentive affected the
AMRR. The results show that the
AMRR in the incentive households
were significantly (p<.001) higher
than those in the no-incentive
households, regardless of whether
the households were in the CATI,
IVR, or Internet response mode
conditions.  The AMRR increased
from 1.4 to 17.9 percent for CATI;
from 0.8 to 18.0 for the IVR, and
from 4.0 to 15.9 for the Internet.
Based on the logistic regression,
this difference between the incen-
tive and no incentive condition
was larger for the CATI and IVR
conditions than it was for the
Internet condition.

The logistic regression also
revealed a significant interaction
between the incentive factor and
the coverage area factor. The dif-
ference between the incentive and
no-incentive conditions was
greater in the high coverage area
than in the low coverage area.
However, the incentive increased
the AMRR, regardless of whether
the households were in the high or
low coverage area (from 2.1 to
19.2 percent for the HCA and from
1.7 to 9.8 for the LCA).

4.1.3  Summary of results for the
effect of the incentive

The effect of the incentive in the
analyses involving all six panels
and a sub-national sample can be
summarized as follows:

•  The incentive offered to the
households for responding 
via an alternative, computer-

mediated response mode had no
significant effects on the ORR.

•  The incentive increased the like-
lihood that the households
would choose the alternative
response mode.

•  The incentive increased the
AMRR most for the IVR and CATI
response modes, and least for
the Internet response mode.

•  The incentive increased the
AMRR more for the high cover-
age area than for the low cover-
age area.

One finding regarding the choice
of incentive is of interest as well.
Although the incentive increased
reporting via the alternative
modes, a large number of respon-
dents never (or least not within
seven months) used the calling
card once it was activated.  Of the
862 cards that were activated and
for which data were available, a
third had not been used.  An addi-
tional 38 percent had been partial-
ly used, and about 28 percent had
been fully used. 

4.2  Effect of the response
mode on response rates

4.2.1  Overall response rates

The ORR for the CATI panels
(72.33 percent), IVR panels (70.67
percent) and Internet panels (72.35
percent) were not significantly 
different (chi square = 4.32, df = 2,
n.s.).

The logistic regression analysis
described in Section 4.1.1 also
showed a significant interaction
between the response mode factor
and the coverage area factor.
Respondents in the high coverage
area were more likely to use CATI
than the Internet.  Chi square
analyses were run to further illus-
trate the relationship between the
response mode factor and the cov-

erage area factor. The results sug-
gested that the overall response
rates differed among the three
response mode conditions in the
high coverage area (chi square =
7.05, df = 2, p < .03) but not in
the low coverage area (chi square
= 2.30, df = 2, n.s.). For high cov-
erage area households, the overall
response rate was lower in the IVR
condition (73.6 percent) than in
either the CATI condition (76.2 per-
cent, chi square = 6.23, df = 1, p <
.02), or the Internet condition
(75.4 percent, chi square = 3.21,
df = 1, p < .08). No significant dif-
ference was found in the high cov-
erage area households between the
overall response rates in the CATI
and Internet conditions (76.2 per-
cent and 75.4 percent respectively,
chi square = 0.64, df = 1, n.s.).

A logistic regression analysis was
run that included the CATI no-
incentive panel, the IVR no- incen-
tive panel, the Internet no-incen-
tive panel, and the CCG. The
outcome variable was a response
indicator. The predictor variables
were the response mode, the cov-
erage area, and all of the interac-
tion terms.  None of the interaction
terms was statistically significant.

To further illustrate the pattern
across response modes, chi square
analyses compared the overall
response rates of the CCG (71.1
percent) with those of the CATI no-
incentive (72.33 percent), IVR no-
incentive (70.67 percent), and
Internet no-incentive (72.35 per-
cent) panels. The overall response
rate of the CCG was lower than
that of the CATI no-incentive panel
(chi square = 2.89, df = 1, p < .09),
and the Internet no-incentive panel
(chi square = 4.29, p < .04). The
overall response rates of the CCG
and the IVR no-incentive panel did
not differ (chi square = 0.26, df =
1, n.s.).
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4.2.2  Effect of the response mode
on the assigned mode response
rate

A three by two chi square test
compared the AMRR of the CATI
panels (9.65 percent), IVR panels
(9.30 percent) and Internet panels
(10.0 percent).  The differences
were not significantly different (chi
square = 1.53, df = 2, n.s.).

As noted in Section 4.1.2, a logistic
regression analysis revealed a sig-
nificant interaction between the
incentive factor and the response
mode factor. This interaction sug-
gests that the incentive increased
the AMRR in the CATI and IVR con-
ditions more than in the Internet
condition.   The results of a chi
square analysis suggest that in the
no-incentive condition, the Internet
panel had the greatest AMRR (ver-
sus the CATI panel, chi square =
27.09, df = 1, p < .001; versus the
IVR panel, chi square = 61.01, df =
1, p < .001). The AMRR of the CATI
and IVR Questionnaire panels did
not differ (chi square = 2.64, df =
1, n.s.).

For the incentive condition,
Internet panel had the lowest
AMRR (versus the CATI panel, chi
square = 4.77, p < .03; versus the
IVR Questionnaire panel, chi square
= 2.98, p < .09). Again the AMRR
of the CATI and IVR panels did not
differ (chi square = 0.00, df = 1,
n.s.). 

4.2.3  Summary of results for the
effect of the response mode

The effect of the response mode in
the analyses involving all six pan-
els and a sub-national sample can
be summarized as follows:

•  The ORR did not differ across
the CATI, IVR, and Internet con-
ditions. 

•  In the high coverage area, the
ORR in the IVR condition was

lower than that for the CATI or
Internet conditions.

•  The CATI no-incentive and the
Internet no-incentive panels had
a higher ORR than the CCG.

•  The CCG’s ORR was not signifi-
cantly different from that of the
IVR no-incentive panel.

•  In the no-incentive condition,
the Internet panel had the great-
est AMRR.

•  In the incentive condition, the
Internet panel had the lowest
AMRR.

4.3  Item nonresponse
rates by mode of response

The highest item nonresponse
rates occurred when the data were
collected using the IVR
Questionnaire, up to 11.8 percent
for the race of Person 1 in the
household, and nearly that high for
age and date of birth (10.0 percent
and 10.5 percent respectively).
Much lower rates occurred when
the data were collected by the
other modes.  Among the other
modes, the mail had the highest
item nonresponse rate, with the
Internet and CATI having the low-
est rates.  

The amount of missing data for
the IVR Questionnaire has impor-
tant implications for the feasibility
of this mode for the decennial cen-
sus.  A large proportion of the
missing data was due to IVR
respondents hanging up the tele-
phone before the end of the inter-
view. Most of these hang-ups
occurred early in the interview.
Some comments from respondents
indicated impatience with the pace
of the interview. This reaction may
have been exacerbated by the type
of information that was collected
at the beginning of the interview,
when the respondents were asked
to enter their 22-digit identification

numbers and telephone numbers
with touch-tone buttons, and to
say and spell the names of every-
one in the household. These tasks,
along with the speed with which
the questions were administered,
may have played a role in the
respondents’ decision to terminate
the interview prematurely.

Some of the missing data in the
IVR mode may be attributable to
problems respondents encountered
providing data within the time con-
straints allotted by the computer
program. The system was pro-
grammed to repeat the question
when it encountered two seconds
of silence. Even given this repeti-
tion, respondents sometimes could
not report the information for
some items. Future IVR question-
naires may need to give the
respondents more time to begin
answering before it repeats the
question. A longer wait time has
relatively little cost (e.g., it does
not increase the length of time to
fill out the questionnaire for those
that provide answers right away)
and could result in capturing data
from some of the respondents
who, for whatever reason, could
not initiate their answers within
two seconds.

4.4  Results from 
the Interactive Voice
Recognition (IVR)
Questionnaire 
Satisfaction Survey

Briefly, the results from the IVR
Questionnaire Satisfaction Survey
indicate the following:

•  Hispanic respondents tended to
spend more time per item than
others.  Respondents from
households with more than one
Hispanic member tended to
have relatively long calls and
found the questionnaire more
confusing.  
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•  Female respondents tended to
give the system higher overall
satisfaction ratings.

•  Older respondents tended to
give the system higher overall
satisfaction ratings and to find
that the IVR Questionnaire
afforded the appropriate amount
of time to answer.

•  White respondents tended not to
find the IVR Questionnaire con-
fusing, and to spend less time
answering the individual items.
Black respondents tended to
give the system higher overall
satisfaction ratings.  However,
respondents who identified
themselves with a race other
than white or black tended to
find the IVR Questionnaire to be
confusing.  Racial complexity of
the household also affected how
respondents rated the IVR
Questionnaire.  Respondents in
mixed race households tended
to find the IVR Questionnaire
confusing and to have longer
calls.

4.5  Results from the
nonresponse component 
of the Response Mode 
and Incentive Experiment
(RMIE)

As described earlier, the nonre-
sponse component of the RMIE
involved assigning the CCG nonre-
spondents to one of six treatment
groups parallel to the six panels
included in the main RMIE (refer
back to Appendix A).  This nonre-
sponse study was not conducted
as a means to test the utility of
including nonresponse conversion
incentives for the 2010 census.
Rather, the goal was to test the
effect of an incentive and alterna-
tive response modes as a means to
improve response from groups
who are traditionally difficult to
enumerate.  

With regard to the effect of the
alternative modes on response, the
study found that CATI consistently
elicited the highest response rate
(see Table 1).  The IVR does not
gain higher response than the
Internet.  There is some evidence
to suggest that these findings may
be due to difficulties in using the
IVR system.  Feedback from census
IVR Questionnaire testers revealed
that the system was somewhat dif-
ficult to use. Moreover, the level of
response does not differ between
CATI and IVR when calls and

rollovers to CATI are permitted
from households assigned to IVR,
suggesting that usability issues
rather than mode preference are
responsible for the IVR and CATI
difference.

In order to assess the effect of the
incentive within and across
response modes, response rates in
Table 2 were computed for each
experimental treatment along with
pairwise differences between the
incentive and non-incentive groups
within and across each response
mode. 

Table 1.
Mode Specific Response Rates, Sample Sizes,1 and
Response Rate Differences Among Modes and Across
Incentive Groups

Mode Mode specific
response rate Difference**

CATI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.8%
(1656)

*2.9%IVR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.8%
(1555)

CATI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.8%
(1656)

*4.1%
Internet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.7%

(1717)

IVR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.8%
(1555)

1.2%
Internet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.7%

(1717)

1Undeliverables and late mail returns are excluded from this analysis.
* Statistically significant when the familywise error rate is controlled using Bonferroni

at a=.1 for all comparisons.
** Note that the numbers in the difference column may be slightly different from the

computations using the rates presented due to rounding error.

Table 2.
Mode Specific Response Rates, Sample Sizes,1 and
Pairwise Differences Between Incentive and No Incentive
Groups Within and Across Response Modes

Mode
Mode specific response rate

DifferenceIncentive No incentive

CATI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.8% 6.7% 2.1%
(875) (781)

IVR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.4% 3.4% *3.0%
(753) (802)

Internet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.9% 3.4% .5%
(867) (850)

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.4% 4.5% *1.9%

1Undeliverables and late mail returns are excluded from this analysis.
* Indicates statistical significance when a=.1.
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Results in Table 2 show that the
incentive increases mode specific
response compared to no incentive
when rates are computed across
response modes. The incentive
effect is not significant within CATI
and Internet, but is significant in
the IVR.

Table 3 presents logistic regression
coefficients when the mode specif-
ic response rate is regressed on
the experimental treatments as
well as some control variables.
The Simple Model investigates the
effect of the incentive on response
while controlling for strata (as a
proxy for socioeconomic status)
under the assumption that the

effect is consistent within each

response mode.  The interaction

model reveals whether the incen-

tive effect differs based on the

stratum to which it is adminis-

tered. 

Tests of parameter estimates in the

Simple Model confirm that CATI

obtains higher response than the

Internet and IVR while controlling

for the incentive treatment, and

that the incentive effect holds

while simultaneously controlling

for response mode and stratum.  

The Interaction Model in Table 3

helps to determine if the incentive

is more effective in increasing

response in low coverage areas
(high Black and Hispanic and renter
concentration) compared to high
coverage areas.  The test of this
interaction (Incentive*High
Coverage Area =   -.253) indicates
that the effect of the incentive on
response is not significantly differ-
ent between high and low cover-
age areas.  This finding contradicts
past literature that showed a more
pronounced incentive effect among
lower socio-economic populations
compared to other populations
(Kulka,1994; Singer,2002).  There
are at least two possible reasons
for this discrepancy.  First, strata,
while a good indicator of census
response, is based on 1990 tract
level data and may not be a suit-
able proxy variable for socio-eco-
nomic status. Secondly, legality
and sponsorship differences
between the U.S. decennial census
and surveys may explain this dis-
crepancy.  Certain people, such as
illegal immigrants and fugitives,
may deliberately avoid the census.
If low coverage areas contain a
higher concentration of these peo-
ple than high coverage areas, it is
possible that these results reflect
that fact that the incentive does
not increase response from those
who are intentionally avoiding the
census.   

Finally, logistic regression coeffi-
cients in Table 4 allow an assess-
ment of the effect of the incentive
on the demographics of respon-
dents.  Specifically, this regression
model includes all respondents,
regardless of their experimental
panel assignment, in an attempt to
determine which factors are associ-
ated with households that per-
formed the prescribed behavior to
receive the incentive.  

The model suggests that Person 
1 in households receiving the

Table 3.
Logistic Regression Coefficients Predicting the Log Odds
of Responding to the Census Through the Assigned Mode

Predictor variables Simple model
Incentive-Strata

Interaction model

Mode:

Internet = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . *–.302 .012
CATI = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . *.496 *.717
IVR = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . – –

Incentive:

Incentive = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . *.374 *.888

Census Area (strata):

High Coverage Area = 1 . . . . . . . . . . . . . . . . . . . . . . . . *.567 *.725

Interactions:
CATI * Incentive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . –.365
Internet* Incentive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . *–.534
Incentive *Strata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . –.253

Intercept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . –3.616 –3.934

* Indicates statistical significance when a = .1
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incentive due to alternative
response mode participation tends
to be younger than Person 1 in
households not receiving the
incentive.  This finding may sug-
gest that the incentive is more
attractive to younger persons.
Conversely, since the incentive was
only activated for those who tried
a new response mode, perhaps
younger people are more likely to
use new technology.  It is impossi-
ble to control for the effects of
mode in this study given that an
alternative mode response was

required in order for a household

to receive the incentive.  However,

an age comparison of mail and

electronic mode respondents

reveals that mail respondents are

on average older (50.4) than elec-

tronic mode respondents (42.1),

suggesting that the proposed

incentive effect on younger people

may be due to more willingness to

try a new mode.  Otherwise, while

controlling for age, sex, and

household size there is no evi-

dence to suggest that incentives

disproportionately recruit non-
whites or renters.

In Table 2, the increase in mode
specific response due to the incen-
tive is significant when the three
response modes are combined, yet
the effect of the incentive is
insignificant when overall response
to the second mailing is consid-
ered (see Table 5).  This finding
suggests that the incentive redi-
rects response to alternative
modes, but does not encourage
response from those with no inten-
tion of responding.   

4.6  Results from the
Internet Usage Survey

Of the respondents contacted for
this study, 8.2 percent (6.8 percent
in HCA, 8.6 percent in LCA) did not
understand or have any knowledge
of the concept of the Internet.
Interviews with these respondents
were terminated as soon as this
lack of understanding was revealed
since the remaining survey ques-
tions probe for reasons the
Internet was not used. 

Somewhat surprisingly, 62.9 per-
cent of respondents had Internet
access at one or more locations
even though they responded to the
census by mail or phone when
given the option of providing cen-
sus data via the Internet (see
Figure 2).  After this information
was gathered, interviews with
respondents who did not have
Internet access were terminated.

Table 6 provides the percentage of
respondents in each stratum and
the full sample who had Internet
access at various locations.

A large number of respondents
were unaware that the option of
replying to the census by the
Internet was available.  Nearly half
(48.2 percent) of respondents who
received the calling card as an
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Figure 2.
Internet Access Rates Among Mail Respondents by
Coverage Area (Percent)
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incentive to use the Internet were
unaware of the Internet option,
despite the colorful brochure print-
ed on heavy stock paper included
in their questionnaire package con-
taining the calling card as well as
an announcement of Internet avail-
ability.  Over half (54.9 percent) of
non-incentive respondents report-
ed that they did not know they
could have used the Internet to
respond. 

Table 7 provides data on the rea-
sons respondents with Internet
access gave for completing the
paper census form rather than the
Internet version.

Of those who received the incen-
tive in the initial mailing, 57.3 per-
cent claimed that they were
unaware of the offer to receive a
free calling card.  When those who
were unaware of the incentive
offer or did not receive the offer
were asked if they would use the
Internet if they were given a 30-
minute calling card to do so, 41.2
percent indicated that they would.
Those who continued to decline
the Internet option were asked if
they would use the Internet if the
value of the calling card was dou-
bled or tripled.  Table 8 summa-
rizes the findings from these 
questions.
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5.1  Recommendations
based on the Response
Mode and Incentive
Experiment

The results of the RMIE can help
guide future use of computer-medi-
ated response modes and incen-
tives in the decennial census. The
results address the questions:

• Can offering alternate, comput-
er-mediated response modes
increase overall response rates?

• Do respondents using alternate,
computer-mediated response
modes tend to provide good
quality data?

• Are the costs involved in offer-
ing alternative response modes
commensurate with any advan-
tages they offer?

Overall response rates did
increase when respondents
were offered the CATI and
Internet alternative modes, as
compared with the control
group. The increase in overall
response rates was small and
occurred only when the respon-
dents were not offered an incen-
tive. When an incentive was
offered, overall response rates
went down slightly, to about the
same level as that of the control
group. These alternative response
modes also seemed to reduce the
amount of missing data for partic-
ular items; that is, the item nonre-
sponse rates tended to be higher
for mail questionnaires as com-
pared with CATI and Internet ques-
tionnaires.

The major drawback to the
CATI mode is its cost. CATI

involves a number of expenses
that the other modes do not
require, such as the costs associat-
ed with the interviewers, CATI
equipment and software, and the
800 telephone line. The interview-
er costs are increased by the time
that they must spend unoccupied,
waiting for calls.  However, CATI
also involves some cost savings
within the context of a large-scale
census data collection effort. CATI
data collection saves the costs for
return postage and data capture
associated with mail surveys. Also,
CATI did seem to improve some
aspects of data quality; CATI did
have less missing data than the
mail survey on certain items.
However, this difference was not
extremely large and probably does
not justify the increase in costs
that this mode would likely
involve.

It is difficult to assess these trade-
offs precisely.  However, it is likely
that CATI poses a significant
increase in cost relative to the cur-
rent census procedures, unless
these costs can be offset by a large
increase in the response rate. The
RMIE results suggest that offering
a CATI response mode alternative
does not bring about such a large
increase in the response rate. 

Like CATI, the Internet mode
yielded relatively high data
quality. There was also a rela-
tively low rate of missing data
on key items. When an incentive
and insert were not included, the
response rate was approximately
one to two percentage points high-
er than that of the CCG. Relative to
the census mail procedure, the

costs of fielding a web survey are
likely to be relatively modest. The
primary additional cost associated
with the Internet, relative to mail,
involves the development and
maintenance of the software and
hardware. However, this cost is
fixed and does not increase as
more data are collected. Web sur-
veys also have lower postage and
processing costs than mail surveys
do. Data quality could be improved
further with the introduction of
automated edits.

Based on conservative assumptions
and the data from RMIE, one might
save between one and six million
dollars in postage costs alone if
between three percent and 15 per-
cent of the sample uses the web
rather than the mail survey. This
estimate assumes that the postage
to mail back the short form is 37
cents and 110 million households
must be enumerated (3 percent x
110 million households x 37 cents
postage = $1.2 million; 15 percent
x 110 million households x 37
cents = $6.1 million). This savings
would more than offset the costs
required to design, develop and
maintain the web survey. Of
course, the web survey would also
produce savings related to reduced
processing (receipt and scanning).
Given this crude calculation, it is
anticipated that the Internet would
be cost-effective even if a relatively
small proportion of respondents
used it.  Offering a web survey
would also provide additional cost
savings if it increased the overall
response rate, as it did in RMIE, as
fewer followup field interviews
would be required. 

5.  Recommendations
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The implications of this experi-
ment for the use of the IVR
Questionnaire are complex. Data
quality was the lowest for this
response mode, both in terms of
response rate and missing data
items. Much of these missing data
were due to individuals hanging up
relatively early during the inter-
view. With respect to costs, the IVR
system has fixed costs related to
purchasing the hardware, develop-
ing the software and maintaining
the data collection site. There are
other costs if operator assistance
is provided for those individuals
who cannot complete the question-
naire using the IVR system. There
are also additional data-processing
costs because of the need to tran-
scribe information that the speech
recognizer could not code.
Therefore, an IVR Questionnaire is
more costly than an Internet sur-
vey. It is unclear how IVR costs
compare to those of CATI or mail
questionnaires.  An additional
issue is whether (and how) to
inform respondents that they
would be providing their data to a
computer. The RMIE mailings did
not notify IVR households that the
telephone number was for an IVR
Questionnaire. Some of the nega-
tive reaction to the IVR
Questionnaire may have been
avoided if respondents made the
call with the expectation that they
would be interacting with an auto-
mated system.

Another concern revolves around
the design of the IVR interview.
Several tasks were difficult to com-
plete or took more time than
desired with the IVR Questionnaire.
This likely affected the quality of
the data with this mode. Issues
that may have led to problems
include: (1) entering a 22-digit ID,
(2) reporting and spelling out the
names of all persons in the house-
hold and (3) reporting race using

information printed on the paper
questionnaire. 

Some of these issues were a func-
tion of the special nature of this
experiment within Census 2000.
For example, shortening the ID
may be possible if a crosswalk
could be developed between the
full 22-digit census number and a
shorter number that would be easi-
er to enter. Also, the IVR
Questionnaire may become easier
to use as the technology of speech
recognition becomes more sophis-
ticated. For example, the IVR
Questionnaire did not rely on rec-
ognizing the responses to every
question. The responses to the
questions on race and certain
other topics were recorded and
later transcribed. Improved capa-
bilities to recognize speech, espe-
cially words embedded within a
sentence (e.g., reports of multiple
races), would allow for easier inter-
action between the respondent and
the computer.

The RMIE results show that the
inclusion of a calling card with
an insert was extremely effec-
tive in promoting the use of
the alternative response mode.
Comparisons between the incen-
tive and no-incentive conditions
reveal that the incentive was asso-
ciated with three to four-fold
increases in the rate of using the
alternative mode. 

At least some portion of this 
effect is probably attributable 
to the insert, which drew the
respondents’ attention to the avail-
ability of the alternative mode. The
non-incentive condition relied sole-
ly on the census cover letter to
inform respondents about the
availability of the computer-mediat-
ed mode. Many respondents in the
no-incentive panels probably did
not read the letter. The insert, by
contrast, prominently called the

respondents’ attention to the com-
puter-mediated alternative mode.
The insert and calling card may
account for some of the effects
observed in the incentive condi-
tion.

However, this increase seemed to
come at some cost to the overall
response rate with one to two per-
cent fewer people responding
when an incentive was offered. In
both the CATI and Internet condi-
tions, the overall response rates,
once factoring in the mail respons-
es, were lower in the incentive
panels than in the no-incentive
panels. This reduction may be due
to the fact that the calling card
incentive makes the response task
more complicated. If the alterna-
tive modes are not available at the
time the respondent tries to use
them, the respondent may not fol-
low up in all cases to complete the
questionnaire at a later time. The
one advantage of a mail question-
naire is that it can be filled out the
moment the package arrives.
Completing a CATI questionnaire
requires the use of a telephone
and the availability of a CATI oper-
ator. A web survey requires access
to a computer that has Internet
access. If these are not available at
the time the respondent attempts
to fill out the questionnaire, then
some persons may simply never
respond.

This result may also be indicative
of a relatively weak effect of the
calling card as an incentive. In fact,
many respondents whose calling
cards were activated never used
them, suggesting that the calling
card may not have been a univer-
sally powerful incentive.

With respect to the nonre-
sponse component of the RMIE,
an examination of the response
mode alternatives reveals that
CATI obtains the highest level
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of response compared to IVR
and the Internet. However, it
should not be inferred that the
people prefer CATI over the
Internet for data collection.
Internet accessibility limitations
among the population in this non-
response component confound the
response rate comparisons among
the modes.  As Internet access
continues to span the United States
population, experiments testing
the feasibility of this method for
census data collection should con-
tinue to be tested.  

Consistent with past findings,
the use of an incentive in this
nonresponse component
increases response to the
alternative modes; however,
the effects disappear when
total response to the second
mailing is examined. Therefore,
the incentive in this experiment is
successful in transferring response
that would have otherwise been
obtained by mail to a different
mode, but not in recruiting house-
holds who would otherwise not
respond.  

In contrast to past incentive lit-
erature, there is no evidence of
increased incentive effects
within areas of low census cov-
erage (with high proportions
of non-whites and renter units)
compared to high coverage
areas, which may be due to the
fact that coverage area is not a
good proxy for socio-economic
status. Moreover, there is no evi-
dence that incentives are more
powerful at increasing response in
the absence of an interviewer as a
motivator.  It is possible that IVR
difficulties as well as Internet
accessibility issues confound the
incentive effect within each mode.
Moreover, the interviewer was only
a motivating source in keeping the
respondent from discontinuing the
interview, since the initial contact

was respondent-initiated.  Perhaps
incentives would prove to be most
effective in the self-administered
modes if the cases assigned to the
CATI mode were contacted directly
by the interviewer as in a tradition-
al survey setting.

Comparisons of respondent
demographics reveal that the
incentive seems to attract
younger respondents; however,
this finding is confounded with
the influence of the alternative
response mode options. There
is some evidence to suggest that
younger persons may be influ-
enced by the chance to use a new
mode. 

5.2  Recommendations for
future research

Given the success of the insert and
incentive to promote the use of an
alternative mode to respond to the
census, this option should be con-
sidered in future research.  This
research should carefully consider
both the role the insert and incen-
tive separately play in the respon-
dent’s decision to participate.  It
would be useful to better under-
stand the relative effects of the
calling card incentive and the
insert on the respondents’ decision
to use the alternative response
modes.  The use of just an insert,
without any incentive, has a num-
ber of economical and logistical
advantages for the census.
Research is needed into the best
ways to present the alternatives
through either the letter or an
insert. 

As many respondents inter-
viewed as part of the IUS
reported that they were
unaware that either an alterna-
tive response mode or an
incentive was offered, future
research should also be direct-
ed at how best to convey this
information to respondents. It

is possible that when the package
of materials arrives at the house-
hold, one person opens the pack-
age, saves what appears to be nec-
essary (the actual form and the
return envelope) and throws the
rest away.  Then, when a member
of the household is actually ready
to complete the census form
he/she no longer has the informa-
tion explaining these aspects of
the data collection process.
Perhaps finding a way to provide
this information directly on the
paper form would further increase
the percent of respondents who
provide their data through some
alternative response mode.

There is also some indication that
the calling card incentive may not
have been a particularly effective
motivator. Only 28 percent of
respondents fully used the calling
card and a third of respondents
never used their cards at all.  

While the calling card has the
advantage of being usable any-
where in the country (which
store gift certificates, for
example, would not be), future
research should investigate
other types of incentives that
might be valued by a greater
percentage of respondents.
The incentive and alternative
response modes were not effective
tools for increasing response
among typical census nonrespon-
dents as evidenced by the results
of the nonresponse component of
the RMIE.  The incentive, while
somewhat effective in directing
response to a particular mode, has
no overall effect on total response
to the census.  Moreover, the
response mode comparisons in
this study are confounded due to
Internet access limitations as well
as IVR system technology limita-
tions.  Therefore, further testing is
needed prior to the 2010 census.
Obviously we are likely to see



increased access to the Internet in
the years to come.  With increased
access may come an increased
acceptance of the use of the
Internet for collecting important
information such as that collected
in the census.  Similarly, it is likely
that enhancements will continue to
be made in the speech recognition
software used in the IVR
Questionnaire.  Future research
should continue to monitor the
progress of this software.  A more

“user-friendly” system might
increase response rates for this
mode as well as reduce the
amount of missing data that
occurred in this mode. 

Finally, future research should seek
to gain a more detailed under-
standing of the costs associated
with providing each of the alterna-
tive response modes.  This knowl-
edge would further inform the
decision to provide these alterna-

tive modes in the future.  In addi-
tion, such information would allow
researchers to understand the true
“cost” of providing an incentive in
the census.  If the costs associated
with mailouts and data processing
could be sufficiently reduced by
offering an incentive for respon-
dents to provide their data through
an alternative response mode, then
an incentive might pay for itself.
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Final ASQ 2000 Short
Form Script

Test line: 1-877-286-3119

Revised March 7, 2000

Notes:

Panel 2 = ASQ Control Panel

Panel 5 = ASQ with calling card incentive

Panel 8A= ASQ with calling card, NRFU

Panel 8B = ASQ, no calling card, NRFU

All responses must be recorded for playback and veri-
fication and transcribed if necessary. 

Feedback to the respondent is done by the recorded
audio clips. 

Some responses do not have to be recognized in real
time. Spelled and spoken names will be processed by
SpeechWorks in post-processing and ship the results
back to Westat. These entries are noted by:

<record, transcribe, recognize (SpeechWorks)>

Other responses may be processed in batch mode at
the end of the project to obtain information about the
recognition confidence level needed for the ASQ
usability analysis. These entries are noted by:

<record, transcribe, batch recognition later>

Open-ended responses from the satisfaction survey are
marked with this entry: 

<record, transcribe>

###########################

[chime] You have reached the Census Bureau’s
Computerized Questionnaire.

[testing] The data you provide is not confidential and
will be used for software development.

(March 13, 2000 and later) Your answers are protected
by law.

(April 1, 2000 and earlier)

You will be asked to provide information about your-
self and persons living in your household on April 1,
2000, including:

(April 2, 2000 and later)

You will be asked to provide information about your-
self and persons who were living in your household on
April 1, 2000, including:

* last name, first name and middle initial;

* sex

* date of birth

* age on April 1, 2000

* origin

* race

* relationship

[chime] We will record your information. When you
hear this beep <tone> please speak and keep your
answers brief. Please keep the form with your ques-
tionnaire ID at hand to assist you with some of the
questions. We will now begin.

Do you have a telephone with number buttons, yes or
no? <tone>

if silence, then

Do you have a telephone with number buttons?
Please say yes or no AFTER the beep. <tone>

if silence, then
transfer to CATI

Your questionnaire ID number is located above your
address on the form mailed to you.

<If yes, then>

<all touchtone digits scenario>

buttons = true

ID22:

Please enter all 22 digits of your questionnaire id with
the pushbutton keys on your telephone after you hear
the beep.<tone2>

<accept input>

You entered $$$$$ dash $$$$$$$ dash $$ dash $$$
dash $$$ dash $$, Is this correct, yes or no? <tone>

If yes, then

go to VERIFY 1

U.S. Census Bureau Results From the Response Mode and Incentive Experiment in 2000  C-1

Appendix C



If no, then

go to AGAIN

if silence, then

You entered $$$$$ dash 
$$$$$$$ dash $$ dash $$$ 
dash $$$ dash $$.

Is this correct? Please say yes or no after the beep. 
<tone>

If yes, then

go to VERIFY 1

If no OR silence, then

go to AGAIN

<end all touchtone digits scenario>

<begin punctuated touchtone digits scenario>

ID5: 

Please enter the first five digits of your Questionnaire
ID with the pushbutton keys on your telephone after
you hear the beep.<tone2>

<accept input>

You entered xxxxx. Is this correct, yes or no? <tone>

if silence, then

You entered xxxxx. Is this correct? Please say
yes or no after the beep <tone>

If no, then

go to ID5

ID7:

Please enter the next seven digits of your question-
naire ID with the pushbutton keys on your telephone
after you hear the beep. <tone2>

<accept input>

You entered xxxxxxx. Is this correct, yes or no?
<tone>

if silence, then

You entered xxxxxxx. Is this correct? Please say
yes or no after the beep <tone>

If no then go to ID7

ID2:

Please enter the next 2 digits of your questionnaire ID
with the pushbutton keys on your telephone after you
hear the beep. <tone2>

<accept input>

You entered xx. Is this correct, yes or no? <tone>

if silence, then

You entered xx. Is this correct? Please say yes or
no after the beep <tone>

If no then go to ID2

ID3: Please enter the next 3 digits of your question-
naire ID with the pushbutton keys on your telephone
after you hear the beep. <tone2>

<accept input>

You entered xxx. Is this correct, yes or no? <tone>

if silence, then

You entered xxx. Is this correct? Please say yes
or no after the beep <tone>

If no then go to ID3

ID32: 

Please enter the next 3 digits of your questionnaire ID
with the pushbutton keys on your telephone after you
hear the beep. <tone2>

<accept input>

You entered xxx. Is this correct, yes or no? <tone>

if silence, then

You entered xxx. Is this correct? Please say yes
or no after the beep <tone>

If no then go to ID32

ID222: 

Please enter the last two digits of your questionnaire
ID with the pushbutton keys on your telephone after
you hear the beep. <tone2>

<accept input>

You entered xx. Is this correct, yes or no? <tone>

if silence, then

You entered xx. Is this correct? Please say yes or
no after the beep <tone>

If no, then go to ID222
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go to VERIFY 2

<end punctuated touchtone digits scenario>

<If no, then>

<all spoken digits scenario>

IDV22: 

Please say all 22 digits of your questionnaire ID with-
out pausing after you hear the beep.<tone>

<accept input>

You said $$$$$ dash $$$$$$$ dash $$ dash $$$ dash
$$$ dash $$, Is this correct, yes or no? <tone>

If yes, then

go to VERIFY 1

If no, then

go to AGAIN

if silence, then

You entered $$$$$ dash $$$$$$$ dash $$ dash
$$$ dash $$$ dash $$.

Is this correct? Please say yes or no after the
beep. <tone>

If yes, then

go to VERIFY 1

If no OR silence, then

go to AGAIN

<end all spoken digits scenario>

<punctuated spoken digits scenario>

IDV5: 

Please say the first five digits of your Questionnaire ID
after you hear the beep. <tone>

<accept input>

You said xxxxx. Is this correct, yes or no? <tone>

if silence, then

You entered xxxxx. Is this correct? Please say
yes or no after the beep <tone>

If no, then

go to IDV5

IDV7:

Please say the next seven digits of your questionnaire
ID after you hear the beep. <tone>

<accept input>

You said xxxxxxx. Is this correct, yes or no? <tone>

if silence, then

You entered xxxxxxx. Is this correct? Please say
yes or no after the beep <tone>

If no then go to IDV7

IDV2: Please say the next 2 digits of your question-
naire ID after you hear the beep. <tone>

<accept input>

You said xx. Is this correct, yes or no? <tone>

if silence, then

You entered xx. Is this correct? Please say yes or
no after the beep <tone>

If no then go to IDV2

IDV3: 

Please say the next 3 digits of your questionnaire ID
after you hear the beep. <tone>

<accept input>

You said xxx. Is this correct, yes or no? <tone>

if silence, then

You entered xxx. Is this correct? Please say yes
or no after the beep <tone>

If no then go to IDV3

IDV32: 

Please say the next 3 digits of your questionnaire ID
after you hear the beep. <tone>

<accept input>

You said xxx. Is this correct, yes or no? <tone>

if silence, then

You entered xxx. Is this correct? Please say yes
or no after the beep <tone>

If no then go to IDV32

IDV222: Please say the last two digits of your ques-
tionnaire ID after you hear the beep. <tone>

<accept input>
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You said xx. Is this correct, yes or no? <tone>

if silence, then

You entered xx. Is this correct? Please say yes or
no after the beep <tone>

If no then go to IDV222

go to VERIFY 2

<end punctuated spoken digits scenario>

:VERIFY 1

<verify ID>

<If no match, then>

The number you entered is not in our records.

:AGAIN

if buttons, then

go to ID5

else

go to IDV5 

:VERIFY 2

<verify ID>

<if ID used before, then

if complete, then

We see from our records that you already provided
your Census information. We are transferring you to
an operator who will answer your questions.

else 

We see from our records that you entered some infor-
mation into this system. We are transferring you now
to an operator who will take your information. 

<transfer to OA>

>

<If no match, then>

See bailout specification

#####HOME_OWNER

[chime] We will now ask you about this property.

Is this property owned by you or someone in this
household free and clear, without mortgage, yes or
no? <tone> 

if silence, then

Is this property owned by you or someone in this
household free and clear without a mortgage? Please
say yes or no after the beep <tone>

<if no, then>

Is this property owned by you or someone in this
household with a mortgage or loan, yes or no? <tone>

if silence, then 

Is this property owned by you or someone in this
household with a mortgage or loan? Please say yes or
no after the beep. <tone>

<if no, then>

Is this property rented for cash, yes or no?
<tone>

if silence, then

Is this property rented for cash? Please say yes or no
after the beep. <tone>

<if no, then>

Is this property occupied without payment of cash
rent, yes or no? <tone>

if silence, then

Is this property occupied without payment of cash
rent? Please say yes or no after the beep. <tone>

#######NAME & TELEPHONE

We will need your name and telephone number in case
we need to contact you to understand or clarify an
answer. Please say your first name after the
beep.<tone>

<record, transcribe, recognize (SpeechWorks)>

if silence, then

Please say your first name AFTER you hear the beep.
<tone>

<record, transcribe, recognize (SpeechWorks)>

Please say your last name after the beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

if silence, then

Please say your last name AFTER you hear the beep.
<tone>

<record, transcribe, recognize (SpeechWorks)>

Ok ... now
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short = false

silence1 = false

Phone:

If buttons, then

if not short, then

Please enter your phone number, area code first, with
the number buttons on your telephone now. <tone2>

else

if short or silence1, then

Please enter all ten digits of your phone number
AFTER you hear the beep.<tone2>

else

if not short, then

Please say your phone number, area code first, by
speaking one digit at a time now. <tone>

else

if short or silence1, then

Please say all ten digits in your phone number without
pausing AFTER you hear the beep.<tone>

We have xxx <pause> xxx <pause> xxxx as your tele-
phone number. Is this correct, yes or no? <tone>

telephone = false

if silence, then

silence1 = true

go to Phone

If no, then 

If count(digits) < 10, then short = true

go to Phone

If yes, then telephone = true

##### NAME_LIST

(April 1, 2000 and earlier)

Next, you will be asked to list any other persons living
at this address on April 1, 2000.

(April 2, 2000 and later)

Next, you will be asked to list any other persons who
lived at this address on April 1, 2000.

Certain persons will be counted at other places, so DO
NOT INCLUDE anyone who is:

away at college,

OR in a correctional facility, nursing home, or men-
tal hospital on April 1, 2000,

OR in the Armed Forces and living somewhere else,

OR staying at another place most of the time.

In addition to yourself, are there any other household
members that need to be counted, yes or no? <tone>

if silence, then

In addition to yourself, are there any other household
members that need to be counted? Please say yes or
no after the beep. <tone>

If yes, then

roster = 2

Please say the first name of person 2 after the beep.
<tone>

<record, transcribe, recognize (SpeechWorks)>

if silence, then

Please say the first name of person 2 AFTER you
hear the beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

Please say the last name of person 2 after the beep.
<tone>

<record, transcribe, recognize (SpeechWorks)>

if silence, then

Please say the last name of person 2 AFTER you
hear the beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

Are there any other household members that need to
be counted, yes or no? <tone>

if silence, then

Are there any other household members that need to
be counted? Please say yes or no after the beep.
<tone>

...(repeat for all members of household)

#####

PERSON 1
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#####

[chime]

if roster > 1, then

For each of the persons on your list, we will now ask
you a series of questions starting with yourself.

else

We will now ask you a series of questions about
yourself.

#####NAME

:FN

Please spell your first name after the beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

If silence, then

Please spell your first name AFTER you hear the
beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

:LN

Please spell your last name after the beep.<tone>

<record, transcribe, recognize (SpeechWorks)>

If silence, then

Please spell your last name AFTER you hear the
beep.<tone>

<record, transcribe, recognize (SpeechWorks)>

:MI

Please say your middle initial. If there is no middle ini-
tial, say “none.” Answer after the beep. <tone>

<record, transcribe, batch recognition later>

If silence, 

Please tell us your middle initial. If there is no middle
initial say “none”. Answer AFTER you hear the beep.
<tone>

<record, transcribe, batch recognition later>

#####SEX

What is your sex, female or male? <tone>

<record, transcribe, batch recognition later>

if silence, then

What is your sex? Please answer either female or male
AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

#####AGE & DATE_OF_BIRTH

[chime] We will now ask about your age and date of
birth.

#####AGE

(April 1, 2000 and earlier)

What is your age on April 1, 2000? Please answer after
the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

What is your age on April 1, 2000? Please answer
AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

(April 2, 2000 and later)

What was your age on April 1, 2000? Please answer
after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

What was your age on April 1, 2000? Please answer
AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

Please tell us the month, day, and year of your birth
after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please tell us the month, day, and year of your birth.
Please answer AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

#####ORIGIN

[chime] We will now ask about your origin.

Are you of Spanish or Hispanic origin, yes or no?
<tone>

if silence, then

Are you of Spanish or Hispanic origin? Please say yes
or no after the beep. <tone>

<if yes, then>
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Which of the following best describes your origin:

Mexican, Mexican American, Chicano, Puerto Rican,
Cuban or other? <tone>

if silence, then

Which of the following best describes your ori-
gin:

Mexican, Mexican American, Chicano, Puerto Rican,
Cuban or other? Please answer AFTER you hear the
beep. <tone>

<if unrecognized, then go to OH>

<if other, then>

Okay, to what other Spanish or Hispanic group do
you belong? <tone>

<record, transcribe, batch recognition later>

if silence, then

Please say what other Spanish or Hispanic group you
consider yourself a member AFTER the beep. <tone>

<record, transcribe, batch recognition later>

<Argentinean, Colombian, Dominican, Nicaraguan,
Salvadoran, Spaniard, other Hispanic>

:OH

Please spell that after the beep.<tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of the Spanish or Hispanic
group AFTER the beep. <tone>

<record, transcribe, batch recognition later>

Do you belong to any other Spanish or Hispanic
groups, yes or no? <tone>

if silence, then

Do you belong to any other Spanish or Hispanic
groups? Please say yes or no after the beep. <tone>

<if yes, then>

Please tell us the name or names of these groups
after the beep.<tone>

<record, transcribe, batch recognition later>

<Mexican, Mexican American, Chicano, Puerto Rican,
Cuban, Argentinean, Colombian, Dominican,
Nicaraguan, Salvadoran, Spaniard, other Hispanic>

if silence, then

Please tell us the name or names of any other Spanish
or Hispanic group you consider yourself a member
AFTER the beep. <tone>

<record, transcribe, batch recognition later> 

#####RACE

[chime] We will now ask about your race. 

<If panel 2 or 5, then>

Do you belong to one or more of the races printed
under question 8 on page 1 of the questionnaire, yes
or no? <tone>

<If panel 8A or 8B, then>

Do you belong to one or more of the races printed
under item 9 inside the brochure, yes or no? <tone>

if silence, then 

goto RACELIST 1

<If yes, then>

Please say the name of the race or races you belong to
with a short pause between each name after the
beep.<tone>

<record, transcribe, batch recognition later>

if silence, then 

go to RACELIST1

else

go to CONFIRM 1

<If no, then>

Please say the name of the other race or races you
belong to with a short pause between each name after
the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then 

go to RACELIST1

else

go to CONFIRM 1

:RACELIST1

Are you White? Please say yes or no after the beep.
<tone>

<if yes, then>
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Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Black, African American, or Negro, yes or no?
<tone>

if silence, then

Are you Black, African American, or Negro? Please
say yes or no after the beep. <tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you an American Indian or Alaska Native, yes or
no? <tone>

if silence, then

Are you an American Indian or Alaska Native? Please
say yes or no after the beep. <tone>

<if yes, then>

Please say the name of your tribe after the beep.
<tone>

<record, transcribe, batch recognition later>

<Cherokee, Blackfoot, Navajo, Chickasaw, Chippewa,
Potawatomi, Sioux, Tohono O’Odham, Choctaw, Pima,
Pueblo, Tlingit, Apache, Seminole, Iroquois, Alaskan
Athabaskans, Lumbee, Cheyenne, Creek, Comanche,
other tribe>

if silence, then

Please say the name of your tribe AFTER you
hear the beep. <tone>

<record, transcribe, batch recognition later>

Please spell the name of your tribe after the
beep.<tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of your tribe AFTER you
hear the beep. <tone>

<record, transcribe, batch recognition later>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you an Asian Indian, yes or no? <tone>

if silence, then

Are you an Asian Indian? Please say yes or no after
the beep. <tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Chinese, yes or no? <tone>

if silence, then

Are you Chinese? Please say yes or no after the
beep. <tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Filipino, yes or no? <tone>

if silence, then

Are you Filipino? Please say yes or no after the beep.
<tone>

<if yes, then>
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Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Japanese, yes or no? <tone>

if silence, then

Are you Japanese? Please say yes or no after the
beep. <tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Korean, yes or no? <tone>

if silence, then

Are you Korean? Please say yes or no after the beep.
<tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Vietnamese, yes or no? <tone>

if silence, then

Are you Vietnamese? Please say yes or no after the
beep. <tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you from some other Asian race, yes or no?
<tone>

if silence, then

Are you from some other Asian race? Please say yes
or no after the beep. <tone>

<if yes, then>

Please say the name of your race after the beep.
<tone>

<record, transcribe, batch recognition later>

if silence, then

Please say the name of your race AFTER you
hear the beep. <tone>

<record, transcribe, batch recognition later>

<Cambodian, Hmong, Indonesian, Pakistani, Laotian,
Thai, other Asian race>

Please spell the name or your race after the
beep.<tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of your race AFTER you
hear the beep. <tone>

<record, transcribe, batch recognition later>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Native Hawaiian, yes or no? <tone>

if silence, then

Are you Native Hawaiian? Please say yes or no after
the beep. <tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then
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Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Guamanian or Chamorro, yes or no? <tone>

if silence, then

Are you Guamanian or Chamorro? Please say yes or
no after the beep. <tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you Samoan, yes or no? <tone>

if silence, then

Are you Samoan? Please say yes or no after the
beep. <tone>

<if yes, then>

Do you belong to any other races, yes or no? <tone>

if silence, then

Do you belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

Are you from some other Pacific Islander race, yes or
no? <tone>

if silence, then

Are you from some other Pacific Islander race? Please
say yes or no after the beep. <tone>

<if yes, then>

Please say the name of your race after the beep.
<tone>

<record, transcribe, batch recognition later>

if silence, then

Please say the name of your race AFTER you
hear the beep. <tone>

<record, transcribe, batch recognition later>

<Fijian, Palauan, Tahitian, Tongan, other Pacific
Islander>

Please spell the name of your race after the
beep.<tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of your race AFTER you
hear the beep. <tone>

<record, transcribe, batch recognition later>

Do you belong to some other race, yes or no?
<tone>

if silence, then

Do you belong to some other race? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 1

<if yes, then>

Please say the name of your race after the beep.
<tone>

<record, transcribe, batch recognition later>

if silence, then

Please say the name of your race AFTER you
hear the beep. <tone>

<record, transcribe, batch recognition later>

Please spell the name of your race after the
beep.<tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of your race AFTER you
hear the beep. <tone>

<record, transcribe, batch recognition later>

####CONFIRMATION 1
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[chime] We will now summarize the information you
recorded about yourself.

{Silent responses should be spoken as “blank”} 

Name: <first name 1 & last name 1>.

Sex: <sex>

Birthdate: if <month> = silence AND <day> =
silence AND <year> = silence, then

say “blank”

else

<month> <day> <year>

Age: <age>

Origin: <origin> (if blank, say “Non-Hispanic”)

Race: <race>

Ownership: <owned free and clear, owned with a mort-
gage, rented for cash, occupied with no rent> {NOTE:
these phrases are spoken, not synthesized}

Is all of this information correct, yes or no? <tone>

if silence, then

Is all of this information correct? Please say yes or
no after the beep. <tone>

<if no, then>

Please tell us which item or items were incorrect and
provide the correct information for each one after the
beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

For each item you wish to correct, please tell us the
item and the new information AFTER you hear the
beep. <tone> 

<record, transcribe, batch recognition later> 

#####

PERSON 2..n

#####

[chime] We will now ask you some questions about
<first name n> <last name n>.

#####NAME

Please spell the first name of this person after the
beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

if silence, then

Please spell the first name of this person AFTER you
hear the beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

Please spell the last name of this person after the
beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

if silence, then

Please spell the last name of this person AFTER you
hear the beep. <tone>

<record, transcribe, recognize (SpeechWorks)>

Please say their middle initial. If there is no middle ini-
tial, say “none”. Answer after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please say their middle initial. If there is no middle ini-
tial, say “none”. Answer AFTER you hear the beep.
<tone>

<record, transcribe, batch recognition later>

#####RELATIVE

Is <first name n> <last name n> related to you, yes or
no? <tone>

if silence, then

Is <first name n> <last name n> related to you? Please
say yes or no after the beep. <tone>

if yes, then

relation = true

if panel 2 or 5, then

Which one of the items listed under question 2 on
page 2 of the form describes the relationship between
this person and yourself? <tone>

if panel 8A or 8B, then

Which one of the items listed under item 5 inside the
brochure describes the relationship between this per-
son and yourself? <tone>

if silence, then

Which describes this person’s relationship to
you, 
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husband or wife,

natural born son or daughter,

adopted son or daughter,

stepson or stepdaughter,

brother or sister,

father or mother,

grandchild, parent-in-law,

son or daughter-in-law, or other relative? Please
answer AFTER you hear the beep. <tone>

if “daughter”, then

:D1 Is this person your natural born daughter, yes
or no? <tone>

if silence, then

Is this person your natural born daughter? Please say
yes or no after the beep. <tone>

if yes, then go to SEX

if no, then

:D2 Is this person your adopted daughter,
yes or no? <tone>

if silence, then

Is this person your adopted daughter? Please say yes
or no after the beep. <tone>

if yes, then go to SEX

if no, then 

:D3 Is this person your stepdaugh-
ter, yes or no? <tone>

if silence, then

Is this person your stepdaughter? Please say yes or no
after the beep. <tone>

if yes, then go to SEX

if “son”, then

:S1 Is this person your natural born son, yes or
no? <tone>

if silence, then

Is this person your natural born son? Please say yes or
no after the beep. <tone>

if yes, then go to SEX

if no, then 

:S2 Is this person your adopted son, yes
or no? <tone>

if silence, then

Is this person your adopted son? Please say yes or no
after the beep. <tone>

if yes, then go to SEX

if no, then 

:S3 Is this person your stepson,
yes or no? <tone>

if silence, then

Is this person your stepson? Please say yes or no after
the beep. <tone>

If yes, then goto SEX

if unrecognized, then goto OREL

if other OR (if D1, D2, D3 are no OR silent) OR (if S1,
S2, S3 are no OR silent), then

Please say what other relationship this person has with
you after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please say what other relationship this person has with
you AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

:OREL

Please spell the name of the relationship this person
has with you after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of the relationship this person
has with you AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

if no, then

if panel 2 or 5, then

Which one of the items listed under question 2 on
page 2 of the form describes the association between
this person and yourself? <tone>
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if panel 8A or 8B, then

Which one of the items listed under item 5 inside the
brochure describes the association between this per-
son and yourself? <tone>

if silence, then

Please say which of the following best describes the
association between yourself and this person: a
roomer, boarder, foster child, housemate, roommate,
unmarried partner, other? Answer AFTER you hear the
beep. <tone>

if unrecognized, then go to OASS

if other, then

Please say what other association this person has with
you after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then 

Please say what other association this person has with
you after the beep. Answer AFTER you hear the beep.
<tone>

<record, transcribe, batch recognition
later>

:OASS

Please spell the name of the association this person
has with you after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of the association this person
has with you. Please answer AFTER you hear the beep.
<tone>

<record, transcribe, batch recognition
later>

#####SEX

What is this person’s sex, female or male? <tone>

<record, transcribe, batch recognition later>

if silence, then

What is this person’s sex? Please answer female or
male after the beep. <tone>

<record, transcribe, batch recognition later>

#####AGE & DATE_OF_BIRTH

[chime] We will now ask about their age and date of
birth.

(April 1, 2000 and earlier)

What will this person’s age be on April 1, 2000? Please
answer after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

What will this person’s age be on April 1, 2000? Please
answer AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

(April 2, 2000 and later)

What was this person’s age on April 1, 2000? Please
answer after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

What was this person’s age on April 1, 2000? Please
answer AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

Please tell us the month, day, and year this person was
born after the beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please tell us the month, day, and year this person was
born. Please answer AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

#####ORIGIN

[chime] We will now ask about their origin

Is this person of Spanish or Hispanic origin, yes or no?
<tone>

if silence, then

Is this person of Spanish or Hispanic origin? Please
say yes or no after the beep. <tone>

if yes, then

Which of the following best describes their origin:
Mexican, Mexican-American, Chicano, Puerto Rican,
Cuban, or other? <tone>

if silent, then
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Which of the following best describes their origin:
Mexican, Mexican-American, Chicano, Puerto Rican,
Cuban, or other? Please answer AFTER you hear the
beep. <tone>

if unrecognized, then go to OH2

if other, then

Okay, to what other Spanish or Hispanic group
do they belong? <tone>

<record, transcribe, batch recognition later>

if silent, then

What other Spanish or Hispanic group does this person
belong? Please answer AFTER you hear the beep.
<tone>

<record, transcribe, batch recognition later>

<Argentinean, Colombian, Dominican, Nicaraguan,
Salvadoran, Spaniard, other Hispanic>

:OH2

Please spell that after the beep. <tone>

<record, transcribe, batch recognition later>

if silent, then

Please spell the name of the Spanish or Hispanic group
AFTER the beep. <tone>

<record, transcribe, batch recognition later>

Does this person belong to any other Spanish or
Hispanic groups, yes or no? <tone>

if silent, then

Does this person belong to any other Spanish or
Hispanice groups? Please say yes or no after the beep.
<tone>

<if yes, then>

Please tell us the name or names of these groups
after the beep. <tone>

<record, transcribe, batch recognition later>

if silent, then

Please tell us the name or names of any other Spanish
or Hispanic group this person belongs to AFTER the
beep. <tone> 

<record, transcribe, batch recognition later>

<Mexican, Mexican American, Chicano, Puerto Rican,
Cuban, Argentinean, Colombian, Dominican,
Nicaraguan, Salvadoran, Spaniard, other Hispanic> 

#####RACE

[chime] We will now ask about their race.

<If panel 2 or 5, then>

Does this person belong to one or more of the races
printed under question 8 on page 1 of the question-
naire, yes or no? <tone>

if silence goto RACE2

<If panel 8A or 8B, then>

Does this person belong to one or more of the races
printed under item 9 inside the brochure, yes or no?
<tone>

if silence goto RACE2

<If yes, then>

Please say the name of the race or races this person
belongs to with a short pause between each name.
<tone>

<record, transcribe, batch recognition later>

if silence, then

go to RACE2

else

go to CONFIRMATION 2

<If no, then>

Please say the name of the other race or races this
person belongs to with a short pause between each
name. <tone>

<record, transcribe, batch recognition later>

if silence, then

goto RACE2

else

goto CONFIRMATION 2

:RACE2

Is this person White? Please say yes or no after the
beep. <tone>

<if yes, then>
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Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person Black, African American, or Negro, yes
or no? <tone> 

if silence, then

Is this person Black, African American, or Negro?
Please say yes or no after the beep. <tone> 

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person an American Indian or Alaska Native, yes
or no? <tone>

if silence, then

Is this person American Indian or Alaskan Native?
Please say yes or no after the beep. <tone> 

<if yes, then>

Please tell us the name of this person’s tribe after
the beep. <tone>

<record, transcribe, batch recognition later>

<Cherokee, Blackfoot, Navajo, Chickasaw, Chippewa,
Potawatomi, Sioux, Tohono O’Odham, Choctaw, Pima,
Pueblo, Tlingit, Apache, Seminole, Iroquois, Alaskan
Athabaskans, Lumbee, Cheyenne, Creek, Comanche,
other tribe>

if silence, then

Please tell us the name of this person’s tribe. Please
answer AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

Please spell the name of this person’s tribe after the
beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of this person’s tribe
AFTER you hear the beep. <tone>

<record, transcribe, batch recognition later>

Does this person belong to any other races, yes
or no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person an Asian Indian, yes or no? <tone>

if silence, then

Is this person an Asian Indian? Please say yes or no
after the beep. <tone> 

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person Chinese, yes or no? <tone>

if silence, then

Is this person Chinese? Please say yes or no after the
beep. <tone>

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person Filipino, yes or no? <tone>
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if silence, then

Is this person Filipino? Please say yes or no after the
beep. <tone> 

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person Japanese, yes or no? <tone>

if silence, then

Is this person Japanese? Please say yes or no after the
beep. <tone> 

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person Korean, yes or no? <tone>

if silence, then

Is this person Korean? Please say yes or no after the
beep. <tone>

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person Vietnamese, yes or no? <tone>

if silence, then

Is this Vietnamese? Please say yes or no after the
beep. <tone>

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person from some other Asian race, yes or no?
<tone>

if silence, then

Is this person from some other Asian race? Please say
yes or no after the beep. <tone> 

<if yes, then>

Please say the name of this person’s race after the
beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please say the name of this person’s race AFTER
you hear the beep. <tone>

<record, transcribe, batch recognition later>

<Cambodian, Hmong, Indonesian, Pakistani, Laotian,
Thai, other Asian>

Please spell the name of this person’s race after the
beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of this person’s race AFTER
you hear the beep. <tone>

<record, transcribe, batch recognition later>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>
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skip to CONFIRMATION 2

Is this person Native Hawaiian, yes or no? <tone>

if silence, then

Is this person Native Hawaiian? Please say yes or no
after the beep. <tone> 

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person Guamanian or Chamorro, yes or no?
<tone>

if silence, then

Is this person Guamanian or Chamorro? Please say yes
or no after the beep. <tone> 

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person Samoan, yes or no? <tone>

if silence, then

Is this person Samoan? Please say yes or no after the
beep. <tone>

<if yes, then>

Does this person belong to any other races, yes or
no? <tone>

if silence, then

Does this person belong to any other races? Please say
yes or no after the beep. <tone>

<if no, then>

skip to CONFIRMATION 2

Is this person from some other Pacific Islander race,
yes or no? <tone>

if silence, then

Is this person from some other Pacific Islander race?
Please say yes or no after the beep. <tone> 

<if yes, then>

Please say the name of this person’s race after the
beep. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please say the name of this person’s race AFTER
you hear the beep. <tone>

<record, transcribe, batch recognition later>

<Fijian, Palauan, Tahitian, Tongan, other Pacific
Islander>

Please spell the name of this person’s race after the
tone. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please spell the name of this person’s race AFTER
you hear the beep. <tone>

<record, transcribe, batch recognition later>

Is this person from some other race, yes or no? <tone>

if silence, then

Is this person from some other race? Please say yes or
no after the beep. <tone>

<if yes, then>

Please say the name of this person’s race. <tone>

<record, transcribe, batch recognition later>

if silence, then

Please say the name of this person’s race AFTER
you hear the beep. <tone>

<record, transcribe, batch recognition later>

Please spell the name of this person’s race after the
tone. <tone>

<record, transcribe, batch recognition later>

if silence, then
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Please spell the name of this person’s race AFTER
you hear the beep. <tone>

<record, transcribe, batch recognition later>

####CONFIRMATION 2

[chime] We will summarize the information you record-
ed about this person. 

{Silent responses should be spoken as “blank”} 

Name: <first name n> <last name n>.

Sex: <sex>

Birthdate: if <month> = silence AND <day> =
silence AND <year> = silence, then

say “blank”

else

<month> <day> <year>

Age: <age>

if relation, then

Relationship: <relationship> 

(if initial response was ambiguous, i.e. son or daugh-
ter, then the applicable phrase should be announced
here. Choose from

adopted son, natural born son, stepson, adopted
daughter, natural born daughter, and stepdaughter

else

Association: <association>

Origin: <origin> (if blank, say “Non-Hispanic”)

Race: <race>

Is all of this information correct, yes or no? <tone>

if silence, then

Is all of this information correct? Please answer yes
or no after the beep. <tone>

<if no, then>

Please tell us which item or items were incorrect and
provide the correct information after each one. <tone>

<record, transcribe, batch recognition later>

if silence, then

For each item you wish to correct, please tell us the
item and the new information AFTER you hear the
beep. <tone> 

<record, transcribe, batch recognition later> 

If more people, then go to PERSON 2..n

##CHECK FOR COMPLETENESS

complete = true

For person 1 to roster, do

if roster = 1, then

1.HOME_OWNER –one answer category;

2.Name—first and last name fields are treated as one
item and together must have a  minimum of three
alpha characters; middle initial is not considered;

3. Sex–one answer category;

4. (Age or Date of Birth) OR (Age or year of birth) OR
(Age or month and day of birth);

5.Hispanic Origin–at least one answer category;

6.Race—at least one answer category..

if 5 out of 6 of the conditions above are false, then

if 5 out of 6 fields above are silent, then

complete = false

if roster > 1, then for each person 2..n,

1.Relationship–one answer category;

2.Name—first and last name fields are treated as one
item and together must have a  minimum of three
alpha characters; middle initial is not considered;

3. Sex–one answer category;

4. (Age or Date of Birth) OR (Age or year of birth) OR
(Age or month and day of birth);

5.Hispanic Origin–at least one answer category;

6.Race—at least one answer category..

if 5 out of 6 of the conditions above are false, then

if 5 out of 6 fields above are silent, then 

complete = false 

if not complete, then

[chime]

if panel 5 or 8A, then

We did not receive enough information from you to
activate your calling card.

else



Your Census form is not complete. If you need
help.... 

Please call us at 1-877-8-CENSUS for assistance. A
Census worker may contact you later to complete the
rest of your information.

goto GOODBYE 

[chime] We will now take your calling card information. 

If panel 5, then

Please remove the calling card from the insert and turn
it over to see the calling card number.

If panel 8A, then

Please remove the calling card from the brochure and
turn it over to see the calling card number.

<If panel 8A, then>

<look up calling card number>

Our records show that the calling card we sent you
has this ID: xxxxxxxxxxxx.

Is this correct, yes or no? <tone>

if silence, then

Is this correct? Please say yes or no after the
beep. <tone>

If yes, then

This card is valid for one year and you may begin
using it immediately.

<skip to SURVEY QUESTIONS>

If no, then

If buttons, then

Please enter all ten digits of the calling card number
with the pushbutton keys on your telephone
now.<tone2>

else

Please say all ten digits of the calling card
number now. <tone>

<lookup CC #>

go to NO MATCH

<If panel 5, then>

<If buttons, then>

Please enter all ten digits of your calling card number
with the pushbutton keys on your telephone now.
<tone>

<else>

Please say the all ten digits of your calling card num-
ber now. <tone>

<look up CC #>

##NO MATCH

<If no match, then>

If buttons, then

The number you entered is not in our records, please
enter all ten digits of your calling card number again.
<tone>

else

The number you entered is not in our records, please
say all ten digits of your calling card number again.
<tone>

<else>

This card is valid for one year and you may begin
using it immediately.

<skip to SURVEY QUESTIONS>

<look up CC #>

<If no match, then>

See bailout specification

<else>

This card is valid for one year and you may begin
using it immediately.

#####SURVEY QUESTIONS

[chime] We will now ask you some questions about
this system.

On a scale of 1 to 5, where 5 means Very Satisfied, 1
means Very Dissatisfied, and 3 means neither Satisfied
nor Dissatisfied, how Satisfied are you overall with the
computerized questionnaire? <tone>

if silence, then

On a scale of 1 to 5, where 5 means Very Satisfied, 1
means Very Dissatisfied, and 3 means neither Satisfied
nor Dissatisfied, how Satisfied are you overall with the
computerized questionnaire? Please answer AFTER you
hear the beep. <tone>
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<score = 1..5>

<if score < 3, then>

Please tell us what you disliked about the computer-
ized questionnaire after the beep. <tone>

<record, transcribe>

if silence, then

Please tell us what you disliked about the question-
naire AFTER you hear the beep. <tone>

<record, transcribe>

<if score > 3, then>

Please tell us what you liked about the computer-
ized questionnaire after the beep. <tone>

<record, transcribe>

if silence, then

Please tell us what you liked about the questionnaire
AFTER you hear the beep. <tone>

<record, transcribe>

Were you able to fully understand the computer, yes or
no? <tone>

if silence, then

Were you fully able to understand the computer?
Please answer yes or no after the beep. <tone>

<if no, then>

Please tell us what you did not understand after the
beep. <tone>

<record, transcribe>

if silence, then

Please tell us what you did not understand
AFTER you hear the beep. <tone>

<record, transcribe>

Was the computer able to fully understand you, yes or
no? <tone>

if silence, then

Was the computer fully able to understand you? Please
say yes or no after the beep. <tone>

<if no, then>

Please tell us what the computer did not understand
after the beep. <tone>

<record, transcribe>

if silence, then

Please tell us what the computer did not understand
AFTER you hear the beep. <tone>

<record, transcribe>

Was there anything about the questionnaire that was
confusing or frustrating, yes or no? <tone>

if silence, then

Was there anything about the questionnaire that was
confusing or frustrating? Please answer yes or no after
the beep. <tone>

<if yes, then>

Please tell us what was confusing or frustrating after
the beep. <tone>

<record, transcribe>

if silence, then

Please tell us what was confusing or frustrating AFTER
you hear the beep. <tone>

<record, transcribe>

Did you have too much time, too little time, or just the
right amount of time to answer the questions? <tone>

<record, transcribe>

if silence, then

Did you have too much time, too little time, or just the
right amount of time to answer the questions? Please
answer AFTER you hear the beep. <tone>

<record, transcribe>

Please tell us your suggestions about improving the
computerized questionnaire after the beep. <tone>

<record, transcribe>

if silence, then

Please tell us your suggestions about improving the
questionnaire AFTER you hear the beep. <tone>

<record, transcribe>

#####GOODBYE

[chime] 

Thank you for your help with the 2000 Census. You do
not need to mail in your paper questionnaire.
Goodbye.
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ASQ Usability Questions

The ASQ concluded with a set of questions to assess
the respondents’ satisfaction with the data collection
method:

• On a scale of one to five, where five means very
satisfied, one means very dissatisfied, and three
means neither satisfied nor dissatisfied, how satis-
fied are you overall with the computerized ques-
tionnaire?

If response to the above question was less than
three:
Please tell us what you disliked about the computer-
ized questionnaire after the beep. 

If response to the above question was greater than
three:
Please tell us what you liked about the computer-
ized questionnaire after the beep. 

• Were you able to fully understand the computer, yes
or no? 

If response to above question was “no”:
Please tell us what you did not understand after the
beep.

• Was the computer able to fully understand you, yes
or no? 

If response to above question was “no”:
Please tell us what the computer did not understand
after the beep. 

• Was there anything about the questionnaire that
was confusing or frustrating, yes or no? 

If response to above question was “yes”:
Please tell us what was confusing or frustrating
after the beep. 

• Did you have too much time, too little time, or just
the right amount of time to answer the questions? 

• Please tell us your suggestions about improving the
computerized questionnaire after the beep. 
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Census 2000

Telephone Interviewing Specifications for
Short Form

SPECS: All numeric fields must be stored as right 
justified.  All character fields must be stored as left
justified.

Refer to the last page for a definition of completed
interviews.

D-1 = Interview with a 22 character census ID number.

D-10 = Interview without a 22 character census ID
Number, assign processing ID as noted below and
start at >address_a<

Assignment of processing id: 

Character 1-2 66 = TQA generated BCF interviews

Character 3-5 000 = English 
001 = English (in sequence for 000

is filled) 
002 = Spanish
003 = Chinese
004 = Korean
005 = Tagalog
006 = Vietnamese
007 = English (PR)
008 = Spanish (PR)

Character 6-12 sequence number 0000001 9999999

Character 13-14MAD97 check digits

________________________________________________________

SPECS: If census identification number was forwarded
from TQA, skip to >POP_count<using formtype to indi-
cate which form to complete.  If NO census identifica-
tion number was provided, skip to >ID<.  The census
identification number must be part of the output infor-
mation for the Bureau of the Census with the short
form data from the interviews.

>ID<

If you have your census form available, please refer to
the census identification number located on the back
page underneath the bar code.  What is the ID number
on your questionnaire?  

_ _ _ _ _ - _ _ _ _ _ _ _ - _ _ - _ _ _ - _ _ _ - _ _  (allow 22
characters)—Skip to >POP_count<<

(N) Not available, 

If no ID number, set formtype=D10 and go to
>address_a<; 

If valid ID, and Phone Num. available, go to >ANIchk<,

If valid ID, and No Phone Num., go to >GetPhone<

OUTPUT SPECS: Store in Record 1, at location 2.

______________________________________________________

Programming note:  If uheflag=1, use second fill.  Else,
use first fill.

>address_a<

We need to be sure that everyone is counted correctly
in the census.  I’d like to take some information about
your household, starting with your home address.

What is the mailing address where you (lived on
Saturday, April 1, 2000/ live or stay MOST OF THE
TIME)?

Mailing Address:  _____________________   >houses-
treet1<  (allow 63 characters—If address is a P.O. Box
address, Rural Route/Box address or No address, store
address collected by agent starting at character 9 so
that 8-letter string may be stored in characters 1-8.
See specs below.  For house number and street/road
name style address, start address at character 1.)

SPECS: P.O. Box address, Rural Route/Box address or
No address are stored in >housestreet1<. 

AND CHECK ONE BOX IF APPROPRIATE:

[ ]  P.O. Box  address — Skip to >aptno1<<

SPECS:  For output, fill >housestreet1< to position 62.
At position 63, fill with a “P.”   Set nohouse = 1.

[ ] Rural Route/Box address – Skip to >aptno1<

SPECS:  For output, fill >housestreet1< to position 62.
At position 63, fill with an “R.”.  Set nohouse = 1
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[ ]  No address on April 1, or address is a location
description such as a park, or street names       – Skip
to >zip1<

SPECS:  For output, fill >housestreet1< to position 62.
At position 63, fill with an “O.”   Also, if “No address”
box is marked, store “1” in variable bcmailno at loca-
tion 81.  Set nohouse = 1.

OUTPUT SPECS: Store in Record 1 for D-10 at the fol-
lowing locations:

bcmailno: location 81
housestreet1: location 82

Programming note:  Do NOT advance to the next
screen when write-in field is blank unless the “No
address” box is marked.

_____________________________________________________

>aptno1<

Do you have an apartment number?

Yes    —    ____________ Apartment number (allow 16
characters)    

No

OUTPUT SPECS: Store apartment number in Record 1
for D-10 at location 145.

_____________________________________________________

>zip1<

What is the ZIP code?

___________ (allow 5 characters)

OUTPUT SPECS: Store in Record 1 for D-10 at
location 195.

_____________________________________________________

>city1<

What is the name of your city or town?

___________    (allow 16 characters)

OUTPUT SPECS: Store in Record 1 for D-10 at 
location 161.

_____________________________________________________

>state1<

What state?  SELECT THE STATE USING THE ARROW
KEYS IF NECESSARY AND PRESS THE ENTER KEY.

_________ (allow 2 characters)

_____________________________________________________

>county1<

What county is that city or town in?

____________________________(allow 16 characters)

D Don’t know
R Refused

OUTPUT SPECS: Store in Record 1 for D-10 at location
177.

Programming note:  From the Mailing Address screen,
do not advance to the next screen without the city and
state.

_____________________________________________________

SPECS:  Ask if nohouse=1.  Else, skip to >bcallres<

>bchsnnno<

Do you have a street address with a house number?

(1) Yes — Skip to >housestreet2<<

(2) No – Skip to >bcallres<

OUTPUT SPECS:  If 2, store “1” in Record 1 for D-10 at
location 200, else leave this location blank.

Programming note:  Do NOT advance to the next
screen without a Yes or No answer.

_____________________________________________________

>housestreet2<
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(1)  AL--Alabama (19) LA--Louisiana (37) OK--Oklahoma

(2) AK--Alaska (20) ME--Maine (38) OR--Oregon

(3) AZ--Arizona (21) MD--Maryland (39) PA--Pennsylvania

(4) AR--Arkansas (22) MA--Massachusetts 40) RI--Rhode Island

(5) CA--California (23) MI--Michigan (41) SC--South Carolina

(6) CO--Colorado (24) MN--Minnesota (42) SD--South Dakota

(7) CT--Connecticut (25) MS--Mississippi (43) TN--Tennessee

(8) DE--Delaware (26) MO--Missouri (44) TX--Texas

(9) DC--District of Columbia (27) MT--Montana (45) UT--Utah

(10) FL--Florida (28) NE--Nebraska (46) VT--Vermont

(11) GA--Georgia (29) NV--Nevada (47) VA--Virginia

(12) HI--Hawaii (30) NH--New Hampshire (48) WA--Washington

(13) ID--Idaho (31) NJ--New Jersey (49) WV--West Virginia

(14) IL--Illinois (32) NM--New Mexico (50) WI--Wisconsin

(15) IN--Indiana (33) NY--New York (51) WY--Wyoming

(16) IA--Iowa (34) NC--North Carolina

(17) KS--Kansas (35) ND--North Dakota

(18) KY--Kentucky (36) OH--Ohio

SPECS: Do NOT output codes.  Output 2-letter abbreviation associated with codes. 

OUTPUT SPECS: Store in Record 1 for D-10 at location 193.



House number and street/road name
_____________________________ (allow 34 characters)

OUTPUT SPECS:  Store in Record 1 for D-10 at
location 201.

_____________________________________________________

>aptno2<

Do you have an apartment number?

Yes — ______ Apartment number (allow 16 characters))
No

OUTPUT SPECS: Store apartment number in Record 1
for D-10 at location 235.

_____________________________________________________

>zip2<

What is the ZIP code?

___________ (allow 5 characters)

OUTPUT SPECS: Store in Record 1 for D-10 at
location 285.

_____________________________________________________

>city2<

What is the name of your city or town?

___________    (allow 16 characters)

OUTPUT SPECS: Store in Record 1 for D-10 at
location 251.

_____________________________________________________

>state2<

What state?  SELECT THE STATE USING THE ARROW
KEYS IF NECESSARY AND PRESS THE ENTER KEY.

_________ (allow 2 characters)

>county2<

What county is that city or town in?

____________________________   (allow 16 characters)

D Don’t know

R Refused

SPECS:  Go to >bcallres<

OUTPUT SPECS: Store in Record 1 for D-10 at 
location 267.

Programming note:  From the Second Address screen,
do NOT advance to the next screen without the city
and state.

_____________________________________________________

>bcallres<

Programming Note:  Ask if formtype=D10;  if uhe-
flag=1 use second fill, else use first fill.

(1) Yes

(2) No

SPEC:  If Phone Num. available, go to >ANIchk<

_____________________________________________________

SPECS:   Ask if Phone Num. available, else go to
>GetPhone<

>ANIchk<

We used our caller ID system to capture the phone
number you are calling from.  Is (FILL with verified/
corrected ANI) your correct home phone number?

(1)Yes  — Store as   >phonarea<, >phonepre<,
>phonesfx<<

(2)No —  read::

What is your home phone number starting
with your area code?

____________________ **  
(area   (prefix)  (suffix)
code)

**Note:  Phone number is captured as one field, but
output as three fields.

SPECS: If formtype=D-1, go to >POP_count<
If formtype=D-10 and:

>bcallres< =1 then go to >POP_count<
>bcallres< =2 then go to >tenure<

OUTPUT SPECS:  Store the area code as >phonarea<;
store the prefix as >phonepre<; store the suffix as
>phonesfx<.

Store in Record 1 as follows:
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(1)  AL--Alabama (19) LA--Louisiana (37) OK--Oklahoma

(2) AK--Alaska (20) ME--Maine (38) OR--Oregon

(3) AZ--Arizona (21) MD--Maryland (39) PA--Pennsylvania

(4) AR--Arkansas (22) MA--Massachusetts 40) RI--Rhode Island

(5) CA--California (23) MI--Michigan (41) SC--South Carolina

(6) CO--Colorado (24) MN--Minnesota (42) SD--South Dakota

(7) CT--Connecticut (25) MS--Mississippi (43) TN--Tennessee

(8) DE--Delaware (26) MO--Missouri (44) TX--Texas

(9) DC--District of Columbia (27) MT--Montana (45) UT--Utah

(10) FL--Florida (28) NE--Nebraska (46) VT--Vermont

(11) GA--Georgia (29) NV--Nevada (47) VA--Virginia

(12) HI--Hawaii (30) NH--New Hampshire (48) WA--Washington

(13) ID--Idaho (31) NJ--New Jersey (49) WV--West Virginia

(14) IL--Illinois (32) NM--New Mexico (50) WI--Wisconsin

(15) IN--Indiana (33) NY--New York (51) WY--Wyoming

(16) IA--Iowa (34) NC--North Carolina

(17) KS--Kansas (35) ND--North Dakota

(18) KY--Kentucky (36) OH--Ohio

SPECS: Do NOT output codes.  Output 2-letter abbreviation associated with codes. 

OUTPUT SPECS: Store in Record 1 for D-10 at location 283.



D-10 D-1
>phonarea<: location 291 location 272
>phonepre<: location 294 location 275
>phonesfx<: location 297 location 278

_____________________________________________________

>GetPhone<

SPEC: Ask if No Phone Num.

In case we need to contact you later, please give me
your home phone number starting with your area
code.

___________________ **
(area   (prefix)  (suffix)
code)

_  Don’t know/Refused

**Note:  Phone number is captured as one field, but
output as three fields.

SPECS: If formtype=D-1, go to >POP_count<
If formtype=D-10 and:

>bcallres< =1 then go to >POP_count<
>bcallres< =2 then go to >tenure<

OUTPUT SPECS:  Store the area code as >phonarea<;
store the prefix as >phonepre<; store the suffix as
>phonesfx<.

Store in Record 1 as follows:

D-10 D-1
>phonarea<: location 291 location 272
>phonepre<: location 294 location 275
>phonesfx<: location 297 location 278

_____________________________________________________

SPECS:  Include the residence rules job aid from knowl-
edge data  base as HELP.

>POP_count<

(How many people were living or staying in this
house, apartment, or mobile home on April 1, 2000/
How many people were living or staying in the house,
apartment, or mobile home where you live or stay
MOST OF THE TIME)?

___ (allow 2 characters)

(H)   HELP

OUTPUT SPECS: Store in Record 1 for D-1 or D-10, at
location 83.

_____________________________________________________

>tenure<

(Is this house, apartment, or mobile home—/ Is the
house, apartment, or mobile home where you live or
stay MOST OF THE TIME—-))

(1)  Owned by you or someone in this household with
a mortgage or loan?

(2)  Owned by you or someone in this household free
and clear without a mortgage or loan?

(3)  Rented for cash rent?

(4)  Occupied without payment of cash rent?

D   Don’t know

R   Refused

OUTPUT SPECS: Store for D-1 in Record 1, at location
282.  Store for D-10, Record 1, at location 301.

_____________________________________________________

>partial_roster<  

This screen does not exactly reflect the OSS format.

Programming note:  Ask if bcallres=2, else go to >ros-
ter<; If uheflag=1 use second fill, else use first fill.

(What are the names of the persons who were living or
staying in this house, apartment, or mobile home on
April 1, 2000/ What are the names of the persons who
were living or staying in the house, apartment, or
mobile home where you live or stay MOST OF THE
TIME)?  Start with yourself or a person living with you
who was not counted.

ENTER NAMES
MIDDLE

FIRST NAME INITIAL LAST NAME CODE

(ALLOW ENOUGH SPACE FOR PEOPLE)
Allow 15 characters for last name.  
Allow 13 characters for first name.
Allow 1 characters for middle initial.
Allow 1 character for code.

Add boxes for  indicating “respondent”  and  “proxy.”

OUTPUT SPECS: Store a “2” in location 1 for record
type 2.  Store in Record 2, for D-1 or

D-10 at locations:
Last Name: location 47
First Name: location 63
Middle Initial: location 76

Store a “1” in PNUM at location 42 for person on line 1
of the roster; store a “2” in PNUM at location 42 for
person on line 2 of the roster; etc.
_____________________________________________________
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>roster<
This screen does not exactly reflect the OSS format.

What are the  names of all persons who were living or
staying (in this house, apartment, or mobile home on
April 1, 2000/ at the house, apartment, or mobile
home where you live or stay MOST OF THE TIME)?
Start with the name of one of the people living here
who owns, is buying, or rents this house,  apartment,
or mobile home.

ENTER NAMES
MIDDLE

FIRST NAME INITIAL LAST NAME CODE
(ALLOW ENOUGH SPACE FOR PEOPLE)

Allow 15 characters for last name.  
Allow 13 characters for first name.
Allow 1 characters for middle initial.
Allow 1 character for code.

Add boxes for  indicating “respondent”  and  “proxy.”

OUTPUT SPECS: Store a “2” in location 1 for record
type 2.  Store in Record 2, for D-1 or

D-10 at locations:
Last Name: location 47
First Name: location 63
Middle Initial: location 76

Store a “1” in PNUM at location 42 for person on line 1
of the roster; store a “2” in PNUM at location 42 for
person on line 2 of the roster; etc.

_____________________________________________________

>coverage1<

Did anyone else such as housemates, roommates, live-
in employees, boarders, foster children or anyone tem-
porarily away on business or vacation live (at this
address on April 1, 2000/ at the place where you live
MOST OF THE TIME)?

(1) Yes—Ask: What is/are their name(s)??

(2) No

SPECS: If “1” go to >roster<.  Add the name(s) to the
list and enter an “A” in the “Code” column for each
name given.  If “2” go to >coverage2<.  Increase the
number in >POP_count< if names are added.

_____________________________________________________

>coverage2<

Did you include any people who were living away at
college, in the Armed Forces and living somewhere
else, in a correctional facility, in a mental hospital, in a

nursing home, hospice or ward for the chronically ill,
or staying at another residence most of the week
while working?

(1) Yes—Ask: What is/are their name(s)??

(2) No

SPECS: If “1” go to >roster<.  Enter a “D” in the “Code”
column beside each name given.

Decrease the number in >POP_count< if names are
deleted.     

_____________________________________________________

>adc_names<

I’m going to read you the list of people to verify that
all names are listed correctly. (READ NAMES AND VERI-
FY SPELLING)

MAKE SURE [fill with respondent’s name] IS LISTED
ON ROSTER EXCEPT FOR A PROXY

(P) All correct

(A) Add person not listed

(D) Delete person listed

(C) Spelling Change 

(U) Undelete person listed    

ENTER LINE NUMBER OF PERSON:____(To advance to
>Spelling< and take the appropriate action above)

SPECS:  If “A”, increase >POP_Count<, If “D”, decrease
>POP_count<.

_____________________________________________________

INTERVIEWER SCREEN

>resp@1<
(Ask if necessary.)
Enter line number of person you are talking to ____

SPECS: We need to allow for proxy interviews (code
99).  A “proxy interviewer” is someone providing the
interview that is not on the >roster<.

_____________________________________________________

>Spelling<

MAKE THE CORRECTIONS NEEDED:

First _____________________

MI ______

Last ________________________

_____________________________________________________
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SPECS: Ask the >relation< question of EVERYONE listed
on the Roster except the person on line one. For per-
son one, store 0 in >relation<.  Ask the >otherrel<
question only if the answer is “10”.  Then continue
with >sex1< starting with the person on line one. 

>relation<

How (are you /is ...) related to (fill with the name on
line 1)*?

(1) Husband/wife

(2) Natural-born son/daughter

(3) Adopted son/daughter

(4) Stepson/stepdaughter

(5) Brother/sister

(6) Father/mother

(7) Grandchild

(8) Parent-in-law

(9) Son-in-law/daughter-in-law

(10) Other relative—Skip to >otherrel<<

(11) Roomer, boarder

(12) Housemate, roommate

(13) Unmarried partner

(14) Foster child

(15) Other nonrelative

D  Don’t know
R  Refused

Skip to >sex1< except for category (10).

* If respondent is person on line 1, use “you” instead
of name of person on line 1.

SPECS:  If “D” or “R”, store 0.

OUTPUT SPECS: Store in Record 2 for D-1 or D-10, at
location 77.

_____________________________________________________

>otherrel<

SPECS:  Ask only if needed or fill with information the
respondent provided when asked  >relation<.

How (are you/is...) related? 

___________________________ (allow for 12 characters)

D Don’t know
R Refused

SPECS:  If “D” or “R”, store a “Blank”.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 79.

_____________________________________________________

>sex1<

SPECS: FOR THE RESPONDENT SCREEN ONLY, ADD:
ASK ONLY IF NECESSARY.

SPECS: Ask question of everyone listed on the Roster
before continuing to >dob<.

(Are you/Is...) male or female?

(1)  Male

(2)  Female

D  Don’t know
R  Refused

SPECS:  If “D” or “R”, store 0.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 91.

_____________________________________________________

SPECS: Ask questions of  EACH person on the roster
before continuing to >hisp_origin1<.

>dob<

What is (your/...’s) date of birth?

Month Day Year of birth
_____ _____ __/__/__/__ (allow 1884-2000)
(01-12) (01-31)
dob@mth dob@dy dob@yr

D  Don’t know—Skip to >age<<
R  Refused—Skip to >age<<

SPECS: If any part (month, day, or year of birth) is
Don’t know or Refused, skip to >age<.  For year of
birth, output full year such as “1985” and not “985.”  If
“D” or “R” in any field, store a “Blank”.  Output
>dob@mth< as >DOBMONTH_4<; >dob@dy< as >DOB-
DAYXX_4<; and >dob@yr< as >DOBYEARX_4<.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10 and
the following locations:

Month: location 95

Day: location 97

Year of Birth: location 99

_____________________________________________________

SPECS:  If computed age is less than 1 year, substitute
the “computed age” with appropriate “months/weeks”.
This screen does not exactly reflect the OSS format.

>ver_age<

So (were you/was...) (computed age) years old on
April 1, 2000?
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(1)  Yes—Skip to >hisp_origin1<<

(2)  No 

D  Don’t know—Skip to >hisp_origin1<<

R  Refused—Skip to >hisp_origin1<<

SPECS: If 1, store computed age in >age<.  If the com-
puted age is less than 1 year, store “0”.  If “D” or “R”,
store a “Blank”.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 92.

_____________________________________________________

>age<

What was (your/...’s) age on April 1, 2000?  IF CALLER
DOES NOT KNOW THE EXACT AGE – Please estimate
(your/…’s) age on April 1, 2000?

___ (allow 0-116)

D  Don’t know

R  Refused

SPECS: Store age in >age<.  If the computed age is less
than 1 year, store “0”.  If “D” or “R”, store a “Blank”.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 92.

_____________________________________________________

SPECS: Ask questions of EACH person on roster before
continuing to >race<.  

>hisp_origin1<  

(Are you/Is ...) Spanish, Hispanic, or Latino?  READ IF
NECESSARY:  FOR EXAMPLE, MEXICAN, MEXICAN AMERI-
CAN, CHICANO,  PUERTO RICAN, CUBAN, OR ANOTHER
SPANISH, HISPANIC, OR LATINO GROUP.

(1)Yes – continue to >hisp_origin2<

(2)No—Skip to >race<<

D  Don’t know—Skip to >race<<

R  Refused—Skip to >race<<

SPECS: If 2, store 1 in >HISPCB01_5<.  If “D” or “R”,
store 0.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 103.

_____________________________________________________

>hisp_origin2<

SPECS:  Accept only ONE response.

Which one of the following Spanish, Hispanic, or
Latino groups (do you/does …) identify with?
Mexican, Mexican American, Chicano, Puerto Rican,
Cuban, or another Spanish, Hispanic or Latino group.

(1)Mexican, Mexican American, Chicano—Skip to
>race<<

(2)Puerto Rican—Skip to >race<<

(3)Cuban—Skip to >race<<

(4)Other Spanish/Hispanic/Latino—continue to
>othr_sp1<<

D  Don’t know—Skip to >race<<

R  Refused—Skip to >race<<

SPECS: Store answers of 1, 2, 3, 4 as follows:

Current answer Stored value Variable
1 1 >HISPCB02_5<
2 1 >HISPCB03_5<

3 1 >HISPCB04_5<
4 1 >HISPCB05_5<

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
the following locations:

HISPCB02_5: location 104
HISPCB03_5: location 105
HISPCB04_5: location 106
HISPCB05_5: location 107 

_____________________________________________________   

>othr_sp1<

What is this group?

(1)  Argentinean—Skip to >race<<

(2)  Colombian—Skip to >race<<
(3)  Dominican—Skip to >race<<
(4)  Nicaraguan—Skip to >race<<

(5)  Salvadoran—Skip to >race<<
(6)  Spaniard—Skip to >race<<
(7)  Other—Skip to >othr_sp<<

D  Don’t know—Skip to >race<<

R  Refused—Skip to >race<<

SPECS: Store words corresponding to categories 1
through 6 in >HISPANWI_5<.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 108.

_____________________________________________________

>othr_sp<

What is the name of the other Hispanic group?   

__________(allow for 19 characters)
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D  Don’t know

R  Refused

SPECS: Store >othr_sp< in >HISPANWI_5<.  If “D” or “R”,
store “Blank.”

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 108.

_____________________________________________________

SPECS: Respondent may choose one or more cate-
gories.

SPECS: Ask questions of each person listed on the
Roster in the following order:  

>race<, >othr_race<, >amer_ind<, >asian_group<,
>othr_asian<, >pacific_group<, and >othr_pacific<
(when appropriate) before continuing to the next per-
son. 

>race<

I’m going to read a list of race categories.  Please
choose one or more categories that best indicate
(your/...’s) race.  (Are you/Is...) White?  Black, African
American or Negro? American Indian or Alaska Native?
Asian?  Native Hawaiian? Other Pacific Islander? or
Some other race?

(1) White

(2)Black, African American, or Negro

(3)American Indian or Alaska Native—Skip to
>amer_ind<<

(4)Asian—Skip to >asian_group<<

(5)Native Hawaiian

(6)Other Pacific Islander—Skip to >pacific_group<<

(7)Some other race—Skip to >othr_race<<

D  Don’t know

R  Refused

SPECS: If “D” or “R”, store 0 in each variable.  Store
answers of (1) - (7) as follows:

Current answer Stored value Variable

1 1 >RACECB01_6<

2 1 >RACECB02_6<

3 1 >RACECB03_6<

5 1 >RACECB11_6<

7 1 >RACECB15_6<

Store 0 in all variables without a value of 1.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
the following locations:

RACECB01_6: location 127

RACECB02_6: location 128

RACECB03_6: location 129
RACECB11_6: location 137

RACECB15_6: location 141
_____________________________________________________

>othr_race<

What is the name of (your/...’s) race?  

______________________________  >othr_race1<
(allow for 19 characters)

D  Don’t know

R  Refused

SPECS: If “D” or “R”, store a “Blank.”

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 180.

>amer_ind<

What is the name of (your/...’s) enrolled or principal
tribe?

(H) HELP

_______________________________  >amer_ind1< 
(allow for 19 characters)

D  Don’t know

R  Refused

SPECS: If “D” or “R”, store a “Blank.”

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 142.
_____________________________________________________

>H_AMERIND<

Add a pop-up or help screen for agents to select the
following for the >amer_ind< screen.

Cherokee Blackfoot
Navajo Chickasaw
Chippewa Potawatomi
Sioux Tohono O’Odham
Choctaw Pima
Pueblo Tlingit
Apache Seminole
Iroquois Alaskan Athabaskans
Lumbee Cheyenne

Creek Comanche

SPECS: More than one category is acceptable.  When
storing more than one category selection, use white
space delimiter between the selections.

_____________________________________________________
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>asian_group<

To what Asian group (do you/does...) belong? (READ
CATEGORIES.)

(1) Asian Indian

(2) Chinese

(3) Filipino

(4) Japanese

(5) Korean

(6) Vietnamese

(7) Other Asian—Skip to >othr_asian<<

D Don’t know 

R Refused

SPECS: If “D” or “R”, store 0.  Store answers of (1) - (7)
as follows:

Current answer Stored value Variable
1 1 >RACECB04_6<
2 1 >RACECB05_6<

3 1 >RACECB06_6<
4 1 >RACECB07_6<
5 1 >RACECB08_6<

6 1 >RACECB09_6<
7 1 >RACECB10_6<

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
the following locations:

RACECB04_6: location 130
RACECB05_6: location 131

RACECB06_6: location 132
RACECB07_6: location 133
RACECB08_6: location 134

RACECB09_6: location 135
RACECB10_6: location 136
_____________________________________________________

>othr_asian<

What other Asian group (do you/does...) belong?

(H)  HELP

_____________________ >othr_asian1<
(allow 9 characters)

D  Don’t know

R  Refused

SPECS: If “D” or “R”, store a “Blank.”

NOTE: If answers reported for both >othr_asian1< and
>othr_pacific1<, combine into one output variable and
store in >AISPIWIN_6<.  When storing , use white space

delimiter between the two answers.  Otherwise, store
single answer in >AISPIWIN_6<.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 161.

_____________________________________________________

>H_OTHRASIAN<

Add a pop-up or help screen for agents to select the
following for the >othr_asian< screen:

Cambodian

Hmong

Indonesian

Pakistani

Laotian

Thai

SPECS:  More than one category is acceptable.

_____________________________________________________

>pacific_group<

SPECS: More than one category is acceptable.

To what Pacific Islander group (do you/does ...)
belong?  READ CATEGORIES.

(1) Guamanian or Chamorro

(2)Samoan

(3)Other Pacific Islander—Skip to >othr_pacific<<

D   Don’t know

R   Refused

SPECS: If “1”, store 1 in >RACECB12_6<.  If “2”, store 1
in >RACECB13_6<.  If “3”, store 1 in >RACECB14_6<.  If
“D” or “R”, store a “Blank” in >RACECB14_6<.

OUTPUT SPECS: Store in Record 2 for D-1 or D-10, at
the following locations:

RACECB12_6: location 138
RACECB13_6: location 139
RACECB14_6: location 140
_____________________________________________________

>othr_pacific<

What other Pacific Islander group (do you/does...)
belong?

(H)   HELP

______________________________>othr_pacific1<
(allow 9 characters)

D  Don’t know

R   Refused
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SPECS: If “D” or “R”, store a “Blank.”

NOTE: If answers reported for both >othr_asian1< and
>othr_pacific1<, combine into one output variable and
store in >AISPIWIN_6<.  When storing, use white space
delimiter between the two answers.  Otherwise, store
one answer in >AISPIWIN_6<.

OUTPUT SPECS: Store in Record 2, for D-1 or D-10, at
location 161.

_____________________________________________________

>H_OTHPACIF<

Add a pop-up or help screen for agents to select the
following for the >othr_pacific< screen:

Fijian

Palauan

Tahitian

Tongan

SPECS:  More than one category is acceptable.

_____________________________________________________

If CEFU case, skip to >THE END< of CEFU script.
Otherwise, go to >closing<.

_____________________________________________________

>closing<

SPECS:  If custsat=missing, follow path A.  If custsat=1,
follow path B.

A:

This completes all the questions.  Thank you for tak-
ing part in Census 2000.

B:

This completes all the questions.  Thank you for tak-
ing part in Census 2000.  

Before you hang-up, we would appreciate feedback
regarding the service you received today.  I’m going to

transfer you to our automated customer satisfaction
survey, which on average takes less than 3 minutes to
complete.

Programming note:  Include the following on this

screen.

IF ASKED WHAT TO DO ABOUT THE CENSUS FORM,
PLEASE RESPOND—

Since you have given me your census information, you
may discard the form you received in the mail.

_____________________________________________________

SPECS: If all of the following fields in >mail_add< are

not blank:  housestreet1, city1, state1, zip1 and a
complete interview is collected, then set Nomail=1.

END INTERVIEW

TO QUALIFY AS A COMPLETED INTERVIEW

There must be complete answers* for any two of

the following questions for each person on the

roster:

>relation< (except person on line 1)

>sex1<

>age<

if >hisp_origin1< = 2 OR if >hisp_origin1< = 1, then

>hisp_origin2< must be answered

>race<

* “Don’t know” or “Refused” do not qualify as an
“answer.”

_____________________________________________________
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Internet Usage Survey Questionnaire

Screen name: I_INTRO1

———————————————————————————

1.01    I_INTRO1

Hello, my name is {DISPLAY INTERVIEW NAME} and I
am calling for the Census Bureau to follow-up on
some of the information that you provided to the
Census earlier this year. 

I’d like to confirm that I am calling the correct
household.  According to our records, the address
for this household is
{DISPLAY ADDRESS}.  
Is this correct? 

[IF R REFUSES, GO TO RESULT CODE AND CODE
CASE REFUSAL.  IF R ANSWERS DON’T   

KNOW ADDRESS, ASK TO SPEAK TO SOMEONE WHO
DOES KNOW.  IF NO ONE AVAILABLE, 
CODE A CALLBACK.]

1. YES

2. NO

3. TELEPHONE COMPANY RECORDING

AM. ANSWERING MACHINE

RT. RETRY DIALING

GT. GO TO RESULT                                         

_____________________________________________________

Screen name: I_INTRO2

_____________________________________________________

1.02    I_INTRO2

May I speak to {the person who filled out the
Census Form}?

[IF R REFUSES, GO TO RESULTS AND CODE CASE
REFUSAL. 

IF R ANSWERS DON’T KNOW PERSON, CODE 4 -
NEVER HEARD OF SUBJECT.]

[VERIFY R IS 18 OR OLDER, IF NOT CODE 4 AND GO
TO NEXT PERSON.] 

1. SUBJECT SPEAKING/COMING TO PHONE

2. SUBJECT LIVES HERE - NEEDS APPOINTMENT

3 SUBJECT KNOWN LIVES AT ANOTHER NUMBER

4. NEVER HEARD OF SUBJECT

GT. GO TO RESULT

_____________________________________________________

Screen name: BEGIN

_____________________________________________________

2.00  BEGIN

[Hello, my name is {DISPLAY INTERVIEWER NAME} and I
am calling for the Census Bureau to follow-up on some
of the information that you provided to the Census
earlier this year.]

Thank you for mailing in your Census Form.  We are
interested in learning your opinion about using the
Internet to fill out your Census Form.  Your participa-
tion is voluntary and will only take 5 minutes.  We will
not use your name in any of our reports and your
answers will not be shared with with anyone who is
not part of this project.

(   )

1. CONTINUE

GT. GO TO RESULT

_____________________________________________________

Screen name: INTERNET

2.01  INTERNET

Do you have access to the Internet at... 

[0=DON’T UNDERSTAND OR KNOW INTERNET, 
1=YES, 2=NO]

A. At Home (  )

B. At Work (  )

C. At School (  )

D. At the Library (  )

E. Or anywhere else [SPECIFY]  (  )
_____________________________________________________
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Screen name: Q4

_____________________________________________________

2.04  Q4

Did you know that you could have filled out your
Census Form on the Internet?

(  )

1. YES

2. NO
_____________________________________________________

Screen name: Q5

_____________________________________________________

2.05  Q5

Why didn’t you use the Internet to fill out your Census
Form?

[CODE ALL THAT APPLY, CTRL/P TO EXIT]

(  )  (  )  (  )  (  )  (  )  (  )  (  )  (  )  (  )

1. DON’T HAVE ACCESS TO A COMPUTER

2. HAVE ACCESS TO A COMPUTER, BUT IT DOESN’T
HAVE INTERNET ACCESS

3. CONCERNED ABOUT PRIVACY OF MY ANSWERS

4. NOT ALLOWED TO USE INTERNET AT WORK FOR
THIS PURPOSE

5. DON’T LIKE THE INTERNET

6. DON’T HAVE ENOUGH INTERNET EXPERIENCE TO
USE IT COMFORTABLY

7. DON’T THINK THE INTERNET WOULD COLLECT
DATA IN ACCURATE WAY

8. BLINDNESS, OTHER DISABILITY PREVENTS USE

9. OTHER (SPECIFY)
_____________________________________________________

Screen name: Q6
_____________________________________________________

2.06  Q6

The Census Bureau {would like to} offer people the
opportunity to fill out their Census Form on the
Internet.  If the Census Bureau gave you that option,
would you use the Internet to fill out your Census
Form?

(  )

1. YES

2. NO
_____________________________________________________

Screen name: Q7

_____________________________________________________

2.07  Q7

Why would you use the Internet to fill out your Census
Form?

[CODE ALL THAT APPLY, CTRL/P TO EXIT]

(  )  (  )  (  ) (  )

1. IT WOULD BE EASIER THAN FILLING OUT THE FORM

2. IT WOULDN’T TAKE AS LONG

3. IT WOULD BE FUN, INTERESTING OR A NEW EXPERI-
ENCE

4. OTHER [SPECIFY]
_____________________________________________________

Screen name: Q8

_____________________________________________________

2.08  Q8

Why wouldn’t you use the Internet to fill out your
Census Form? 

[CODE ALL THAT APPLY. CTRL/P TO EXIT]

(  )  (  )  (  )  (  )  (  )  (  )  (  )  (  )  (  )

1. DON’T HAVE ACCESS TO A COMPUTER

2. HAVE ACCESS TO A COMPUTER, BUT IT
DOESN’T HAVE INTERNET ACCESS

3. CONCERNED ABOUT PRIVACY OF MY ANSWERS           

4. NOT ALLOWED TO USE INTERNET AT WORK FOR
THIS PURPOSE                  

5. DON’T LIKE THE INTERNET

6. DON’T HAVE ENOUGH INTERNET EXPERIENCE TO USE
IT COMFORTABLY

7. DON’T THINK THE INTERNET WOULD COLLECT DATA
IN ACCURATE WAY

8. BLINDNESS, OTHER DISABILITY PREVENTS USE

9. OTHER [SPECIFY]
_____________________________________________________

Screen name: Q9
_____________________________________________________

2.09  Q9

When you filled out your Census Form, did you know
about the offer of a free calling card worth 30 minutes
of long distance calls?

(  )

1. YES

2. NO

_____________________________________________________
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Screen name: Q10
_____________________________________________________
2.10  Q10

What do you remember about this offer?

(  )

1. HAD TO USE THE INTERNET TO GET THE FREE 
MINUTES

2. NO CONDITIONS APPLIED (I SHOULD HAVE GOTTEN
THE FREE MINUTES)

3. OTHER CONDITIONS APPLIED
_____________________________________________________

Screen name: Q11A

_____________________________________________________

2.1101  Q11A

Would you have used the Internet to respond to the
Census if we rewarded you with a calling card
worth.60 free minutes of long distance calls?

(  )

1. YES

2. NO
_____________________________________________________

Screen name: Q11B

_____________________________________________________

2.1102  Q11B

[Would you have used the Internet to respond to the
Census if we rewarded you with a calling card
worth...]

90 free minutes of long distance calls?

(  )

1. YES

2. NO
_____________________________________________________

Screen name: Q12

_____________________________________________________

2.12  Q12

Suppose we gave you a calling card that allowed you
to make 30 minutes of free long distance phone calls,
but only if you used the Internet to fill out your
Census Form.  Would you use the Internet to fill out
your Census Form then?

(  )

1. YES

2. NO
_____________________________________________________

Screen name: Q13A
_____________________________________________________

2.1301  Q13A
Would you use the Internet to respond to the Census if
we rewarded you with a calling card worth 60 free
minutes of long distance calls?

(  )

1. YES

2. NO
_____________________________________________________

Screen name: Q13B
_____________________________________________________

2.1302  Q13B

[Would you use the Internet to respond to the Census
if we rewarded you with a calling card worth...]

90 free minutes of long distance calls?

(  )

1. YES

2. NO
_____________________________________________________

Screen name: END
2.14  END

Thank you very much for your time.

[PRESS ENTER TO CONTINUE]

_____________________________________________________

Screen name: COLLECT
_____________________________________________________

2.15  COLLECT

Can you please give me the name of the person in
your household who filled out the Census Form?

(  )

1. YES

FIRST NAME

LAST NAME:

_____________________________________________________

Screen name: COLLECT
_____________________________________________________

2.15  COLLECT

Can you please give me the name of the person in
your household who filled out the Census Form?

(  )

1. YES

FIRST NAME: 

LAST NAME:

_____________________________________________________
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  www.census.gov/pred/www/.
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The Administrative Records
Experiment 2000 was an experi-
ment in two areas of the country
designed to gain information
regarding the feasibility of con-
ducting an administrative records
census or the use of administrative
records in support of conventional
decennial census processes.  The
first experiment of its kind in the
United States, the Administrative
Records Experiment 2000 was part
of the Census 2000 Testing,
Experimentation and Evaluation
Program. The focus of this pro-
gram was to measure the effective-
ness of new techniques for decen-
nial census enumeration. There
were four evaluations: Process,
Outcomes, Household, and
Request for Physical Address evalu-
ations.  The first three are summa-
rized here.  

Administrative Records
Census definition and
requirements

In the Administrative Records
Experiment, an administrative
record census was defined as a
process that relies primarily, but
not necessarily exclusively, on
administrative records to produce
the population count and content
of the decennial census short form
with a strong focus on apportion-
ment and redistricting require-
ments.  In addition to total popula-
tion counts by state, the decennial
census must provide counts of the
voting age (18 and over) popula-
tion by race and Hispanic origin for
small geographic areas, currently
in the form of census blocks.

Demographically, the
Administrative Records Experiment
provided date of birth, race,
Hispanic origin, and sex.
Geographically, the Administrative
Records Experiment operated at
the level of basic street address
and corresponding Census block
code.  Unit numbers for multi-unit
dwellings were used in certain
address matching operations and
one of the evaluations; but gener-
ally household and family composi-
tion were not captured.  The
design did assume the existence of
a Master Address File and geo-
graphic coding capability similar to
that available for the Census 2000.

The principal objectives of
Administrative Records Experiment
2000 were twofold.  The first
objective was to develop and com-
pare two methods for conducting
an administrative records census,
one that used only administrative
records and a second that added
some conventional support to the
process in order to complete the
enumeration. The second objective
was to explore the potential use of
administrative records data for
some nonresponding or unclassi-
fied households that occur in a
conventional census.  

Administrative Records
Experiment top-down and
bottom-up methods

A two-phase process accomplished
the Administrative Records
Experiment 2000 enumeration.
The first, or Top-down, phase
involved the assembly of records
from a number of national adminis-
trative record systems and undupli-

cation of individuals within the
combined systems.  This was fol-
lowed by computer geocoding of
street addresses to the level of
census block and two attempts to
obtain and code physical addresses
for those that would not geocode
by computer.  Finally, there was a
selection of “best” demographic
characteristics for each individual
and “best” street address within
the experimental sites.

The second phase of the
Administrative Records Experiment
2000 design was an attempt to
complete the administrative-
records-only enumeration by the
correction of errors in administra-
tive records addresses through
address verification (a coverage
improvement analogue) and by
adding persons missed in the
administrative records (a nonre-
sponse followup analogue).
Considering the Top-down and
Bottom-up processes as part of one
overall design, the Administrative
Records Experiment can be
thought of as a prototype for a
more or less conventional census
with the initial mailout replaced by
a Top-down administrative records
enumeration.  

Limitations

There were four principal limita-
tions on the experiment.  

•  The administrative records
source files were limited to
those used in the creation of the
Statistical Administrative
Records System 1999, which
relied primarily on files for tax
year 1998 and other files
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extracted early in calendar year

1999.  These files neither

exhausted the national-level

administrative records that

might have been available for

Administrative Records

Experiment 2000 nor were they

the timeliest with respect to

April 1, 2000, Census Day for

Census 2000.  

•  The number of experimental

sites was small.  Although it

would not have been reasonable

or realistic to attempt to mount

this first Administrative Records

Experiment in a representative

sample of geographic areas

large enough to make national

estimates, additional sites

would have provided more con-

fidence that the results were not

idiosyncratic to the sites select-

ed.  

•  There was no experimental vari-

ation in key design parameters

such as the clerical and field

operations and the address

selection algorithm.  Without

some factorial or fractional fac-

torial structure, direct estimates

of operational impacts of com-

ponents, individually or in com-

bination, were not possible.  

•  The measurement of race and

Hispanic origin in administrative

records at the national level is

deficient.  Attempts were made

to improve the measurement

through the use of certain statis-

tical models, but the results

were not entirely satisfactory.

The limitations in the

Administrative Records Experiment

were largely due to resource con-

straints and a short planning peri-

od for what was an extremely com-

plex and novel undertaking.

Experimental sites

Two sites were selected that were
believed to have a total of approxi-
mately one million housing units
and a population of approximately
two million persons.  One site
included Baltimore City and
Baltimore County, Maryland.  The
other site included Douglas, El
Paso and Jefferson Counties,
Colorado.  The sites provided a
mix of population and housing
characteristics needed to assess
the difficulties that might arise in
conducting an administrative
records census.  

Administrative Records
Experiment outcomes
evaluation

As expected, the Bottom-up cover-
age is much improved compared to
the Top-down, and this is largely
due to the completion of the Top-
down enumeration by using cen-
sus data for nonmatched address-
es, which simulates a followup to
the administrative records enumer-
ation.  Specifically, the Bottom-up
coverage of children (81 percent -
94 percent across the test sites) is
substantially better than the Top-
down (72 percent - 83 percent).
Coverage of children is a particular
weakness for administrative
records used in Administrative
Records Experiment 2000.

Adults in the Bottom-up are more
or less uniformly overcounted (102
percent - 104 percent).  The over-
count of adults most likely is due
to unaccounted for deaths in the
12 months prior to Census Day,
the lack of special populations
operations in the Administrative
Records Experiment (e.g., a group
quarters enumeration), and failure
to unduplicate persons after
adding census data for non-
matched addresses.  Of course, the
latter means that there is some
duplication of children as well.

Detailed enumeration results
focused mainly on a comparison of
the Bottom-up enumeration with
the Census 2000.  The analysis did
not include group quarters and,
due to limitations in the adminis-
trative records sources, persons
could not be reported with “multi”
or “other” race.  The analysis pro-
gressed from large geographic
areas to small geographic areas,
beginning with the five test site
counties and ending with census
blocks within the sites.  The evalu-
ation incorporated a variety of
methods to accomplish its objec-
tives, including univariate and mul-
tivariate statistical analyses of the
Administrative Records
Experiment/Census 2000 differ-
ences, and spatial/ecological maps
that examined the geographic dis-
tributions of key comparison meas-
ures.  The outcomes evaluation
tried to disentangle the influence
of demographic change and
Administrative Records Experiment
processing, coverage and data
quality issues, while presenting
basic enumeration statistics.  

At the county level, the Bottom-up
process undercounted total popula-
tion in all sites except Baltimore
City.  As with the total population,
males and females were under-
counted in all sites except
Baltimore City, but the female
undercounts were slightly greater
than male undercounts.  Age
groups showed more variability
with most groups undercounted.
Generally the size of the under-
counts increased with decreasing
age, except for the 20-24 age
group.  These patterns did not
appear to be site-specific.
Overcounts for the oldest old and
undercounts for the youngest per-
sons suggest that much more time-
ly birth and death information
must be obtained.  Also, the spe-
cial enumeration requirements for
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populations such as college stu-

dents, the military and persons in

nursing homes must be incorporat-

ed into administrative records

processes.

Administrative records are not cur-

rently a good source of data for

race and Hispanic origin, and the

models were not sufficient to cor-

rect their deficiencies.  Blacks and

Hispanics were undercounted

when they were a large minority

group and overcounted when they

were not.  American Indians and

Alaskan natives were not well iden-

tified and the accuracy of

Asian/Pacific Islander counts was

uncertain.  

Bottom-up tract-level total popula-

tion results indicated a good corre-

spondence between Administrative

Records Experiment and the cen-

sus. The population counts of 70

percent of tracts were within 5 per-

cent points, and 95 percent of the

tracts were within 25 percentage

points, though a sizable number of

tracts had moderate and large

undercounts.  At the block-level,

population counts were the least

accurate. For the total population

38 percent of blocks met the 5

percent criterion and about 85 per-

cent of blocks met the 25 percent

criterion.  

A multivariate analysis of block dif-

ferences showed that large under-

counts were associated with such

block characteristics as high popu-

lation density, high rental rates,

and large proportions of persons

age 20-24.  Large overcounts were

associated with high vacancy rates,

low population density, small pro-

portions of persons under the age

of 20 and large proportions of per-

sons age 20-24 and age 65 and

over (Heimovitz, 2002).

Administrative Records
Experiment household-level
analysis

The general goal of the household-
level analysis was to assess how
well households formed from
administrative records matched
those from Census 2000 address-
es.  The evaluation focused, first,
on the factors associated with
Administrative Records Experiment
and Census 2000 addresses that
were (computer) linked.  Then,
demographic comparisons were
made between households at
linked addresses.  There was a
special focus on Census 2000
households that required a nonre-
sponse followup and Census 2000
unclassified (imputed) households.  

The evaluation used both descrip-
tive analyses and logistic regres-
sion analysis to assess the cover-
age and accuracy of Administrative
Records Experiment households.
Descriptive analyses were per-
formed for households in all five
Administrative Records Experiment
counties and for the Census 2000
nonresponse followup and imputed
households in the test sites.  A
logistic regression model was
developed to predict the probabili-
ty of an accurate household match
using address and Administrative
Records Experiment processing
characteristics as predictors.
Addresses with a high probability
of correct demographic match
between occupants might be can-
didates for administrative records
substitution in the case of nonre-
sponse followup in a conventional
census.  In the following discus-
sion the term “linked” is used to
mean a matched address.  The
term “matched” is reserved for
household demographic compar-
isons at linked addresses.

Administrative Records
Experiment’s coverage of the cen-

sus nonresponse followup universe
was not as good as its coverage of
the overall universe.
Administrative Records Experiment
housing units were linked with
70.9 percent of the census nonre-
sponse followup housing units,
compared with 88.4 percent of the
census responding housing units.
For occupied nonresponse fol-
lowup housing units, the coverage
rate was 76.7 percent.  The
Administrative Records Experiment
housing units were linked with
63.2 percent of households that
were imputed to have people in
them, and 34.7 percent of those
imputed to be vacant.   

The Administrative Records
Experiment and the census count-
ed the same number of people in
the housing unit for 51.1 percent
of the 889,638 linked households,
and Administrative Records
Experiment was within one of the
census for 79.4 percent of the
units.  The 51.1 percent is effec-
tively a ceiling on the percent of
linked households that had exactly
the same persons from
Administrative Records Experiment
and Census 2000.  Although errors
in address linkage would account
for some of the mismatched
households, the deficiencies in
administrative records cited earlier
in this report–missing children,
lack of special population opera-
tions and the time gap between
the administrative records extracts
and Census Day–most likely
account for the major part.

For linked nonresponse followup
housing units, Administrative
Records Experiment had the same
numbers of persons for 37.0 per-
cent of the units and was within
one 69.3 percent of the time.
Census 2000 nonresponse fol-
lowup housing units were more
susceptible to the Administrative
Records Experiment deficiencies
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than responding units.  In addition,
enumeration errors in Census 2000
might have been higher for these
units.

The regression analysis demon-
strated a number of factors associ-
ated with greater probability of
matched household demographics.
These include: single unit address
rather than multi-unit, household
with only one or two members, all
household occupants over the age
of 65, at least one White occupant,
no occupant with imputed race in
the Administrative Records
Experiment.  The predictive power
of the model was moderately
strong.  At a predicted probability
of 0.5 or higher, the probability of
a correct household match was
about 72 percent.  At a predicted
probability of 0.8 or higher, the
probability of a correct match
increased to about 83 percent, but
the proportion of addresses with
predicted probability this high was
only about 4 percent of all
addresses.  Evidently, the limita-
tions in the data, particularly the
administrative records cutoffs and
poor race and Hispanic origin
measurement, made household
prediction quite difficult.

Implications for 2010
planning

Substitution for 2010 nonresponse
followup households should contin-
ue to be explored

Although the results of the house-
hold-level analysis were not defini-
tive due to the limitations on
Administrative Records Experiment
2000, they were sufficiently strong
that research into the substitution
of administrative records house-
holds for nonresponse followup or
unclassified households in a con-
ventional census should continue.
For nonresponse followup house-
holds there is the potential for sig-
nificant cost savings, and for

unclassified households, the poten-
tial for greater accuracy than that
provided by imputation.  

The approach piloted in the
Administrative Records Experiment
2000 should be tested as part of
the 2004 Census Test using mod-
els developed from a linkage of
Statistical Administrative Records
System 2000 data to the Census
2000 files.  The timing of the
administrative records in the
Statistical Administrative Records
System 2000 would be much clos-
er to Census Day than the
Statistical Administrative Records
System 1999 data used in the
Administrative Records Experiment
2000, and much more like the data
that could be acquired for 2010.  

Other 2010 impacts should
be considered

There are other aspects of 2010
Census development in which
administrative records might play a
role.  These include Master
Address File improvements, devel-
opment and testing of unduplica-
tion methods for 2010, subnation-
al Demographic Analysis, and
coverage measurement research.  

2010 data acquisition and
research agenda

Arrangements should be made to
acquire administrative records on a
timelier basis and to obtain some
data sets that might fill some of
the administrative records cover-
age gaps.

A research agenda for 2010 would
include:

•  Additional evaluation of the
impact of clerical and field oper-
ations in Administrative Records
Experiment 2000.

•  Person unduplication in the
Administrative Records
Experiment Bottom-up process.

•  Repeating Administrative
Records Experiment 2000 with
Statistical Administrative
Records System 2000 data.

•  Repeating the Household-level
analysis using Statistical
Administrative Records System
2000 data.

•  Analysis of administrative
records coverage gaps, in partic-
ular gaps related to persons in
group quarters.

•  Master Address File improve-
ments using administrative
records.

•  Improving address linkage tech-
niques.

•  Enhancing Numident race and
Hispanic origin data using
Census 2000.

•  Contributing to subnational
Demographic Analysis.

Implications for other
Census Bureau programs

The research that went into the
development of the Statistical
Administrative Records System and
Administrative Records Experiment
2000 has had significant payoffs in
Census programs other than the
decennial census, and the develop-
ment of new uses for administra-
tive records should continue to
benefit non-decennial programs in
the future.  There have been huge
gains in knowledge of the
strengths and weaknesses of
national administrative records
systems to support various Census
Bureau activities, in the capacity
for large scale data processing,
data standardization, record link-
age, file unduplicaton, and Social
Security Number search and verifi-
cation that will have benefits
throughout the Census Bureau.
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Research agenda for other
Census Bureau programs

A research agenda for other
Census Bureau programs could
include:

•  Testing the use of Statistical
Administrative Records System
as a contributor to total popula-
tion and age/race/sex/Hispanic
origin intercensal estimates.

•  Testing the use of Statistical
Administrative Records System

data for improving noninterview
weights in ongoing surveys.

•  Testing the use of Statistical
Administrative Records System
as a tool to support small area
income and poverty estimates.

•  Continuing to test the use of
Administrative Records databas-
es for Social Security Number
validation and search strategies.

•  Continuing to improve our
record linkage capabilities (for

example, linking Current
Population Survey addresses
and persons to comparable
Decennial Census addresses and
persons), both in terms of
improvements to noninterview
weights in ongoing surveys and
search strategy improvements.
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1.1 Introduction

The Administrative Records
Experiment 2000 (AREX 2000) was
an experiment in two areas of the
country designed to gain informa-
tion regarding the feasibility of
conducting an administrative
records census (ARC), or the use of
administrative records in support
of conventional decennial census
processes.  The first experiment of
its kind, AREX 2000 was part of
the Census 2000 Testing,
Experimentation, and Evaluation
Program.  The focus of this pro-
gram was to measure the effective-
ness of new techniques, method-
ologies, and technologies for
decennial census enumeration.

Interest in taking a decennial cen-
sus by administrative records dates
back at least as far as a proposal
by Alvey and Scheuren (1982)
wherein records from the Internal
Revenue Service (IRS) along with
those of several other agencies
might form the core of an adminis-
trative records census.  Knott
(1991) identified two basic ARC
models:  (1) the Top-down model
that assembles administrative
records from a number of sources,
unduplicates them, assigns geo-
graphic codes, and counts the
results; and (2) the Bottom-up
model that matches administrative
records to a master address file,
fills the addresses with individuals,
resolves gaps and inconsistencies
address by address, and counts
the results.  There have been a
number of other calls for ARC
research – see for example
Myrskyla 1991; Myrskyla, Taeuber
and Knott 1996; Czajka, Moreno

and Shirm 1997; Bye 1997.  All of
the proposals fit either the Top-
down or Bottom-up model
described here.

Knott also suggested a composite
Top-down/Bottom-up model that
would unduplicate administrative
records using the Social Security
Number (SSN), then match the
address file, and proceed as in the
Bottom-up approach.  In overall
concept, AREX 2000 most closely
resembles this composite
approach.

More recently, direct use of admin-
istrative records in support of
decennial applications was cited in
several proposals during the
Census 2000 debates on sampling
for Nonresponse Followup (NRFU).
The proposals ranged from direct
substitution of administrative data
for non-responding households
(Zanutto, 1996; Zanutto and
Zaslavsky, 1996; 1997; 2001) to
augmenting the Master Address
File development process with U.S.
Postal Service address lists
(Edmonston and Schultze,
1995:103).  AREX 2000 provided
the opportunity to explore the pos-
sibility of NRFU support.

The Administrative Records
Research (ARR) staff of the
Planning, Research, and Evaluation
Division (PRED) performed the
majority of coordination, design,
file handling, and certain field
operations of the experiment.
Various other divisions within the
Census Bureau, including Field
Division, Decennial Systems and
Contracts Management Office,
Population Division, and

Geography Division supported the
ARRS staff.

Throughout this report, rather than
identifying individual workgroups
or teams, we shall refer to the
operational decisions made in sup-
port of AREX to be those of ARRS;
that is, we shall say that “ARRS
decided to…” whenever a key
operational decision is described,
even though, of course, ARRS were
not the only decision makers.

1.2 Administrative Record
Census–definition and
requirements

In the AREX, an administrative
record census was defined as a
process that relies primarily, but
not necessarily exclusively, on
administrative records to produce
the population counts and content
of the decennial census short form
with a strong focus on apportion-
ment and redistricting require-
ments.  Title 13, United States
Code, directs the Census Bureau to
provide state population counts to
the President for the apportion-
ment of Congressional seats within
nine months of Census Day.  In
addition to total population counts
by state, the decennial census
must provide counts of the voting
age population (18 and over) by
race and Hispanic origin for small
geographic areas, currently in the
form of Census blocks, as pre-
scribed by PL 94-171 (1975) and
the Voting Rights Act (1964).
These data are used to construct
and evaluate state and local leg-
islative districts.
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Demographically, the AREX provid-
ed date of birth, race, Hispanic ori-
gin, and sex, although the latter is
not required for apportionment or
redistricting purposes.
Geographically, the AREX operated
at the level of basic street address
and corresponding Census block
code.  Unit numbers for multi-unit
dwellings were used in certain
address matching operations and
one of the evaluations; but gener-
ally, household and family compo-
sition were not captured.  In addi-
tion, the design did not provide for
the collection of sample long form
population or housing data, needs
that will presumably be met in the
future by the American Community
Survey program.  The design did
assume the existence of a Master
Address File and geographic cod-
ing capability similar to that avail-
able for Census 2000.

1.3 Administrative Records
Experiment objectives

The principal objectives of AREX
2000 were twofold.  The first
objective was to develop and com-
pare two methods for conducting
an administrative records census,
one that used only administrative
records and a second that added
some conventional support to the
process in order to complete the
enumeration.  The evaluation of
the results also included a compar-
ison to Census 2000 results in the
experimental sites.

The second objective was to test
the potential use of administrative
records data for some part of the
NRFU universe, or for the unclassi-
fied universe.  Addresses that fall
into the unclassified status have
very limited information on
them–so limited, in fact, that the
address occupancy status must be
imputed, and, conditional on being
imputed “occupied,” the entire
household, including characteris-

tics, must be imputed.  In order to
effectively use administrative
records databases for substitution
purposes; one must determine
which kinds of administrative
record households are most likely
to yield similar demographic distri-
butions to their corresponding cen-
sus households.

Other more general objectives of
the AREX included the collection of
relevant information, available only
in 2000, to support ongoing
research and planning for adminis-
trative records use in the 2010
Census, and the comparison of an
administrative records census to
other potential 2010 methodolo-
gies.  These evaluations and other
data will provide assistance in
planning major components of
future decennial censuses, particu-
larly those that have administrative
records as their primary source of
data.

1.4 Administrative Records
Experiment top-down and
bottom-up methods

Top-down

A two-phase process accomplished
the AREX 2000 enumeration.  The
first phase involved the assembly
and computer geocoding of
records from a number of national
administrative record systems, and
unduplication of individuals within
the combined systems.  This was
followed by two attempts to obtain
and code physical addresses (cleri-
cal geocoding and request for
physical address) for those that
would not geocode by computer.
Finally, there was a selection of
“best” demographic characteristics
for each individual and “best”
street address within the experi-
mental sites.  Much of the comput-
er processing for this phase was
performed as part of the Statistical
Administrative Records System
(StARS) 1999 processing (Judson,

2000; Farber and Leggieri, 2002).
As such, StARS 1999 was an inte-
gral part of AREX 2000 design.

One can think about the results of
the Top-down process in two ways.
First, counting the population at
this point provides, in effect, an
administrative-records-only census.
That is, the enumeration includes
only those individuals found in the
administrative records, and there is
no other support for the census
outside of activities related to
geocoding.  AREX 2000 provides
population counts from the Top-
down phase so that the efficacy of
an administrative-records-only cen-
sus can be assessed.

However, one might expect an enu-
meration that used only adminis-
trative records to be substantially
incomplete.  Therefore, a second
way to think about the Top-down
process is as a substitute for an
initial mailout in the context of a
more conventional census that
would include additional support
for the enumeration.

Bottom-up

The fundamental difference
between the Bottom-up method
and the Top-down method is the
Bottom-up method matches admin-
istrative records addresses to a
separately developed “frame” of
addresses, and based on this
match, performs additional opera-
tions.  In this experiment, an
extract of the Census Bureau’s
Master Address File (MAF) served
as the frame1.

The second phase of the AREX 2000
design was an attempt to complete
the administrative-records-only enu-
meration by the correction of errors
in administrative records addresses

8 Results From the Administrative Records Experiment in 2000 U.S. Census Bureau

1 In this report, we use the term "MAF"
generically.  Our operations were based on
extracts from the Decennial Master Address
File (DMAF).
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through address verification (a cov-
erage improvement analogue) and
by adding persons missed in the
administrative records (a NRFU
analogue).  This phase began by
matching the addresses found in
the Top-down process to the MAF
in order to assess their validity and
to identify those MAF addresses
for which no administrative
records were found.  A field
address review (FAV) was used to
verify non-matched administrative
records addresses, and invalid
administrative records addresses
were excluded from the Bottom-up
selection of best address.  In
design, non-matched MAF address-
es would be canvassed in order to
enumerate persons at addresses
not found in the administrative
records systems.  In the AREX,
such a canvassing was simulated
by adding those persons found in
the Census 2000 at the unmatched
addresses to the adjusted adminis-
trative-records-only counts, thus
completing the enumeration.
Accomplishing the AREX as part of
the Census 2000 obviated the
need to mount a separate field
operation to canvass unmatched
MAF addresses.

Considering the Top-down and
Bottom-up processes as part of one
overall design, AREX can be
thought of as a prototype for a
more or less conventional census
with the initial mailout replaced by
a Top-down administrative records
enumeration.  Figure 1 below, pro-
vides a conceptual overview of the
experiment for enumerating the
population tested during the AREX.
A more detailed description of data
processing flows can be found in
Attachment 1. The graphical
description presented here is
intended to convey the concept of
both AREX methods when viewed
in terms of the Bottom-up method

as a follow-on process to the Top-
down method.

1.5 Experimental sites

The experiment was set up to
include geographic areas that
include both difficult and easy to
enumerate populations.  Two sites
were selected believed to have
approximately one million housing
units and a population of approxi-
mately two million persons.  One
site included Baltimore City and
Baltimore County, Maryland.  The
other site included Douglas, El
Paso, and Jefferson Counties,
Colorado.  The sites provided a

mix of characteristics needed to

assess the difficulties that might

arise in conducting an administra-

tive records census.

Approximately one half of the test

housing units was selected based

on criteria assumed to be easy-to-

capture in an administrative

records census (for example, areas

having a preponderance of city

style addresses, single family

housing units, older and less

mobile populations), and the other

half was selected based on criteria

assumed to be hard to capture (the

converse).

Figure 1.  
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1.6 Administrative Records
Experiment source files

The administrative records for
AREX were drawn from the StARS
1999 database.  There were six
national-level source files selected
for inclusion in StARS.  A later sec-
tion of this document describes
the source files in detail.  The files
were chosen to provide the broad-
est coverage possible of the U.S.
population, and to compensate for
the weaknesses or lack of cover-
age of a given segment of the pop-
ulation inherent in any one-source
file.  See Section 2 for a descrip-
tion of the source file characteris-
tics.

Timing

An important limitation for the
AREX is the gap between the refer-
ence period for data contained in
each source file and the point-in-
time reference of April 1, 2000 for
the Census.  The time lag has an
impact on both population cover-
age–births, deaths, immigration
and emigration–and geographic
location–housing extant, and geo-
graphic mobility.  As an example,
both IRS files include data for tax
year 1998 with an expected cur-
rent address as of tax filing time
close to April 15, 1999.  Note,
however, that the IRS 1040 file
only provided persons in the tax
unit as of December 31, 1998.
The pertinent reference dates for
each of the files are provided in
Section 2.

State, Local and Commercial Files

ARRS decided not to use state and
local files2 and commercially avail-
able databases3 in the AREX 2000
experiment.  Statistical evidence is

limited, but various reports from
ARRS indicated that state and local
files come in an extremely diverse
variety of forms, with equally
diverse record layouts and content
(for historical information, see
Sweet, 1997; Buser, Huang, Kim,
and Marquis, 1998; and other
papers in the Administrative
Records Memorandum Series).
Furthermore, ARRS reported that it
was quite time-consuming and
intricate to develop the intera-
gency contractual arrangements
necessary to use state and local
files.  Public opinion results such
as Singer and Miller (1992), Aguirre
International (1995), and Gellman
(1997), convinced ARRS that public
sensitivity to the idea of linking
commercial databases with govern-
ment databases (other than for
address processing) would be too
great, and that such a linkage
would be unwise.

Census Numident

An additional, and critical, file used
in creation of the StARS database
was the Census Numident file.  For
the AREX, it was the source of
most of the demographic charac-
teristics and some of the death
data.  Detailed discussion regard-
ing the creation and use of the
Census Numident may also be
found in Section 2.

1.7 Administrative Records
Experiment evaluations

This report is a consolidation of
four evaluations of AREX 2000 that
have been prepared by ARRS staff.

The Process Evaluation (Berning
and Cook, 2002) documents and
analyzes selected components or
processes of the Top-down and
Bottom-up methods in order to
identify errors or deficiencies.  It is
designed to catalogue the various
processes by which raw adminis-
trative data became final AREX

counts and attempts to identify the
relative contributions of these vari-
ous processes.  

The Request for Physical
Address (RFPA) Evaluation
(Berning, 2002) assesses the
impact of noncity-style addresses.
These addresses present a signifi-
cant hurdle to the use of an admin-
istrative records census on either a
supplemental or substitution basis.
A particular problem is the deter-
mination of residential addresses
and their associated geographic
block level allocation for individu-
als whose administrative record
address is a P.O. Box or Rural
Route.  

The Outcomes Evaluation
(Heimovitz, 2002) is a comparison
of Top-down and Bottom-up AREX
counts by county, tract, and block
level counts of the total population
by race, Hispanic origin, age
groups and gender, with compara-
ble decennial census counts.  This
evaluation is outcome rather than
process oriented.

The Household Evaluation
(Judson and Bauder, 2002) focuses
on household-level comparisons
between administrative records
and Census 2000.  It assesses the
potential for NRFU substitution and
unclassified imputations, and pre-
dictive capability.

1.8 Limitations of the
experiment

In order to achieve a full under-
standing of the AREX processes
and outcomes, it is important to
appreciate the context within
which the experiment was carried
out.  The AREX was the first
attempt by the Census Bureau to
experiment with the use of admin-
istrative records as the foundation
of a short form decennial census.
Planning for the experiment did
not begin until the end of 1997,

2 Cut-off date is same as dates used to
define universe:  persons born after April 2,
1972 and on (or before) April 1, 1980.

3 Universe also defined as persons with
a death date of 12/31/1989 or later.
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which was quite late in the Census
2000 development cycle for an
experiment of such complexity.
The resources for the experiment
were limited to a part of the
Administrative Records Research
Staff (ARRS) in the Planning,
Research, and Evaluation Division
(PRED) with the help of other
decennial census staff.

Administrative records source files

A consequence of the short plan-
ning time and limited resources
was a number of design and opera-
tional decisions that made the
AREX 2000 enumeration process
quite different from the way such
an enumeration might be carried
out if administrative records were
to be used in some future decenni-
al census.  Chief among these dif-
ferences was the decision to use
StARS 1999, the national adminis-
trative records database developed
by ARRS, as the source of the
administrative records for the
experiment.  The administrative
records source files for StARS 1999
neither exhausted the national-
level administrative records that
might have been available for AREX
2000 nor were they the timeliest.
To cover the population, StARS
1999 relied primarily on tax
records for 1998 received by the
Internal Revenue Service (IRS) in
calendar year 1999.  While IRS tax
records would have to be the core
of any national administrative
records database, the coverage
deficiencies are well known–adults
without tax documents, children of
taxpayers with more than four
dependents, and children of adults
who did not have to file 1040
income tax returns.  With addition-
al time, more could have been
done to obtain administrative
records from Social Security
Administration (SSA) and the
Centers for Medicare and Medicaid
Services (CMS) that might have

filled these coverage gaps.
However, the acquisition of data
from Federal agencies is a difficult,
time consuming, and sometimes
expensive process involving nego-
tiations, interagency agreements,
data extract specifications, and
testing and validation of the deliv-
ered products before such data can
be included in a national data
base.

Obtaining timelier data for the
AREX 2000 would have required, in
some cases, the receipt of data on
a flow basis from the source agen-
cies.  Receipt of tax forms filed in
calendar year 2000, would have
required obtaining 1040 data from
IRS on a flow basis and possibly
1099 and W-2 data from SSA as
well.  (See Section 2 for a discus-
sion of the sources and timing of
tax data.)  Also, more timely
extracts might have been obtained
from other contributing agencies
had there been sufficient time to
make the arrangements.  As will be
evident in this report, the fact that
the reference period for the admin-
istrative data was one or more
years behind census day (April 1,
2000) was the single most impor-
tant limitation to the AREX goal of
testing the completeness and accu-
racy of an administrative records
census.

Using timely administrative records
data in a decennial census implies
large administrative records data
processing operations would be
done quickly as part of the decen-
nial enumeration.  One thing
learned from AREX 2000 is that
such processing is technically fea-
sible and could be accomplished
with the planning time and
resources that would be available
for actual census operations as
opposed to those typically avail-
able for small experiments.

Two experimental sites

A second major limitation imposed
by lack of planning time and
resources was the restriction of the
experiment to five counties in two
states.  Although it would not have
been reasonable or realistic to
attempt to mount this first AREX in
a representative sample of geo-
graphic areas large enough to
make national estimates, additional
sites would have provided more
confidence that the results could
be generalized beyond the sites
selected.  While there is much to
be learned from the AREX, it is
important to keep in mind that for
the AREX results, descriptive statis-
tics are generally only representa-
tive of the test sites themselves;
and the modeling results, though
suggestive of the relationships
between administrative records
outcomes and their covariates, are
not definitive.

Lack of experimental variation of
key design parameters

There were several AREX opera-
tions relating to address process-
ing that could have been more
thoroughly evaluated with some
additional structure in the experi-
mental design.  These operations
involved clerical and field attempts
to validate addresses and obtain
block-level geocodes, clerical sup-
port for addressing matching of
administrative records to the
Master Address File, and the “best
address” selection algorithm for
the administrative records.  In all
cases, the objective of the evalua-
tion would have been to assess the
impact of the particular operation
or algorithm on final address selec-
tion and ultimately whether the
operation contributed significantly
to the accuracy of the AREX enu-
meration.  

Evaluation of the clerical and field
operations, individually or in 
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combination, would be important
because they represent potential
costly components were they to be
implemented as part of a national
administrative records census.
Evaluation of the address selection
algorithm would have revealed the
impact of the preference of
geocoded addresses over others in
the algorithm.  Unfortunately, the
experimental design did not
include factorial or fractional facto-
rial structure permitting direct esti-
mates of the impact of operational
components, individually or in
combination.

Race and Hispanic origin models

Population tallies by race and
Hispanic origin are a crucial prod-
uct of the short form census
because of their use in drawing
and evaluating political districts at
and below the state level.
Measurement of race and Hispanic
origin is a major weakness of
administrative records at the

national level and any attempt to
use administrative records to enu-
merate all or part of the population
would have to find some way of
improving the information avail-
able in administrative records.

In his design proposal for an
administrative record census in
2010, Bye (1997) suggested build-
ing a list of SSNs annotated by
race and Hispanic origin by a
series of operations that would
begin by matching Census 2000 to
SSA’s Numident and continue dur-
ing the years leading up to the
2010 Census.  (See also Bye and
Thompson (1999).  Sections 4 and
5 of this report describe activities
currently underway at the Census
Bureau.)  Had more planning time
and resources been available to the
AREX, it might have been possible
to incorporate race roster building
into the experiment by including
one or more of the 1995 and 1996
census test sites or Census 2000

Dress Rehearsal sites in the AREX
(Bye, 1997).

However, such race roster building
was not available to the AREX, and
ARRS decided to use Numident-
based national-level models to aug-
ment the race and Hispanic origin
data (Bye 1998).  Although using
the models generally worked in
aggregate counts, the use of
national-level models to impute
characteristics of small geographic
areas has certain well-known weak-
nesses in that the actual findings
in the smaller areas can vary sub-
stantially around the national pre-
dictions.  Bye (1998) provided tab-
ulations for states and some
substate areas showing the kind of
variation that could be expected
when using the national models
for the AREX.  Bye and Thompson
(1999) provided a partial solution
to this problem, but an annotated
Numident file is clearly a superior
solution.
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2.1 Introduction

This section describes and evalu-
ates the AREX enumeration
processes.  The process descrip-
tion is taken largely from the
process evaluation report of
Berning and Cook (2002).  In this
report, process descriptions have
been provided separately for the
Top-down and Bottom-up enumera-
tions.  The actual data processing
flows were often intermingled and
are provided by Berning and Cook
in great detail.  Concerning
process evaluation, Berning and
Cook focused mainly on data pro-
cessing and clerical operations.  

Administrative records

AREX source files

The administrative records for
AREX were drawn from the StARS
1999 database.   The six national-
level source files selected for StARS
were chosen to provide the broad-
est coverage possible of the U.S.
population.  At a minimum, the
files had to have for each record, a
name, Social Security Number
(SSN), and street address.  

The national level files that con-
tributed to the StARS 1999 data-
base and therefore to AREX 2000,
were:

Internal Revenue Service (IRS)
Tax Year 1998 Individual Master
File (IMF 1040),

IRS Tax Year 1998 Information
Returns Master File (IRMF W-2/
1099),

Department of Housing and
Urban Development (HUD) 1999
Tenant Rental Assistance
Certification System (TRACS)
File,

Center for Medicare and
Medicaid Services (CMS) 1999
Medicare Enrollment Database
(MEDB) File,

Indian Health Services (IHS)
1999 Patient Registration
System File, and

Selective Service System (SSS)
1999 Registration File.

The following table displays the
primary reason each file was
included in the StARS database and

the approximate number of input
records associated with each.

Timing 

An important limitation for the
AREX was the gap between the ref-
erence period for data contained in
each source file and the point-in-
time reference of April 1, 2000 for
the Census.  The gap had an
impact on both population cover-
age (births, deaths, immigration
and emigration) and geographic
location (housing extant, and geo-
graphic mobility).  As an example,
the IRS 1040 file included data for
tax year 1998 with an expected
current address as of tax filing
time close to April 15, 1999, but
provided only persons in the tax
unit as of December 31, 1998. 

The following table displays the
reference periods of the files avail-
able.  Generally, the reference peri-
ods are about one year prior to the
day of Census 2000. 

Census Numident 

An additional, and critical, file used
in creation of the StARS database

2.  Administrative Records Experiment
Process Evaluation

Table 1.
Source File Characteristics

File Targeted population segment
Number of

address records
(millions)

Number of
person records

(millions)

IRS 1040 Taxpayer and other members of the reporting unit with current address 120 243
IRS W2/1099 Persons with taxable income who might not have filed tax returns 598 556
HUD TRACS Low income housing population (possible non-taxpayers) 3.3 3.3
Medicare File Elderly population (possible non-taxpayers) 57 57
IHS File Native American population (possible non-taxpayers) 3.1 3.1
SSS File Young male population (possible non-taxpayers) 14.4 13.1

Total 795 million 875 million

Notes: The variance between the number of address records and person records within the input source files is a result of the following source file charac-
teristics: (1) Each IRS 1040 input record may reflect up to six persons (primary filer, secondary, and dependents). (2) Each SSS input record may reflect two
addresses - defined as current and/or permanent address.(3) The IRS W-2/1099 file undergoes a preliminary unduplication and clean-up process prior to the
initial file edit process.
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was the Census Numident file.  For

the AREX, it was the source of

most of the demographic charac-

teristics and some of the death

data.  

The Census Numident was created

by ARRS for the primary purpose

of validating Social Security

Numbers (SSNs) used in the pro-

cessing of administrative records

and supplying demographic vari-

ables missing from source files.

The Census Numident is an edited

version of the Social Security

Administration’s (SSA) Numerical

Identification (Numident) File.  The

SSA Numident file is the numerical-

ly ordered master file of assigned

Social Security Numbers (SSN) that

may contain up to 300 entries for

each SSN record, although on aver-

age contains two records per SSN.

Each entry represents an initial

application for a SSN or an addition

or change (referred to as a transac-

tion) to the information pertaining

to a given SSN.  The SSA Numident

contains all transactions (and

therefore, multiple entries) ever

recorded against a single SSN.  The

SSA Numident available for StARS

1999 reflected all transactions

through December 1998. 

The Census Numident was
designed to collapse the SSA
Numident entries to reflect “one
best record” for each SSN contain-
ing the “best” demographic data
for each SSN on the file.  Following
edit, unduplication, and selection
of best demographics, the SSA
Numident file of nearly 677 million
records was reduced to just over
396 million records that comprise
the Census Numident file.

2.2 Top-down enumeration

Dual stream process

The goal of the Top-down process
was to use administrative records
to identify individuals residing at
geocoded addresses in the AREX
test sites and to construct a data
record for each individual that con-
tained demographic data (age, gen-
der, race and Hispanic origin) cor-
responding as closely as possible
to census short form data.  To
achieve this goal, a “dual-stream”
processing approach was adopted.
One processing stream concerned
the development of a unique
record for each individual with
best demographics.  The second
stream involved development of an
unduplicated set of addresses,
geocoded to the block level.  In the

end, persons and addresses were
brought together, and a best
address was selected for each per-
son to complete the Top-down enu-
meration. 

The following sections provide a
brief description of the AREX Top-
down data processing steps.  Much
of the work was accomplished in
the development of StARS 1999
itself, but there were some differ-
ences in demographic and address
selection rules.  More detail is
given in Berning and Cook (2002).

Top-down Person processing con-
sisted of three main steps.

1. File edits for person data,

2. SSN Verification of person
records,

3. Unduplication of person records,
and creation of the Person
Characteristics File (PCF) that
contained the “best” demograph-
ic characteristics for each per-
son record.

Models were used to generate
“best” demographic characteristics.
Details about the models can be
found in Bye (1998, race/Hispanic
origin)4, and Thompson (1999,
gender)5.  In general, a person’s
modeled race or gender was used
only in the case where no race
appeared on any administrative

Table 2.
Reference Dates of Source Files

Source file Cut-off
date

Requested
cut date Universe

Indian Health Service . . . . 04/01/99 04/01/99 All persons alive at cut-off date

Selective Service . . . . . . . . Note 2 04/01/99 Males between the age of 18-25

HUD TRACS . . . . . . . . . . . 04/01/99 904/01/99 All persons on file as of cut-off date

Medicare . . . . . . . . . . . . . . . Note 3 04/01/99 All persons alive at cut-off date

IRS 1040. . . . . . . . . . . . . . . 12/98 Note 1 Individual tax returns for tax year 1998

IRS W-2 /1099 . . . . . . . . . . 12/98 04/01/99 Forms W-2 and all 1099 forms tax
year 1998

Note 1: File Cut date is for posting cycle weeks 1-39 only for IRS 1040, and weeks 1-41 for IRS
1099 files. Weeks 40-52 (and 42-52 respectively) were not included in StARS ’99. This file reflects the
most current address on file for the taxpayer. It could be an address that has been updated since the
1998 tax return was posted.

Note 2: Cut-off date is same as dates used to define universe: persons born after April 2, 1972 and
on (or before) April 1, 1980.

Note 3: Universe also defined as persons with a death date of 12/31/1989 or later.

4 The Race and Hispanic Origin models
were developed using Numident data and
Spanish and Asian name lists.  The principal
variables in the prediction equations were:
(1) race or Hispanic origin as it appeared in
the Numident, (2) place of birth, (3) Spanish
and Asian surname indicators for the SSN
holder and parents' surnames, and (4) indi-
cator field in the Indian Health Service file.
The Race and Hispanic Origin models were
originally developed to augment race and
Hispanic origin information in the Numident.  

5 The gender model was based on the
strength of association between first and
middle names and reported sex.  Look-up
tables created for common names, uncom-
mon names, name-gender proportions, and
gender model parameters were created and
a final gender probability assigned after the
four look-up tables were created and run
against each input record. 
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record, including the Numident.  In
the case of gender, the model was
rarely used since the Numident
reported gender more than 99 per-
cent of the time.  For Race, the
model was used when the
Numident race was shown as
“Other” or  “Unknown” or
“Hispanic,” and no other adminis-
trative record provided it.  The
vast majority of cases with
unknown race were either children
whose applications for SSNs were
processed via SSA’s enumeration-at-
birth program, which was started
in the mid-1980s, or older persons
who had applied for Social Security
benefits prior to SSA’s development
of the electronic Numident in the
mid-1970s.  

For Hispanic Origin, the model was
used for all cases for which neither
the Numident nor any of the other
administrative records indicated
Hispanic origin.  Because the
Numident did not capture Hispanic
origin prior to 1980, the model
was used for well over 90 percent
of the cases.  The following table
shows the extent of Race and

Hispanic Origin imputation for the
individuals included in the Top-
down AREX enumeration.

Top-down Address Processing

Top-down Address Processing con-
sisted of four main steps.

1. File edits for address data,

2. Code-1 processing and comput-
er geocoding the address
records,

3. Manual geocoding for addresses
not coded by computer,

4. Creation of Master Housing File
for administrative record
addresses.

The creation of the Master Housing
File for administrative record
addresses was the final step in the
address processing before the
addresses were relinked with the
person records.  This step had two
main objectives.  First there was an
attempt to identify commercial
addresses in the files.  Second,
there was a final attempt to undu-
plicate the addresses prior to the

application of address selection
rules.

Clerical Geocoding and Request for
Physical Address (RFPA)

Addresses that cannot be geocod-
ed by computer generally fall into
three categories: (1) city style
addresses; (2) P.O. Box and non-
city style addresses (rural
route/box number); or (3) address-
es that are so fragmented that they
cannot be classified.  Procedures
for attempting to obtain geocodes
for the first two classes of address-
es are described below.  Seriously
fragmented addresses are discard-
ed at this point.

Master Address File Geocoding
Office Resolution (MAFGOR)

MAFGOR was an existing opera-
tional capability within the
Regional Census Centers (RCC) to
provide clerical geocoding for the
Decennial Master Address File as
part of Census 2000.  Addresses
identified by ZIP code as being
potentially in the AREX sites but
not geocoded by computer were
sent to the Philadelphia RCC
(79,307) and the Denver RCC
(83,841).  These two RCCs
attempted to clerically geocode
these addresses using trained
staff, reference materials, and
maps.  The clerical geocoding
added about 3 percent to the total
number of addresses coded. 

Request for Physical Address
(RFPA)

P.O. Box and rural route/box num-
ber addresses pose a special chal-
lenge for geocoding.  The P.O. Box
address does not refer to a physi-
cal location and the non-city style
addresses often do not precisely
identify the housing unit location.
The RFPA was an attempt to collect
physical addresses (house number
and street name) for persons
receiving mail at these potential

Table 3.
Percent of Cases With Imputed Race or Hispanic Origin by
Age and County

County
Imputed race Imputed Hispanic origin

<18 18 and over <18 18 and over

Baltimore City. . . . . . . . . . . 40.7 2.8 99.4 96.7
Baltimore County . . . . . . . . 49.3 4.0 99.2 98.5
Douglas, CO. . . . . . . . . . . . 58.2 6.0 98.3 97.7
El Paso, CO . . . . . . . . . . . . 52.2 9.0 93.9 93.9
Jefferson, CO . . . . . . . . . . . 54.8 8.0 94.7 95.2

Table 4.
StARS 1999 and AREX Test Site Geocoding Tallies

Item
Number input

records to
geocoding

Number of
records

geocoded
Percent

geocoded

StARS National Address File . . . . . . . . . . . . 147,346,145 108,032,169 73.3
Maryland subset of StARS National File . 725,108 626,247 86.4
Colorado subset of StARS National File. . 624,248 498,783 79.9
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test site addresses.  Major compo-
nents of the operation were to:

•  Create an address file from
administrative records where
the mailing address was a Post
Office Box or noncity-style
address.

•  Design and mail a form request-
ing physical address informa-
tion.

•  Have the RCCs attempt to cleri-
cally geocode the physical
addresses of the returned forms
to state, county and block.

•  Key addresses and geocode
information to a file for further
analysis.

The mailing was sent to 58,151
addresses associated with 138,653
individuals.  For a number of rea-
sons, the response rate to the
mailout was only about 20 percent
of which about 86 percent (9,431
physical addresses) were geocod-
ed, 8,090 to an AREX test site
county.  The coded addresses were
to have been added to the address
lists prior to AREX address selec-
tion.  However, because of the
small number of persons that
would have been potentially added
to the enumeration or for whom
addresses might have changed,
these addresses were not incorpo-
rated into the AREX address file.
As indicated above, the RFPA was

the subject of a special evaluation.
More can be found in Berning
(2002).

Table 5 provides a summary of
Top-down address coding.  Note
that only about 3,000 addresses
were too fragmented to be eligible
for either MAFGOR or RFPA.

AREX Master Housing File

The AREX Master Housing File
(MHF) contained an unduplicated
set of non-commercial address
records that was linked with the
person records prior to the applica-
tion of the best address selection
algorithm.

AREX Top-down composite person
records (CPR)

At this point in the AREX “dual
stream” process, address and per-
son data were brought together in
preparation for creation of the
Composite Person record.  There
were two principal tasks.  First,
individuals potentially in the AREX
test sites were identified.  Then,
the best address was selected for
these persons.  If the best address
was in the test site, then the indi-
vidual became part of the Top-
down enumeration. 

The development of the AREX per-
son universe began with the
national databases of persons and
addresses described in the previ-
ous sections.  First, all persons

ever associated with an AREX
address were included in a file of
potential AREX persons.  Next, all
of the addresses associated with
these persons–addresses both in
and outside of the test site–were
assembled and subjected to the
following selection algorithm. 

•  Select geocoded addresses over
non-geocoded addresses.

•  Select the highest HUID category
available.

•  Select a non-proxy address over
an address with a proxy.

•  Select a non-commercial address
over a commercial address.

•  Select the address based on
source file priority as follows:

IRS 1040 record
Medicare record
Indian Health Service

record
IRS 1099 record
Selective Service record
HUD TRACs record
Select the most recent

record based on the
administrative record
cycle dates.

Select the first record 
read-in to the processing 
array for output to the
CPR.

If the best address for any per-
son record from among the
AREX person universe file was

Table 5.
AREX Administrative Record Address Geocoding Results

State Addresses
in test sites

TIGER
coded

Not TIGER
coded

Eligible for
MAFGOR

Coded by
MAFGOR

Maryland . . . . . . . . . . . . . . . 725,108 626,247 98,861 79,307 21,542
Colorado . . . . . . . . . . . . . . . 624,248 498,783 125,465 83,841 28,030

Total. . . . . . . . . . . . . . . 1,349,356 1,125,030 224,326 163,148 49,572

Not eligible
for MAFGOR

Eligible for
RFPA

Returned with
useable information

Coded to
AREX site

Not eligible for
MAFGOR/RFPA

Maryland . . . . . . . . . . . . . . . 19,544 18,694 3,538 1,939 860
Colorado . . . . . . . . . . . . . . . 41,624 39,457 8,145 6,151 2,167

Total. . . . . . . . . . . . . . . 61,168 58,151 11,683 8,090 3,027
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determined not to be within the

AREX test site, the person record

was flagged “out of scope” to

ensure the person was not

counted in the population tallies

for the AREX test site.

Top-down process results

The composite person record rep-

resents the completion of the Top-

down process for the AREX  2000

experiment.  Prior to tabulation, a

final match of the AREX addresses

was made to the Decennial Master

Address File (DMAF) for the pur-

pose of transforming the collection

geography to tabulation

geography6.  Because the AREX

addresses were initially geocoded

to collection geography, it was nec-

essary to translate the collection

geographic codes into the tabula-

tion geographic codes so that the

comparisons to Census 2000 tabu-

lations could be made. 

The tallies for the top down
method are shown in Table 6.

The counts by age showed the
expected results.  Generally,
administrative records undercount-
ed the population; but coverage of
adults (89 percent - 96 percent)
was much better than children (72
percent - 83 percent).  There is an
evaluation of the administrative
records data sources and Top-down
processing tasks in Bye 2002.

2.3 Bottom-up enumeration

The weaknesses of the Top-down
process as exhibited above were
not unexpected.  In fact, most his-
torical proposals for an administra-
tive records census recognized
that additional operations, beyond
tallies of administrative records,
would have to be performed for a
complete enumeration to be
obtained.

The Bottom-up phase of the AREX
2000 design was an attempt to
complete the administrative-
records-only enumeration by
adding persons missed in the
administrative records, a process
analogous to a conventional nonre-
sponse followup (NRFU).   There
was also an attempt to correct Top-

down enumeration errors by

removal of invalid administrative

records addresses prior to best

address selection.  A valid address

was defined as one that matched

the DMAF or was deemed valid

after a field address review.  There

was no provision for correcting

enumerations at households with

valid administrative records

addresses.  Non-matched DMAF

addresses were canvassed in order

to enumerate persons at addresses

not found among the validated

administrative records addresses.

In the AREX, the canvassing was

simulated by adding those persons

found in Census 2000 at the

unmatched addresses to the

adjusted administrative-records-

only counts, thus completing the

enumeration.  This phase of the

AREX was designated as Bottom-up

because it started with a known

list of residential addresses (in this

case the DMAF), matched the

administrative records addresses

to such a list, and reconciled any

non-matched cases.

The Bottom-up operational compo-

nents of AREX were conducted on

records contained within the five

test site counties.  These opera-

tions consisted of:

•  Computer matching AREX

addresses to the DMAF.

•  Clerical review of unmatched

administrative record 

addresses.

•  Field Address Verification of

unmatched administrative

record addresses. 

•  Address re-selection.

•  Census Pull, the simulated

NRFU.

•  Bottom-up enumeration.

Table 6.
Top-down Population Tallies

Test site county AREX
population

Census
2000

population

Percent of
Census

population

Baltimore City Maryland . . . . . . . . . . . . . . . . . . . 570,648 651,154 88
Under 18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134,471 161,353 83
18 and over. . . . . . . . . . . . . . . . . . . . . . . . . . . . 436,127 489,801 89

Baltimore County Maryland . . . . . . . . . . . . . . . . 696,183 754,292 92
Under 18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146,012 178,363 82
18 and over. . . . . . . . . . . . . . . . . . . . . . . . . . . . 550,086 575,929 96

Douglas County Colorado . . . . . . . . . . . . . . . . . 148,270 175,766 84
Under 18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40,085 55,477 72
18 and over. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108,165 120,289 90

El Paso County Colorado . . . . . . . . . . . . . . . . . . 456,891 516,929 88
Under 18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110,504 142,480 78
18 and over. . . . . . . . . . . . . . . . . . . . . . . . . . . . 346,322 374,449 92

Jefferson County Colorado . . . . . . . . . . . . . . . . 473,495 527,056 90
Under 18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101,535 133,486 76
18 and over. . . . . . . . . . . . . . . . . . . . . . . . . . . . 371,894 393,570 94

6 The taking of the census spans
approximately a two year period, including
the address list building phase.  The geo-
graphic framework going into the census is
called collection geography.  Prior to tabula-
tion of the final Census counts, changes
must be incorporated to reflect boundaries
in effect on January 1, 1999.  This final geo-
graphic framework is called "tabulation"
geography.
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Matching AREX records to the
DMAF

The DMAF Computer Match

The objective of the computer
match operation was to determine
the extent and nature of agree-
ment between addresses from
administrative records source files
and eligible addresses from the
Census Bureau’s Decennial Master
Address File (DMAF). To most accu-
rately match the addresses, the
AREX addresses were limited to
those, which were geocoded, or
with a standardized street name, a
standardized property description
or both.  Excluded from the match-
ing process were non-standardized
addresses, standardized post office
or box addresses, standardized
post office and rural route address-
es and undefined addresses.  Table
7 shows the administrative records
addresses and the DMAF addresses
eligible for the computer match.

The matching process used
AutoMatch, a commercial software
package that applies probabilistic
record linkage techniques. The
final results were divided into
matches; possible matches; non-
matches and matches to duplicate
DMAF addresses.   Table 8 shows
the results of the computer match
for the administrative records
addresses.

Some administrative records
matched to more than one address
in the DMAF, each of which might
have had subtle differences.  When
this occurred, addresses were
flagged as having duplicate match-
es.  The duplicates were resolved
later in the AREX operation where
the best address was determined
based on pre-defined criteria.

Clerical Review of Unmatched
Administrative Records Addresses

Following the computer match, the

staff at the National Processing

Center conducted a clerical review. 

The results of the clerical review

are shown in Table 9.

Field address verification (FAV)

The Field Address Verification

operation was implemented to

check the validity of addresses that

remained unmatched to the DMAF

following the computer matching

and clerical review. The purposes

of the FAV were to:

•  Verify the physical existence or

nonexistence of non-matched

AREX 2000 Test Site addresses.

•  Correct erroneous address field

values.

•  Identify addresses meeting

unique conditions such as being

a duplicate of another address.

The original plan called for a

review of 100 percent of the

unmatched addresses by census

field staff, but the plan was

changed to have only a sample of

addresses reviewed by Census

Bureau Headquarters volunteers.

The results from the sample were

used to estimate a regression

equation giving the probability of a

valid address.  The equation was

then used to impute validity or

Table 7.
Addresses Eligible for the Match to the DMAF

Test Site

Addresses from Administrative
Records TIGER/MAFGOR Unduplicated

DMAF
AddressesTotal Coded Non-coded

Maryland . . . . . . . . . 656,073 647,789 8,284 650,109
Colorado . . . . . . . . . 531,382 526,813 4,569 526,018
Total . . . . . . . . . . . . . 1,187,455 1,174,602 12,853 1,176,127

Table 8.
Computer Match Results—Administrative Records Counts

Test Site

Number
Records to
Computer

Match

Number of
Addresses

Matched

Percent of
Addresses

Matched

Possible
Matched
Records

Non-
Matched
Records

Duplicate
Matches

Maryland . . . . . . 656,073 525,234 80 2,134 128,286 419
Colorado . . . . . . 531,382 432,140 81 9,430 88,586 555
Total . . . . . . . . . . 1,187,455 957,374 81 11,564 216,872 974

Table 9.
Clerical Review Match Results

Test Site Records
sent to

Computer
Match

Matched
Records

before
Clerical
Review

Matched
Records

after
Clerical
Review

Percent of
Matched
Records
matched

by Clerical
Review

Maryland . . . . . . . . . . . . . . . . . . . . . . . . . . 656,073 525,234 543,811 3
Colorado . . . . . . . . . . . . . . . . . . . . . . . . . . 531,382 432,140 459,753 5
Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,187,455 957,374 1,003,564 4
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lack thereof to the non-sample
addresses.

Sample design

After the computer phase of
address matching, the universe of
addresses eligible for Field Address
Verification was first restricted to
geocoded, city-style addresses
within the AREX 2000 test site
counties.  The universe was further
restricted to exclude some AREX
2000 test site ZIP codes that
belonged to three colleges, a med-
ical center, and an Air Force base
in the belief that few or no residen-
tial addresses existed in those
areas.

With the redesign of the FAV opera-
tion, the addresses to be verified
were based on a stratified cluster
(Census block) sample of
unmatched, city style addresses.
The sample consisted of 112
blocks per AREX county and result-
ed in 6,644 addresses being
flagged as part of the FAV sample
(table 10).

After the fieldwork was completed
and the results keyed, PRED staff
then reviewed each of the listing
pages and annotated a 5-digit sta-
tus code on the page.  The code

categorized the type of activity
about the address that was shown
on the listing page and the validity
of the address.  In some instances,
addresses were determined to be
valid as listed (without changes).
In other cases, corrections were
made to the address to make the
address valid. Table 11 provides
the FAV sample results.

Of particular interest in this table
are the percentages of addresses
determined to be valid as listed.
Because these addresses did not
match the DMAF even after clerical
review, it is possible that the DMAF
was incomplete.  However, this
may also reflect residual difficulties
in the matching process. 

Imputing validity to non-sample
addresses

The FAV sample cases were used to
estimate a logistic regression
model, logit(P(y=1|x))= xβ.  In this
equation, the outcome measure y =
1 if the address was valid, y = 0
otherwise.  The predictor variables,
x, represented (1) characteristics of
the administrative record address-
es as possibly modified by the FAV
review, (2) DMAF block size of the
DMAF address to which the admin-

istrative record partially match,
and (3) the nature of the partial
match.  Generally, administrative
records addresses were found
more likely to be valid if they were
not commercial, were found in
multiple administrative record
source files, had no unit identifier,
and matched a DMAF address or
addresses (by state, county, zip,
street name, and street name suf-
fix) for which there were no unit
identifiers (i.e., it or they appeared
to be a single-family dwelling or
dwellings), and were located in
blocks in which the DMAF indicat-
ed a fairly large number of
addresses.   The overall probability
of misclassification–the probability
that an address was not valid
times the probability of a false
positive plus the probability that
an address was valid times the
probability of false negative– was
estimated to be 0.32. (A detailed
discussion of the model and
regression results can be found in
Bye, 2002.)

Validity or lack thereof was imput-
ed for all FAV eligible addresses
that were not part of the sample
by using the regression equation
to calculate the probability that the
address was valid, and comparing
this value to a random number
drawn from a uniform distribution
between 0 and 1.  If the random
number was less than or equal to
the predicted probability, the
address was deemed to be valid
for AREX Bottom-up address selec-
tion purposes. 

The net results of the Bottom-up
administrative records addresses
processing – match of AREX
addresses to the DMAF and the
subsequent FAV – are given in the
following table.

As a  result of the FAV operations,
93,382 (153,535 - 59,971) of the
FAV-eligible administrative records

Table 10.
Selection of FAV Addresses

Test site state Number of FAV
eligible addresses

Number of addresses
selected for FAV sample

Maryland . . . . . . . . . . . . . . . . . . . . . 96,202 2,914
Colorado . . . . . . . . . . . . . . . . . . . . . 57,333 3,730
Total . . . . . . . . . . . . . . . . . . . . . . . . 153,535 6,644

Table 11.
FAV Sample Results

Test site
Number of
addresses

sampled
Percent

valid

Percent
valid as

listed

Percent valid
after lister

corrections

Maryland . . . . . . . . . . . . . . . . . . . . . 2,914 38 13 25
Colorado . . . . . . . . . . . . . . . . . . . . . 3,730 41 7 34
Total . . . . . . . . . . . . . . . . . . . . . . . . 6,644 40 10 30
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addresses were found to be
invalid, and were not eligible for
the Bottom-up address selection.
Note, however, that unmatched
addresses not eligible for the FAV
remained in the Bottom-up address
pool as a possible Bottom-up
address.  

Second DMAF match

A second match of the AREX
addresses was made to the DMAF
for the purpose of transforming
the collection geography to tabula-
tion geography.  Because the AREX
addresses were initially geocoded
to collection geography, it was nec-
essary to translate the collection
geographic codes into the tabula-
tion geographic codes so that the
comparisons to Census 2000 tabu-
lations could be made.  In general,
the difference between collection
blocks and tabulation blocks was
that some collection blocks were
split in final decennial census tal-
lies.

The contents of the DMAF were not
stationary between the first and
second match.  There were a num-
ber of problems with duplicate
MAFIDs for different addresses and
multiple MAFIDs for the same
address in both DMAF matches.
Sometimes administrative records
that matched the first time did not
match the second.  In these cases,
if the original collection block was
split into more than one tabulation
block, then the address was statis-

tically allocated to a tabulation
block. (The second DMAF match
also had an impact on Top-down
block assignments.)

Bottom-up address selection and
composite person records

For an address to be considered
eligible for Bottom-up selection,
the following conditions had to be
met after the rematch to the DMAF:

1. The address had to have a
Census tabulation block code.  

2. The address could not have
been identified as a commercial
address during the FAV.

3. The address had to be either
non-FAV eligible, a FAV sample
address that was found to be
valid during field review,
deemed valid based on FAV
imputation, or valid based on
matching during the rematch to
the DMAF.

Once the pool of eligible addresses
was identified and linked to the
unduplicated list of AREX persons,
the address selection operations
were similar to the top down selec-
tion and identification of persons
in administrative records who were
eligible for the Bottom-up enumer-
ation were similar to those proce-
dures used for Top-down selection.
Generally, all the addresses associ-
ated with an individual were
assembled and subjected to the
address selection rules to obtain

the “best” address for each individ-
ual in the administrative record
source files.

A possible outcome of the address
selection process was that no per-
sons remained at valid addresses
in the AREX test sites.  That is,
although one or more persons
were originally associated with the
administrative record address, best
address selection resulted in all
persons at the address being
assigned to another test site
address or to an address outside
the test site.  These addresses
were designated as AREX vacant
addresses; there were 179,523
such addresses.

Simulated NRFU – the Census Pull

A principle feature of the Bottom-
up process was to complete the
enumeration by adding persons at
test site addresses not found in
administrative records.
Presumably this would have been
accomplished by some sort of
mailout/mailback procedure or
face-to-face interviews or both.
This can be considered as an ana-
logue to a conventional nonre-
sponse followup; albeit in this
case, the “nonresponse” is to the
initial administrative records enu-
meration.  

For the AREX, the NRFU analogue
was simulated by including per-
sons found in the Census 2000
Hundred Percent Detail File (HDF)
at addresses that were not found
among the administrative records
addresses, occupied or vacant.
These were persons enumerated in
Census 2000, and the assumption
was that they would have been
counted in the AREX had some sort
of followup been instituted.  The
process of including persons from
the Census 2000 HDF was referred
to as the Census Pull.

Table 12.
Bottom-up Administrative Records Address Processing

Test site
Addresses

sent to
DMAF

computer
match

Matched
addresses

after DMAF
computer

match and
clerical
review

Nonmatched
addresses

FAV eligible
addresses

Number
of valid

addresses of
those eligible

for FAV
(FAV sample

or imputed)

Maryland . . . . . . 656,273 543,881 112,392 96,202 36,661
Colorado . . . . . . 531,382 459,753 71,629 57,333 23,310
Total . . . . . . . . . 1,187,655 1,003,634 184,021 153,535 59,971
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Table 13 shows the number of

Census Pull addresses and persons

included in the Bottom-up enumer-

ation.

Revised race imputation for chil-

dren under 18 

Instead of using the race model to

impute race for children under age

18 with unknown race in adminis-

trative records as was done in the

Top-down process, an alternative

imputation method was used.  The

source of most children in the

AREX was the IRS 1040 file, which

generally provided primary and

secondary tax payers and up to

four dependents in each tax unit.

Children under 18 with unknown

race, who could be associated with

a tax unit, were assigned the race

of the primary taxpayer.

Bottom-up results

Overall enumeration

The AREX Bottom-up enumeration
results are shown in Table 14.  As
expected, the coverage is much
improved compared to the Top-
down counts, and is largely due to
the completion of the Top-down
enumeration by the Census Pull.
Specifically, the Bottom-up cover-
age of children (81 percent - 94
percent across the test sites) is
substantially better than the Top-
down (72 percent - 83 percent).
Adults in the Bottom-up are more
or less uniformly overcounted (102
percent - 104 percent).  The over-
count of adults most likely is due
to unaccounted for deaths in the
previous 12 months, handling of
special populations, and failure to
unduplicate persons after the
Census Pull (discussed later in the
report).  Of course, the latter

means that there is some duplica-
tion for the children as well.

Net effect of Bottom-up processes
on administrative records tallies

Two of the Bottom-up operations
entailed an attempt to improve the
administrative records addresses
prior to Bottom-up “best” address
selection:  (1) the initial match to
the DMAF and its followup clerical
review, and (2) the FAV7.  The
impact of these operations on the
administrative records part of the
Bottom-up enumeration was three-
fold.  First, administrative records
addresses were removed from con-
sideration if they did not match the
DMAF, were FAV eligible but were
not found or deemed to be valid
by the FAV.  Second, addresses that
were not geocoded in the TIGER
match or MAFGOR might have
been coded through one or the
other of these operations.  Third,
some of the addresses that were
geocoded prior to the initial DMAF
match might have received code
changes.

The impact of these operations on
the addresses has been discussed
in the relevant sections.  Table 15
provides some information on the
net impact of these operations on
Bottom-up person tallies from
administrative records, and pro-
vides a comparison of the Top-
down and Bottom-up administra-
tive records person tallies.

Of the 2.3 million persons tallied
in the Top-down enumeration,
70,031 (about 3 percent) were
excluded from the Bottom-up
administrative record counts.
These exclusions occurred either
because the only address that the
persons had was rejected by the
Bottom-up processes or because

Table 13.
Census Pull Results

State Census 2000
Addresses

Census Pull
Addresses

Census Pull
Persons

Maryland . . . . . . . . . . . . . . . 615,323 97,460 185,868
Colorado . . . . . . . . . . . . . . . 478,701 55,319 126,558
Total . . . . . . . . . . . . . . . . . . . 1,094,204 152,779 312,426

Table 14.
Bottom Up Method Population Tallies

Test Site County AREX
Population

Census
Population

Percent of
Census

Population

Baltimore City Maryland . . . . . . . . 661,561 651,154 102
Under 18 . . . . . . . . . . . . . . . . . . . . . 151,411 161,353 94
18 and over . . . . . . . . . . . . . . . . . . 510,109 489,801 104
Baltimore County Maryland . . . . . 745,893 754,292 99
Under 18 . . . . . . . . . . . . . . . . . . . . . 154,500 178,363 87
18 and over . . . . . . . . . . . . . . . . . . 591,313 575,929 103
Douglas County Colorado . . . . . . 170,102 175,766 97
Under 18 . . . . . . . . . . . . . . . . . . . . . 46,394 55,477 84
18 and over . . . . . . . . . . . . . . . . . . 123,689 120,289 103
El Paso County Colorado . . . . . . 509,597 516,929 99
Under 18 . . . . . . . . . . . . . . . . . . . . . 121,647 142,480 85
18 and over . . . . . . . . . . . . . . . . . . 387,888 374,449 104
Jefferson County Colorado . . . . . 508,254 527,056 96
Under 18 . . . . . . . . . . . . . . . . . . . . . 108,618 133,486 81
18 and over . . . . . . . . . . . . . . . . . . 399,575 393,570 102

7 The second match to the DMAF had an
impact on address selection for both the
Top-down and Bottom-up and should not be
considered solely a Bottom-up operation.
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the only remaining addresses were
outside of the AREX test sites. 

For administrative records persons
enumerated in both the Top-down
and the Bottom-up, Table 15 pro-
vides information on the change in
geographic location due to Bottom-
up processes.  Here, there seems
to have been very little impact;
over 99 percent of these persons
were at the same address in both
enumerations.

Overall, the net effect of the
Bottom-up operations on the
administrative record tallies was
quite modest. 

Bottom-up evaluation

The Bottom-up evaluation focused
on both operations and the goals
of a decennial short form census.

AREX Bottom -up processing opera-
tions

DMAF computer match

The computer match rate between
eligible AREX addresses and the
DMAF was only about 80 percent.
A number of factors may have con-
tributed to the match rate level.
First, there is the vintage of the
administrative record addresses.
Most of the AREX addresses were
of 1999 vintage, one year or older
than the DMAF.  Destruction of
housing units and changes in offi-
cial address components could
account for some of the non-
matches.

Second, although a number of
adjustments were made to the
AutoMatch parameters to try to
ensure optimum match rates, the
clerical review following the com-
puter match resulted in a substan-
tial number of additional matches
suggesting that there is still room
for improvement in the use of
matching software.  The fact that
most of the unmatched addresses
were geocoded by TIGER or MAF-
GOR suggests just how difficult
address matching can be.

Third, a more consistent method of
address standardization should
improve the overall match rate.
Throughout the course of creating
the StARS database and subse-
quent iterations of the AREX
address file, the Geography
Division’s address standardizer was
employed.  The dynamic nature of
the standardizer software program
and the flexibility of operator con-
trol during its application most
likely contributed to inconsisten-
cies and variances that led to erro-
neous non-matches (and matches
as well).  Although difficult to
quantify, the application of a fixed
version of the standardizer along
with prescribed operator control
methodologies should improve the
overall match rate during the com-
puter matching operations.
Improving the computer match
rate would, in turn, reduce the
number of address records requir-
ing clerical review.

Finally, multiple MAFIDs assigned
to a single address and duplicate
MAFIDs assigned to multiple
addresses contributed to the diffi-
culty in classifying an address as
matched, non-matched, or possibly
matched.  These difficulties may
be due to the Census Bureau’s
methodology and audit trail for
identification and retention of “sur-
viving MAFIDs” on the DMAF as the
DMAF changes over time.  Further
research needs to be done on the
best formulation of DMAF extracts
for administrative record matching.

Second DMAF match

Prior to the AREX enumeration, a
second match to the DMAF was
required to pick up “tabulation”
block codes.  The block codes
obtained from the original TIGER
match and MAFGOR operation
were “collection” block codes.  The
difference between the codes is
that some collection blocks were
split as part of a final decennial
census-coding scheme.  The AREX
needed to use the final block
codes in order to facilitate compar-
isons between AREX and Census
2000 results. Addresses that did
not match the second time and
were in collection blocks that had
been split by one or more tabula-
tion blocks were statistically allo-
cated to one of the split blocks.  

Clerical review of non-matched
AREX addresses

The original AREX plan called for
PRED staff to do the clerical review
of the unmatched and possible-
matched records after the initial
match of the administrative
records addresses to the DMAF.
However, resource constraints due
to changes in FAV plans required
that the review be shifted to the
National Processing Center (NPC).
Accordingly, PRED trained approxi-
mately 25 reviewers to evaluate
the possible matches of AREX

Table 15.
Geographic Differences for Persons in Both the Top-Down
and Bottom-Up Methods

Bottom-up

Top-down in

Bottom-up
Same

Address
Different
Address

Different
Block

Different
Tract

Different
County

Total . . . . . . . . . . . . . 2,275,456 2,258,441 17,015 15,129 11,847 2,363

Percent . . . . . . . . . . 100.0 99.3 0.8 0.7 0.5 0.1
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addresses against the DMAF and
make a match/non match determi-
nation for the address.  

Field Address Verification

To minimize the impact of the lack
of experience, the listers were not
used in the traditional role of
assigning action codes but rather
to collect information about the
address for later analysis and
assignment of the action code.
The listers answered 11 questions
about the property from which the
action code (called status code in
this operation) was later assigned.
This modification worked well in
minimizing the mistakes made by
inexperienced staff and created a
collateral benefit of collecting
detailed information about the
addresses for further research and
analysis. 

One way to improve the list of
addresses eligible for FAV is to
improve the identification and
removal of commercial addresses
from the AREX address files.  The
product used was the American
Business Information (ABI), Inc.
database file of commercial
addresses (more than 10 million)
based on national telephone direc-
tories (both yellow and white
pages).  Budgetary constraints pre-
cluded purchase of the ABI residen-
tial file.  The use of both files
(commercial and residential) would
have improved the accuracy of
commercial address identification
and reduced the size of the FAV eli-
gible address list as well.  

It is difficult to gauge the impact of
the FAV because the actual review
was carried out on a small sample
and because of the classification
error associated with the imputa-
tion based on the regression equa-
tion.  But there are some things
that can be learned from the FAV
sample.

The sample addresses were drawn
from a list that did not match any
address in the initial DMAF match.
About 25 percent of the sample
addresses found to be valid upon
field review were found to be valid
as listed.  They represent about 10
percent of all FAV eligible address-
es.  The remaining 75 percent of
valid sample addresses (30 percent
of all eligible addresses) were
found to be valid after lister cor-
rections.  It turned out that none of
this group matched a Census 2000
address in the second match to the
DMAF nor, of course, did the
uncorrected valid group.  It is not
known whether any of these
addresses truly represent address-
es not in the DMAF or are
unmatched as a result of inaccura-
cies in the address matching
process.  

Table 16 shows Bottom-up “best”
administrative records addresses
by FAV status.  

It is interesting to note that FAV
sample addresses selected as best
addresses were much more likely
to be vacant than addresses that
were not FAV eligible.  The FAV
imputed addresses had occupancy
rates that were similar to the sam-
ple.  The number of persons count-
ed at FAV sample addresses was
2,162 and at FAV imputed address-
es, 44,912 for a total of 47,074.
Inflating the FAV sample persons
by the reciprocal of the average
selection probability (i.e. 2,162(1/.

0433)) yields 49,931, much of the
difference presumably due to
address misclassification as a
result of the imputation.  However,
the closeness of the numbers sug-
gests that a 100 percent FAV would
have yielded results similar to the
combined sample and imputation
scheme.

Including AREX vacant housing in
the Census Pull

The AREX address selection rules
resulted in almost 180,000 vacant
addresses thought to be valid for
the AREX test sites.  Such address-
es that are actually found in the
AREX sites through a match to the
Census 2000 HDF would appear to
be conceptually similar to the
addresses included in the Census
Pull.  Both kinds of addresses rep-
resent housing units in the AREX
sites for which no administrative
records persons were found to be
resident.  In both cases, it might
have been that some addresses
were truly vacant on census day
and others truly occupied.  For the
latter, deficiencies in the adminis-
trative records or administrative
records processing resulted in the
persons not being counted or
counted at the wrong address.  

A match of the AREX vacant
addresses to the Census 2000 HDF,
in fact, found about 76,000
matched addresses, and almost
67,000 were occupied in Census
2000.  (Refer to the analysis in

Table 16.
Bottom-Up Best Address by FAV Status

FAV Valid
Imputed

Valid
Not FAV
Eligible

Valid in
Second

DMAF
Match, Only Total

AREX Occupied. . . 1,084 24,703 855,946 3,775 885,508
Percent . . . . . . . . . . 43 47 86 33 83
AREX Vacant . . . . . 1,420 28,242 142,253 7,608 179,523
Percent . . . . . . . . . . 57 53 14 67 17
Total . . . . . . . . . . . . . 2,504 52,945 998,199 11,383 1,065,031
Percent . . . . . . . . . . 100 100 100 100 100



Section 3 of this report.)  Of
course, some of these persons may
be the same as persons counted at
other administrative records
addresses; but the same could be
said for the persons found at the
Census Pull addresses.  Therefore,
in a Bottom-up process, both types
of addresses should have been
canvassed; and the AREX vacant
addresses that matched addresses
in the Census 2000 HDF should
have been included in the Census
Pull.  

Unduplication after the Census Pull

There should have been an undu-
plication of individuals after the
Census Pull by matching persons
obtained in the Pull with those
from the administrative records
lists.  The presence of duplicate
individuals is suggested not only
by the overcounts of adults shown
in various tables, but also by a
comparison of the total number of

Bottom-up addresses with the
number of Census 2000 addresses
in the test sites.  The total number
of addresses in the Bottom-up was
1,217,810:  1,065,031 administra-
tive record addresses and 152,779
from the Census Pull.  The number
of Census 2000 addresses in the
test sites was 1,094,204.  Thus,
there were 123,606 more address-
es in the Bottom-up enumeration
than in Census 2000.   

One way to accomplish the undu-
plication would be to search and
verify the SSNs for the individuals
in the Census Pull and compare
them with the SSNs of the individu-
als in the administrative records
lists.  This might not be completely
effective because being part of the
Census Pull suggests that blocking
on address will not facilitate the
SSN search.  Alternatively, the
Census Pull individuals could be
matched directly with the adminis-

trative record list blocking various-
ly on such variables as surname
and date of birth.  

When duplicate individuals were
found, the Census Pull could be
taken as more accurate and the
individuals would be removed
from the administrative records
address.  This approach could
result in some additional vacant
addresses, so that the process
might have to be repeated several
times in order to identify the “best”
address for all persons.  In the
end, there could be vacant admin-
istrative record addresses that
should have been filled by persons
erroneously located outside of the
AREX sites in the administrative
records systems.  This would imply
that a national unduplication
would be part of a full Bottom-up
census.  Such an unduplication
was out of scope for the experi-
ment.
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3.1 Introduction

The evaluation of the numerical
findings of the AREX was twofold.
First there was a comparison of the
results of the Top-down and
Bottom-up enumerations with the
Census 2000 enumeration in the
experimental test sites (Heimovitz
2002).   This analysis progressed
from large geographic areas to
small geographic areas, beginning
with the five test site counties and
ending with Census 2000 blocks
within the sites.  The outcomes
evaluation tried to disentangle the
influence of demographic change
and AREX processing, coverage
and data quality issues, while pre-
senting basic enumeration statis-
tics.  Below the county level, the
analysis focused on the Bottom-up
enumeration because the county-
level analysis was sufficient to
show the evident weaknesses of
the Top-down process.  Section 3.2
provides some of the highlights of
portions of Heimovitz’s report;
there was also a regression analy-
sis that is omitted here.

The primary goal of the second
evaluation was to assess the accu-
racy of households assembled
from administrative records by
comparing them to Census 2000
enumeration results at the same
addresses (Judson and Bauder,
2002).  This was a particularly
important analysis for the type of
design that the AREX mounted
because the completion of an
administrative records enumeration
by canvassing addresses not found
in the records provides little oppor-
tunity to correct enumeration
errors in the administrative records

themselves.  Thus, it was impor-
tant to learn as much as possible
about the strengths and weakness-
es in the administrative records
households with an eye toward
future improvements.  

In the course of the household-
level analysis, some preliminary
information about a possible use
of administrative records in a con-
ventional census was obtained.
The question of interest was:
Under what conditions can admin-
istrative records households be
substituted for conventional
Nonresponse Followup (NRFU)
households, or households for
which occupancy status and
household demographics were
wholly imputed (“unclassified”
households)?  This assessment was
carried out by matching the demo-
graphic composition of AREX
households to Census 2000 house-
holds which were difficult to enu-
merate in Census 2000.  In addi-
tion to a descriptive analysis, there
was a prediction-based approach
to assess the ability to predict
when an AREX household is likely
to demographically match a census
household.  Section 3.3 provides a
summary of the results in the
report by Judson and Bauder.

3.2 Administrative Records
Experiment enumeration
outcomes

Methodology

Concept

The enumeration outcomes analy-
sis provides measures of how well
AREX replicates Census 2000
results at county and subcounty

levels focusing on key demograph-
ic characteristics that are important
for decennial census requirements
but also relate to the possible use
of administrative records for inter-
censal and small-area estimation.
A series of research questions pro-
vides a conceptual outline of the
basic elements of the evaluation.
General questions at larger geogra-
phies are posed first:

•  How well does AREX measure
total census population at the
county level, and how do the
results differ by whether the
Top-down or Bottom-up
approaches were used?

•  How do county-level differences
between AREX and census differ
by age, race, sex, and Hispanic
origin, as well as between the
Top-down or Bottom-up
approaches?

A related question, how well does
AREX measure the voting age pop-
ulation (age 18+) of state legisla-
tive districts, is discussed in
Heimovitz, 2002.

In a decennial census, total popula-
tion counts are needed for con-
gressional apportionment.  The
voting age (18+) population by
race and Hispanic origin potentially
meets the data requirements for
legislative redistricting.  Population
counts of persons under age 18
are needed by states for planning
purposes and estimating child
poverty rates.   Greater differences
between AREX and census counts
are more likely at smaller geogra-
phies.  But focusing on smaller
geographies allows more detailed

3.  Administrative Records Experiment
Outcomes and Household Evaluations



analyses of neighborhood charac-
teristics and whether these attrib-
utes are linked with AREX-Census
2000 differences: In particular, how
does the accuracy of tract and
block counts compare to county
results?

Outcome measures

The terms ‘undercount’ and ‘over-
count’ describe how well AREX
counts match Census 2000 results
and have no further connotation.
That is, undercounts and over-
counts reflect any of several prob-
lems, including coverage issues,
coding, and processing errors.
Outcome and predictor constructs
are distinguished and used to high-
light AREX-Census 2000 Bottom-up
and Top-down differences.  The
outcome measures used in this
consolidated report are limited to
the simple count differences
between AREX and Census 2000
counts and to the algebraic percent
error (ALPE).  The full outcomes
analysis (Heimovitz 2002) provides
additional measures.

Difference

The simple difference between
AREX and Census 2000 gauges the
county-level over and under-
counts: 

where:

Ai = AREX tallies in county

Ci = Decennial census tallies in
county

Algebraic percent error (ALPE)

AREX and Census 2000 counts are
the inputs for calculating the alge-
braic percent error for the ith
county, tract, or block:

Where:

Ai = AREX tallies in the ith county,
tract, or block; and

Ci = Decennial census tallies in
the ith county, tract, or block

Two problems can occur when
computing ALPEs: zero blocks and
inflated ALPEs.  Zero blocks occur
when AREX reports in a particular
block at least one person having a
particular characteristic but census
does not.  Because Census 2000 is
being used as the standard and is
the denominator, ALPEs for zero
blocks are undefined.  For the pur-
pose of block comparisons, zero
blocks are omitted from the analy-
ses.  However, county and tract-
level counts and comparisons
include these blocks because they
are aggregated at larger geogra-
phies.  

Inflated ALPEs can sometimes
occur when Census 2000 blocks
have very small counts and tend to
produce large, positive ALPEs,
despite small differences between
AREX and Census 2000 counts.
For example, C=1 and A=3 yields
an ALPE=2.  Such a large ALPE is
quite unlikely when the size of
C–the number of persons enumer-
ated in the census area–is large.
Small census counts are not unlike-
ly, for example, for racial minori-
ties in sparsely populated areas.
To reduce the impact of unusually
large ALPEs, ALPEs were trimmed
(topcoded) by setting all values
greater than the 95th percentile of
the ALPEs across the areas in the
analysis to the value of the 95th
percentile.  Still, care should be
taken in interpreting results for
those analyses where the popula-
tion is sparsely populated within
the geographic units of interest. 

There is an additional problem
when computing differences or
ALPEs for racial subpopulations.

The problem stems from the differ-
ences between AREX and Census
2000 classifications.  Both AREX
and Census 2000 have the four
traditional categories:  White,
Black, American Indian/Alaskan
Native, and Asian/Pacific Islander8.
But Census 2000 permits respon-
dents two additional options:
“multiple race,” and “Other race.”
These additional groups were quite
small for Maryland.  For Colorado,
the multi and other race groups
were much larger, encompassing
more than 8 percent of the Census
2000 population for El Paso
County.  In the following outcomes
analysis, no attempt was made to
distribute either additional race
category across the four common
categories. Excluding Census 2000
respondents with multi or other
race could result in positive differ-
ences and ALPEs for race sub-
groups, especially for minority
groups, that might not have
occurred had the AREX and census
classifications been the same.

Descriptive analyses

This section is intended to be a
top-level, descriptive summary of
AREX-Census 2000 differences, by
county, tract, and block.  County-
level counts and proportions are
compared and display the raw,
untransformed numbers not shown
in the multivariate analyses.  The
count differences describe the
aggregate under- and over-counts
of age, race, sex, and Hispanic ori-
gin categories, while the ALPEs
show the contribution these cate-
gories have on the under- and
overcounts.  One important aspect
of the bivariate analyses is the eco-
logical variation within the AREX
counties.  Thematic maps profile 
the heterogeneous AREX-Census

ALPE(Ai,Ci) =
 Ai - Ci

 Ci

DIFF(Ai,Ci) = Ai - Ci
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8 Multiple Census 2000 categories were
combined for Asian/Pacific Islander.



2000 differences in block-level
total population counts.

AREX Top-down counts include per-
sons later identified in Bottom-up 
as group quarters residents; 

Bottom-up and Census 2000
counts exclude group quarters res-
idents and differ somewhat from
counts in earlier tables for which
there were no exclusions.

County-level count results

Total population

Total population results for the two
Maryland counties and three
Colorado counties are reported in
Table 17.
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Table 17.
Top-down and Bottom-up Counts of Total Household Population by County

Top-down Results Bottom-up Results

AREX Census Difference
ALPE

(percent) AREX Census Difference
ALPE

(percent)

Baltimore County . . . . . . . . . . . . . . . . . . 696,183 736,652 –40,469 –5.5 728,205 736,652 –8,447 –1.1
Baltimore City . . . . . . . . . . . . . . . . . . . . . 570,648 625,401 –54,753 –8.8 636,729 625,401 +11,328 +1.8
Douglas County . . . . . . . . . . . . . . . . . . . 148,270 175,300 –27,030 –15.4 169,640 175,300 –5,660 –3.2
El Paso County. . . . . . . . . . . . . . . . . . . . 456,891 501,533 –44,642 –8.9 494,253 501,533 –7,280 –1.5
Jefferson County . . . . . . . . . . . . . . . . . . 473,495 519,326 –45,831 –8.8 503,622 519,326 –15,704 –3.0

Figure 2.
Net Population Difference by Sex, County, and Collection Method—CO 
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AREX undercounted all five coun-
ties in the Top-down and four of
five counties in Bottom-up. The
greatest Top-down differences
were in Baltimore City and
Jefferson County.  Bottom-up
undercounts are much smaller than
Top-down undercounts in all five
counties for total population and
demographic characteristics. 

Sex

Males and females are undercount-
ed by the Top-down method in all

five counties.  Bottom-up under-
counts are much smaller for all
counties, and males are overcount-
ed in Baltimore City.  (Baltimore
CTY is Baltimore County.)

Age

In the Maryland counties, Top-
down overcounts the 75+ popula-
tion and undercounts other age
groups; Bottom-up overcounts the
20-44, and 65+ age groups and
undercounts all other age groups.
In both Maryland and Colorado,

Top-down undercounts are greatest
for the 0-19 age groups and show
the greatest improvements for
Bottom-up counts relative to Top-
down.  In the Colorado counties,
generally, age 20-24 and 65+ age
groups are overcounted and other
age groups are undercounted for
both Top-down and Bottom-up
methods.
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County and collection method

Number of persons
Male
Female

Figure 3
Net Population Difference by Sex, County, and Collection Method—MD
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County and collection method

Number of persons

Figure 4. 
Net Population Difference by Age, County, and Collection Method—MD
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Race

In the Maryland counties, Hispanics
were overcounted and other minor-
ity race groups were generally

undercounted in Top-down and
Bottom-up. In the Bottom-up
method, Whites and Blacks were
overcounted in Baltimore City
where Blacks are a majority.  In the

Colorado counties, Blacks and APIs
were generally overcounted while
other race categories and
Hispanics were undercounted in
Top-down and Bottom-up methods.
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Figure 5.
Net Population Difference by Age, County, and Collection Method—CO
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County and collection method

Number of persons

Figure 6.
Net Population Difference by Race, County, and Collection Method—MD
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One general pattern from tables
and figures above is the relation-
ship between population shares
and AREX under- and overcount.
Race and Hispanic origin groups
with smaller shares tend to be
overcounted, and groups with larg-
er shares tend to be undercounted.
Examples of overcounts are
Hispanics in the Maryland counties,
Whites in Baltimore City, and Blacks
and APIs in the CO counties.  

The very large Top-down under-
count of Blacks in Baltimore City is
due largely to the inappropriate
use of the race model for children
in the Top-down process.  The

Black count changes dramatically

in the Bottom-up in which children

with unknown race are generally

assigned the race of the primary

taxpayer.

County-level ALPE results

The county-level analysis builds on

the AREX-Census 2000 count

results by examining the algebraic

percent error (ALPE).  The ALPE

measure provides a different view

of the county-level results because

the calculation method uses cen-

sus group totals as bases and pro-

vides a standardized gauge for

comparing differences between

Top-down and Bottom-up, as well
as between counties.

Total population

All county Bottom-up ALPEs were
smaller than Top-down ALPEs;
Bottom-up ALPE improvements
were variable.  Both Douglas
County and Baltimore City had Top-
down ALPEs of  -8.8 percent, but
Bottom-up for Douglas County was
-3.2 percent compared to +1.8 per-
cent for Baltimore City.  The small-
est total population Bottom-up
ALPE was in Baltimore County 
(-1.1 percent); the largest Bottom-
up ALPE was in Douglas County 
(-3.2 percent).
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County and collection method

Number of persons

Figure 7. 
Net Population Difference by Race, County, and Collection Method—CO
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Sex

Male and female Bottom-up ALPEs

were relatively small in all five

counties and ranged from – 4.8 to

+ 4.2 percent.  

Sex proportions were undercount-

ed in all counties (except Baltimore

City males) and generally are unbi-

ased, reflecting the magnitude of
total county-level proportions.
Female undercounts were slightly
worse than male undercounts and
generally had a marginal difference
of less than 2 percent in Bottom-
up.  Some women may be less
active within the administrative
records systems.  For example,
some studies indicate that lifetime

participation in the labor force

varies by a woman’s child raising

and care giving experiences, health

status, and race/ethnicity (Flippen

and Tienda, 2000).  However,

lower mortality rates for women

might offset lower labor force par-

ticipation with respect to AREX/

Census 2000 comparisons.  
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County and collection method

Male
Female

Figure 8. 
Sex ALPE by County and Collection Method—MD
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Age

Generally, younger age groups

(especially the 0-4 age group) had

the largest negative ALPEs in all

five counties.  Bottom-up ALPEs for

the 0-4 age group ranged from
–33.9 percent in Jefferson County
to –23.4 percent in Baltimore City.
Older age groups (65-74, 75-84,
and 85+) tended to have positive
ALPEs that increased by age.

Bottom-up ALPEs were generally

smaller due to the Census-pull

households that replaced

unmatched Census 2000 

addresses.  
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County and collection method

Male
FemaleALPE

Figure 9: 
Sex ALPE by County and Collection Method—CO
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County and collection method

Figure 10.
Age ALPE by County and Collection Method—MD
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The large negative ALPEs for chil-
dren and the large positive ALPES
for older groups are due mostly to
the weaknesses in the administra-
tive records discussed in Section 2:
missing births and deaths and
migration as a result of the cutoff
dates of the administrative record
files used in the AREX, missing
dependents on IRS 1040s, and
missing children of parents who
did not have to file 1040s or were
otherwise not found in the admin-
istrative records.  Persons aged
65+ were generally overcounted in
all five counties, and persons age

85+ displayed Bottom-up over-
counts ranging from about 2 per-
cent to 36 percent–77 percent in
less-populated Douglas County.
Because the 85+ population is rela-
tively small, the denominators of
the ALPE calculations are likely to
be small and potentially inflate
ALPE measures.  

The 20-24 year age group also has
large positive ALPEs in some of the
AREX counties.  This might be due
to the handling of special popula-
tions to which this age group
belongs:  college and university
population, and the military.

College-age persons whose resi-
dence may have been reported at a
parent’s IRS tax address may actu-
ally reside on a campus in a differ-
ent area.  Removing group quar-
ters from the Census 2000 counts
but not from the Top-down counts
would bias Top-down ALPEs in the
positive direction.  Removing
group quarters from the Bottom-up
counts would still leave depend-
ents claimed on IRS 1040 at the
wrong location with respect to
decennial residency rules.  

Douglas County appears to be a
special case.  The Census 2000
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County and collection method

ALPE

Figure 11: 
Age ALPE by County and Collection Method-CO
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population age 20-24 is 3.1 per-
cent, less than half that of
Colorado (7.1 percent) and the
national average (6.7 percent).  But
the Air Force Academy and several
other schools are located in
Douglas County.  The large Top-
down ALPE may be due to the fact
that group quarters were not
removed from the administrative
records.  Although there was an
attempt to remove group quarters
from Bottom-up enumeration, the
large Bottom-up ALPE for age 20-
24 suggests this may not have
been fully successful.

Race

It is difficult to interpret Top-down
race ALPEs because of the con-
founding effects of general under-
counts, especially for children, and
the use of the race model for chil-
dren under 15 with “other” or
unknown race in the administrative
records.  The following discussion
will focus on the Bottom-up
results.

There are a number of reasons for
the patterns of Bottom-up race and
Hispanic origin ALPEs.  First is the
use of the race model.  As dis-

cussed earlier, the race model was

a national-level model and varia-

tion about its predictions can be

expected.  The use of the model in

small geographic areas would tend

to overstate the number of persons

in those race groups that are less

than the national average and

understate the number of persons

in groups that are above the

national average.  When modeled

race was assigned to children from

an adult in the same household,

the result would be reinforced.    
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County and collection method

Figure 12.
Race ALPE by County and Collection Method—MD
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It is important to keep in mind that
the race model was used for only
those adults whose administrative
records did not provide a race
other than “other” or unknown.
Table 3 in Section 2.2 shows the
proportion of adults and children
with imputed race in each of the
test sites.  The number of adults
with imputed race ranged from
about 3 to 9 percent and was sub-
stantially lower in Maryland than
Colorado.  For Hispanic origin, the
imputation was used well over 90
percent of the time because, for
the most part, administrative
records provide no direct measure
of ethnicity.  

Other factors possibly affecting
Bottom-up ALPE race patterns
were:  The possible correlation
between weaknesses in AREX pop-
ulation coverage and race or
Hispanic origin, unaccounted for
migration and demographic
changes due to the age of the
administrative records files, the
possible duplication of persons
due to the Census Pull, the prob-
lem of comparing AREX and
Census 2000 race groups because
the latter allows “multi” and “other”
and the former does not, and the
positive ALPE bias for cells with
small denominators.  Examining
several of the race ALPE results

shows the complexity of the possi-
ble explanations.

For the Bottom-up, Black ALPEs
were positive in all three Colorado
counties and Baltimore City and
negative in Baltimore County
(where blacks are a large minority
race group).  The overcount of
Blacks in Colorado was most likely
due to the race model because the
proportion of Blacks in Colorado
was much smaller than the nation-
al average; and at the same time,
the proportion of adults in
Colorado with imputed race was
relatively high, ranging from 6 to 9
percent.  The undercount of Blacks
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County and collection method

ALPE

Figure 13.
Race ALPE by County and Collection Method-CO
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in Baltimore County might be due
in part to the use of the race
model; but it might also be due in
part to the migration of Blacks
from Baltimore City to the County
in the period between the adminis-
trative records cutoffs and April 1,
2000.  The reasons for the over-
count of Blacks in Baltimore City
are less clear but might also be
due to unaccounted for migration
of Blacks from the city.  An over-
count is the reverse of what would
be expected if the race model were
the main cause, and the proportion
of adults with modeled race was
under 3 percent.    

The ALPEs for APIs were positive in
all three Colorado counties and
Baltimore City and negative in
Baltimore County.  This would
appear again to be a race model

effect, except for Baltimore County,
because nationally, all five counties
have API proportions below the
national average.  Evidently, the
net effect of these differences
increased the size of the Census
2000 API counts enough so that
API ALPEs for all of the AREX sites
would have been negative had
they been calculated from these
distributions.  In any case, it is
simply a matter that ALPE is sensi-
tive for small population sub-
groups.

Concerning APIs, the substantial
negative ALPEs in all counties were
not unexpected.  Identifying AIAN
race is weak in the administrative
records, except in areas around
reservations, and AIAN prediction
was the weakest part of the race
model as well.

Hispanic ALPEs were positive in
both Maryland counties where they
are a small minority group and
negative in all three Colorado
counties where Hispanics are the
largest minority group.  The model
for Hispanic origin was applied to
about 97 percent of adults in
Maryland and is most likely the
reasons for the substantial over-
counts there.  Again, one might
have also expected small over-
counts in Colorado were model use
the main factor.  (See the discus-
sion of Hispanics in Section 2.)  But
the substantial undercounts sug-
gest that other factors may be at
work such as high birth rates and
net in-migration of Hispanics in the
period missed by the administra-
tive records used in the AREX.
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Percent of tracts

Figure 14.
Distribution of Tracts with Under- and Overcounts of Total Population
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Tract ALPE distributions

Figure 14 shows the ALPE distribu-
tions for the five AREX counties.  In
all sites other than Baltimore City,
more than 70 percent of tracts had
AREX total population counts with-
in +/-5 percent of census results,
and more than 95 percent of tracts
had counts within 25 percent of
census results.  Baltimore City had
less accurate results with about 50
percent of tracts exceeding +/-5
percent of census results.  A larger
proportion of tracts had moderate
and large ALPE undercounts (less
than –5 percent) compared to over-
counts.

Though the tract-level ALPEs for
the total population resemble
county-level results, the distribu-
tions indicate more Baltimore City

tracts were overcounted.  It is
unclear whether these overcounts
are related to persons who were
actually uncounted in the census,
or more likely, weaknesses in AREX
processing.  Households may have
been added through the Census
Pull process that replaced
unmatched addresses that existed
in other tracts or addresses. 

Block ALPE distributions 

The block-level ALPE results
describe the accuracy of counts at
the smallest geographic level and
relative to counties and tracts.
The main problem with this type of
comparison is the ALPE denomina-
tor potentially inflates block-level
ALPEs for small population sub-
groups and especially minorities.
This inflation is likely to be greater

than found in the tract-county
comparisons.  A second issue
affecting comparisons is the exclu-
sion of blocks where Census 2000
did not identify persons with a par-
ticular attribute (zero blocks).
County and tract ALPEs include
blocks with zero counts because
these blocks were accumulated
into larger geographies.  However,
the block-level ALPEs used the
reduced set of blocks and the
results may be quite different
when comparing the ALPEs at vari-
ous geographies. 

AREX was less accurate in estimat-
ing blocks than tracts in all coun-
ties.  Population totals for 18 to 39
percent of blocks were within 5
percent of Census 2000, and about
85 percent were within 25 percent
of the census.  Douglas County
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had the best results at the 5 per-
cent criterion and Baltimore County
was best at the 25 percent criteri-
on.  In the Maryland counties,
slightly more blocks had moderate
or large overcounts (ALPEs exceed-
ing 5 percent), compared to the
Colorado counties where more
blocks had moderate undercounts
(-5 to -24 percent).

The AREX counts were less accu-
rate at the block-level.  Population
counts are likely to be less accu-
rate in smaller areas due to incor-
rect assignment of households at
tracts and blocks that average out
for county-level counts.  This is
demonstrated by the greater num-
ber of moderate and large ALPEs
and indicates how smaller denomi-

nators and AREX processing weak-
nesses influenced the compar-
isons.  Though zero blocks were
excluded and fewer blocks met the
5 percent criterion, a large propor-
tion of blocks met the 25 percent
criterion in all five counties.

Geospatial tract-level heterogeneity

Figure 16 and 17 exhibit the geo-
graphic distribution of AREX-
Census 2000 tract ALPEs for total
population counts.  Baltimore City
is the nucleus of the Maryland
AREX site (Figure 16) and the most
urban of all the sites.  It has
numerous tracts with large under
and overcounts.  The tract-level
total population was clearly meas-
ured better in Baltimore County.

There is also evidence of tracts
clustering by size of under and
overcounts.  Downtown Baltimore
and Towson include islands of
moderate and large undercounts,
while clustered moderate over-
counts are more frequent in other
parts of the City and County.
Denver, in the north, and Colorado
Springs are metropolitan centers in
the Colorado site (Figure 17).
Generally, the tract-level CO popu-
lation was counted more accurate-
ly in the suburbs of each city,
while urban and rural tracts tended
to have moderate undercounts.

Summary and conclusions 

The forgoing analysis provided
measures of how well AREX 
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replicated Census 2000 results at
several geographic levels focusing
on key demographic characteristics
that are important for a decennial
census.  As expected, the Bottom-
up method performed better than
the Top-down method because of
the simulated canvassing of house-
holds (the Census Pull) at address-
es not found in the administrative
records.  The Bottom-up process
undercounted total population in
all sites except Baltimore City.
Algebraic percent errors for coun-
ty-level population totals were less
than 5 percent though the results
were not as good for subcounty
and demographic subgroups.

If the Bottom-up process were
unbiased and counted all 

demographic groups in the same
way, ALPEs for all demographic cat-
egories would have had the same
relative size.  As with the total
population, males and females
were undercounted in all sites
except Baltimore City, but the
female undercounts were slightly
greater than male undercounts.
Age group ALPEs show more vari-
ability with most groups under-
counted except the 20-24 group
and the oldest age groups.
Generally the size of the under-
counts increased with decreasing
age.  These patterns did not
appear to be site-specific and are
the result of the weaknesses of the
administrative records and certain
AREX processing decisions as 

discussed in Section 2.
Overcounts for the oldest old and
undercounts for the youngest per-
sons suggest that much more time-
ly birth and death information
must be obtained.  And the special
enumeration requirements for pop-
ulations such as college students,
the military and persons in nursing
homes must be incorporated into
administrative records processes.

Bottom-up tract-level total popula-
tion ALPE results indicated a good
correspondence between AREX and
Census 2000 (70 percent of tracts
met the 5 percent criterion; and 95
percent met the 25 percent criteri-
on), though a sizable number of
tracts had moderate and large
ALPE undercounts.  The block-level
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Figure 17. 
AREX - Census ALPEs for the Total Population: Colorado Tracts
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ALPE results provided the least
accurate measure of total popula-
tion (38 percent of blocks met the
5 percent criterion; and about 85
percent met the 25 percent criteri-
on), compared to tract and county
results9.  

The regression results confirm
some of the key findings from the
univariate and bivariate analyses.
Among the mobility variables, both
vacancy rate and rental rate were
associated with under and over-
counts.  Generally, rental rate had
a greater association with under-
counts and vacancy rates had a
greater association with over-
counts in both AREX sites.  As
observed in the bivariate analyses,
large proportions of persons under
age 5 and 20-24 were associated
with undercounts in both sites.
And in CO, large proportions of
persons age 65+ were associated
with overcounts, other factors held
constant (Heimovitz, 2002).  

3.3 Household-level
analysis

Methodology

Concept

The general goal of the household-
level analysis (Judson and Bauder,
2002) was to assess how well
households formed from adminis-
trative records matched those from
Census 2000 at the same address-
es in the Hundred Percent Detail

(HDF) file.  The analysis did not
include group quarters or the
households found at addresses not
in the administrative records files.
An assessment of group quarters
was beyond the scope of this
analysis because AREX did not
mount the operations that would
have been needed to enumerate
special populations in an adminis-
trative records census context.
And, the Bottom-up “NRFU” house-
holds could not be evaluated
because the canvassing was simu-
lated by simply including the
Census 2000 households at the rel-
evant addresses.

The household-level analysis
assessed the ability of AREX
administrative records households
to match the demographic compo-
sition of all households, but there
was a special focus on Census
2000 households that required a
nonresponse followup and Census
2000 unclassified households.  In
Census 2000, addresses that did
not respond to the mailout had to
be enumerated by nonresponse
followup procedures.  NRFU
addresses are the most expensive
to enumerate and may represent
the most vulnerable segment of
Americans. The household-level
analysis provided a preliminary
look at the conditions under which
households formed from adminis-
trative records could be used for
conventional NRFU households,
obviating the need for fieldwork in
those cases.

Addresses that had the status
“unclassified” in Census 2000 were
those for which so little informa-
tion was available that occupancy
status had to be imputed, and,
conditional on being imputed
“occupied,” the entire household,
including characteristics, had to be
imputed as well. This treatment of
unclassified households was the
subject of a lawsuit reaching the

U.S. Supreme Court (Utah v. Evans),
in which the plaintiffs objected to
the imputation substituting for
enumeration.  Although the census
methodology prevailed, the possi-
bility of enumerating these types
of addresses by administrative
records might provide a useful
alternative to traditional imputa-
tion.  This section provides some
information comparing administra-
tive records enumeration and
Census 2000 imputations for the
Census 2000 unclassified house-
holds in the AREX test sites.  

Special terminology

For this section, the term “census
household” refers to the persons
enumerated at an address in
Census 2000.  The term “AREX
household” refers to persons at an
administrative records address.
“Household size” refers to the
number of people in the housing
unit.  For convenience, these defi-
nitions are applied to vacant hous-
ing units, so that when a Census
or AREX address contains no peo-
ple, the housing unit is assigned a
household size of zero.  We use
the term “imputed household” for
unclassified addresses whose occu-
pancy status and household char-
acteristics have been imputed.

Pairs of addresses (AREX and
Census) that were matched by
computer or clerical processes are
referred to as “linked” housing
units.  The term “linked house-
holds” is used when comparing the
properties of people within linked
housing units.  The term “demo-
graphic match” is used when two
households have the same age,
race, sex, and Hispanic origin dis-
tribution.

Finally, the term “AREX data” is
used for administrative data
obtained from the Bottom-up oper-
ations (i.e., including DMAF link-
age, clerical review and FAV).  The
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9 From data not shown in this report
(but available from Heimovitz, 2002) ALPE
results for sex and age were similar for tract
and county analyses.  Baltimore City had the
worst results for total and demographic ALPE
measures but the most accurate results for
blacks.  However, Baltimore City also had the
largest proportion of census pull records and
smallest proportion of imputed black race
codes.  For the race/Hispanic minority
groups, the relative size of the minority pop-
ulation in the tract was associated with how
well AREX simulated Census results.  Tracts
with small minority proportions were more
likely to have moderate or large positive
ALPEs than other tracts.



term “Census data” is used for data
obtained from the Census 2000
HDF file.  

Descriptive analysis

The household-level evaluation
used both descriptive analyses and
multiple regression analysis to
assess the coverage and accuracy
of AREX households.  Descriptive
analyses were performed for linked
households in all five AREX coun-
ties and for the Census 2000 NRFU
and imputed households in the
test sites.  These analyses provid-
ed the following evaluations:

•  Coverage by AREX of its intend-
ed universe by determining the
number and proportion of
Census 2000 addresses that
were matched by AREX address-
es;

•  Characteristics of Census 2000
households associated with
AREX/Census matched address-
es;

•  Comparison of AREX and Census
2000 distributions of household
size and household demograph-
ic characteristics;

•  Characteristics of AREX house-
holds associated with
AREX/Census 2000 household-
to-household comparisons,
including such properties as the
presence of a person in the
household of a particular race or
ethnicity, and the presence of a
person with a characteristic that
was imputed in AREX.

Prediction model

To learn more about the character-
istics of administrative records
households that match the census
and to take a first look at the
potential uses of administrative
records data to substitute for some
part of the nonresponse followup
or unclassified households in a
conventional census, a logistic

regression model was developed
with the AREX/Census 2000 linked
households as the units of analy-
sis.  The functional form of the
model is Logit (Match=1|x) = xβ

where Match is a dichotomous
dependent variable, x is a vector
of regressors, and β is a vector of
constants to be estimated.  For
each linked address, the depend-
ent variable was defined as fol-
lows:

This measure was based on the
distribution of personal character-
istics within an address and not on
matches of individual persons.  An
address in AREX and in the census
that had exactly the same distribu-
tional characteristics but were
composed of entirely different per-
sons would still receive a match
score of 1.  The simpler dependent
variable–1 if all persons were the
same, 0 otherwise–was not used
because the AREX operations did
not provide for matching individu-
als from AREX and census enumer-
ations.  Considering that the age
distribution is in 5-year groups, the
match definition used would
appear to provide a result very
close to an exact person match.

The regressors include characteris-
tics of AREX households and char-
acteristics of the linked addresses,
representing the kind of informa-
tion that would be available were
data from administrative records to
be used in support of a conven-
tional census.

Limitations

The principal limitations on the
ability to link addresses and demo-
graphically match households
stemmed from the same deficien-
cies of the AREX administrative

records files discussed in previous
sections.  First, the administrative
data extracts were taken a year or
more before census day.  This
means that movers, births, deaths,
immigration and emigration, new
housing, abandoned and demol-
ished housing were unaccounted
for a period of 12 or more months
prior to census day.  Second, many
children are unaccounted for in
administrative records at the
national level; and therefore, AREX
2000 had difficulty enumerating
children, generally, and, specifical-
ly, by virtue of the time lag prob-
lem and the limited demographics
available for children on the
Numident file (Miller, Judson, and
Sater, 2000).  Third, the race meas-
urement and reporting deficiencies
of the administrative records and
differences in race measurement
between AREX and the census pre-
sented serious challenges to com-
parisons matching race and
Hispanic origin between members
of AREX and census households.
Finally, virtually all persons identi-
fied as having Hispanic origin in
the AREX were imputed as such
thus weakening the comparisons.  

The AREX FAV had little impact on
the household-level analysis; and a
100 percent FAV, if actually carried
out, would have had little impact
as well.  Persons at administrative
records addresses that would have
been completely lost to the AREX
as a result of the FAV would have
had no impact on the household-
level analysis since none of their
addresses match the DMAF.  And,
as discussed in Section 2, there
were would have been very few
persons who remained in the enu-
meration but at different addresses
as a result of the FAV.

Finally, deficiencies in administra-
tive records and HDF addresses
(for example, address duplication)
and address matching technology
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0

if the fully crossed age x race x sex x Hispanic 
origin distributions in the linked Census household 
match the AREX household;  
otherwise.



resulted in a number of cases in
which more than one administra-
tive record address matched the
same HDF address and vice versa.
All of the administrative records
addresses that matched the HDF
but not on a one-to-one basis were
excluded from the analyses.

Descriptive analysis

AREX and Census address linkage

In the five counties covered by the
experiment, the Census 2000 HDF
contained 1,092,460 housing units
(HUs) and 1744 group quarters
(GQs), the latter excluded from this
analysis.  24,584 (2.3 percent) of
census households were “imputed
households,” and 360,914 (33.0
percent) were in the Census 2000
NRFU universe.

Of the 1,065,031 AREX addresses
992,865 were linked with address-
es that existed in Census HDF; but
103,227 of the AREX addresses did
not have a one-to-one link and
were also excluded.  This left
889,638 linked AREX addresses
available for the household-level
analysis.  They represented 81.4
percent of census addresses.

Table 18 provides data on overall
address linkage.  AREX housing
units (i.e. addresses) were linked
with 84.0 percent of the 1,017,273
occupied census housing units.
AREX housing units were linked
with 46.4 percent of the 75,187
vacant census housing units.
About 88 percent of AREX vacant
units were found to be occupied
by the census.10 This confirms the
discussion in Section 2 in which it
was suggested that the AREX
vacant addresses should have been
canvassed as part of the Bottom-up
process.

AREX’s coverage of the Census
NRFU universe was not as good as
its coverage of the non-NRFU uni-
verse.  AREX housing units were
linked with 70.9 percent of the
360,914 Census NRFU housing
units, compared with 88.4 percent
of the Census non-NRFU housing
units.  For occupied NRFU housing
units, the coverage rate goes up to
76.7 percent. Table 19 contains
more details about AREX’s coverage
of Census NRFU and non-NRFU
housing units.

There were 24,584 imputed census
housing units in the AREX test
sites.  AREX housing units were
linked with 62.3 percent of them.
AREX addresses were linked with
63.2 percent of those that were
imputed to have people in them,
and 34.7 percent of those imputed

to be vacant.  The linkage of
imputed occupied units was about
twice that of imputed vacant units,
providing face validity for the
Census 2000 imputation.

The coverage by AREX of NRFU
housing units and imputed hous-
ing units is not as good as for non-
NRFU and non-imputed housing
units.  This may be due to several
factors: (1) components of 
addresses from NRFU and/or
imputed housing units might be
generally of lower quality, and thus
harder to match; (2) addresses of
these housing units may be of
types that are harder to match,
e.g., those in apartment buildings,
those on Rural Routes, or at P.O.
boxes; and (3) people in these
housing units may be more likely
not to show up on any of the
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Table 18.
Coverage by AREX of Census Housing Units

Total

Linked with
AREX

housing
units

(percent
of total)

Linked with
AREX

occupied
housing

units
(percent
of total)

Linked with
AREX vacant
housing units

(percent
of total)

Census housing units . . . . . . . . . . 1,092,460 889,638 813,688 75,950
Percent . . . . . . . . . . . . . . . . . . . . . . (81.4) (74.5) (7.0)
Occupied Census housing units . 1,017,273 854,741 787,802 66,939
Percent . . . . . . . . . . . . . . . . . . . . . . (84.0) (77.4) (6.6)
Vacant Census housing units . . . 75,187 34,897 25,886 9,011
Percent . . . . . . . . . . . . . . . . . . . . . . (46.4) (34.4) (12.0)

Table 19.
Coverage by AREX of Census Housing Units, by NRFU
Status

Type of Census
housing unit

Total

Linked with
AREX

housing
units

Linked with
AREX

occupied
housing

units

Linked With
AREX

Vacant
Housing

Units

NRFU. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360,914 70.9 60.8 10.1
Non-NRFU . . . . . . . . . . . . . . . . . . . . . . . . . 716,450 88.4 82.9 5.5
Occupied NRFU. . . . . . . . . . . . . . . . . . . . . 289,224 76.7 67.1 9.6
Occupied non-NRFU. . . . . . . . . . . . . . . . . 715,115 88.5 83.0 5.5
Vacant NRFU . . . . . . . . . . . . . . . . . . . . . . . 71690 47.6 35.2 12.3
Vacant non-NRFU . . . . . . . . . . . . . . . . . . . 1,335 58.7 46.3 12.4

Excludes 15,096 housing units in Census HDF with unknown NRFU status.

10 Recall that AREX vacant housing units
are those with an address that was linked to
the HDF but for which no persons remained
after best address selection.  



administrative records used for
AREX.

AREX and Census household size

All occupied households

Table 21 shows the distributions of
household size for linked and non-
linked occupied households in
AREX and for Census.  The AREX
distribution of household size was
quite similar to the census distri-
bution.  

One salient feature of the data was
that among the unlinked housing
units in both Census and AREX, a
very high percentage had one per-
son.  One possible explanation of
this fact is that a much higher per-
centage of one-person households
were at basic street addresses at

which there are multiple housing
units, and addresses at such basic
street addresses (BSAs) were hard-
er to link.  

Linked occupied and non-occupied
households

AREX and Census 2000 counted
the same number of people in the
housing unit for 51.1 percent of
the 889,638 linked households,
and AREX was within one of the
census for 79.4 percent of the
units.  The 51.1 percent is effec-
tively a ceiling on the percent of
linked households that had exactly
the same persons from AREX and
Census 2000.  Although errors in
address linkage would account for
some of the mismatched house-
holds, the deficiencies in adminis-

trative records cited earlier in this
report–missing children, lack of
special population operations and
the time gap between the adminis-
trative records extracts and census
day–most likely account for the
major part.

For linked NRFU housing units,
AREX had the same numbers of
persons for 37.0 percent of the
units and was within one 69.3 per-
cent of the time.  Evidently, Census
2000 NRFU housing units are more
susceptible to AREX deficiencies
than non-NRFU units.  In addition,
enumeration errors (such as “curb-
stoning”) in Census 2000 may be
higher for these units than for
units that responded to the initial
mailout.

For the 15,043 linked imputed
occupied households, AREX had
the same count for 31.8 percent,
and was within one for 66.8 per-
cent of these addresses.  The low
percentage of household-by-house-
hold agreement between AREX and
the census for imputed households
should be expected from the error
introduced by the imputation.  

Demographic comparisons of occu-
pied linked households of the same
size

In this section, demographic char-
acteristics of linked households are
compared.  Because comparisons
within households of different
sizes are difficult to interpret, only
linked occupied housing units in
which AREX and Census 2000 have
the same number of people are
considered.  There are 454,437 of
these housing units representing
42.6 percent of all census housing
units, 42.7 percent of all AREX
housing units, and 51.2 percent of
all linked housing units.

Tables 23-25 contain data only for
linked households for which AREX
and the census had the same total
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Table 20.
Coverage by AREX of Census Housing Units, by Imputation
Status

Type of Census
housing unit

Total

Linked with
AREX

housing
units

Linked with
occupied

AREX
housing

units

Linked with
vacant AREX
housing units

Imputed . . . . . . . . . . . . . . . . . . . . . . 24,584 62.3 51.7 10.5
Non-imputed. . . . . . . . . . . . . . . . . . 1,067,876 81.9 75.0 6.9
Imputed occupied . . . . . . . . . . . . . 23,811 63.2 52.6 10.6
Non-imputed, occupied. . . . . . . . . 993,462 84.5 78.0 6.5
Imputed vacant . . . . . . . . . . . . . . . 773 34.7 25.5 9.2
Non-imputed, vacant. . . . . . . . . . . 74,414 46.5 34.5 12.0

Table 21.
Distributions of Household Size for Census and AREX for
all Five AREX Counties
(Occupied housing units only)

Household Size
Census AREX

Total Percent1 Total Percent2

1 . . . . . . . . . . . . . . . . . . . . . . 276,590 27.2 246,726 27.9
2 . . . . . . . . . . . . . . . . . . . . . . 331,472 32.6 262,075 29.6
3 . . . . . . . . . . . . . . . . . . . . . . 171,136 16.8 155,929 17.6
4 . . . . . . . . . . . . . . . . . . . . . . 142,822 14.0 127,295 14.4
5 . . . . . . . . . . . . . . . . . . . . . . 60,988 6.0 56,596 6.4
6 . . . . . . . . . . . . . . . . . . . . . . 21,655 2.1 22,695 2.6
7-9 . . . . . . . . . . . . . . . . . . . . 11,275 1.1 12,481 1.4
10+ . . . . . . . . . . . . . . . . . . . . 1,335 0.1 1,625 0.2
All Sizes . . . . . . . . . . . . . . . 1,017,273 100 885,422 100

1Percent of all Census occupied housing units
2Percent of all AREX occupied housing units.



count.  The tables show the fre-
quencies with which AREX and the
census agree for each:

Sex category; 

Race category: White, Black,
American Indian/Alaskan Native,
Asian/Pacific Islander;

Hispanic origin category, i.e.
Hispanic/non-Hispanic; 

Five-year age category: 0-4, 5-9,
…, 80-84, 85 and up;

Of the age categories: 0-17, 18-64,
and 65 and up.  

As expected, the agreements for
racial composition and Hispanic
origin composition were good – in
general, well above 90 percent.
Generally household members tend
to be all of one race and Hispanic
origin.  Also as expected, agree-
ment rates did decline with house-
hold size because the likelihood of
missing or AREX imputed race and
different Hispanic origin imputa-

tions increases with number of
persons in the household.

Agreement between AREX and the
census across 5-year age groups
provides an estimate of the propor-
tion of households with exactly the
same persons because it is improb-
able that two different households
would agree in age distributions in
5-year categories.  About 81 per-
cent of the 445,426 households
had the same 5-year category 
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Table 22.
Comparison of Census and AREX Household Size, by NRFU status, and by Imputation
Status
(For linked housing units)

AREX person count
compared with Census All Census

housing units

Census
non-NRFU

housing units
Census NRFU
housing Units

Non-imputed
Census

housing units

Imputed
vacant

Census
housing units

Imputed
occupied

Census
housing units

Same count . . . . . . . . . . . . . . . . . . 454,437 359818 94619 449,582 71 4,784
Percent . . . . . . . . . . . . . . . . . . . . . . (51.1)* (56.8) (37.0) (51.4) (26.5) (31.8)
AREX one higher than Census. . 124,706 84269 40437 122,519 95 2,092
Percent . . . . . . . . . . . . . . . . . . . . . . (14.0) (13.3) (15.8) (14.0) (35.5) (13.9)
AREX one lower . . . . . . . . . . . . . . 127,531 85178 42353 124,355) - 3,176
Percent . . . . . . . . . . . . . . . . . . . . . . (14.3) (13.4) (16.5) (14.2) (21.1)
AREX 2 or 3 higher. . . . . . . . . . . . 64,635 36769 27866 63,024 77 1,534
Percent . . . . . . . . . . . . . . . . . . . . . . (7.3) (5.8) (10.9) (7.2) (28.7) (10.2)
AREX 2 or 3 lower . . . . . . . . . . . . 79,848 47938 31910 77,463 - 2,385
Percent . . . . . . . . . . . . . . . . . . . . . . (9.0) (7.6) (12.5) (8.9) (15.9)
AREX 4 or more higher . . . . . . . . 15,781 6486 9295 15,316 25 440
Percent . . . . . . . . . . . . . . . . . . . . . . (1.8) (1.0) (3.6) (1.8) (9.3) (2.9)
AREX 4 or more lower . . . . . . . . . 22,700 13158 9542 22,068 - 632
Percent . . . . . . . . . . . . . . . . . . . . . . (2.6) (2.1) (3.7) (2.5) (4.2)
TOTAL . . . . . . . . . . . . . . . . . . . . . . . 889,638 633,616 256,022 874,327 268 15,043
Percent . . . . . . . . . . . . . . . . . . . . . . (100) (100) (100) (100) (100) (100)

* Percents are percents of column total.

Table 23.
Comparisons Between AREX and Census for Demographic Groups, for Linked Households
(HH) With the Same Number of People Only

HH Size Total linked, of
equal size

Equal for all
sex groups1

Equal for all
race groups

Equal for all
Hispanic

groups

Equal for all
5-year age

groups

Equal for age
groups 0-17,

18-64, 65+

Equal for all
demographic

groups3

All sizes . . . . . . . . . . 445,426 291.2 93.4 94.8 81.3 93.1 80.5
1 . . . . . . . . . . . . . . . . 139,292 92.2 95.1 97.5 82.5 96.1 85.4
2 . . . . . . . . . . . . . . . . 158,259 93.8 94.8 95.9 83.9 94.0 84.3
3 . . . . . . . . . . . . . . . . 60,641 87.1 90.7 92.3 75.7 88.4 72.2
4 . . . . . . . . . . . . . . . . 60,181 89.3 90.7 90.7 80.8 91.7 74.0
5 . . . . . . . . . . . . . . . . 20,723 86.8 88.9 89.3 77.2 89.0 69.5
6 . . . . . . . . . . . . . . . . 5,359 80.4 86.0 86.0 68.0 81.8 59.2
7+ . . . . . . . . . . . . . . . 971 56.8 80.8 83.0 28.7 52.7 28.7

1I.e., the AREX and Census households have the same number of males and the same number of females.
2Percents are percents of the total column.
3Both sex groups, all race groups, both Hispanic origin groups, and age groups 0-17, 18-64, 65+.



distribution.  This is about 41 per-
cent of all linked households.

The agreement rate for linked
households of the same size is
substantially higher for the age
group distribution with only three
categories, 0-17, 18-64 and 65 and
up due to the increased tolerance
for reporting errors and the greater
probability of chance agreement.  

Table 24 shows that there was less
AREX to Census 2000 agreement

for NRFU households than for
other census households, overall
and controlling for size.  Based on
the 5-year age group match for
Census NRFU households, only
about 19 percent of AREX house-
holds linked with Census 2000
NRFU households seemed to have
exactly the same persons.  As
expected there is even less agree-
ment in household characteristics
between AREX and Census imputed
households (Table 25).

Factors associated with demo-
graphic match rates

Single- and multi-unit BSAs

Table 26 contains data regarding
comparisons of coverage rates,
household size, and demographic
characteristics for single- and
multi-unit BSAs.

For all census household sizes,
AREX addresses were less likely to
link with census multi-unit
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Table 24.
Comparison of AREX and Census Demographic Composition of Households
(For linked households with the same number of people only, by size)

HH Size
Total

Equal for all
sex groups1,2

Equal for all
race groups

Equal for all
Hispanic

groups

Equal for all
5-year age

groups

Equal for age
groups 0-17,

18-64, 65+

Equal for all
demo-graphic

groups3

All . . . . . . . . . NRFU 85,774 81.0 87.7 92.3 58.1 84.9 63.4
non-NRFU 359,652 93.7 94.7 95.3 86.9 95.0 84.6

1 . . . . . . . . . . NRFU 31,313 82.5 89.3 95.7 57.5 91.1 68.9
non-NRFU 107,979 95.0 96.8 98.1 89.7 97.5 90.2

2 . . . . . . . . . . NRFU 24,499 83.7 88.5 92.7 58.6 83.6 64.9
non-NRFU 133,760 95.7 96.0 96.5 88.6 95.9 87.9

3 . . . . . . . . . . NRFU 12,549 75.7 85.6 89.4 54.3 77.1 54.8
non-NRFU 48,092 90.1 92.1 93.0 81.4 91.4 76.8

4 . . . . . . . . . . NRFU 11,423 79.8 86.3 88.4 63.2 83.3 60.2
non-NRFU 48,758 91.5 91.7 91.2 84.9 93.7 77.3

5 . . . . . . . . . . NRFU 4,473 78.1 84.9 87.2 60.4 80.0 56.8
on-NRFU 16,250 89.2 90.1 89.9 81.8 91.4 73.0

6 . . . . . . . . . . NRFU 1,269 71.0 80.4 83.0 54.0 73.1 46.8
non-NRFU 4,090 83.4 87.8 86.9 72.4 84.6 63.0

7+ . . . . . . . . . NRFU 248 53.6 79.8 81.2 27.0 47.6 24.6
non-NRFU 723 58.0 81.2 80.0 29.3 54.5 30.2

1I.e., the AREX and Census households have the same number of males and the same number of females.
2Percents are percents of total.
3 Both sex groups, all race groups, both Hispanic origin groups, and age groups 0-17, 18-64, 65+.

Table 25.
Comparison of AREX and Census Demographic Groups Within Households
(For linked households with the same number of people only, by size)

HH Size

Total
Equal for all
sex groups

Equal for all
race groups

Equal for all
Hispanic

groups

Equal for all
5-year age

groups

Equal
for age

groups 0-17,
18-64, 65+

Equal for all
demo-graphic

groups

All . . . . . . . . . . . . . Imputed 4,784 49.6 74.9 91.7 7.0 60.7 23.0
Not imputed 440,642 91.7 93.6 94.8 82.1 93.4 81.2



addresses than with single-unit
addresses.  For linked households
of equal size, AREX differed from
census in all demographic groups
more often for households at
multi-unit addresses.  The differ-
ence in percentage of demographic
agreement is about 12 percent for
households of size 1 and in the
neighborhood of 20 percent for
households of sizes greater than 1.
Deficiencies in administrative
records coverage and timing of 
the extracts most likely explain the

differences in demographic 
agreement.

Age of household occupants

The discrepancies between AREX
and the census were due partly
because some households have
moved out of, and others moved
into, addresses between the time
of the administrative records cut-
offs and the census.  It is possible
that households containing only
older people are less likely to
move, and may yield better AREX

to the census comparisons.  Table
27 provides address linkage rates
by whether the housing unit is at
multi-unit BSA, and by whether it
has only people 50 and over.
Table 28 provides comparisons of
linkage rates, size, and demo-
graphics for housing units contain-
ing only people 50 and over, and
others.  (Tables B.16 and B.17A-B
in Judson and Bauder (2002) con-
tain similar comparisons for ages
18 and over, and for 65 and over.)

The coverage by AREX of census
households with everyone over 50
was slightly, but consistently, high-
er.  This was true whether control-
ling for multi-units or controlling
for size.  The comparison for
household size and demographics
were much better for one and two
person households with all mem-
bers 50 and over.  The demograph-
ic comparison was worse for
households of size 3 or more, but
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Table 26.
Comparison of Match Rates and Household Comparisons Between Occupied Housing
Units at Multi-Unit BSAs and Housing Units at Single-Unit BSAs

Census HH Size
Group Total

Linked
(percent
of total)

Equal size
(percent)1

Equal in all
demographic

groups (percent)2

All sizes3 . . . . . . . . . . . . . . . In multi-unit 278,447 188,826 88,517 64,992
(67.8) (46.9) (73.4)

In single-unit 738,826 665,915 356,909 293,720
(90.1) (53.6) (82.3)

1 . . . . . . . . . . . . . . . . . . . . . . In multi-unit 135,833 91,051 57,218 44,978
(67.0) (62.8) (78.6)

In single-unit 140,757 125,568 82,074 74,034
(89.2) (65.4) (90.2)

2 . . . . . . . . . . . . . . . . . . . . . . In multi-unit 80,719 55,820 21,788 15,009
(69.2) (39.0) (69.3)

In single-unit 250,753 226,676 136,471 118,386
(90.4) (60.2) (86.7)

3-4 . . . . . . . . . . . . . . . . . . . . In multi-unit 51,244 35,165 8,567 4,459
(68.6) (24.4) (52.0)

In single-unit 237,644 237,644 112,255 83,906
(90.5) (47.2) (74.7)

5-6 . . . . . . . . . . . . . . . . . . . . In multi-unit 9,390 6,063 926 456
(64.6) (15.3) (49.2)

In single-unit 73,253 65,838 25,156 17115
(89.9) (38.2) (68.0)

7+ . . . . . . . . . . . . . . . . . . . . . In multi-unit 1,261 727 18 0
(57.7) (2.5)

In single-unit 11,349 10,189 953 279
(89.8) (9.4) (29.3)

1Percent of linked.
2Percent of linked of equal size.

Table 27.
Coverage by Multi vs. Single Unit, and by Household Age
Characteristics

Type of housing unit Census household
age characteristic Total Percent linked

All HUs . . . . . . . . . . . . . . . . All 50 or older 292,091 85.8
Some under 50 639,088 79.9

In multi-unit . . . . . . . . . . . . . All 50 or older 81,480 69.8
Some under 50 230,883 62.5

In single-unit . . . . . . . . . . . . All 50 or older 210,661 91.8
Some under 50 569,486 86.9



there were few of those where all
members were 50 and over.  

Race and Hispanic origin of house-
hold occupants

Table 29 shows how coverage, size
comparisons, and race compar-
isons, vary with whether there was
a person with race other than
White in the household according
to Census 2000.

For census households with at
least one person other than White,
the coverage by AREX is smaller,
but not smaller by much, com-
pared with households all of
whose members were White.  On
the other hand, the household size
comparisons and the racial compo-
sition comparisons display more
disagreement for households with
at least one person other than
White.  To some extent, this may
be a consequence of race imputa-
tion that would have affected com-
parison of households with one or
more persons other than White
more often than all White house-
holds.  

AREX coverage of census address-
es did not differ much between
households with and without

Hispanics (Table 30).  However,
households with one or more
Hispanics in the census were much
less likely to match corresponding
AREX households in size and
Hispanic/non-Hispanic composi-
tion.  Differences in household
sizes were most likely due to defi-
ciencies in administrative records
coverage of Hispanics and the age
of the records vis-à-vis the Census.
Differences in Hispanic composi-
tion within households of equal
size were most likely due to the
fact that Hispanic origin was
model-based for virtually all AREX
persons.

AREX race imputation

Table 31 concerns linked house-
holds in which no person’s AREX
race was imputed, and those in
which at least one person’s race
was imputed.  The comparison was
done with regard to the racial com-
position of the household.  As
expected, households with imput-
ed race were less likely to agree on
household race composition.
Although the overall agreement
rate of 86 percent was quite high
when one or more members had
imputed race, the agreement rate

may have been much smaller when
a member was imputed to be of an
other race.  

Predicting AREX/Census household
similarity

The purpose of the regression
analysis was to try to understand
more about those circumstances
under which AREX administrative
records households would match
census households in both number
and demographic composition.
This would also provide a first look
at the potential uses of administra-
tive records data to substitute for
some part of the nonresponse fol-
lowup or unclassified households
in a conventional census.  

Model specification

For this initial model-building
attempt, the units of analysis were
all 889,638 one-to-one linked
households.  Separate equations
for Census 2000 NRFU and unclas-
sified households were not esti-
mated, but dummy variables were
included in the equation for these
two types of decennial census
household outcomes to see
whether other predictor variables
had accounted for differences in
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Table 28.
AREX to Census Comparisons by Size of Housing Unit and by Household Age
Characteristics

Size of HH Census household
age characteristic Total

Linked with AREX
housing units

(percent of total)
Equal size
(percent)1

Equal in all
demographic

groups2

(percent)3

1 . . . . . . . . . . . . . . . . All 50 or over 148,335 121,781 86,518 78,500
(82.1) (71.04) (90.7)

Some under 50 128,235 94,838 52,774 40,512
(74.0) (55.7) (76.8)

2 . . . . . . . . . . . . . . . . All 50 or over 137,758 123,412 83,662 76,685
(89.6) (67.8) (91.7)

Some under 50 193,714 159,084 74,597 56,800
(82.1) (46.9) (76.1)

3+ . . . . . . . . . . . . . . . All 50 or over 5878 5,357 2542 2072
(91.1) (47.5) (81.5)

Some under 50 403,233 350,269 145,313 136,147
(86.9) (41.5) (93.7)

1Percent of linked households.
2Equal in: both sex groups, allrace groups, both Hispanic origin categories, and age groups 0-17, 18-64, 65+.
3Percent of linked of equal size.
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Table 29.
The Effect of the Presence of Persons Other Than White in a Household on Household
Match Rates and Comparisons

Census HH Size
Household type Total

Linked with AREX
housing units

(percent of total)
Equal size
(percent)1

Equal in all four race
groups (percent)2

All sizes . . . . . . . . . . . . . . . . All White 740,218 631,606 358,833 347,592
(85.3) (56.8) (96.9)

At least one
Other race 278,799 223,135 86,593 68,356

(80.0) (38.8) (78.9)

1 . . . . . . . . . . . . . . . . . . . . . . All White 205,226 165,098 111,112 108,450
(80.5) (67.3) (97.6)

At least one
Other race 71,498 51,121 28,180 24,049

(72.1) (54.7) (85.3)

2 . . . . . . . . . . . . . . . . . . . . . . All White 256,585 221,806 133,180 130,033
(86.5) (60.0) (97.6)

At least one
Other race 75,038 60,690 25,079 19,995

(80.9) (41.3) (79.7)

3-4 . . . . . . . . . . . . . . . . . . . . All White 219,030 192,772 93,694 89,491
(88.0) (48.6) (95.5)

At least one
Other race 95,207 80,037 27,128 20,105

(84.1) (33.9) (74.1)

5-6 . . . . . . . . . . . . . . . . . . . . All White 53,202 46,707 20,319 19,144
(87.8) (43.5) (94.2)

At least one
Other race 29,635 25,194 5,763 3,896

(85.0) (22.9) (67.6)

7+ . . . . . . . . . . . . . . . . . . . . . All White 6,175 5,223 528 474
(84.6) (10.1) (89.8)

At least one
Other race 7,421 5,693 443 311

(76.7) (7.8) (70.2)

1Percent of linked households.
2Percent of linked households of equal size.
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Table 30.
The Effect of the Presence of Hispanics on Household Match Rates

Census HH size
Household type Total

Linked with AREX
housing units

(percent of total) Equal size (percent)1
Equal number of

Hispanics (percent)2

All sizes . . . . . . . . . . . . . . . . All non-Hispanic 956,474 803,272 424,867 411,698
(84.0) (96.9) (52.9)

At least one
Hispanic 62,533 51,469 20,559 10,365

(82.3) (39.9) (50.4)

1 . . . . . . . . . . . . . . . . . . . . . . All non-Hispanic 269,018 210,745 136,114 134,063
(78.3) (64.6) (98.5)

At least one
Hispanic 7,706 5,874 3,178 1,802

(76.2) (54.1) (56.7)

2 . . . . . . . . . . . . . . . . . . . . . . All non-Hispanic 314,587 268,371 151,588 147,697
(85.3) (56.5) (97.4)

At least one
Hispanic 17,036 14,125 6,671 4,053

(82.9) (47.2) (60.8)

3-4 . . . . . . . . . . . . . . . . . . . . All non-Hispanic 287,966 250,589 112,467 106,922
(87.0) (44.9) (95.1)

At least one
Hispanic 26,271 22,220 8,355 3,609

(84.6) (37.6) (43.2)

5-6 . . . . . . . . . . . . . . . . . . . . All non-Hispanic 73,654 64,212 23,831 22,235
(87.2) (37.1) (93.3)

At least one
Hispanic 9,183 7,689 2,251 876

(83.7) (29.3) (38.9)

7+ . . . . . . . . . . . . . . . . . . . . . All non-Hispanic 11,249 9,355 867 781
(83.2) (9.3) (90.1)

At least one
Hispanic 2,347 1,561 104 25

(66.5) (6.7) (24.0)

1Percent of linked.
2Percent of linked of equal size.

Table 31.
The Effect of AREX Imputed Race on Household Comparisons

Census household size Total linked,
with equal size

[1]

Households with at least one person
with AREX imputed race

Households with no person
with AREX imputed race

Number
(percent of [1])

[2]

Equal in all
race categories
(percent of [2])

Number
(percent of [1])

[3]

Equal in all
race categories
(percent of [3])

All sizes* . . . . . . . . . . . . . . . 445,426 100,416 86,290 345,010 329,658
(22.5) (85.9) (77.5) (95.6)

1 . . . . . . . . . . . . . . . . . . . . . . 139,292 5,197 4,099 134,095 128,400
(3.7) (78.9) (96.3) (95.8)

2 . . . . . . . . . . . . . . . . . . . . . . 158,259 14,087 11,351 144,172 138,677
(8.9) (80.6) (91.1) (96.2)

3-4 . . . . . . . . . . . . . . . . . . . . 120,822 61,389 53,689 59,433 55,907
(50.8) (87.5) (49.2) (94.1)

5+ . . . . . . . . . . . . . . . . . . . . . 27,053 19,743 17,151 7,310 6,674
(73.0) (86.9) (27.0) (91.3)

5-6 . . . . . . . . . . . . . . . . . . . . 26,082 18,991 16,558 7,091 6,482
(72.8) (87.2) (27.2) (91.4)

7+ . . . . . . . . . . . . . . . . . . . . . 971 752 593 291 192
(77.4) (78.9) (22.6) (87.7)

* Not including zero.



AREX/Census 2000 household sim-
ilarity noticed in the descriptive
analyses.  This approach assumed
that the regression hyperplanes for
the three types of census house-
holds were parallel, an assumption
that will be tested in future analy-
ses.

Also, the analysis reported here
attempted to account for house-
hold size agreement and demo-
graphic composition simultaneous-
ly, providing in some sense, the
net association between predictors
and outcomes.  However, it is pos-
sible that associations between
predictors and household size
agreement are different from asso-
ciations with demographic similari-
ty given agreement in size.  This
possibility will also be explored in
future work.

The functional form of the model
is 

where Match is a dichotomous
dependent variable, x is a vector
of regressors, and ? is a vector of
constants to be estimated.  For
each linked address, the depend-
ent variable was defined as fol-
lows:

Predictor variables

The regressors, x, include charac-
teristics of AREX addresses and
households that would be available
were data from administrative
records to be used in support of a
conventional census.  The variable
is dichotomous, taking on the
value 1 if the characteristic is pres-
ent and 0, otherwise.  The interac-
tion terms are products of the 

individual predictors.  The predic-
tors are numbered with the “Row
num” in Table 34.

The predictors were chosen after
examination of an extensive set of
bivariate crosstabulations with the
dependent variable.  The tabula-
tions and associated discussion
can be found in Judson and Bauder
(2002).

Address administrative records
source files

Generally, it was assumed that
addresses appearing in more than
one administrative record source
file would be less likely to repre-
sent a moving household than
addresses found in only one file.
Additionally households with
addresses in Medicare files would
largely represent older persons and
represent stable households.  The
following variables pertain to the
source of the “best” administrative
records address.

[10] In IRS file – In the IRS 1040
file.

[11]  In IRMF file – In the IRS
Information Returns Master
File (i.e. the 1099 file).

[12] In Medicare file – In the
Medicare eligibility file

[13]  In IRS & IRMF –[10]*[11]

[14]  In IRS & MED – [10]*[12]

[15]  In MED and IRMF – [11]*[12]

AREX household characteristics

The following are characteristics of
AREX households thought to be
associated with same size and
demographic similarity with the
linked census households.  To a
certain extent, these variable are
suggested by the descriptive analy-
sis of the previous section, keep-
ing in mind that the descriptive
analysis often used census house-

hold characteristics rather than
AREX household characteristics.

[5]  One or two persons –
Household contains only 1 or 2
persons.

[6]  No imputed race – No house-
hold member has imputed
race.

[7]  Hhold has children –
Household has one or more
children under the age of 18.

[8]  Hhold has 1+ White –
Household has one or more
White members.

[9]  Hhold all age 65+ – All mem-
bers of the household are age
65 or over.

[16] Age 65+ & One/two – [5]*[9]

[17] Age 65+ & 1+ White – [8]*[9]

[18] One/two & 1+ White –
[5]*[8]

[19] 65+ & 1 or 2 & 1+ White –
[5]*[8]*[9]

[21] 65+ and no imputed race –
[6]*[9]

AREX/DMAF address 
characteristics

Single unit addresses are assumed
to be more predictable than multi-
unit addresses.

[4]  Not multi unit – AREX indi-
cates that the address is single
unit.

[20] 65+ and Not multiunit –
[4]*[9]

[22] No imputed Race and not
multi – [4]*[6]

[23] 65+ & No imp. & not multi
– [4]*[6]*[9]

[1]  Colorado effect – AREX
address is in Colorado
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y = 1n
 P(Match = 1|x)

 P(Match = 0|x)
= Logit(P(Match=1|x)=xß

Match ={1
0

if the fully crossed age x race x sex x Hispanic 
origin distributions in the linked Census househol
match the AREX household;  
otherwise.



Census 2000 response type

Including variables representing
Census 2000 response type pro-
vides a first indication of whether
separate models might be needed
for each type.  (The reference
group is mailback respondents.)

[2] Enumerator return – NRFU
respondent household

[3]  Imputed return – Census
2000 whole house imputation

Regression results

Although the regression results are
useful in obtaining an initial under-
standing the relationships between
AREX address and household char-
acteristics and AREX/Census Match
status, it is important to keep in
mind that these matched house-
holds are not a nationally represen-
tative sample, that the analysis is
exploratory in nature, and that
improvements in administrative
records processing in the future
will be substantial.  Therefore,
these results should be considered
illustrative in nature.

About 38.5 percent of all linked
addresses also matched on demo-
graphics.  

All of the variables taken together
significantly improved the predic-
tion of Match status.  The Pseudo
R-Square value indicates that the
model results in a 19 percent
improvement in the log-likelihood
over the null model of an intercept
only.

Coefficient estimates

Table 34 provides maximum likeli-
hood estimates of the coefficients
for the full model.  The rightmost
column indicates exponentiated
coefficients, and can be interpreted
as the (multiplicative) change in
the odds of being a match given
the corresponding characteristic,
holding all other variables con-

stant.  An exponentiated coeffi-
cient of “1” indicates no effect,
greater than 1 indicates positive
effect, and less than 1 indicates
negative effect.

The presence of interaction terms
makes the interpretation of individ-
ual coefficients somewhat difficult.
Still, the results for AREX address
and household characteristics
seem generally as expected.  AREX
households that are smaller (one
or two members), have only mem-
bers aged 65+, have one or more
Whites, and have no members with
imputed race tend to be more like-
ly to match the corresponding
Census 2000 household.  AREX
households at single-unit address-
es are more likely to match the
census than those at multi-unit
addresses.

The negative coefficients on the
Enumerator Return and Imputed
Return indicate that these house-

holds remain less predictable other
factors held constant.  Separate
equations for Census NRFU house-
holds might be required.
Households where the census
return was imputed are very
unlikely to have the same demo-
graphics as their AREX counter-
parts and have added some noise
to the coefficient estimates.

The last four rows of the table
indicate the net effect of some
combinations of variables, calculat-
ed by multiplying their exponenti-
ated coefficients.  For example, the
total effect of being captured in
IRS, IRMF, and Medicare however, is
effectively that the household is
about 1.6 times more likely to
demographically match.

The effect of having all persons 65
or older, at least one White person,
and consisting only of a one or
two person household (given that
the household is multi-unit and has
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Table 32.
Overall Response Profile for the Match Variable
Response Profile and Overall Model Fit Statistics

Match status Total frequency Percent

Demographics match . . . . . . . . . . 342,294 (38.5)
Demographics do not match . . . . 547,344 (61.5)

Table 33.
Goodness-of-Fit Measures for the Logistic Regression
Model

Criterion Intercept only Intercept and covariates

AIC . . . . . . . . . . . . . . . . . . . . . . . . . . 1,185,613.2 1,001,550.2
SC . . . . . . . . . . . . . . . . . . . . . . . . . . 1,185,624.9 1,001,831.0
–2 Log L . . . . . . . . . . . . . . . . . . . . . 1,185,611.2 1,001,502.2
Pseudo R-square. . . . . . . . . . . . . . 0.1869

Test Chi-Square DF Pr>ChiSq
Likelihood Ratio 184,108.945 23 <.0001

(full model versus null model of intercept only)

Note: N=889,638 households in two AREX test sites in Colorado and Maryland whose addresses
were computer linked; A household is declared ‘‘matched’’ if its age, race, sex and Hispanic origin
composition is the same across the AREX household and the equivalent census household. AIC is the
Akaike Information Criterion; SC is the Schwarz criterion. -2 Log L is -2 times the log likelihood (LL) of
the model, evaluated at its maximum; R-square is the pseudo R-square value, consisting of (LL(model) -
LL(intercept only))/LL(model). The Likelihood Ratio test tests the null hypothesis that all coefficients
except the intercept are zero in the population; PrChiSq is the (nominal) probability of obtaining that
Chi-Square value by chance; Because observations may not be I.I.D., standard errors may be under-
stated and significance levels overstated. (Note is also applicable to Table 34).



at least one member with imputed
race) is dramatically positive,
14.92.  Similarly, a household hav-
ing all persons 65 or older, not
being a multiunit address, and hav-
ing no imputation from the admin-
istrative records (but also other
than white and more than two per-
sons) is about four times more
likely to match census demograph-
ics, holding other effects constant.

Goodness of Fit

One way to evaluate the ability of
the model to correctly predict

household match status is to
establish a decision rule that first
chooses a probability level, c, and
then deems an observation to be
demographically matched if the
probability that Match = 1 for that
observation, calculated from the
model, is greater than c.  More
succinctly, for a given level of
c,0≤c≤1 if p[match=1|xβ]≥c predict
“AREX household is demographical-
ly matched.” Otherwise predict that
the household is not demographi-
cally matched.  For a given proba-
bility level, there are several meas-

ures that can be used to evaluate
the decision rule.

Accuracy: Proportion of all cases
correctly classified.

False positive: Proportion of
cases where the true match status
is 0 given that the prediction is 1.

False negative: Proportion of
cases where the true match status
is 1 given that the prediction is 0.

Sensitivity: Proportion of cases
where the prediction is 1 given
that the true match status is 1.
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Table 34.
Maximum Likelihood Parameter Estimates, Standard Errors, and Approximate Tests

Row
number Variable df Estimate Standard error Wald chi-square PR ChiSq Exp (est)

[0] . . . . . . . Intercept 1 –2.756 0.050 2977.43 <.0001 0.064
[1] . . . . . . . Colorado effect 1 –0.102 0.005 379.62 <.0001 0.903
[2] . . . . . . . Enumerator return 1 –1.096 0.006 26648.72 <.0001 0.334
[3] . . . . . . . Imputed return 1 –3.133 0.110 809.52 <.0001 0.044

[4] . . . . . . . Not multiunit 1 0.926 0.018 2656.05 <.0001 2.525
[5] . . . . . . . One or two persons 1 0.982 0.011 7013.33 <.0001 2.672
[6] . . . . . . . No imputed race 1 0.790 0.018 1778.60 <.0001 2.205
[7] . . . . . . . Household has children 1 0.275 0.007 1239.27 <.0001 1.317
[8] . . . . . . . Household has one +

White 1 0.598 0.009 4168.03 <.0001 1.819
[9] . . . . . . . Household all age 65+ 1 0.281 0.187 2.25 0.1334 1.325

[10] . . . . . . In IRS file 1 –0.048 0.047 1.04 <0.3075 0.953
[11] . . . . . . In IRMF file 1 –0.341 0.047 52.61 <.0001 0.710
[12] . . . . . . In Mmdicare file 1 –0.076 0.048 2.50 <0.1136 0.927
[13] . . . . . . In IRS & IRMF 1 0.901 0.047 363.32 <.0001 2.462
[14] . . . . . . In IRS & medicare 1 –0.488 0.015 996.77 <.0001 0.614
[15] . . . . . . In medicare and IRMF 1 0.390 0.047 68.23 <.0001 1.478

[16] . . . . . . Age 65+ & one/two 1 0.870 0.156 30.81 0.0001 2.389
[17] . . . . . . Age 65+ & one + White 1 –1.042 0.167 38.63 <.0001 0.353
[18] . . . . . . One/two & one + White 1 –0.036 0.013 8.001 <0.0047 1.037
[19] . . . . . . 65+ & one or two & one

+ White 1 0.974 0.168 33.25 <.0001 2.649

[20] . . . . . . 65+ and not multi-unit 1 –1.021 0.119 73.41 <.0001 0.360
[21] . . . . . . 65+ and no imputed

race 1 0.425 0.105 16.23 <.0001 1.531
[22] . . . . . . No imputed race and not

multi 1 –0.630 0.019 1057.22 <.0001 0.532
[23] . . . . . . 65+ & no imputed race

& not multi 1 0.657 0.120 29.90 <.0001 1.931

[10]*[11]*
[13] . . . . . .

Total effect of capture in
IRS and IRMF (given not in Medicare) 1.666

[10]*
*[15] . . . . .

Total effect of capture in
all three files (w/o three-way interaction) 1.401

[5]*[8]*
[9]*[16]*
[19] . . . . . . Total effect of all of 65+, White, and 1/2 person household 14.92

[4]*[6]*
[9]*[20]*
[23] . . . . . . Total effect of all 65+, nonmulti-unit, nonimputed race 4.177



Specificity: Proportion of cases
where the prediction is 0 given
that the true match status is 0.

Table 35 shows the estimates of
these quantities for decision rule
probability levels between .5 
and .9.

As can be seen, if we choose the
cutoff of 0.5 (so that we predict a
“match” when P[Match=1|xβ] is
greater than or equal to .5), we
obtain about 184,000 correct
match predictions, and about
458,000 correct nonmatch predic-
tions.  Dividing the sum of the cor-
rect predictions by the total num-
ber of cases above the 0.5 cutoff
(about 889,000) gives 72.2 percent
correct predictions (accuracy).
Similarly, 54 percent of the match-
es were correctly predicted to be
matches (sensitivity); 83.7 percent
of the nonmatches were correctly
predicted to be nonmatches (speci-
ficity); there was a 32.7 percent
false positive rate and a 25.7 per-
cent false negative rate.

As the cutoff level, c, increases
(i.e., becomes more stringent), the
probability of making an error in
deeming a match status of 1 above
the cutoff (probability of a false
positive) declines.  For example at
c=0.8, the number of correct pre-
dictions is 32,373 and the number
of incorrect predictions is 6,546
for a total of 38,919.  Thus the
probability of a false positive is
6,546/38,919 = 0.168.   As shown
in the table, as c increases, the
sensitivity and overall correctness

decline, and specificity and the
probability of a false negative
increase.

In order to evaluate cutoffs and
their implications for goodness of
fit, sensitivity and specificity, we
present the following evaluative
figures.  Figure 18 provides an
assessment of the goodness of fit
of the obtained logit function
against “jittered” outcomes.

In this figure, the ordinate is the
value of the logit function ln(p/1-
p).  A 10 percent sample of the
889,638 observations are plotted
here.  Each individual observation
(a linked pair of addresses) is plot-
ted as a point near zero or one.
The points have been “jittered”
slightly to simulate density and
avoid overplotting.  The abscissa is
the predicted probability that an
observation will be a match.  If we
choose 0.5 as our cutoff (so that
we declare an observation a pre-
dicted match is P[match|XB]>0.5),
then this corresponds to a logit
value of zero, and the vertical line.
The horizontal line at 0.5 is for ref-
erence.  Points in the upper right
hand quadrant are “hits”–correct
predictions that the demographics
of the households match.  Points in
the lower left hand quadrant are
also “hits”–correct predictions that
the demographics of the house-
holds will not match.  Points in the
upper left hand and lower right
hand quadrants are misses–incor-
rect predictions.  Comparing the
predicted logit function to the 

density of the obtained match out-
comes assesses goodness of fit.
(For more on the development and
interpretation of this graph, see
Judson, 1992.  For more goodness
of fit measures and graphics, see
Judson and Bauder, 2002.)

In thinking about using a regres-
sion model approach in deciding
when to substitute an administra-
tive records household for a nonre-
sponse household in a convention-
al census, the probability of false
match would have to be small, pro-
viding confidence that the house-
hold substitution was accurate and
obviating the need for further enu-
meration.  But the proportion of
households in scope for substitu-
tion, that is, the proportion of
households above the decision cut-
off level would have to be large
enough to provide substantial sav-
ings over face-to-face enumera-
tions.  For example, from Table 35,
a cutoff of 0.8 would provide a rel-
atively low probability of false neg-
ative, 0.168; but the proportion of
households in scope for substitu-
tion at that cutoff would be about
4 percent (38,919/889,638).

Summary and conclusions

General similarity between AREX
data and Census data

A summary of the AREX to Census
2000 comparisons is given in 
Table 36.  

The overall coverage of occupied
census housing units by AREX was
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Table 35.
Classification Results for Predicted Probabilities

Probability level
Correct Incorrect Percentages

Event Nonevent Nonevent Event Correct Sensitivity Specificity False POS False NEG

0.5 . . . . . . . . . . . . . . . . . . . . 184,230 457,943 89,401 158,064 72.2 53.8 83.7 32.7 25.7
0.6 . . . . . . . . . . . . . . . . . . . . 110,401 506,699 40,645 231,593 69.4 32.3 92.6 26.9 31.4
0.7 . . . . . . . . . . . . . . . . . . . . 72,335 530,307 17,037 269,959 67.7 21.1 96.9 19.1 33.7
0.8 . . . . . . . . . . . . . . . . . . . . 32,373 540,798 6,546 309,921 64.4 9.5 98.8 16.8 36.4



U.S. Census Bureau Results From the Administrative Records Experiment in 2000 57

Figure 18.
Goodness of Fit Diagnostic Plot



about 84 percent (81 percent of
occupied and vacant units).  The
coverage of census addresses by
administrative records addresses
could be raised substantially by
resolving matches that were not
one-to-one, by filling coverage
gaps in administrative records, and
by obtaining administrative records
extracts at points in time closer to
census day.  Proposals for accom-
plishing all of these tasks are pro-
vided in Section 5 of this report.

Similarity in size and demographic
composition of linked AREX and
census households was rather low.
Of the occupied census linked
households, AREX and the census
had the same number of people in
52.1 percent of the cases (51.4
percent of all linked households).
In 41.9 percent of occupied linked
households, AREX and the census
had the same number of people,
and the same demographic distri-

butions using the three broad age
categories.  

About 81 percent of households
had the same 5-year age distribu-
tion and about 93 percent had the
same age distribution in the three
broad groups.  This suggests that
the proportion of households of
the same size that had exactly the
same persons was somewhere in
between.  The relatively low per-
centage of households (80.5 per-
cent) with similarity along all
demographic dimensions was due
in large part to race and Hispanic
origin imputation and the differ-
ence in race categories between
AREX and the census.  It is unlikely
that even improved race and
Hispanic origin models will be suf-
ficient, in themselves, for decenni-
al census enumeration.  Another
approach is currently being devel-
oped.  (See the discussion in
Sections 4 and 5.)

In summary, the key deficiency of
the AREX administrative records
processing was the failure to get
the right number of people (and,
therefore, the right people) at
many of the addresses.
Dissimilarity of households is of
special concern for an AREX-type
of design because of the limited
opportunities to correct that part
of the enumeration obtained from
the administrative records.  This
will be the biggest challenge for
future administrative records
development.

Similarity between AREX and
Census NRFU and imputed house-
holds

There was less similarity between
AREX and Census NRFU households
than non-NRFU households across
all outcome measures.  The
address linkage rate for Census
NRFU households was about 
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Table 36.
Summary of Match Rates and Household Comparisons Between AREX and Census

Type of housing unit All of census NRFU Non-NRFU
Imputed

households
Nonimputed
households

Total Occupied census housing units. . . . . . . . . . . . . . 1,017,273 289,224 728,049 23,811 993,462

Census occupied, linked. . . . . . . . . . . . . . . . . . . . . . . . . 854,741 221,909 632,832 15,043 839,698
(84.0) (76.7) (86.9) (63.2) (84.5)

Linked occupied with equal number. . . . . . . . . . . . . . . 455,426 85,774 359,652 4,784 440,642
(52.1) (38.7) (56.8) (31.8) (52.5)

AREX and census counts both sex categories . . . . . 406,349 69,488 336,861 2,373 403,976
(91.2) (81.0) (93.7) (49.6) (91.7)

AREX and census counts equal in all race
categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415,948 75,262 340,686 3,583 412,365

(93.4) (87.7) (94.) (74.9) (93.6)
AREX and census counts equal in both Hispanic
origin categories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422,063 79,146 342,917 4,388 417,675

(94.8) (92.3) (95.4) (91.7) (94.8)
AREX and census counts in qll 5-year age
categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362,202 49,833 312,369 335 361,867

(81.3) (58.1) (86.9) (7.0) (82.1)

Equal in age groups 0-17, 18-64, 65+ . . . . . . . . . . . . . 414,668 72,835 341,833 2,905 411,763
(93.1) (84.9) (95.1) (60.7) (93.5)

AREX and census counts equal in sex, race,
Hispanic origin, and 5-year age groups . . . . . . . . . . . 333,577 43,210 290,367 138 333,439

(74.9) (50.4) (80.7) (2.9) (75.7)
AREX and census equal in demographic
composition: sex, race, Hispanic origin, and age
groups 0-17, 18-64, 65+ . . . . . . . . . . . . . . . . . . . . . . . . 358,712 54,400 304,312 1,099 357,613

(80.5) (63.4) (84.6) (23.0) (81.2)

1Percent of census occupied housing units.
2Percent of census linked housing units.
3Percent of linked housing units with equal numbers of people.



77 percent compared to 84 percent
for non-NRFU households.  For
NRFU households, AREX and cen-
sus agreement on the household
size was 39 percent (57 percent
for non-NRFU), and agreement on
all demographic groups given
agreement on size was 63 percent
(85 percent for non-NRFU). 

These results suggest that substi-
tuting AREX households for NRFU
households in a conventional cen-
sus will be more difficult than
matching households in general.  It
may be that households for which
administrative records are weak
overlap disproportionately with the
Census NRFU population.
However, it may also be the case
that the characteristics of Census
NRFU were more likely to be affect-
ed by AREX source file cutoffs and
other AREX processing decisions

than non-NRFU households.  Also
the Census 2000 enumeration of
NRFU households may be less reli-
able. 

Similarity between AREX adminis-
trative records households and
Census 2000 unclassified house-
holds was substantially weaker
than with the NRFU households.
This is not surprising since the
census was least sure of the status
of these addresses and the persons
placed at them were imputed by
the Census.  AREX 2000 did not
provide the information needed to
assess whether using administra-
tive records to enumerate census
unclassified households would be
more accurate than the imputation.

Predicting household similarity

The logistic regression model pre-
dicted modestly well when AREX

and census households matched

demographically.  Factors that pre-

dicted demographic matches

included:  one or two person

households, households with

exclusively older persons, house-

holds where members are captured

by more than one administrative

record system, households with no

race imputation, and households

that were at single-unit addresses.

A decision rule that deemed

matches if predicted probability

was above 50 percent resulted in

correct match status in 72 percent

of the cases but with a false posi-

tive rate of about 33 percent.  

The most stringent cutoff of 80

percent reduced the false positive

rate to 16.8 percent, entailed only

about 4 percent of the household

population.
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4.1 Additional
Administrative Records
Experiment 2000 evalua-
tions 

Assess the net impact of clerical
and field processes on the bottom-
up enumeration

There were originally four opera-
tions in AREX 2000 that were
designed to improve administrative
records addresses.  MAFGOR was
used to geocode city-style address-
es that were not coded by comput-
er.  The RFPA was designed to
obtain physical addresses for per-
sons whose mailing addresses
were non-city style or P.O. Box and
geocode them.  The clerical
reviews following the initial match
to the MAF and the FAV were
designed to validate administrative
record addresses that did not
match the MAF.  All of these opera-
tions were complex and labor
intensive.  

It is not possible to evaluate each
of the clerical and field operations
separately because the AREX
design did not vary these factors
experimentally, and the RFPA
results were not included in the
AREX.  Still it may be possible to
gauge the net effect of the three
operations on the Bottom-up
results by stepping through the
Bottom-up process excluding
address information from any of
the clerical or field operations and
comparing the results to the
Bottom-up enumeration.  

The impact of eliminating the MAF-
GOR, clerical review of the first
DMAF match, and the FAV would

be threefold.  First, the effect of
eliminating the three operations
would be to decrease the number
of persons enumerated from
administrative records.  Those per-
sons at addresses that did not
computer geocode, did not match
the MAF through computer opera-
tions, or were found to be valid
only by the FAV would be eliminat-
ed if their addresses were all of
these types.  Second, selected
addresses for some individuals
enumerated from administrative
records would change because
their current Bottom-up address
would be eliminated leaving some
other address still acceptable to
the Bottom-up process.  Finally,
because the total number of
acceptable administrative record
addresses would be smaller, there
would be more non-matched DMAF
records to canvass in order to com-
plete the enumeration.  That is, the
number of addresses brought in by
the Census Pull, simulating the
canvassing, would be larger. 

In broad terms, eliminating the
results of the three address
improvement operations would
require the following steps:

•  Recreate the address lists avail-
able to the Bottom-up by remov-
ing all addresses that were in
the original list due to any of
the three operations.  (Because
the new address list is a subset
of the original list, an additional
match to the DMAF for tabula-
tion block codes should not be
required.  This ignores the pos-
sibility that a MAFGOR coded
address might have picked up a
block code from the DMAF);

•  Recreate the Bottom-up compos-
ite person records by matching
the smaller set of addresses to
the individuals and reapplying
the address selection rules; and,

•  Rematch to the Census 2000
HDF in the AREX sites and
include persons at unmatched
HDF addresses.

There are a number of ways that
this alternative process could be
evaluated.  First, the alternative
Bottom-up counts could be com-
pared with the Census 2000 using
methodology similar to that of
Section 3.  The purpose would be
to test if basic enumeration results
were different from those of the
original Bottom-up process.  

Matching the two sets of Bottom-
up results person by person could
make a more extensive analysis.
This would permit an analysis of
(1) persons lost completely to the
Bottom-up as a result of dropping
the address operations, (2) persons
whose address changed within the
site, (3) persons omitted from
administrative records counts who
were picked up at additional
Census Pull addresses, and (4) new
Census Pull persons not in the first
AREX Bottom-up results.  Of
course, a person-to-person match
would require substantial work.
The methodology used by Wagner
(2002) in matching the Numident
to the Census 2000 HCUF may pro-
vide a useful approach.

Finally, there could be analyses
that focus on the addresses rather
than the persons.  Address analy-
ses could address the administra-
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tive records sources of rejected
addresses, the impact of rejected
addresses on address selection,
and a comparison of addresses for
persons omitted from the adminis-
trative records counts but who
showed up in the Census Pull.  In
the latter, it might be important to
understand why the Census Pull
address was not obtained from
administrative records address
selection.

Adding AREX vacants and undupli-
cating bottom-up results

In addition to comparing the two
Bottom-up processes described
above, consideration should be
given to creating two additional
Bottom-up enumerations based on
proposals offered in the Bottom-up
evaluation in Section 3:  (1) adding
the vacant AREX addresses to the
Census Pull if they matched the
HDF, and (2) unduplicating individ-
uals between the Census Pull and
the administrative records.  This
pair of Bottom-up enumerations
would appear to be more correct
than the corresponding pair with-
out these additional operations.

Repeating AREX 2000 with StARS
2000 without clerical or field 
operations

If eliminating the clerical address
operations, as discussed in Section
2, turns out to be relatively incon-
sequential, then there would be
great value in “repeating” the AREX
Bottom-up process (without the
clerical address operations) and
the statistical evaluations with
StARS 2000.  The reason is that the
administrative records data sets
used in StARS 2000 are much clos-
er to those that might be available
in an actual administrative records
census than those of StARS 1999
(putting aside the possibility of
additional administrative records
sources).  Having the results from
this administrative records baseline

will be important in planning for
AREX 2010 because the test items
will not be confounded with the
timing problems due to the admin-
istrative records extract dates in
StARS 1999.

Since the purpose of redoing the
Bottom-up would not be primarily
to compare with the StARS 1999
results, operational improvements,
such as improved SSN validation
for IRS files that have been incor-
porated into StARS 2000 would be
appropriate.  The StARS 2000 AREX
should include DMAF matched
AREX vacant addresses in the
Census Pull, and there should be
unduplication after it.  Also, the
more timely administrative records
would provide an opportunity to
take a new look at the address
selection algorithm, redirecting the
emphasis to choosing the address
that best reflects residence as of
Census Day and away from the
somewhat artificial focus on the
presence of block codes.  

Using the StARS 2000 files does
not resolve two of the major limita-
tions on the AREX:  the handling of
special populations, and race and
Hispanic origin measurement.  For
the latter, consideration should be
given to using Wagner’s race and
Hispanic origin data (2002).
Although this is somewhat circular,
again, it might provide results that
are much closer to what would
have been achieved in an actual
census.  Correct handling of spe-
cial populations may need to await
future experiments. 

Analysis of administrative records
coverage gaps11

In this report, a number of cover-
age gaps in administrative records
for both adults and children have

been identified; but the population
sizes and characteristics of the
missing persons is not known pre-
cisely.  A linkage of StARS to a
Survey of Income and Program
Participation (SIPP) or Current
Population Survey (CPS) sample for
a corresponding time period would
provide some information about
the characteristics of persons in
the survey who were not found in
the administrative records.  The
linkage could be easily accom-
plished using the SSNs developed
for those surveys, and using prob-
abilistic methods for those without
SSNs.  The subsequent analysis
would not provide a complete look
at the non-covered population
because of coverage deficiencies in
the survey, itself, both in terms of
segments of the population under-
represented and persons in the
survey sample for whom SSNs are
not available.  Still, much could be
learned about the adults and chil-
dren not found in the administra-
tive record systems.

A SIPP linkage might be particularly
useful for missing adults because
it would identify the government
programs in which they are partici-
pating and provide details about
social and economic circum-
stances.  For households in which
adults have been matched but not
all of the children, a key focus
might be to identify the adminis-
trative records characteristics of
the adults who then might become
an additional special population for
administrative records census pur-
poses.  That is, these households
might receive a special mailing in
order to obtain a more complete
enumeration of the household in
AREX 2010.

4.2 Race and Hispanic
Origin enhanced Numident

Improved modeling of race and
Hispanic origin for administrative
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records will not provide a general
solution to decennial census meas-
urement for two reasons.  First, it
is unlikely that the models can pro-
vide adequate fit for the most diffi-
cult to measure groups such as
American Indians and Alaskan
Natives, Hawaii Islanders, and per-
sons classifying themselves as
multi-race.  Second, even the best
models will always suffer from a
lack of fit in small geographic
areas due to variation in local
responses about model predicted
averages.  

Looking ahead to 2010, it is impor-
tant to continue to annotate the
Numident with survey reported
race and Hispanic origin in order to
make the annotated Numident as
complete as possible.  The
American Community Survey (ACS)
would be a major source of ongo-
ing updates, under full implemen-
tation.  

Because there will always be a
residual subset of the Numident
for which survey responses to race
and Hispanic origin are not avail-
able, there will continue to be a
need for race and Hispanic origin
models.  The methods proposed
here make that subset smaller and
smaller.

The initial task of annotating the
Census Numident with race and
Hispanic origin from Census 2000
was described briefly in Section 4,
and an ongoing process to fill in
the remaining gaps in the
Numident was proposed.  There
are some research activities that
should be considered in connec-
tion with this process.  

Evaluation of the initial match

First, the accuracy of the
Numident/Census match should be
evaluated, perhaps by manual
examination of a sample of
matched cases.  Bye (1999) esti-

mated very high accuracy for a
similar matching process between
the SSA Numident and a pair of
ACS test sites.  His results suggest
that an evaluation sample need not
be large and should be stratified
by strong and weak stages of the
matching operation with the
largest part of the sample coming
disproportionately from the weak-
est areas.  

Second, the extent to which the
initial match covers a typical
administrative records population
should be explored.  

Finally, the possibility of augment-
ing the initial match between the
Numident and the Census should
be explored.

Analysis of response variance over
time in reported race and Hispanic
origin

One purpose of continuing to
annotate the Numident with race
and Hispanic origin after the initial
match to Census 2000 is to make
the annotated Numident as com-
plete as possible and to have race
reports as current as possible for
use in 2010 and the intervening
years.  A second purpose would be
to study the response variation in
self reports over time comparing
the Census 2000 measures to
those obtained in later years from
other surveys.  Although the rea-
son for observed changes would
be confounded somewhat by dif-
ferences in mode of administration
of the questions (hopefully the cat-
egories would remain unchanged),
an analysis of the frequency and
nature of reported differences
would permit an assessment of the
efficacy of using reported race or
Hispanic origin reported at previ-
ous times.  It would also be useful
to be able to compare change over
time with simple response variance
if the latter measurement is avail-

able from reinterviews in past cen-
suses or surveys.

New race and Hispanic origin mod-
els

However the enhancement of the
Numident is carried out, there will
always be a need for models to
impute race and Hispanic origin to
the residual of persons enumerat-
ed from administrative records
whose Numident record was not
enhanced.  In such cases, the mod-
els developed by Bye (1998), and
Bye and Thompson (1999) should
be discarded, and new models
should be estimated from the
enhanced Numident itself.  The
enhanced Numident would provide
very large samples with race meas-
urement in the correct format, a
situation nonexistent prior to its
creation.

4.3 Household substitution
for nonresponse followup/
unclassified households in
2010

Although the results were not con-
vincingly strong, due largely to the
limitations on AREX 2000, the idea
of substituting administrative
records households for NRFU or
unclassified households in a con-
ventional census merits further
consideration.  For NRFU house-
holds there is the potential for sig-
nificant cost savings, and for
unclassified households, the poten-
tial for greater accuracy than that
provided by imputation.  

The general methodology of
household substitution reported in
Section 3 was a two-step approach:
Address linkage followed by
household substitution in cases
with a high probability of correct
household membership.  This
approach should be tested as part
of the 2004 Census Test using
models developed from a linkage
of StARS 2000 data to the Census
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2000 HDF.  The timing of the
administrative records in StARS
2000 would be much closer to
Census Day than the StARS 1999
data used in AREX 2000, and much
more like the data that would be
available in 2010.   Of course, sim-
ilar administrative data would have
to be available in 2004, the year of
the Census Test. 

Household level research

The immediate focus of household-
level research would be in connec-
tion with the repeat of the AREX
Bottom-up using StARS 2000.  For
this test enumeration, it will be
important to assess the accuracy
of the households formed from the
more current administrative
records using the same kinds of
descriptive and regression analyses
that were applied to the original
AREX data set.

Redoing the household-level analy-
sis using AREX results based on
StARS 2000 would give a more
accurate assessment of the ability
of administrative records to recre-
ate Census households without the
handicap of the time lag resulting
from the use of StARS 1999.  With
these more current data, it would
be more reasonable to focus the
analysis on exact person matches
between households and not
demographic matches.  There are
several advantages to using exact
person matches.  First, it is the
most simple in concept:  How
often and under what circum-
stances can households be
obtained from administrative
records that are the same as those
in the census?  Simply put, when
do we get the same people?  

Second, the person match would
remove the emphasis on race and
Hispanic origin and the problems
that imputation introduced into the
previous analysis.  Although deter-
mining when two groups of per-

sons are matched is more difficult
than matching demographic pat-
terns, exact person matching
would rely primarily on name and
date of birth; and race and
Hispanic origin would be minor
match keys if used at all.  ARRS
now has much experience in per-
son matching.  

Third, with exact person matching,
analyses can be done of “true” near
misses by the administrative
records.  For example, for house-
holds with different numbers of
persons, dependent variables
could be constructed that indicate
that all of the AREX persons were
contained in the Census household
except for 1 (or 2) and vice versa.
Not only might these kinds of
misses be acceptable in certain
future applications, but also study-
ing the characteristics of the miss-
ing persons may suggest improve-
ments for administrative records
sources or processing.

NRFU and/or imputed households
substitution

The possibility of substituting
administrative records households
for NRFU households should be
explored using StARS 2000 data
matched to Census 2000.  The
data would come naturally from a
StARS 2000 AREX as discussed
above or could be developed sepa-
rately if the StARS 2000 AREX is
not done.  The StARS 2000 dual
process would supply the undupli-
cated individuals and a set of
addresses for each individual to
which an address selection rule
would be applied.  Administrative
record persons assembled by final
addresses would then be matched
to Census 2000 in more or less the
same way as it was done in the
AREX to produce a data set for
analysis.  The one major difference
between a data processing opera-
tion focused on substitution and a

full enumeration is that block tabu-
lations would not be required in
the substitution approach.  The
sample could be limited to the
AREX test sites; but if resources
permit, representative samples of
the full population of administra-
tive records should be used.    

The dependent variable could be
analogous to that used above–a
dichotomous variable indicating an
exact household match or not.  But
other more lenient variables such
as those suggested above (e.g., all
persons are the same except one)
might be used if they represent
alternatives that might be used in
2010.  

If an adequate model for NRFU or
imputed household substitution
can be obtained from the StARS
2000 records, the results could be
used in a 2010 Census test, sched-
uled for 2004 and 2006.
Assuming that the 2004 test is
successful, it raises the question of
what data would be used to con-
struct the model that would actual-
ly be used in 2010.

4.4 Person unduplication in
the 2010 Census

It is known that developing undu-
plication techniques that have a
solid operational and statistical
foundation is no small task.

There are two difficult parts of per-
son unduplication, in particular
long-range unduplication.  The first
is determining that in fact the two
enumeration records are a dupli-
cate.  The second is determining
which duplicate record should be
“preferred” with respect to geo-
graphical location (and, implicitly,
which is an erroneous enumera-
tion).

For the first problem (duplicate
detection), methods have been
developed by the Census Bureau
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for finding candidate duplicate
pairs.  By adding the administra-
tive records data from the NUMI-
DENT file onto the source data
files, we gain a powerful field (the
Protected Identification Key, or PIK)
for confirming that the candidate
duplicate pairs are indeed dupli-
cates.  This confirmation function
has the direct effect of reducing
followup workload.  Results from
Bean and Bauder (2002) clearly
demonstrate this effect: 86.7 per-
cent of the duplicates proposed by
an enhanced “Further Study of
Person Duplication” operation were
confirmed using administrative
records data.

The second difficult problem (geo-
graphical location) continues to be
a challenge.  While we expect only
a modest benefit in using adminis-
trative records data to make the
geographic placement decision, we
really do not have any hard data to
address the question.  Research
should determine just how big this
“modest” benefit is, and its cost-
saving implications.

4.5 Master Address File
improvement

Many of the administrative records
obtained by the Census Bureau
include addresses for the people
on those records.  One result of
building the Statistical
Administrative Records System
(StARS) database each year is a
MAF-like list of these addresses,
many of which are geocoded to
census blocks.  This list, the StARS
Master Housing File (MHF), is,
except for geocoding, constructed
independently of the MAF and can
thus help to evaluate and improve
the MAF by:

•  Providing small area tallies to
compute MAF quality metrics

•  Providing a comprehensive,
accurate and timely source of
data for change detection

•  Assisting with targeting of coun-
ties or other areas for updating
purposes

Other administrative records could
also be useful to identify newly
constructed housing units or areas
where new construction is occur-
ring but not yet complete.  The
national scope of StARS combined
with its precise geography make it
very flexible in assisting with the
completion of the objectives of the
MAF/TIGER Enhancement program
and meeting the needs of other
programs.

Duplicate and multiple MAF IDs

Multiple MAFIDs assigned to a sin-
gle address and duplicate MAFIDs
assigned to multiple addresses
contributed substantially to the dif-
ficulty in matching administrative
records addresses to the DMAF and
in classifying addresses as
matched, non-matched, or possibly
matched for subsequent address
operations.  These problems were
compounded in the experiment
because of the need for a second
match to the DMAF to transform
“collection” geographic codes to
“tabulation” geographic codes.

Address record linkage techniques

The 81 percent link rate between
administrative records addresses
and the Census 2000 HDF, report-
ed in the Household-level analysis,
was somewhat lower than expect-
ed.  In particular, as many as 10
percent of administrative records
addresses that matched the HDF
did not match on a one-to-one
basis.  Improvements in address
editing and standardization and in
developing tools for address
record linkage across databases
have the potential to yield signifi-
cant benefits in increasing linkage

rates.  At the same time, the AREX
did not provide an assessment of
falsely linked addresses and their
characteristics.  Thus research
needs to be done on both sides of
the linkage issue in order to insure
improved linkage of administrative
records addresses in the future.  

4.6 Other Census Bureau
programs

SSN verification and search

The successful development of SSN
verification and search methodolo-
gy by ARRS is one of the most
valuable results of administrative
record research.  Unduplication of
persons in administrative records
is a crucial step in the develop-
ment of StARS/AREX enumerations.
The unduplication is based largely
on the SSN; and therefore, avail-
ability and correctness of the SSNs
in administrative records is crucial
to the process.  Bye (1997) provid-
ed a discussion of SSN verification
approaches in the context of an
administrative records census.  

In addition to decennial census
applications, there are a variety of
applications in connection with
administrative records linkage with
Census surveys.  These include
SSN verification and search for sur-
veys that collect SSNs from respon-
dents such as the Survey of
Income and Program Participation
and the Current Population Survey.
Additionally, the applications
include SSN search for respondents
in surveys in which the SSN is not
requested, such as the American
Community Survey. 

SSN verification and search
methodology consists of direct
searches of the Census Numident
matching name and date of birth
and indirect searches that use
address information in administra-
tive records to identify possible
SSNs for persons at survey
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addresses.  Probabilistic record
linkage software is used to associ-
ate data reported in surveys with
Numident data in order to estab-
lish ownership of the SSNs.  More
information about these methods
and applications can be found in
Bye (1999).

Intercensal estimates program

In demographic applications, early
evaluations of the StARS 1999 and
2000 files versus Census 2000 and
existing estimates strongly suggest
that StARS data have the potential
to be a useful “check” on existing
cohort-component, ratio, and the
so-called “administrative records”
estimation method (not to be con-
fused with StARS itself).  Because
StARS has the potential to be
updated on a year-by-year basis,
this “check” is likely to be particu-
larly important in the later years of
the decade.

Two lines of research appear prom-
ising: StARS contributing to total
population estimates at the county
level, and contributing to
Age/Race/Sex/Hispanic Origin
Estimates at the county level.

Age/Race/Sex/Hispanic origin esti-
mates are particularly important
component of the total estimates
program, because they serve as
important control totals to ongoing
surveys.

As the decade past a decennial
census proceeds, population esti-
mates based on the decennial cen-
sus and proceeding forward begin
to degrade in quality as local popu-
lation changes deviate from that
expected.  The administrative
records databases, however, pro-
vide an annual “snapshot” for
county and possibly incorporated
city level estimates. While this
snapshot might be slightly inaccu-
rate in level, the year over year
change in the snapshot could pro-
vide an important “check” on exist-
ing population estimates.

One significant strength of the
StARS system is that many of its
addresses have been geocoded to
Census Blocks, even specific
Master Address File (MAF) identi-
fiers.  Using StARS data in a syn-
thetic fashion, and using the explo-
sion in techniques for small area

estimation, we can consider gener-
ating total population estimates at
tract, block group or even block
levels.  These estimates can then
feed back into survey frames, ACS
controls, and the like.

Improving current surveys 

A related use is to use administra-
tive records data to improve nonin-
terview weighting for nonresponse
in surveys; this also requires
matching and substitution or mod-
eling.

Currently, for ongoing survey non-
interviews, noninterview adjust-
ment “cells” are constructed by
identifying limited aspects of the
noninterview household.  For these
cells, a noninterview adjustment
factor is calculated.  However, with
the administrative records data
bases (StARS) covering the entire
country, perhaps improvements
can be made.  Two different
approaches should be tested:
Noninterview adjustment cell con-
struction, and direct imputation
modeling, each using administra-
tive records data.
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Attachment 2

StARS Process Steps – Outline

The process steps outline that follows is a synthesized
extract from pertinent StARS 1999 programming speci-
fications.  The outline is presented here to assist in
understanding the complex nature (at a high level) of
the operations required to build the StARS database.
For a more detailed description of the processes, refer
to the StARS specifications available from the
Administrative Records Research Staff.  In outline for-
mat, the “dual-stream” processing steps in the creation
of the StARS 1999 database are as follows:

1. Edit and standardize address data from the 
national-level source files.

a. Combine all records and split resulting file into
1000 ZIP Code cuts in preparation for the Code-1
process.

b. Pass records through Code-1 to standardize and
“clean” the address data.

c. Unduplicate the address records and create the
GEO Extract File.

1) Unduplicate on exact match of all address
fields (full 9-digit ZIP Code).

2) Extract file contains minimum number of
data fields for TIGER coding.

2. Edit and standardize person demographic
data from national-level files.

a. Name edits and standardization designed to
enable record matching, linking, and unduplication
within the database once SSNs are verified.

b. Split and sort records into Census Numident seg-
ments by Social Security Number (SSN) in prepara-
tion for SSN Search and Verification (S&V) phase of
StARS.

3. Verify and validate SSNs by matching and com-
paring name data, date-of-birth data, and gender
information against the Census Numident using
AutoMatch.

a. Pass unverified SSNs through “name/date-of birth
search” phase using AutoMatch.

b. Differing match cut-off scores and weights estab-
lished for each source file.

c. Use Census Numident data to fill missing demo-
graphic input data.  Demographic data (other than

name fields) for all IRS records derived from Census
Numident.

d. Person records now ready for re-link to the
geocoded address records.

4. Create the Master Housing File (MHF) as 
follows:

a. Pass the ABI commercial file through Code-1 and
the address standardizer to format and “clean” com-
mercial addresses.

b. Unduplicate ABI file (exact match of parsed
fields), and assign address type.

c. Pass Geocoded files through the address stan-
dardizer to obtain parsed address fields in prepara-
tion for record unduplication.

1) Assign address type based on standardized
return fields.

2) Unduplicate GEO files based on exact match
of parsed fields within type.

d. Merge unduplicated Geo-coded file with undupli-
cated ABI file to identify and flag commercial
addresses within each 3-digit ZIP Code file.

1) Assign a Housing Unit Identification Number
(HUID).

2) HUID provides a numeric variable indicator
to assist in selection of the best address for
output to the final StARS database (the CPR).

e. Update the Master Pointer File (MPF) to enable
address linkage back to original source files.  MPF
also reflects number of duplicate addresses associ-
ated with each address selected for retention on the
MHF.

f. Merge the MHF and MPF and split resulting file
back to original source cuts.

1) Select only the “current” address from
Selective Service Records

2) Merge split files with source Proxy Files to
append proxy addresses and create Enhanced
Master Pointer File.

5. Create Linked Person Files

a. Use “direct access” method to link person records
with Enhanced Master Pointer File.

b. UID variable identifies the correct EMPF source
file to access for selecting required geographic data
for inclusion on Linked Person File.
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c. Link unverified SSN records in the same fashion.

6. Create the Composite Person Record (CPR) by
selecting the “best record” from the Linked Person
Files as follows:

a. Invoke address selection rules to determine the
best address for the person records.  Address
selection rules follow:

1) Select the highest HUID category available.

2) Select a non-proxy address over an address
with a proxy.

3) Select a non-commercial address over a com-
mercial address.

4) Select the address based on source file prior-
ity as follows:
a) IRS 1040 record

b) Medicare record

c) Indian Health Service record

d) IRS 1099 record

e) Selective Service record

f) HUD TRACs record

5) Select most recent record based on the
administrative record cycle dates.

5) Select first record read-in to the processing
array for output to the CPR.

b. Select the best race based on the following
rules:

1) If American Indian or Alaska Native is reflect-
ed on the IHS record, accept the value.

2) If an input value is blank or unknown – defer
to the PCF.

3)Select the most frequent occurrence.

4) If tied among occurrences, defer to the PCF.

5) If record is from the “New SSN List,” defer to
the PCF.

6) If ties still occur, select first record read-in.

c. Select the best indicator of Hispanic origin
based on the following rules:

1) Most frequent non-blank observation
(Numident value counted once).

2) If ties occur, defer to the PCF.

3) If the input value is blank, defer to the PCF.

4) If record is from “New SSN List” and non-
blank, output a positive Hispanic origin; if
blank; output a blank value (SSN not on PCF).

d. Select the best gender based on the following
rules:

1) If a Selective Service record available, select
“male” gender.

2) Select most frequent occurrence, if no
Selective Service record available.

3) If ties occur among the observations, defer
to the PCF (using random number probabili-
ties).

4) If record from “New SSN List” and reflects a
blank value, output a blank value to the CPR; if
ties exist among the records, output “female”
gender.

e. Select Date of Death (DOD) based on the fol-
lowing rules:

1) If Medicare record reflects DOD, output the
value.

2) If more than one Medicare record reflects
DOD, select the value from the most recent
record (based on transaction cycle date).

3) If no Medicare record available, output the
value present on the Numident.

4) If no reported DOD, defer to the PCF using
random number probability after calculating
gender.

5) If input is blank and the PCF indicates “alive,”
output a blank DOD value.

f. Select the date of birth (DOB) based on the fol-
lowing rules:

1) Select the highest DOB score within the fol-
lowing source file priority:

a) Medicare

b) Selective Service

c) Census Numident

d) HUD TRACS

e) Indian Health Service

2) If input is blank, output a blank value to the
CPR.
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g. Select the best “name fields” based on the fol-
lowing criteria:

1) Highest name score with an exact match of
last name.

2) Exclude all IRS records and records from the
“New SSN List.”

3) If only excluded names are in the processing
array, select the first record read-in.

4) If ties occur, select the first record read-in.

7. Each variable is flagged to reflect the decision
rule invoked and the source of the data.
Decision rules are established to account for the
characteristics of each input source date.
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  www.census.gov/pred/www/.
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The Social Security Number,
Privacy Attitudes, and Notification
Experiment was a research project
during Census 2000 that was
developed to provide information
for use in the planning of the 2010
census (Neugebauer, R. “Census
2000 Experimentation Program
Master Plan: The Social Security
Number, Privacy Attitudes, and
Notification Experiment,” Census
Bureau, Planning and Evaluation
Division, November 5, 1999).
Obtaining Social Security Numbers
from census respondents appeared
to be consistent with the potential
interest of expanding the Census
Bureau’s usage of administrative
records information from other
Federal agencies in future decenni-
al censuses.  The project was
designed to assess the public’s atti-
tudes on privacy and confidentiali-
ty issues related to the notion of
an “administrative records census”
and to further examine how the
notification of administrative
records use and the request for a
Social Security Number would
impact census response rates and
item nonresponse rates during
Census 2000.  The project includ-
ed a survey and a panel compo-
nent, enabling both attitudinal and
behavioral responses to be evaluat-
ed. 

The survey component (or Study of
Privacy Attitudes in 2000) was con-
ducted by The Gallup Organization
and the Institute of Social Research
at the University of Michigan.  This
component gathered information
on public attitudes regarding the
census, its uses, trust and privacy
issues, the Census Bureau’s confi-

dentiality practices, possible data
sharing across Federal agencies,
and finally, the willingness to pro-
vide one’s Social Security Number
(Singer, E., Hoewyk, J., Tourangeau,
R., Steiger, D., Montgomery, M., &
Montgomery, R. “Final Report of
the 1999-2000 Surveys of Privacy
Attitudes,” Census 2000 Testing
and Experimentation Program,
December 10, 2001).  Telephone
surveys were conducted with two
different samples of U.S. house-
hold residents in 1999 and 2000,
before and after Census Day 2000.
The major analyses included: (a)
comparisons of the responses to
those of similar 1995 and 1996
public surveys commissioned by
the Census Bureau to assess long-
term attitudinal trends, (b) compar-
isons between 1999 and 2000
responses to examine any poten-
tial effects the census environment
may have had upon public atti-
tudes, and (c) the assessment of
how self-reported census media
exposure by 2000 survey respon-
dents may have impacted their
responses.  Respondents’ address-
es were also obtained to examine
how predictive respondents’ atti-
tudes were of their behavior of
actually returning the Census 2000
form.  Relationships between
respondents’ attitudes, demo-
graphic information, exposure to
census publicity, and response
behavior were subsequently deter-
mined. 

The panel component consisted of
two studies examining respon-
dents’ behavioral responses to
actual Social Security Number
requests and/or public notification

of administrative record use.  The
Social Security Number-Notification
study evaluated the effects of the
Social Security Number request and
the notification of administrative
records use upon mail response
rates and form completeness
(Guarino, J.A., Hill, J.M., & Woltman,
H.F.  “Analysis of the Social
Security Number Notification
Component of the Social Security
Number, Privacy Attitudes, and
Notification Experiment,” Census
Bureau report, Testing and
Experimentation Program,
November 13, 2001).  The Social
Security Number-Validation study
focused upon the accuracy of
Social Security Numbers provided
by respondents and examined the
effect of the request and adminis-
trative records notification upon
their validation rates (Brudvig, L.
“Analysis of the Social Security
Number - Validation Component of
the Social Security Number, Privacy
Attitudes, and Notification
Experiment,” Census 2000 Testing,
Experimentation, and Evaluation
Program, September 27, 2002).
Both studies used data collected
during Census 2000.  Ten panels
were designed with different
experimental treatments (i.e., the
additional Social Security Number
request, the notification of admin-
istrative records use, or both).  The
experimental cover letters and
forms were the official census
forms received by the sampled
households, in the standard
sequence and timing (Brudvig, L.
“Analysis of the Social Security
Number - Validation Component of
the Social Security Number, Privacy
Attitudes, and Notification

U.S. Census Bureau Results From the Social Security Number, Privacy Attitudes, and Notification Experiment in Census 2000 1

Executive Summary



Experiment,” Census 2000 Testing,
Experimentation, and Evaluation
Program, September 27, 2002;
Guarino, J.A., Hill, J.M., & Woltman,
H.F.  “Analysis of the Social
Security Number Notification
Component of the Social Security
Number, Privacy Attitudes, and
Notification Experiment,” Census
Bureau report, Testing and
Experimentation Program,
November 13, 2001; Neugebauer,
R.  “Census 2000 Experimentation
Program Master Plan:  The Social
Security Number, Privacy Attitudes,
and Notification Experiment,”
Census Bureau, Planning and
Evaluation Division, November 5,
1999).  All Social Security Number
requests were voluntary.

In brief, the results of the Survey
of Privacy Attitudes in 2000
(Singer, E., Hoewyk, J., Tourangeau,
R., Steiger, D., Montgomery, M., &
Montgomery, R. “Final Report of
the 1999-2000 Surveys of Privacy
Attitudes,” Census 2000 Testing
and Experimentation Program,
December 10, 2001) indicated
that:

•  The public has steadily
increased its knowledge and
awareness of the census, its
uses, and laws related to confi-
dentiality practices between
1995 and 2000.  The Census
2000 publicity seemed to
enhance the public’s knowledge
and endorsement to cooperate
with the census.

•  Long-term survey trends
showed increases in the public’s
belief that the Census Bureau
actually protects data confiden-
tiality; however no changes
were shown in the public’s trust
in the Census Bureau to keep
data confidential between 1999
and 2000, suggesting no effect
by the census publicity upon

public attitudes related to confi-
dentiality issues.

•  General privacy concerns
showed a very small, yet statis-
tically significant, decline
between 1999 and 2000; how-
ever long-term trends show
small increases in public con-
cerns about personal privacy
and the loss of control over per-
sonal information.  The propor-
tion who viewed the census as
an invasion of privacy did not
change between 1999 and
2000.

•  Trends revealed that increasing
percentages express disapproval
towards data sharing or provid-
ing one’s Social Security
Number.  Around forty-five per-
cent in 1999 and 2000 stated
that it would bother them “a lot”
if their census information was
shared – a significant increase
from prior years.  Expressed
willingness to provide one’s
Social Security Number declined
from 68 percent in 1996 to 55
percent in 1999, with no change
in 2000.

•  Relationships were revealed
between 2000 survey respon-
dents’ attitudes and self-report-
ed exposure to census-related
media.  Those exposed to both
positive and negative media
were more knowledgeable about
the census, considered it more
important, and were more likely
to endorse an obligation to
cooperate with the census than
those with no media exposure.
The “only negative exposure”
group had similar responses to
those with both positive and
negative media exposure, while
more differences were shown
between the “only positive expo-
sure” group and those who
reported exposure to both types
of census-related media.

•  Attitudes were shown to predict
respondents’ behavior, with high
privacy concerns, negative
views on the Census Bureau’s
confidentiality practices, disap-
proval of data sharing, and a
lack of willingness to provide
Social Security Numbers, being
reliable negative predictors of
whether respondents returned
their Census 2000 forms and
provided mailing addresses that
could be used to determine the
return status of  their forms.
Using reported demographics,
nonwhite respondents were
shown to be less likely to return
their forms (Singer, E., Hoewyk,
J., Tourangeau, R., Steiger, D.,
Montgomery, M., & Montgomery,
R. “Final Report of the 1999-
2000 Surveys of Privacy
Attitudes,” Census 2000 Testing
and Experimentation Program,
December 10, 2001).

The Social Security Number-
Notification panel study results
(Guarino, J.A., Hill, J.M., & Woltman,
H.F.  “Analysis of the Social
Security Number Notification
Component of the Social Security
Number, Privacy Attitudes, and
Notification Experiment,” Census
Bureau report, Testing and
Experimentation Program,
November 13, 2001) revealed that:

•  The Social Security Number
request for one or all household
members decreased mail
response rates, yet the decreas-
es were smaller than expected.
Specifically, results suggested
that the Social Security Number
request for all household mem-
bers would decrease response
by 2.1 percent in high census
coverage areas and 2.7 percent
in low census coverage areas
compared to no request
(Guarino, J.A., Hill, J.M., &
Woltman, H.F.  “Analysis of the
Social Security Number
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Notification Component of the
Social Security Number, Privacy
Attitudes, and Notification
Experiment,” Census Bureau
report, Testing and
Experimentation Program,
November 13, 2001).  The dif-
ference between the drop in
response rates of the high and
low coverage areas was not sta-
tistically significant.

•  The Social Security Number
request for all household mem-
bers was associated with more
missing data (or higher item
nonresponse rates), yet there
was no effect shown for 
Person 1.

•  Taken together, specific and
general notification of adminis-
trative record use was shown to
decrease mail response.
Separately, however, specific
notification did not demonstrate
the predicted stronger effects
than the general notification.
Furthermore, there was not suf-
ficient evidence to conclude that
notification further discouraged
response in the presence of a
Social Security Number request
compared to notification alone.

•  Notification was not shown to
affect item nonresponse rates,
whether the two notification
types were grouped together or
examined separately.  Further,
there were lower responses to
the Social Security Number item
for Person 1 when the request
was made without notification
(contrary to prediction).  This
occurred regardless of whose
numbers were requested
(Person 1 only versus all house-
hold members) and regardless
of the notification type.  Also,
there were no individual effects
upon form completeness by
type of notification.    

Finally, the Social Security
Number-Validation panel study
(Brudvig, L.  “Analysis of the Social
Security Number - Validation
Component of the Social Security
Number, Privacy Attitudes, and
Notification Experiment,” Census
2000 Testing, Experimentation,
and Evaluation Program,
September 27, 2002) results
showed that:

•  There was a high degree of
accuracy for the provided Social
Security Numbers, with an over-
all match rate of 94.8 percent
between the provided numbers
and Census Numident file (pro-
vided by the Social Security
Administration).  Only 5.2 per-
cent of the reported Social
Security Numbers were consid-
ered invalid.

•  The valid Social Security
Number rates for high and low
coverage areas revealed a small,
but statistically significant, 2.4
percent difference between the
accuracy rates of respondents’
reported numbers within the
two coverage areas (high, 95.2
percent, and low, 92.8 percent).

•  The valid Social Security
Number rates for Person 1 were
not affected by whether a Social
Security Number request was
made for Person 1 only or all
household members.  Person 1
valid rates were high across the
panels (about 96-97 percent).
Results also revealed patterns of
decreasing validation rates for
Person 2, Person 3, and so on
through Person 6 among the
panels that requested numbers
for all household members.
Nevertheless, their valid rates,
were high with a range of over
95 percent to the lowest rate of
80.2 percent for Person 6.

•  Notification of administrative
records use had no effect upon

the validation rates of provided
Social Security Numbers for
Person 1.  Also, there were no
differences between the valid
rates of those who received the
specific notification type versus
the general notification type.

Based upon the findings of the
three studies, the following recom-
mendations are made:

•  Design research that further
explores public attitudes on pri-
vacy, confidentiality, and trust in
the Census Bureau, and tests
more effective ways to address
these issues in future publicity
efforts (Singer, E., Hoewyk, J.,
Tourangeau, R., Steiger, D.,
Montgomery, M., & Montgomery,
R. “Final Report of the 1999-
2000 Surveys of Privacy
Attitudes,” Census 2000 Testing
and Experimentation Program,
December 10, 2001).

•  Assess the potential impact of
September 11, 2001 (and the
extra security concerns that fol-
lowed) upon public attitudes
(Brudvig, L.  “Analysis of the
Social Security Number -
Validation Component of the
Social Security Number, Privacy
Attitudes, and Notification
Experiment,” Census 2000
Testing, Experimentation, and
Evaluation Program, September
27, 2002).

•  Conduct qualitative research
with members of targeted popu-
lation segments that show lower
mail responses rates, less
acceptance of data-sharing, and
less willingness to provide
Social Security Numbers, to bet-
ter understand their perspec-
tives and reservations.

•  Design research to identify
other, currently unknown barri-
ers to census responses
(besides the attitudes and
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demographics identified in the
present analysis) in order to ulti-
mately reduce them (Singer, E.,
Hoewyk, J., Tourangeau, R.,
Steiger, D., Montgomery, M., &
Montgomery, R. “Final Report of
the 1999-2000 Surveys of
Privacy Attitudes,” Census 2000
Testing and Experimentation
Program, December 10, 2001).

•  Conduct more research on the
effect of Social Security Number
requests upon response behav-
ior that further examines: the
characteristics of households
that provide and do not provide
numbers, the accuracy of house-
holds reconstructed from admin-
istrative records, and the effect
of having and not having the
number in household recon-
struction (Brudvig, L.  “Analysis
of the Social Security Number -
Validation Component of the
Social Security Number, Privacy
Attitudes, and Notification
Experiment,” Census 2000
Testing, Experimentation, and
Evaluation Program, September
27, 2002).

•  Perform research that focuses
upon the Social Security Number
requests of all household mem-
bers to identify factors other
than attitudes (e.g., practical
barriers), that may contribute to

the nonresponse rates of Social
Security Number requests, and
develop new techniques that
may overcome these non-attitu-
dinal factors (Brudvig, L.
“Analysis of the Social Security
Number - Validation Component
of the Social Security Number,
Privacy Attitudes, and
Notification Experiment,” Census
2000 Testing, Experimentation,
and Evaluation Program,
September 27, 2002).

•  Design research to further
examine the effect of general
and specific notification upon
response behavior by consider-
ing other interpretations of how
they may be viewed (e.g., justifi-
cations), and by developing new
methods that further establish
the relationship between notifi-
cation treatment conditions and
behavior.  Future research also
needs to assess if providing
information on the use of Social
Security Numbers does not
markedly decrease response
rates and improves validation
rates, as this may change future
censuses.

•  Develop research to assess the
cumulative nonresponse to
Social Security Number requests
(i.e., unit nonresponse, item
nonresponse, and invalid rates)

to obtain an indicator of the

extent to which matching to

administrative records could

take place (Brudvig, L.  “Analysis

of the Social Security Number -

Validation Component of the

Social Security Number, Privacy

Attitudes, and Notification

Experiment,” Census 2000

Testing, Experimentation, and

Evaluation Program, September

27, 2002).

•  Conduct a cost/benefit analysis

that fully assesses all implica-

tions, should the Census Bureau

consider asking census respon-

dents for Social Security

Numbers in future decennial

censuses (Brudvig, 2002).

Future research could also docu-

ment the use of other identifiers

that are used to link files with

fewer costs (Brudvig, L.

“Analysis of the Social Security

Number - Validation Component

of the Social Security Number,

Privacy Attitudes, and

Notification Experiment,” Census

2000 Testing, Experimentation,

and Evaluation Program,

September 27, 2002).

4 Results From the Social Security Number, Privacy Attitudes, and Notification Experiment in Census 2000 U.S. Census Bureau



U.S. Census Bureau Results From the Social Security Number, Privacy Attitudes, and Notification Experiment in Census 2000 5

1.  Introduction

The Census Bureau undertakes a
program of experimentation during
decennial censuses to measure the
effectiveness of new techniques,
methodologies, and/or technolo-
gies in the special environment
that a decennial census generates.
Research findings form recommen-
dations for subsequent testing and
ultimately to the next decennial
census design (Neugebauer, 1999).

Decennial censuses beginning in
2010 may rely on expanded use of
administrative records information
obtained from other Federal agen-
cies.  The use of administrative
records could potentially increase
completeness of measurement by
reducing respondent burden with
shorter questionnaires and
improve data quality by eliminat-
ing memory/respondent errors.
One method that would facilitate
this process is to obtain Social
Security Numbers from individuals
that could be linked to administra-
tive data (Guarino, Hill, & Woltman,
2001).

The expanded use of administra-
tive records (accompanied by
Social Security Number, or SSN,
requests) has several implications
for decennial methodology, as well
as the Census Bureau’s means of
addressing privacy/confidentiality
concerns, public education and
notification, and even future rela-
tionships with other administrative
agencies (U.S. Census Bureau,
2002).  Before implementing such
changes in census procedures, it is
important to collect data to assess
the public’s attitudinal and behav-
ioral responses to SSN requests
and notifications of administrative

record use in a decennial census
(Neugebauer, 1999).  Some ques-
tions immediately arise that con-
cern how supportive the general
public would be of data sharing
across Federal agencies, how
response rates of census question-
naires would be affected, and how
accurate reported SSNs would be. 

To address these issues, the Social
Security Number, Privacy Attitudes,
and Notification (SPAN) Experiment
was designed to collect attitudinal
and behavioral data related to the
Census Bureau’s use of administra-
tive records.  The purpose of SPAN
was threefold (Neugebauer, 1999):

•  To examine the public’s attitudes
on privacy and confidentiality as
they relate to the notion of an
“administrative records census;”

•  To assess the public’s response
to Social Security number (SSN)
requests on census forms; 

•  To determine how the public
responds to differently worded
notifications about the Census
Bureau’s use of administrative
records (as presented in cover
letters with Census 2000
forms).

1.1.  Experiment
background

The SPAN experiment had two
major components.  The survey
component assessed the public’s
attitudes and concerns of privacy
and confidentiality issues related
to the use of administrative
records.  It is referred to as the
Study of Privacy Attitudes in 2000
– or SPA2000.  Random digit dial

(RDD) telephone surveys were con-
ducted both before and after
Census Day 2000 to also assess
the impact of all the associated
publicity and promotion that cre-
ates a census environment.

The panel component consisted of
two studies that examined issues
surrounding the notification of
administrative records use and
respondents’ provision of SSN
information.  Both studies used
data from official Census 2000
materials.  The first panel study,
referred to as the SSN-Notification
experiment, measured mail and
item nonresponse rates when SSN
is requested and notifications
about administrative records are
included (Neugebauer, 1999).  The
second panel study, the SSN-
Validation experiment, examined
the accuracy of respondents’
reported SSNs by comparing them
to the Census Numident file, pro-
vided by the Social Security
Administration.

Past studies on privacy and confi-
dentiality show that people who
are most concerned with privacy
participate less in surveys and cen-
suses (Kulka, Holt, Carter, & Dowd,
1991; Singer, Mathiowetz, &
Couper, 1993; Gates & Bolton,
1998).  Given the connection
between these concerns and SSN
information, studies have been
conducted to assess public opinion
and response behavior to SSN
requests on census forms.
Although prior qualitative research
indicated negative reaction to a
SSN request, the 1992 Simplified
Questionnaire Test (SQT) showed a
smaller-than-anticipated decrease



of 3.4 percent in mail response
rates (Dillman, Treat, & Clark,
1994; Singer & Miller, 1992).  Also,
among respondents listed on the
SSN census form, just over 1 in 10
failed to provide a SSN (Bates,
1992).  These findings contradict-
ed anticipated resistance to provid-
ing an identifier with “obvious”
data linking implications (Guarino
et. al., 2001), suggesting the need
for further research.  

Prior research on notification of
administrative record use is quali-
tative in nature and does not indi-
cate the effect of notification on
census response.  Past findings
reveal that focus group partici-
pants are generally unsure about
what effect notification will have
on census response (Guarino et.
al., 2001).  Prior to the SPAN
Experiment, no empirical research
had measured the effects of SSN
requests and public notifications
on mail or item response rates in a
decennial environment.  In addi-
tion, no study had assessed how
notification affects the validity of
SSN responses.  Therefore, the
SPAN Experiment was designed to
provide a better understanding of
the potential ramifications of
requesting SSNs on respondent
behavior in a decennial census
environment (Neugebauer, 1999).  

1.2.  Research questions
and hypotheses

1.2.1.  Survey component

The main purpose of SPA2000 was
to examine public attitudes toward
the Census Bureau’s use of admin-
istrative records (Neugebauer,
1999; Singer, Hoewyk, Tourangeau,
Steiger, Montgomery, &
Montgomery, 2001).  SPA2000 had
three research objectives:

•  To determine the public’s opin-
ion of the Federal government
and the Census Bureau;

•  To assess the public’s opinion of
the Census Bureau’s expanded
use of administrative records
and possible interest in collect-
ing SSNs in the future; and

•  To examine trends or changes in
the pubic’s attitudes using
results from prior public sur-
veys.

Three major comparisons were
conducted to assess change in
public attitudes.1 First, the
SPA2000 results were compared to
results of earlier 1995 and 1996
public attitude surveys to assess
trends and change over time.
Next, “pre-census” attitudes collect-
ed in 1999 were compared to
“post- census” attitudes obtained
shortly after Census Day 2000
(with different samples).  This com-
parison allowed assessment of the
possible effect the census environ-
ment had on public attitudes.  The
third comparison was between
census respondents and nonre-
spondents who completed the
1999 and 2000 surveys.  To exam-
ine the relationship between atti-
tudes and behavior, the surveys
asked respondents whether or not
their household planned to return
or returned the census form.
Respondents’ addresses were
obtained during the telephone sur-
vey and matched against the
Census Bureau’s Master Address
File (MAF).

1.2.2.  Panel component

The panel component of SPAN con-
sisted of two studies (the SSN-
Notification and SSN-Validation
studies) that investigated individu-
als’ behavioral responses to a SSN
request and/or notification of
administrative record use.
Different SSN request strategies
and notifications were used, and
the SSN-Validation study further
assessed the validity of reported
SSNs. 

•  SSN-Notification

The purpose of the SSN-
Notification study was to assess
the effects of SSN requests and
different notifications of admin-
istrative record use on census
response behavior, specifically
form return and form complete-
ness (Guarino, Hill, & Woltman,
2001).  The research questions
addressed the effects of the SSN
request and notification of
administrative record use on
mail response rates and item
nonresponse rates: 

•  What is the effect of the SSN
request on mail response
rates and item nonresponse?

•  What is the effect of notifica-
tion of administrative record
use on mail response rates
and item nonresponse?

Based upon earlier research
(Singer et. al., 2001; Bates,
1992), two hypotheses were
proposed on the effects of SSN
requests upon mail and item
nonresponse rates.  Four addi-
tional hypotheses were included
regarding the effects of notifica-
tion on responses.  Because this
study was the first to examine
notification effects, there was
little guidance from prior
research to aid in their develop-
ment (Guarino et. al., 2001).
Any indication of reduced mail
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1 Following Census 2000, the Census
Bureau commissioned a small, post hoc
phone survey of Puerto Rico residents in an
effort to understand their lower than expect-
ed response to Census 2000.  Results
showed that the sample's attitudes toward
the census, confidentiality, and privacy did
not seem to explain their lower Census 2000
response rate (Singer et. al., 2001).  Yet,
these attitudes may not mirror those held by
survey nonrespondents (43 percent) nor by
the 37 percent of residents who do not own
telephones.  See Singer et. al., (2001) for
details.



response rates or increased
number of incomplete forms
due to respondents’ exposure to
the treatment conditions further
increased the need for follow-up
or imputation by the Census
Bureau.    

Hypotheses (Guarino et. al.,
2001) and Associated
Outcomes:

1. Mail response rates will drop
when a SSN request is pres-
ent, with a larger observable
effect in areas of typically
low census coverage, where
response is already low, com-
pared to high coverage areas.  

•  Mail responses did drop,
yet there was no differ-
ence in the extent of the
drop between the cen-
sus coverage areas, see
p. 14.

2. The request for SSN will
increase the amount of
incomplete forms returned
compared to no SSN request. 

•  The increase in incom-
plete forms returned
occurred with the SSN
request for all house-
hold members, yet
showed no effect with
SSN request for Person
1, see p. 15.

3. Notification of administrative
record use will cause signifi-
cant drops in mail response
and increases in the amount
of incomplete forms
returned, with specific notifi-
cation (with agency names)
having a stronger effect than
general notification.  

•  Decreases in mail
response were revealed,
yet there was no effect
on form completeness
and no differences

according to type of
notification, see pp. 14-
15.

4. Requesting SSN in addition to
providing either type of noti-
fication will decrease
response compared to pro-
viding notification alone.  

•  No additional drop in
mail response was
incurred with the inclu-
sion of the SSN request,
see pp. 14-15.

5. The SSN item for Person 1
will be missing at a higher
rate when general or specific
notification is included with
the SSN request.  

•  Instead, lower SSN item
response rates were
revealed when the SSN
request was made with-
out notification, see p.
15.

6. Notification of administrative
record use will increase the
amount of incomplete forms
returned in a more pro-
nounced way when joined
with the long form than the
short form.  

•  No differences were
shown by form type,
see p. 15.

•  SSN-Validation

The SSN-Validation experiment
examined four research ques-
tions concerning the accuracy of
provided SSNs in general and by
coverage area, SSN request
strategies, and notification
(Brudvig, 2002).  The results of
the SSN-Validation experiment
were further compared to the
results of the mid-cycle 1992
SQT SSN validity rates. 

•  Are the SSNs provided accu-
rate?

•  Are there differences in SSN
verification rates between
High and Low Coverage
Areas?

•  Are there differences in the
valid SSN rates between the
two SSN request strategies
and the two types of notifica-
tions of administrative
records use?

•  How do the Census 2000 SSN
validation rates compare to
the 1992 SQT rates? 

Based upon results of prior
research (Bates, 1992; Dillman,
Sinclair, & Clark, 1993; Leslie &
Treat, 1994; Singer, & Miller,
1992), three hypotheses were
presented on the validation
rates of reported SSNs overall,
by coverage area, and by person
number.  Two more hypotheses
were included on the effects of
notification upon SSN response
validity.  As the first study to
assess how notification affects
SSN response validity, there was
little guidance from prior
research to aid in their develop-
ment.  Ultimately, any inaccura-
cy among reported SSNs
required more follow-up and
imputation by the Census
Bureau.

Hypotheses (Brudvig, 2002) and
Associated Outcomes:

1. The SSN validation rate will
be high when SSN is reported
(see Leslie & Treat, 1994).  

•  The SSN validation rates
of reported SSNs was
high, see p. 16.

2. There will be little difference
in validation rate in areas of
typically low census coverage
(LCA) compared to high cov-
erage (HCA) areas (see Bates,
1992).  
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•  The HCA rate was
slightly higher than the
LCA rate, see p. 16. 

3. SSN validation rates will
steadily decrease by Person
number.  Person 2 will have
higher SSN validation rates
than Person 3 and so on
through Person 6 (Bates,
1992).

•  SSN validation rates did
decrease by Person
number, see p. 16.

4. Notification of administrative
record use will cause small
but significant drops in SSN
validation rates, with specific
notification (including agency
names) having a stronger
effect than general notifica-
tion.  

•  Notification had no
effect upon SSN valida-
tion rates, see p. 16.

5. Requesting SSN in the
absence of general or specific
notification will yield higher
validation rates for Person 1
when SSN is requested only
for Person 1 as compared to
all household members.  

•  No differences were
revealed, see p. 16.
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2.1.  Survey component

2.1.1.  Research design and sample

SPA2000 was conducted by The
Gallup Organization and the
Institute of Social Research’s (ISR)
Survey Research Center at the
University of Michigan.  It consist-
ed of two list-assisted random
digit dial surveys of the telephone
population of adults age 18 or
older within the United States.  The
pre- census survey was conducted
between July and October 1999,
before advertising, promotion, and
enumeration began for Census
2000, while the post-census survey
occurred immediately after Census
Day between April and July 2000.
The pre-census survey sample
included 1,681 interviewed respon-
dents and the post-census survey
sample included 1,978 respon-
dents (see Singer et. al., 2001, for
details of the sampling procedure).
The final response rates for the
1999 and 2000 telephone surveys
were 61.9 percent and 61.1 per-
cent, respectively (Singer et. al.,
2001).

To determine trends in the public’s
privacy attitudes, the results of the
1999 survey and the 2000 survey
were compared to two earlier ran-
dom digit dial telephone surveys
commissioned by the Census
Bureau.  Their samples also con-
sisted of the telephone population
of adults 18 or older within the
United States and both of the earli-
er surveys included items address-
ing the same attitudinal issues.
The first survey – the 1995 Joint
Program in Survey Methodology
Practicum Survey on Privacy and

Confidentiality, or the “1995 JPSM”
– was conducted between February
and July 1995 by students at the
University of Maryland and by the
University of Maryland Survey
Research Center, with 1,443
respondents and a response rate of
65 percent (Singer and Presser,
1996).  The second telephone sur-
vey – the 1996 Study of Public
Attitudes Towards Administrative
Records Use, or the “1996 SPARU” –
was performed by Westat between
June and September of 1996, with
1,215 respondents and a response
rate of 64.4 percent (Kerwin &
Edwards, 1996; Singer, Presser, &
Van Hoewyk, 1997).    

The comparison between census
respondents and nonrespondents
required usage of the Census
Bureau’s Decennial Master Address
File (DMAF).  During the telephone
interviews, respondents were
asked to provide and/or verify
their addresses.  Among respon-
dents, addresses were obtained
from 83.4 percent in 1999 and 85
percent in 2000.  Responses were
compared to the DMAF, with 2182
of the 3655 respondents (or 59.7
percent) providing successfully
matched addresses (see Singer et.
al., 2001).  This group became the
sample used in the comparison of
census respondents and nonre-
spondents.  The overwhelming
majority had city-style addresses
(versus rural addresses).

2.1.2.  Survey instrument

The 1999 and 2000 survey instru-
ment was very similar to the 1996
SPARU survey, which largely repli-
cated the 1995 JPSM survey (Singer

et. al., 2001).  However, there were
some minor changes.  For
instance, many respondents of the
earlier surveys either reported
incorrect knowledge or a lack of
knowledge about whether the
Census Bureau shared data with
other agencies.  Variations of these
questions were therefore intro-
duced to further explore this issue.
To assess privacy attitude changes
over time, some of the privacy-
related items from the 1995 JPSM
study that were excluded from the
1996 SPARU (to save time and
reduce costs) were again included
in the 1999 and 2000 surveys (see
Article A).  Some of these re-intro-
duced items originate from the
1990 Survey of Census Participants
(Neugebauer, 1999).  Next, some
experiments with question word-
ing and order which showed no
impact upon 1996 survey respons-
es were omitted from the 1999
and 2000 surveys (Singer et. al.,
2001).  Finally, the survey was
translated to Spanish, with
Spanish-speaking interviewers
available for those who preferred
to be interviewed in Spanish.

The question content of the
SPA2000 surveys can be grouped
under six major topics (for further
details, see Article B or Singer et.
al., 2001): 

•  Knowledge about and Attitudes
toward the Decennial Census:
includes items that address the
perceived importance and
awareness of the census and its
uses, the obligation to cooper-
ate with the census, and opin-
ions toward the census as an
invasion of privacy.

2.  Methodology
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•  Beliefs and Attitudes about
Confidentiality: includes items
concerning beliefs about data
sharing and the protection of
confidentiality by the Census
Bureau, in addition to whether
the Census Bureau can be trust-
ed to keep information confi-
dential.

•  Attitudes toward the Use of
Administrative Records:
includes questions that address
opinions toward data sharing
with other Federal agencies to
reduce the undercount, replace
the short form, and as a means
of collecting long-form informa-
tion.

•  Attitudes toward Privacy
Concerns: includes items about
privacy concerns, the protection
of personal privacy, and the per-
ceived control over usage of
one’s personal information. 

•  Attitudes of Alienation from the
Government: includes items
regarding beliefs of personal
influence, personal representa-
tion, confidence in the govern-
ment, and trust issues.

•  Willingness to Provide Social
Security Numbers: includes a
general measure of this issue,
and further considers how it
relates to data sharing, privacy,
and demographic characteris-
tics.

The pre- and post-census surveys
also included items concerning
whether or not respondents
planned to return or returned the
census form (wording varied by
survey date).  Further questions
about media exposure were includ-
ed in the 2000 post-census survey
after it was in the field.  These
items inquired about the respon-
dent’s exposure to news media
about the census (positive or nega-
tive), and contributed to the

assessment of the census environ-
ment’s impact upon public atti-
tudes.  Lastly, demographic infor-
mation was collected (e.g., age,
gender, race, income). 

2.2.  Panel component

2.2.1.  Research design and sample

The SSN-Notification and SSN-
Validation panel studies used data
collected during Census 2000. Ten
panels were designed with differ-
ing experimental treatments and
selected households were random-
ly assigned to each panel.  The
sampled households received all of
the census mailout materials in the
standard sequence and timing.
The experimental letters and forms
were the official census forms
received by the households
(Guarino et. al., 2001; Neugebauer,
1999).  The experimental question-
naires were later checked-in and
data captured by the Decennial
Systems and Contracts
Management Office (DSCMO) and
the National Processing Center
(NPC).2

Among the ten total panels, seven
panels received short census forms
and three received long forms.3

Two panels served as controls, one
receiving the short form and the

other receiving the long form.
These panels were presented with
the standard, official Census 2000
materials, with no SSN request and
no notification of administrative
record use in their cover letters
(i.e., the experimental conditions).
The remaining eight panels con-
sisted of the following:

•  SSN Request Only:  Two short
form panels received forms with
a SSN request for either all
household members or for only
Person 1.  Their cover letters
were similar to the official
Census 2000 materials, yet
included an extra statement
informing respondents that pro-
viding SSN was voluntary.

•  Notification Only: Two short
form and two long form panels
received cover letters that
included either “general” or
“specific” notifications describ-
ing how and why the Census
Bureau may use administrative
records data from other Federal
agencies.  The general notifica-
tion mentioned the Census
Bureau’s possible use of statisti-
cal data from other Federal
agencies, whereas the specific
notification further named spe-
cific Federal agencies (e.g.,
Internal Revenue Service, Social
Security Administration).

•  SSN Request AND Notification:
Two short form panels received
a combination of both the vol-
untary SSN request for all
household members and one of
the two notifications (general or
specific).  Table 1 of the
Appendix presents the wording
used for the SSN request and
the notifications.

Specifically, the ten panels of the
SSN-Notification study are provided
below.  The SSN- Validation study
only examined the four panels

2 Specifically, the DSCMO wrote the
specification for keying the forms from
paper and the special unit at the NPC cap-
tured the census data by keying from the
paper questionnaire (Neugebauer, 1999).
The data from Census 2000 non-experimen-
tal forms were captured through imaging.

3 The short census form had eight items
for Person 1 and six items for each remain-
ing household member (including SSN
requests).  Five items requested the same
information for all household members (sex,
age, date of birth, race, Hispanic origin).
Person 1 was further asked the number of
household members, type of residence, and
phone number, while other household mem-
bers were asked to indicate their relation to
Person 1.  The long census form consisted
of 53 items for Person 1 and 33 items for
each remaining household member.  All
items on the short form were a part of the
long form, plus added items about topics
such as employment, military service, and
income.
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with SSN requests (i.e., panels 1, 2,
3, and 4).

The sample of households was
taken from the July 1999 version
of the Decennial Master Address
File (DMAF) mailout/mailback uni-
verse.  It was equally allocated to
two strata, known as low and high
coverage areas (LCA and HCA,
respectively), that reflected expect-
ed differences in population com-
position by race, tenure, and antic-
ipated Census 2000 return rates
based on 1990 Census data
(Guarino et. al., 2001).  The LCA
stratum was believed to contain a
very high proportion of African-
American and Hispanic populations
and renter occupied housing units.  

Approximately 52,000 U.S. house-
holds were selected and randomly
assigned to each experimental
panel.  The mailout sample size for
each of the ten panels consisted of
a little over 5,200 addresses,
equally allocated to the HCA and
LCA strata (i.e., around 2,600
addresses per strata).  Specific
details about address omissions
(e.g., undeliverables, duplicates)
and replacements can be found in
Guarino et. al., 2001.  

The SSN-Notification study includ-
ed all 52,000 households randomly
assigned to one of the ten panels.
The SSN-Validation study’s sample

included the number of reported
SSNs for persons in the 20,998
households within panels 1
through 4 that returned census
forms.  There were 21,745 report-
ed SSNs, with panels 1, 3, and 4,
providing around 6,300 SSNs each.
Panel 2 respondents reported
2,713 SSNs, which is lower as only
one SSN was requested per house-
hold. 

2.2.2.  Measurements

•  SSN-Notification Study

Mail response was defined as
the number of non-blank forms
returned by mail for the panel
divided by the number of forms
mailed out less those returned
by the U.S. Postal Service as
“undeliverable as addressed.”
Using a modified census algo-
rithm, blank forms were
returned forms, in which the
number of completed items for
the household, person 1 and
person 2 was less than two and
marked as “non-respondents”
(Guarino et. al., 2001).

Form completeness was meas-
ured two ways.  First, item non-
response rates were the percent
of missing data for a given item
over all forms returned by
households (with similar calcula-
tions performed for person-level

characteristics).  A second indi-
cator signified which house-
holds had at least some missing
data on their forms for the
household or its members (e.g.,
count, sex, age, race).

Using the Bonferroni multiple
comparison procedure (MCP),
pairwise comparisons were con-
ducted to assess differences in
SSN item nonresponse rates
among the panels.    Response
rates and form completeness
rates were modeled using logis-
tic regression.  Unlike pairwise
comparisons, the logistic regres-
sion approach permits evalua-
tion of whether differences in
rates for each of the experimen-
tal treatments were influenced
by the presence of other treat-
ments.  Further, it maximizes
power and allows estimation of
possible interaction effects for
the SSN request factor (none,
all) and the notification factor
(none, general, and specific) by
both the short and long form
types (Neugebauer, 1999).  See
Guarino et. al., (2001) for
details.

•  SSN-Validation Study

Reported SSNs were compared
to the Census Numident file,
provided by the Social Security
Administration.  Valid SSN
responses were those with
matching SSNs and either
“direct” or “indirect” name
matches, as classified by cate-
gory (see Brudvig, 2002, for
details).  Invalid SSNs were
those reported that had less
than nine digits, were not in the
Numident, or were in the
Numident, but with a non-
matching name. 

(1) Short form: SSN Request, All Household members SSN-Validation
(2) Short form: SSN Request, One (Person 1) SSN-Validation

(3) Short form:  All SSN Request + General Notification SSN-Validation
(4) Short form:  All SSN Request + Specific Notification SSN-Validation

(5) Short form:  General Notification     
(6) Short form:  Specific Notification

(7) Long form:  Specific Notification
(8) Long form:  General Notification

(9) Control form (short form census)
(10) Control form (long form census)
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3.  Major Findings

3.1.  Survey component

SPA 2000 consisted of three major
comparisons.  Each is presented
below.4

3.1.1.  Trends in Privacy Attitudes
(Comparing Responses from 1995-
2000)

Before discussing trends across the
five-year period, it should be noted
that there were very few changes
in reported attitudes between the
one-year span of 1995 and 1996
(Singer et. al., 2001).  Many ques-
tions showed greater changes from
1996 to 1999, when the time lapse
was longer.  Unlike the time lapse
between 1995 and 1996, height-
ened census publicity occurred
between 1999 and 2000, which
was expected to potentially impact
responses in 2000.

•  Knowledge and Awareness of
Census and Its Uses: One pat-
tern of change was revealed
among items related to knowl-
edge and awareness of the cen-
sus, as well as beliefs of its
importance and the obligation
to cooperate.  Each of these
items showed small variations
between 1995 and 1999, and
then large changes between
1999 and 2000 – all in the
direction of greater knowledge
and awareness (see Table 2).
For instance, the percentage
who reported awareness of cen-
sus uses in 1995 and 1996 were

46.7 percent and 51 percent,
respectively; followed by a very
large increase from 51.7 percent
to 70.6 percent between 1999
and 2000.  The publicity sur-
rounding the census environ-
ment likely contributed to this
pattern of change in awareness
(Singer et. al., 2001).

•  Beliefs about Confidentiality:
Another pattern of change
occurred among items about
respondents’ knowledge of the
Census Bureau’s confidentiality
practices and related laws.  All
of these questions showed small
but statistically significant
trends in the direction of greater
accuracy (i.e., reporting that the
Census Bureau cannot and does
not share its files with other
agencies).  Most of the revealed
changes were evenly spread
over the five years, although
two items specifically showed
statistically significant changes
between 1999 and 2000.  The
percentage of respondents who
correctly knew that other gov-
ernment agencies could not get
identifiable census information
increased from 12.2 percent in
1999 to 17.3 percent in 2000.
There was also a decrease
between the two years (from
29.7 to 19.0 percent) of those
who believed that the Census
Bureau is not forbidden by law
to keep information confidential
(Singer et. al., 2001).

•  Concerns about Data Sharing
and SSN Requests: Even though
trends of increasing knowledge
about the census and related
confidentiality practices were

shown, there was a pattern of
increased concern and disap-
proval of data sharing (see Table
2).  In both 1999 and 2000,
around 45 percent of respon-
dents reported that it would
bother them “a lot” if their cen-
sus data were shared with any-
one outside the Census Bureau
— a significant increase from
the 38.7 percent in 1996.
Declines in approval of data
sharing were also evidenced
whether it was to reduce the
undercount, replace the census,
or replace the long form.
Expressed willingness to pro-
vide one’s SSN declined between
1996 and 1999 from 68.3 to
55.1 percent, with no change
(55.9 percent) in 2000 (Singer et
al, 2001).    

•  Trust and Privacy Concerns: In
light of the above trends, one
might expect increases in dis-
trust towards the Census Bureau
or the government, or in privacy
concerns.  Yet, beliefs about the
Census Bureau’s possible misuse
of census data showed declines
or no change (see Table 2).  In
fact, the percentage that trusted
the Census Bureau to keep data
confidential stayed around 67-
69 percent for 1996, 1999, and
2000.  Trust in the government
also showed a small, statistically
significant increase between
1996 and 2000.  Results related
to privacy concerns showed
small, yet statistically signifi-
cant, increases between 1995
and 2000 in the percentage who
were “very worried” about their
personal privacy (22 vs. 25 per-

4 In Sections 3.1.1. (Trends in Privacy
Attitudes) and 3.1.2. (The Effect of the
"Census Environment"), any statements not-
ing significant changes are based on a sig-
nificance level of 0.05 (see Singer et. al.,
2001).
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cent), and who “strongly agreed”
that people have lost control
over personal information (40
vs. 44 percent).  Yet, those who
viewed the census as a privacy
invasion showed a small, yet
statistically significant, decline
between 1995 and 2000 (24 vs.
21 percent). 

3.1.2.  The Effect of the “Census
Environment” (Comparing 1999
and 2000 Attitudes) 

•  Changes in Beliefs: Results
showed several statistically sig-
nificant, cross-sectional changes
between the 1999 and 2000
responses of survey participants
(see Table 2).  People’s aware-
ness of uses of the census
increased, as did the importance
they attached to it.  There was
an increase in the percentage
who perceived (correctly) that
other agencies could not obtain
census information and who
knew the Census Bureau is
required by law to protect data
confidentiality.  More respon-
dents in 2000 than in 1999 also
agreed that people should coop-
erate with the census (66 vs. 50
percent).  These changes can
likely be attributed to the cen-
sus environment and its related
publicity (Singer et. al., 2001).

•  Unchanging Beliefs: At the
same time, some items showed
no statistically significant
change between 1999 and 2000
(see Table 2).  Although the per-
centage of respondents who
correctly believed that the
Census Bureau is required by
law to protect data confidentiali-
ty increased, there was no sig-
nificant increase in the percent-
age who believed the Census
Bureau protects data confiden-
tiality (around 23-25 percent)
and who trusted the Census
Bureau to keep data confidential

(around 68-69 percent).  Nor
was there any change in the
generalized trust that people
expressed in the Federal govern-
ment.  Judging by all the find-
ings, these items may have
tapped into elements of trust
versus awareness or knowledge
about the census and the law
(Singer et. al., 2001).  Those
who viewed the census as an
invasion of privacy further
remained unchanged (around 22
percent).

•  Privacy Concerns, Data Sharing,
and Willingness to Provide SSNs:
First, respondents’ general con-
cerns about privacy revealed a
small, yet statistically significant
decline from 1999 to 2000.  Yet,
the percentage reporting that it
would bother them if their cen-
sus information was not kept
confidential, or was given to
another agency, remained
unchanged.  In terms of respon-
dents’ willingness to have the
Census Bureau use data from
other agencies for specific pur-
poses, the percentages favoring
data sharing to fix the under-
count (around 44 percent) or to
eliminate the long form census
(around 43-44 percent) did not
change.  The proportion that
favored data sharing to elimi-
nate the census, however,
showed a statistically significant
decline from 1999 to 2000 (47
vs. 42 percent, respectively).
Finally, the willingness to pro-
vide one’s SSN did not change
between 1999 and 2000,
remaining around 55-56 percent
(Singer et. al., 2001).

•  Attitude Predictors: A series of
demographics (e.g., age, gender,
education, race, income) were
examined to see if they impact-
ed attitudinal responses.  In
very general terms, data sharing
among agencies under certain

circumstances was more accept-
ed by people who were better-
educated, self-identified as
Hispanic, female, and younger;
whereas nonwhites were less
willing to have agencies share
data to reduce the undercount.5

The willingness to provide one’s
SSN was indicated more by peo-
ple who were better-educated,
self-identified as Hispanic, and
older; while nonwhites, females,
and those who did not report an
income were less willing to pro-
vide their SSNs.  Results by gen-
der, age, and income were more
inconsistent across the survey
items (e.g., census knowledge,
privacy and trust issues) than
those pertaining to education
and race/ethnicity.  Please refer
to Singer et. al., (2001) for fur-
ther details.    

•  The Impact of Media Exposure
on Attitudes in 2000: A portion
of the 2000 survey respondents
were asked about their expo-
sure to news and publicity
about the census.  Among this
group, 30 percent self-reported
no exposure, 28 percent had
been exposed to only positive
publicity (e.g., its importance),
20 percent were exposed to
only negative media (e.g., confi-
dentiality issues), and 22 per-
cent had encountered both posi-
tive and negative publicity.
Analyses were performed to
examine the effects of different
publicity exposures upon survey
responses in comparison to no
exposure (see Table 3a).  Further
analyses compared the effects
of positive-only and negative-
only exposures upon attitudinal
responses to the effects of

5 Usage of the term "nonwhite" corre-
sponds with the original study's terminology
(see Singer et. al., 2001).
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receiving both exposure types
(see Table 3b).6

In sum, the group reporting
both positive and negative
exposure was more knowledge-
able about the census and con-
sidered it to be more important
than the “no exposure” group.
They were also more likely to
believe the Census Bureau pro-
tects confidentiality and that
there is an obligation to cooper-
ate.  Yet, they also had more pri-
vacy concerns than those
reporting no exposure.  The
“only negative exposure” group
showed similar responses to
those reporting exposure to
both publicity types, except
they were less likely to believe
the Census Bureau’s confiden-
tiality assurances and to
endorse an obligation to cooper-
ate.  The “only positive expo-
sure” group showed several atti-
tudinal differences compared to
those who reported exposure to
both publicity forms.  For
instance, those who had
encountered only positive media
viewed the census as more
important, were more trusting
of confidentiality assurances,
and more willing to provide
their SSNs.    

3.1.3.  Privacy Attitudes Vs.
Response Behavior (Comparing
Respondents to Nonrespondents)

•  Mail Return Rates: The mail
return rates of the 2182 respon-
dents who provided successfully
matched addresses were exam-
ined using the SPA2000 item
asking whether respondents

planned to return (pre-census)
or returned (post-census) the
Census 2000 form. Nearly 100
percent of the 1999 and 2000
survey respondents affirmatively
responded to this item.  Around
86 percent of both 1999 and
2000 respondents actually
returned their census forms.
Short census form recipients
had higher return rates than
long form recipients (in 1999,
87 vs. 78 percent; in 2000, 88
vs. 81 percent, respectively).

•  Predictors of Mail Returns:
Possible predictors of mail
returns were assessed using a
logistic regression equation with
form type, demographic vari-
ables, and attitudinal variables
as predictors for the 1999 and
2000 samples.  Results indicat-
ed that form type was highly
significant in both years, with
those receiving the long form
being only half as likely to
return the form as short form
recipients.  Age and education
were positive predictors of mail
returns for both years.  In 1999,
women were more likely to
return their census form, while
nonwhites in 2000 were less
likely to return their forms.
With the 1999 sample, the will-
ingness to provide one’s SSN
and the contrary belief that cen-
sus data may be misused were
both predictors of higher mail
return; whereas failure to pro-
vide income was a significant
negative predictor.  In 2000,
three attitudes were related to
lower census return:  concerns
about privacy, concerns about
census misuse, and support of
data sharing in order to elimi-
nate the census (see Table 4a).
All analyses of attitudinal pre-
dictors included demographic
control variables.

•  Matched Versus Unmatched
Respondents: Analyses of the
two groups’ demographics and
attitudes revealed that older
respondents in 1999 were more
likely to provide matched
addresses; while Hispanics and
those with lower incomes were
less likely to give matched
addresses in 2000.  In general,
those who provided matchable
addresses had fewer privacy
concerns and were more favor-
able towards data sharing and
providing their SSNs than those
with unmatchable addresses
[see Table 4b or Singer et. al.,
(2001)].

3.2.  Panel component

The panel component of SPAN con-
sisted of two studies (the SSN-
Notification and SSN- Validation
experiments) that investigated
individuals’ behavioral responses
to a SSN request, using different
strategies and notification of
administrative record uses, and
further assessing the validity of
respondents’ provided SSNs.

3.2.1.  SSN-Notification Experiment

The SSN-Notification experiment
addressed four research questions
concerning the effects of the SSN
request and notification of admin-
istrative record use on mail
response rates and item nonre-
sponse rates.  To test the hypothe-
ses, logistic regression analysis
modeled a household’s odds of
responding to the census (Guarino
et al, 2001).  

•  The Effect of the SSN Request on
Mail Response Rates: Mail
response rates were expected to
decrease when a SSN request
was presented, with a more pro-
nounced effect in low census
coverage areas (LCA) than high
coverage areas (HCA).  Logistic
regression results indicated that

6 All regressions analyses that examined
the effect of media exposure upon attitudi-
nal responses included the following demo-
graphic control variables: gender, education,
age, ethnicity, race, income, and a variable
indicating whether or not income had to be
imputed for the respondent (Singer et. al.,
2001).
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the SSN request for Person 1
and for all household members
significantly decreased mail
response rates (see Table 5).
Specifically, the odds of
responding to the census
decreased by 9.5 percent when
requesting the SSN of only
Person 1, and decreased by 11
percent when all household
members’ SSNs were requested.
The drop in odds suggests
about a 2.1 percent decrease in
responses among HCA areas
and a 2.7 percent decrease in
LCA areas when the SSN for all
household members is request-
ed (Guarino et. al., 2001).7 This
response decrease was statisti-
cally significant and supported
the hypothesis, yet it was small-
er than expected.  Contrary to
the hypothesis, however, no dif-
ferential effects of the SSN
request on response was
revealed between the two cover-
age areas (SSN * Strata = -.006,
see Table 5).  

•  The Effect of Notification of
Administrative Record Use on
Response Rates: Notification of
administrative record use was
expected to lead to significant
decreases in mail responses,
with specific notification (includ-
ing agency names) having a
stronger effect than general
notification.  As anticipated,
results indicated that taken
together, general and specific
notification of administrative
record use decreases mail
response.8 Examination of the

separate effects of each notifica-
tion type indicated that general
notification caused a small, yet
significant, response decrease,
while specific notification did
not (see Table 5).  Nonetheless,
further analysis of the magni-
tude of the effect on response
between general and specific
notification was not statistically
different.  These results
appeared to contradict the antic-
ipated stronger effect of specific
notification.

The inclusion of notification
with the SSN request was fur-
ther expected to decrease
response compared to present-
ing the notification alone.
However, the logistic regression
analysis, combining general and
specific notification treatments,
did not reveal sufficient evi-
dence to conclude that notifica-
tion of administrative record use
further discourages response in
the presence of a SSN request
compared to notification alone
(p = .1056). 

•  The Effect of the SSN request on
Item Nonresponse Rates: Given
the prior level of resistance
towards providing SSNs (Singer
et. al., 2001), the request for
SSN was expected to increase
item nonresponse rates.  To test
the hypothesis, the effect of
treatments on item nonresponse
was assessed by looking at the
effect of each treatment on the
likelihood of a household having
any missing data among 100
percent person items in addition
to household tenure.  One strik-
ing feature of these data was
the relatively low rates of miss-
ing data across all treatments
(see Guarino et. al., 2001).   

In accordance with the predic-
tion, logistic regression results
showed that the SSN request for

all household members was
associated with having missing
data on the returned census
form (see Table 6).  Analysis of
the effect of the SSN request for
solely Person 1 revealed no
association between the request
for Person 1’s SSN and missing
data.  Yet, collectively, any
request for SSN would seem to
increase the odds of having at
least some missing data on the
form (Guarino et. al., 2001).  A
greater amount of missing data
was further evidenced among
returned long census forms than
short forms, while less missing
data were shown among
returned forms from the high
coverage areas compared to the
low coverage areas (see Table
6).   

•  The Effect of Notification on
Item Nonresponse: The notifica-
tion of administrative record use
was expected to cause increases
in item nonresponse, with spe-
cific notification having a
stronger effect than general
notification.  Results revealed
that notification did not appear
to adversely affect form com-
pleteness.  Individually, neither
type had an effect, nor did one
type have a stronger effect than
the other.  It was also predicted
that notification would have a
more harmful effect on form
completeness on the long form
than the short form.  Regression
analyses showed no differential
effects of notification on form
completeness between the long
and short forms, regardless of
notification type.  

Finally, the SSN item for Person
1 was expected to be missing at
a higher rate when notification
was included with the SSN
request.  Using data from the
four panels that had SSN
requests, the SSN item nonre-

7 Interpretation of the logistic regres-
sion results was based on parameter esti-
mates and odds ratios of significant experi-
mental treatment effects (Guarino et. al.,
2001).  For details, see Guarino et. al.,
(2001).

8 The simultaneous significance of the
general and specific notification was tested
by summing the parameters and comparing
the result to zero in a F-test (H0: b specific +
b general = 0).  The results showed that F =
4.59 at p = .033 (Guarino et. al., 2001).
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sponse rates for Person 1 were
computed (see Table 7a).
Pairwise comparisons revealed
that lower SSN item response
rates were obtained for Person 1
when the SSN was requested
without specific or general noti-
fication of  administrative use
(see Table 7b).  The distinction
between general and specific
notification had no measurable
influence on response to the
SSN item for Person 1.  These
findings contradict the hypothe-
sis, yet may suggest that
respondents viewed notification
as justification for the SSN
requests (Guarino et. al., 2001)

3.2.2.  SSN-Validation experiment

The SSN-Validation experiment
examined the accuracy of provided
SSNs in general, by coverage area,
SSN request strategies, and notifi-
cation.  In addition, the results
were compared to the earlier 1992
SQT SSN validation rates (collected
during a mid-cycle, between cen-
suses).

•  The High Degree of Accuracy of
Provided SSNs: SSN Validation
rates were expected to be high
when SSNs were reported.
Accurate SSN response out-
comes were defined as direct or
indirect instances in which the
respondents’ reported SSN and
name matched an SSN, name,
and as needed, date of birth and
gender on the Census Numident
file.  Results revealed that the
majority of SSN response out-
comes were direct matches,
with an overall match rate of
94.3 percent.  Indirect matches
showed an overall match rate of
0.4 percent.  With a low overall
rate of 5.2 percent among
invalid SSNs, results confirmed
the expected high SSN valida-
tion rate among reported SSNs.

•  The SSN Validation Rates of
HCAs and LCAs: It was predict-
ed that there would be little dif-
ference between the validation
rates in areas of typically high
and low coverage areas.  Both
areas demonstrated high rates
over 90 percent, with the LCA
rate of 92.8 percent being
slightly lower than the HCA rate
of 95.2 percent.  The 2.4 per-
cent difference between the two
areas is small, yet was shown to
be statistically significant.

•  The Effect of SSN Request
Strategy (One vs. All) on
Validation Rates: The high valid-
ity rate of Person 1’s reported
SSN basically stayed the same
whether asked to report one’s
own SSN or the SSN of all house-
hold members.  For all four pan-
els, the valid SSN rates for
Person 1 ranged from 96.0 per-
cent to 96.9 percent, with pair-
wise comparisons showing a dif-
ference of less than one percent
between each of the panels.
SSN validation rates were pre-
dicted to steadily decrease by
Person number (i.e., Person 2
would have higher validation
rates than Person 3 and so on
through Person 6).  As expect-
ed, results indicated patterns of
decreasing validation rates for
Person 2, Person 3, and so on
through Person 6 for each of the
three panels that requested all
SSNs (see Table 8).  One excep-
tion to this pattern was a slight
increase for Person 5 in Panel 4
(all SSNs, specific notification),
which further appeared to show
a general pattern of slightly
higher rates across household
members (specifically, Person 2,
Person 4, and Person 5) com-
pared to the two other panels.
Nevertheless, each of the three
panels still revealed good vali-
dation rates for all persons, with

all Person 2 valid SSN rates just
over 95 percent and the lowest
valid SSN rate for Person 6
among the panels being 80.2
percent (Panel 3, all SSNs, gen-
eral notification).

•  The Effect of Notification on SSN
Validation Rates: Validation
rates were predicted to drop
when notification was included
with the SSN request.  Specific
notification was further expect-
ed to result in lower SSN valida-
tion rates than the general noti-
fication condition.  Pairwise
comparisons of the four panels
were restricted to only the valid
SSN rates of Person 1, as Panel
2 only requested one SSN, and
the others requested all SSNs.
Panels 1 and 2 received SSN
requests with no notification,
whereas Panels 3 and 4 received
SSN requests with general and
specific notification, respective-
ly.  As stated above, the valid
SSN rate for Person 1 in all four
panels was very high, with little
difference between them.
Subsequently, the two hypothe-
ses regarding the impact of noti-
fication upon valid SSN rates
were not confirmed (Brudvig,
2002).  

•  Similar SSN Validation Rates for
Census 2000 SPAN and Earlier
1992 SQT Study: The SSN-
Validation experiment was the
first of its kind to examine how
the inclusion of administrative
record use notification would
affect the validity of reported
SSNs.  Yet, it is not the first
study to request SSNs from
respondents.  Bates’ 1992 SQT
panel study also obtained
reported SSNs for all household
members and compared them to
the Census Bureau’s Numident
file.  A comparison of the two
studies’ findings showed that
the valid and invalid SSN rates
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for the two studies were similar:
1992 SQT Panel, valid rate, 91.0
percent, invalid rate, 8.0 per-
cent, and SSN-Validation Panel 1,
valid rate, 94.8 percent, invalid
rate, 5.2 percent.  Taken togeth-
er, these results indicate that
respondents who choose to

report a SSN are most likely to
report an accurate one. The
three percent increase in SSN
validation rates is probably
caused by improvements in SSN
validation procedures at the U.S.
Census Bureau (see STAR0004-
00, 2001).
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SPAN was designed to collect atti-
tudinal and behavioral data related
to the Census Bureau’s expanded
use of administrative records.
Specifically, SPAN examined the
public’s attitudes regarding privacy
and confidentiality, responses to
SSN requests on census forms, and
responses to different forms of
notification about the use of
administrative records.  The goal
of SPAN was to provide informa-
tion that would assist with deci-
sions regarding future decennial
methodology.  In this section, the
results of SPAN’s survey and panel
components are collectively sum-
marized with commentary, leading
up to the final list of recommenda-
tions on page 23.

4.1.  Public attitudes
toward the Census

The SPA2000 results indicated that
the public has steadily increased
its knowledge and awareness of
the census, its uses, and laws
related to confidentiality practices.
Census 2000 publicity also seemed
to enhance the public’s knowledge
and endorsement to cooperate
with the census – especially when
later reports indicate that the
nation’s 67 percent response rate
was higher than expected
(Decennial Media Relations Office,
2000).

4.1.1.  Trust in the Census Bureau
and Privacy Concerns

Although long-term trends reveal
slight increases in the public’s
belief that the Census Bureau actu-
ally protects data confidentiality,
there were no reported differences

between the beliefs of the 1999
and 2000 samples.  In addition,
the public’s trust in the Census
Bureau to keep data confidential
has remained virtually unchanged
since 1996.  One area in which
Census 2000 publicity had very lit-
tle impact was upon the public’s
assurance and trust that the
Census Bureau does not misuse
census data (Singer et. al., 2001).
Future census publicity efforts may
want to apply greater focus to
trust and confidentiality issues,
especially in light of their connec-
tion to respondent behavior (see
below). 

Review of the long-term privacy
attitude trends show small increas-
es in public concerns about per-
sonal privacy and the loss of con-
trol over personal information.
These concerns are beyond the sin-
gle scope of the census and seem
to refer to today’s climate of
increasing reliance upon technolo-
gy in communication and business
transactions.  Increased concerns
about privacy (and fraud) in other
arenas, however, can subsequently
carry-over and affect census-relat-
ed attitudes.  The SPA2000 survey
showed that over the past five
years, there has been a small
decline in public views of the cen-
sus as an invasion of privacy, with
no difference between views in
1999 and 2000.  Perhaps the pub-
lic has grown more accustomed to
providing personal information in
today’s information age, or it dis-
tinguishes the Census Bureau as a
more credible collector of such
information.  In addition to more
confidentiality assurances, future

census publicity efforts may want
to emphasize its distinction and
credibility in comparison to the pri-
vate sector.

4.1.2.  Public Views on Data
Sharing and Providing SSNs

Growing numbers of citizens may
agree that everyone has an obliga-
tion to cooperate with the census,
yet when the idea of sharing data
among Federal agencies or of pro-
viding one’s SSN number is pre-
sented, trends reveal that increas-
ing numbers express disapproval.
Long-term declines in approval of
data sharing were revealed
whether the purpose was to fix the
undercount, eliminate the long
form, or to eliminate the short
form and use a “records only” cen-
sus (which showed a further 4.2
percent decline in approval
between 1999 and 2000).
Furthermore, nearly half (or 45
percent) reported that it would
bother them “a lot” if their census
information was shared with any-
one outside the Census – a signifi-
cant increase from prior years.
Expressed willingness to provide
one’s SSN significantly declined
from 68 percent in 1996 to 55 per-
cent in 1999, with no further
change in 2000.  Interestingly, peo-
ple who even favored data sharing
displayed decreasing willingness to
provide their own SSNs between
1996 and 1999.

Based on these findings, the public
seems accepting of the census and
its uses, yet discussions of data
sharing and in particular, the usage
of SSNs as identifiers, may height-
en privacy concerns or fears 

4.  Implications and Recommendations
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concerning misuse and fraud in
today’s realm of information collec-
tion.  More specific to governmen-
tal policy, some groups may even
perceive the idea of data sharing
and the usage of SSNs as identi-
fiers as a privacy violation that
goes beyond the information
absolutely needed by the Census
Bureau (e.g., H.R. 4085, 2000).
Judging by the reported attitudes,
less than half of the 1999 and
2000 survey respondents favored
the idea of data sharing and a little
over half of the samples expressed
willingness to provide their SSNs.
It was further revealed that non-
whites and women showed less
willingness to provide their SSNs
than Caucasians and men, with
nonwhites also reporting less
approval of data sharing to reduce
the undercount.  Future explo-
ration of these population seg-
ments’ specific concerns may be
helpful. 

4.1.3.  The Impact of Recent
National Events

One potentially important consid-
eration is how the events of
September 11, 2001 (and the extra
security concerns that have fol-
lowed) may have affected recent
public attitudes related to privacy
concerns, data sharing, and the
provision of one’s SSN (Brudvig,
2002).  For instance, the SPA2000
survey results have already demon-
strated greater privacy concerns
among nonwhites.  Since
September 11th, this difference
may have increased, with some
groups within the nonwhite seg-
ment possibly fearing that expand-
ed data sharing could result in
national procedures similar to
those taken during World War II
with Japanese-Americans in the
United States.  Any potential public
concerns (and fears) resulting from
September 11th, would likely cor-
respond with attitudes about 

privacy and the government in
general.  Therefore, the impact of
September 11th cannot be over-
looked.  Yet, it is difficult to know
if current attitudes impacted by
September 11, 2001 will still be a
concern during the next decennial
census in 2010.  The Census
Bureau should continue to regular-
ly conduct surveys to assess public
attitudes, although not too fre-
quently, as Singer et. al., (2001)
notes that surveys typically show
small year-to-year changes.

4.2.  Behavioral responses
to Census 2000

4.2.1.  Behavioral Predictors

Examination of the actual census
form returns of SPA2000 respon-
dents reiterated the importance of
considering the public’s privacy
concerns, views on the Census
Bureau’s confidentiality practices,
approval of data sharing, and will-
ingness to provide one’s SSN.  Each
of these attitudinal items was a
reliable predictor of whether or not
respondents returned their Census
2000 forms (and mostly in a nega-
tive direction).  It was further
revealed that nonwhite respon-
dents were less likely to return
their census forms.  Future
research may want to assess
potential explanations behind
these predictive relationships in
order to improve future response
rates.  Although reliable, these pre-
dictors were shown to account for
only a small portion of the vari-
ance in census mail returns.
Therefore, it would also be benefi-
cial to examine other possible
response barriers that may inter-
fere with census response rates.

Similarly, SPA2000 respondents
who had greater concerns about
privacy and were less favorable
towards data sharing and provid-
ing their SSNs, were less likely to
provide matchable mailing

addresses.  In fact, among the
1999 and 2000 samples, only 60
percent provided addresses that
could be successfully matched.
Singer et. al., (2001) suggests that
the inability to assess the relation-
ship between attitudes and behav-
ior among the other 40 percent of
the sample serves to underline the
extent to which concerns about
privacy negatively affect willing-
ness to cooperate with the decen-
nial census.  Again, the need for
the Census to further examine and
respond to the public’s concerns
about privacy seems important.

4.2.2.  The Effect of SSN Request
on Behavior

Based upon respondents’ reported
attitudes in the SPA2000 survey
(Singer et. al., 2001), the inclusion
of the SSN request with the actual
Census 2000 materials was expect-
ed to reduce the mail response
rates and item nonresponse rates.
Results of the SSN-Notification
study (Guarino et. al., 2001) sup-
ported these expectations, yet not
to the extent originally predicted.
Furthermore, the SSN request for
all household members was associ-
ated with more missing data, yet
there was no effect revealed for
Person 1.  However, collectively,
any request for SSN would seem to
increase the odds of having at
least some missing data on the
form (Guarino et. al., 2001).

The validity of respondents’ pro-
vided SSNs was high, with a rate of
95 percent (Brudvig, 2002).  In
fact, the high validity rate of
Person 1 stayed the same whether
the SSN request was for Person 1
only or for all household members.
For the rest of the household mem-
bers, patterns of validation rates
did steadily decrease by person.
Yet, they too, were fairly high
rates, with the lowest rate of
Person 6 being 80 percent.
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Brudvig (2002) concluded that
basically, respondents who choose
to report a SSN are most likely to
report an accurate one.

Although the two panel studies did
find behavioral responses that
complimented the earlier attitudes
about data sharing and SSN
requests revealed in SPA2000
(Singer et. al., 2001), the effects of
SSN requests and notification of
administrative records use were
not as great as predicted by the
SPA2000 findings.  Taken together,
the results of SPAN’s survey and
panel components (conducted dur-
ing a decennial census) show the
same pattern of findings revealed
by earlier, mid-cycle studies, in
which focus groups indicated neg-
ative reactions to a SSN request
and then a behavioral study that
actually requested SSNs demon-
strated a smaller-than-anticipated
decrease in mail response rates
(Dillman, Treat, & Clark, 1994;
Singer & Miller, 1992).  Similarly,
an earlier study also found report-
ed SSNs to be highly accurate
(Bates, 1992).  Therefore, it
appears that public attitudes on
these matters do correspond with
related response behaviors, but
not to the extent that one might
expect.

It is important to note, however,
that requests made on a nation-
wide basis could be very different
(Brudvig, 2002; Guarino et. al.,
2001).  For instance, the panel
studies did not target non-English
speaking households, that would
possibly be a part of the nonwhite
group that revealed less willing-
ness to provide SSNs and lower
response rates (Singer et. al.,
2001).  Guarino et. al., (2001) did
not find any differences among
demographic groups (nor by cover-
age areas), while a planned analy-
sis of characteristics of households
that provide and do not provide

SSN information was not undertak-
en due to decennial resource con-
siderations (Brudvig, 2002).
Further studies that examine
potential racial or ethnical differ-
ences (and subsequently different
coverage areas) need to be per-
formed before a final determina-
tion can be made with respect to
the effect of SSN requests upon
response behaviors to the decenni-
al census. 

Furthermore, when generalizing
the results of the SPA2000 survey
and the earlier focus groups (Bates,
1992), from which the panel stud-
ies’ predictions are based, the
exposure to greater public opinion
is a crucial consideration.  In the
focus groups, participants were
exposed to others’ views and opin-
ions, while participants in the
SPA2000 (and the two panel stud-
ies) were not.  This is a critical dif-
ference because people’s attitudes
and even behavior, have a greater
likelihood of being influenced by
those of other individuals in a
more public, social context (Eagley
& Chaiken, 1993).  There was no
formal publicity about including
SSN requests on census forms at
the time people responded to the
SPA2000 survey or completed the
Census 2000 forms used in the
panel studies.  Therefore, the likeli-
hood of others’ opinions impacting
respondents’ individual attitudes
and behavior was reduced.
However, if a nationwide request
for SSNs occurred, the Census
Bureau would have to anticipate
the potential impact that larger
public opinion would have upon
individuals’ attitudes and response
behavior.  Results of the focus
group studies and the SPA2000
may have revealed similar disap-
proval among respondents, yet the
greater public debate and discus-
sion that would occur with a
nationwide SSN request would 

create a public context filled with
dominating opinions and perspec-
tives that could possibly influence
more individual respondents’ atti-
tudes and subsequent response
behavior.  

Another issue concerns the request
of SSNs for all household mem-
bers.  Nonresponses to the SSN
request could be due to other rea-
sons besides unwillingness.  For
example, nonresponses for Persons
2 through 6 may be the result of
lack of availability or the inaccessi-
bility of that information to the
person completing the census form
(Brudvig, 2002).  There is also the
possibility that children in the
household do not have SSNs to
report.  Future research may want
to examine these other factors that
may contribute to nonresponse
rates, with the ultimate goal  of
finding ways to reduce or resolve
these barriers that may interfere
with the extent to which matching
SSNs from census data to adminis-
trative records can occur (Brudvig,
2002).

4.2.3.  The Effect of Notification on
Behavior

The effects of notification on cen-
sus response rates, form complete-
ness, and the validity of provided
SSNs were not what was originally
expected.  First, panels receiving
either the general or the specific
notification method (taken togeth-
er) did show reduced mail
response rates.  Yet, the anticipat-
ed stronger effect of specific notifi-
cation over general notification
was not demonstrated.  Nor could
it be concluded that inclusion of
notification with a SSN request dis-
courages mail responses, as com-
pared to notification alone.  

As well, notification did not affect
form completeness, whether the
two notification types were
grouped together or examined 
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separately.  Contrary to the origi-
nal prediction, results indicated
that there were lower responses to
the SSN item for Person 1 when
the SSN request was made without
notification.  This occurred regard-
less of the number of SSNs
requested (Person 1 only versus all
household members) and regard-
less of the type of notification,
which also showed no individual
effects upon respondents’ form
completeness.  Finally, notification
had no effect upon the validity of
respondents’ provided SSNs.  With
no existing empirical data, the two
SPAN panel studies were the first
to empirically examine the effect
of notification upon these factors. 

The panel study results do not
completely correspond with the
results of the SPA2000 survey indi-
cating predictive relationships
between attitudes on data sharing
and subsequent response behavior.
Nevertheless, these findings do
raise some conceptual and
methodological issues for future
research to pursue.  First, there is
the finding of lower responses to
the SSN item for Person 1 when
notification was not included with
the SSN request.  Guarino et. al.,
(2001) suggests that people may
have viewed the notification as jus-
tification for the SSN request,
resulting in higher item response
rates among those who received
notification.  Based upon this find-
ing, if SSNs are to be requested on
future decennial censuses, then
notification should be included
with the request (Guarino et. al.,
2001).    

In addition, future research needs
to re-evaluate the effect of notifica-
tion upon response rates using a
different perspective.  More specifi-
cally, it is possible that when peo-
ple are informed of the purpose
behind a request, then they are
more likely to respond to the

request versus when they have no
information and have to rely upon
their own suspicions.  This per-
spective corresponds with findings
in the area of risk management
which show that the more one
knows about the nature of the risk,
the less anxiety-provoking it is
(Slovic, 1987).

This is also consistent with the
unconfirmed hypothesis that spe-
cific notification would have a
stronger (negative) effect than the
general notification condition.
Recall that one analysis found gen-
eral notification to have a stronger
effect on mail response rates,
while another analysis revealed no
difference in the magnitude of the
effect between general and specific
notification.  The general notifica-
tion condition may have led to
higher suspicions of exactly which
agencies are being referred to than
the specific notification condition
that actually listed them.  In turn,
people were less responsive or
willing to actually report their SSN
without more details.
Furthermore, in the SSN-Validation
study (Brudvig, 2002), Panel 4,
which received requests for all
household members’ SSNs and spe-
cific notification, appeared to show
a general pattern of slightly higher
validation rates across reported
SSNs for many of the household
members compared to the other
panels that requested SSNs for all
household members and received
either no notification or general
notification.  With the growing
requests for personal information
in today’s world (and the related
concerns of fraud and misuse),
people may be less willing to pro-
vide such information without spe-
cific details of how it will be used –
or by whom.  This perspective on
the effect of notification highly
coincides with the Census Bureau’s
need to alleviate the public’s

increasing privacy concerns and
provide confidentiality assurances
in order to enhance future census
data collections.

There are also some methodologi-
cal concerns to consider.  First,
review of the SSN request in the
cover letter (see Table 1), raises
the concern of whether the two
“SSN request-only” panels did not
also receive the general notifica-
tion treatment in the statement
preceding the SSN request in their
cover letter.  This is a concern that
can ultimately affect the interpreta-
tion of the study’s results.  Another
issue pertains to respondents’
actual exposure to the treatment
conditions of SSN request and noti-
fication.  Some respondents may
not have read their cover letters,
resulting in no way to ascertain a
direct causal relationship between
the treatment conditions and their
behavior (Guarino et. al., 2001).
Yet due to random assignment of
sample cases to the treatment con-
ditions, it can be assumed that
there was no differential confound-
ing motivational effects across the
treatment conditions.  Future
research may want to explore
methodological procedures that
address these concerns.  

4.3.  Comments on Census
publicity

Two SPA 2000 survey findings
related to census publicity need to
be mentioned.  First, the Census
2000 publicity did not appear to
positively affect respondents’ atti-
tudes toward privacy, confidentiali-
ty, and data sharing.  Given the
relationship between these atti-
tudes and census response rates, if
the Census Bureau decides to take
measures to expand administrative
records use and to request SSNs on
future decennial censuses, then
future census publicity efforts
should be designed to address
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these attitudes.  This is especially
true if there is greater public airing
of privacy concerns in response to
these changes in the census
methodology (Guarino et. al.,
2001).  On a related note, people
who reported being exposed to
only positive media about the cen-
sus also indicated more trust in the
Census Bureau’s confidentiality
assurances and greater willingness
to provide their SSNs.  Future
research may want to further
examine the relationship between
positive census publicity and pub-
lic attitudes; testing causality, or
the effect of publicity exposure
upon these attitudes that impact
census response behavior.

It is also useful to note that the
group exposed to only negative
census media demonstrated similar
attitudes to those exposed to both
positive and negative media,
whereas more attitudinal differ-
ences were shown between the
group that reported exposure to
both types of media and the group
reporting only positive census
media exposure.  Is it possible that
exposure to negative census media
has the effect of inoculating public
attitudes against positive census
media, or does census publicity
merely need to be more carefully
adjusted to meet public concerns?
Obviously, the Census Bureau can-
not control negative press about
the census from other sources, yet
it can control what its own publici-
ty campaign includes or focuses
upon.  The development of publici-
ty techniques to counteract nega-
tive press would be helpful.

4.4.  Recommendations

The Census Bureau is faced with
an interesting dilemma.  On the
one hand, there is the goal to
respond to the public’s request for
an easier-to-use questionnaire (U.S.
Census Bureau, 2002).   Expanding

the use of administrative records
during decennial censuses and
requesting SSNs to facilitate data
sharing is one possible method
that could reduce the burden of
census respondents and reduce
some of the costs associated with
the census.  However, these new
techniques do not seem to meet
the approval of respondents with
concerns about privacy and confi-
dentiality issues – attitudes that
predict response behavior.  The
SPA2000 survey results further
indicated an increase in the num-
ber of people who did not favor
data sharing among agencies
between 1999 and 2000, with a
decline in the proportion who
approved of data sharing specifi-
cally for the purpose of eliminating
the short form census.  

The question then becomes: Is it
better to continue census data col-
lection as it stands now, or to
include SSN requests and the use
of administrative records, and risk
heightened views of the census as
a privacy invasion and higher cen-
sus nonresponse rates?  Around 60
percent of SPA2000 respondents in
1999 and 2000 reported that they
did not believe the benefits of sav-
ing time and money outweighed
the loss of privacy.  Further, cost
implications are not fully known if
SSN requests result in lower mail
returns and higher item nonre-
sponse rates that require more fol-
low-up procedures (Brudvig, 2002;
Guarino et. al., 2001).  Based upon
the SPAN Experiment results, the
following recommendations are
made:

•  Conduct research that tests
more effective ways of commu-
nicating the Census Bureau’s
confidentiality practices to the
general public (Singer et. al.,
2001).

•  Conduct qualitative research on
impediments to trust in the
Census Bureau (and in the gov-
ernment more generally), and
on ways in which feelings of
trust might be enhanced via
publicity efforts or other forms
of interaction with the public
(Singer et. al., 2001).

•  Develop research to identify and
alleviate privacy concerns that
may influence or predict lower
response rates with respect to
the decennial census.

•  Research is needed to assess
the impact of the events on
September 11, 2001 (and fol-
lowing) upon public attitudes
concerning privacy issues, data
sharing, and the usage of SSNs
as identifiers for the census
(Brudvig, 2002).  At the same
time, it is unknown as to
whether any possible current
attitudinal changes will still
apply around 2010.  Singer et.
al., (2001) suggests that the
monitoring of attitudinal trends
should not be conducted too
frequently, as studies show
small year-to-year changes.

•  Conduct qualitative research
with members of targeted popu-
lation segments that demon-
strated lower mail response
rates, less acceptance of data-
sharing, or less willingness to
provide their SSNs, to better
understand their perspectives
and reservations (e.g., non-
whites, females).  Subsequently,
develop and test new publicity
efforts or strategies that address
the concerns of these popula-
tion segments – especially those
that tend to compose the low
coverage census areas (LCA).  

•  Design and conduct research to
identify and reduce other, cur-
rently unknown, barriers to cen-
sus responses, as the predictors
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shown in SPA2000 only account-
ed for a small portion of the
variance in respondents’ Census
2000 mail returns (Singer et. al.,
2001).  Barriers of other
response modes (e.g., tele-
phone, interviews) could also be
explored.  

•  Conduct more research on the
effect of SSN requests upon
response behavior that further
examines:  the characteristics of
households that provide and do
not provide SSNs, the accuracy
of households reconstructed
from administrative records, and
the effect of having and not
having the SSN in household
reconstruction.  In conjunction
with the accuracy of SSNs, these
analyses would provide indica-
tors of the quality of data and
the usefulness of collecting
SSNs in future surveys and cen-
suses (Brudvig, 2002).

•  Perform research that focuses
upon the SSN requests of all

household members to identify
factors other than attitudes,
which may contribute to the
nonresponse rates of SSN
requests (e.g., more practical
barriers, like the inaccessibility
of others’ SSN information).
New methods and techniques
can be explored that improve
the response rates of SSN
requests for ALL household
members and that recognize
issues, such as the lack of a SSN
among some children (Brudvig,
2002).

•  Design research to further
examine the effect of general
and specific notification upon
response behavior by consider-
ing other interpretations of how
they may be viewed (e.g., justifi-
cations), and by developing new
methods that further establish
the relationship between notifi-
cation treatment conditions and
behavior.  Future research also
needs to assess if providing

information on the use of SSN

does not markedly decrease

response rates and improves

validation rates, as this may

change future censuses.

•  Develop research to examine

the cumulative nonresponse to

SSN requests (i.e., unit nonre-

sponse, SSN item nonresponse,

and SSN invalid rates) to obtain

an indicator of the extent to

which matching to administra-

tive records could take place

(Brudvig, 2002).

•  Conduct a cost/benefit analysis

that fully assesses all implica-

tions, should the Census Bureau

consider asking census respon-

dents for SSNs in future decen-

nial censuses (Brudvig, 2002).

Future research could also docu-

ment the use of other identifiers

besides SSNs, that are used to

link files with fewer costs

(Brudvig, 2002).
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Article 1. Mapping Questions of the SPA2000 Survey Instrument

Item notes SPA 2000
(1999/2000) 1996 SPARU 1995 JPSM

Census importance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Question #1 Question #1 Question #1
Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 2 2
Hispanic origin, per 2000 phrasing . . . . . . . . . . . . . . . . . . . . . . . . . 3, 3a 3 3
Race, per 2000 phrasing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4, 5 4 4
Year born . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6 5 5
(Marital status dropped per 2000) . . . . . . . . . . . . . . . . . . . . . . . . . . — 6 6
Data confidentiality protection by Census Bureau . . . . . . . . . . . . 7a1, 7b1, 7c1, 7d1,

7e1, 7a2, 7b2, 7c2,
7d2, 7e2

— —

Goverment agencies can get census information . . . . . . . . . . . . . 7a3, 7b3, 7a4, 7b4 7_1, 7_2, 7_3, 7_4 7
Protect-sureness, frequency, bothered . . . . . . . . . . . . . . . . . . . . . . 7c3, 7d3, 7e3, 7f3 7a, 7b, 7c, 7d 7a, 7b, 7d, 7e
Get info-sureness, frequency, bothered . . . . . . . . . . . . . . . . . . . . . 7c4, 7d4, 7e4, 7f4 7a1, 7b1, 7c1, 7d1 —
Knowledge of how census is used. . . . . . . . . . . . . . . . . . . . . . . . . . 8, 8a 8 10
Undercount . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9a, 9a1, 9b, 9b1 9a, 9b 11a, 11b
Record use, agency 1, undercount . . . . . . . . . . . . . . . . . . . . . . . . . 10 10 12a
Strongly feel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 11 12a1
Record use, agency 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12 12 12b
Record use, agency 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13 13 12c
Do away with census . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14 14 13
Cost less vs. accurate count . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15a, 15b 15a, 15b 14a, 14b
Oppositions (open-ended) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15c 15c 14c
Census, privacy invasion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16 16 15
List of invasive questions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16a 16a 15a
Importance of short form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17a, 17b 17a, 17b 16a, 16b
Knowledge of long form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18 18 17
Agency 1, long form data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19 19 18
Agency 2, long form data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19a 19a 18a
Agency 3, long form data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20 20 19
Willingness to provide SSN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21 21 —
NEW QUESTION, half sample split, probability to answer
census [past-tense wording in post-measurement] . . . . . . . . . . 22a, 22a1, 22b, 22b1 — —

Undercount seriousness—community/cities . . . . . . . . . . . . . . . . . . 23a, 23b — 20b
Trust Census Bureau not to give info . . . . . . . . . . . . . . . . . . . . . . . 24a, 24a1 22a, 22a1 —
Trust Census Bureau to keep confidential . . . . . . . . . . . . . . . . . . . 24b, 24b1 22b, 22b1 —

Data sharing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
25 [same as 23a, 23b

dropped] 23a, 23b —
Privacy worry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26 — 24
Privacy invasion victim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27 — 25
Phone tapped. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28 — 26
Little say in government—agree/disagree . . . . . . . . . . . . . . . . . . . 29a 24a 27f
Public officials care—agree/disagree (a/d) . . . . . . . . . . . . . . . . . . . 29b 24b 27g
Right to privacy—a/d . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29c 24c 27a
Lost control of personal info—a/d . . . . . . . . . . . . . . . . . . . . . . . . . . 29d 24d 27b
Strictly regulate computers—a/d. . . . . . . . . . . . . . . . . . . . . . . . . . . . 29e — 27d
Government knows more about me—a/d. . . . . . . . . . . . . . . . . . . 29f — 27e
Cooperate with Census . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29g — 27h
Trust ‘‘Washington’’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30 25 29
Confidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31 — 28
FBI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32 — Item D
Illegal aliens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33 — Item D
Census data used against people . . . . . . . . . . . . . . . . . . . . . . . . . . 34 — Item D
Education . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D1 26 37
Income. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D2 27 38
income. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D3 to D7 27a to 27e 38a to 38e
Address . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D8 28 Zip Code

* Taken and slightly modified from Neugebauer, 1999.
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Article 2. Survey Items, Response Categories, and Weighted Ns Across Four Public Surveys

Attitude survey items and response categories*
N (weighted)

1995 1996 1999 2000

Knowledge and Awareness of Census:
How important do you think it is to count the people in the U.S.? (Extremely, Very,
Somewhat, or Not too important) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1415 1207 1663 1962
The census is used to decide how many representatives each state has in Con-
gress... [and] how much money communities get from the government. Have you
heard about either of these uses of the Census? (Yes or No). . . . . . . . . . . . . . . . . . . . 1434 1207 1672 1967
(A) Have you heard about some communities getting fewer representatives or less
money because they were undercounted? (Yes or No). . . . . . . . . . . . . . . . . . . . . . . . . . 765 601 799 967
(B) Have you heard about big cities and cities with large minority populations get-
ting fewer representatives or less money because they were undercounted? (Yes
or No) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 652 603 869 982
Please tell me if you strongly agree, somewhat agree, somewhat disagree, or
strongly disagree. Everyone has a responsibility to cooperate with the Census? . . . 1426 na 1666 1969

Beliefs About Confidentiality:
(A) Do you think other government agencies, outside the Census Bureau, can or
cannot get people’s names and addresses along with their answers to the census,
or are you not sure? (Other agencies can get names, Other agencies cannot get
names, or Not sure) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1443 317 830 989
How sure are you that other government agencies cannot get people’s names and
addresses along with their answers to the census? Very sure, Fairly sure, Not too
sure, or Not not sure at all?** . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130 na 74 109
(B) Do you think the Census Bureau does or does not protect the confidentiality of
this information, or are you not sure? (Does, Does not, or Not sure) . . . . . . . . . . . . . na 289 827 975
How sure are you that the Census Bureau protects the confidentiality of this infor-
mation? Very sure, Fairly sure, Not too sure, or Not sure at all?** . . . . . . . . . . . . . . . na 186 130 164
(A) As far as you know, is the Census Bureau forbidden by law from giving other
government agencies information identified by name or address? (Yes, No, or
Don’t know). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . na 579 762 973
(B) As far as you know, is the Census Bureau required by law to keep information
confidential? (Yes, No, or Don’t know) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . na 636 912 1004

* For all items, respondents had the option of responding with ‘‘Don’t Know’’ or refusing to respond. In some cases, the surveys had two question versions
on the same issue and utilized a half sample split. Survey respondents received only one of the two versions. Items noted as (A) and (B) indicate the two ques-
tion versions.

** These items were only asked of respondents who indicated that other agencies can get names (Version A) or that the Census Bureau does protect confi-
dentiality (Version B).
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Article 2. Survey Items, Response Categories, and Weighted Ns Across Four Public Surveys

Attitude survey items and response categories*
N (weighted)

1995 1996 1999 2000

Data Sharing and SSN Requests:
(A) How much would it bother you if another government agency, outside the Cen-
sus Bureau, got your name and address along with your answers to the census?
Would it bother you a lot, some, a little, or not at all?* . . . . . . . . . . . . . . . . . . . . . . . . . . 1367 587 548 634
(B) How much would it bother you if your answers to the census were not kept
confidential? Would it bother you a lot, some, a little, or not at all?* . . . . . . . . . . . . . . na 580 547 656
Would you favor or oppose the Census Bureau getting everyone’s name, address,
age, sex, race and [marital status] from the records of other government agencies,
so no one would have to fill out a census form? (Favor or Oppose) . . . . . . . . . . . . . . 1338 1137 1629 1915
Now I will ask you about a proposal to fix the undercount. It involves using records
from a number of government agencies to identify people who are missed in the
Census. Would you favor or oppose [agency’s name] giving the Census Bureau
the name, address, age and sex of all the people for whom they have information
in their records? (Favor or Oppose)** . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1269 1106 1568 1843
Combining information from agencies would mean that everyone could fill out the
short form instead of some people having to fill out the longer form. To make this
possible, would you favor or oppose the IRS giving the Census Bureau informa-
tion on things like people’s jobs and income, along with their name and address?
(Favor or Oppose)*** . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1365 1178 1645 1924
The Census Bureau is considering ways to combine information from federal,
state, and local agencies to reduce the costs of trying to count every person in
this country. Access to Social Security numbers makes it easier to do this. If the
census form asked for your Social Security number, would you be willing to pro-
vide it? (Yes or No) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . na 1172 1641 1937

Trust and Privacy Concerns:

Do you trust the Census Bureau to keep information confidential? (Yes/No)**** . . . . na 464 957 1197
How much do you trust the government in Washington to do what is right? (Just
about always, Most of the time, Some of the time, Almost never) . . . . . . . . . . . . . . . . 1425 1205 1666 1970
In general, how worried would you say you are about your personal privacy?
(Very, Somewhat, Not very, or Not at all worried). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ~1430 ~1170 ~1670 ~1970
Please tell me if you strongly agree, somewhat agree, somewhat disagree, or
strongly disagree. People have lost all control over how personal information
about them is used? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ~1430 ~1170 ~1670 ~1970
Do you feel it is an invasion of your privacy for the Census Bureau to ask your
age, race, sex, Hispanic origin, and marital status along with your name and
address? (Yes or No) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1429 1201 1660 1966

* For all items, respondents had the option of responding with ‘‘Don’t Know’’ or refusing to respond. In some cases, the surveys had two question versions
on the same issue and utilized a half sample split. Survey respondents received only one of the two versions. Items noted as (A) and (B) indicate the two ques-
tion versions.

** In all four years, all respondents were asked about the Social Security Administration and the Internal Revenue Service. The third agency varied by year:
1995, Immigration and Naturalization Service; 1996, Food Stamp Office, 1999 and 2000, ‘‘agencies providing public housing assistance.’’ Reported weighted Ns
reflect the number of respondents who answered all three items with ‘‘favor’’ or ‘‘oppose.’’ Less than 10 percent refused to answer or stated ‘‘Don’t Know’’ to
one of more of the three items in 1996, 1999, and 2000. In 1995, it was 12 percent.

*** All respondents were asked this question twice, in reference to the IRS and another agency, which varied by year. Therefore, comparisons could only be
performed to item responses to the question including the IRS.

**** This item was only asked to those who correctly knew that the Census Bureau is forbidden by law from giving other agencies information or is required
by law to keep information confidential (depending on question version received) .



Table 1.
Experimental Treatments Presented in the Census 2000 Cover Letters.

(1)  SSN-Request:

Because providing the SSN was voluntary, the cover letter for the short form panels with the SSN request
contained an additional statement:

To improve the quality of census statistics, the Census Bureau sometimes uses records from other 
government agencies.  For that purpose, we are asking for your social security number; however, 
providing your social security number is voluntary.

(2)  General Notification:

The general notification mentioned the Census Bureau’s possible use of statistical data from other 
Federal agencies:

To improve the quality of census statistics, the Census Bureau sometimes uses records  from other 
government agencies.  Using other agencies’ records helps make the census more complete.  By making 
better use of government records that already exist, the Census Bureau may be able to ask you fewer 
questions in the census.

(3)  Specific Notification:

The specific notification mentioned the Census Bureau’s possible use of statistical data from other Federal
agencies, and further named the Federal agencies:

To improve the quality of census statistics, the Census Bureau sometimes uses records from other 
government agencies, such as the Social Security Administration, the Internal Revenue Service, or agencies
providing public housing assistance.  Using other agencies’ records helps make the census more complete.
By making better use of government records that already exist, the Census Bureau may be able to ask you
fewer questions in the census.

Taken directly from Guarino et. al., 2001.
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Table 2.
Changes in Public Attitudes From 1995 to 2000*

Attitude/belief 1995 1996 1999 2000

Knowledge and Awareness of Census:

Important to count people in the census. . . . . . . . . . . . . . . . . . . . . . . . 72.0% 74.4% 80.7% 86.1%
Aware of census uses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46.7% 51.0% 51.7% 70.6%
Aware of undercount in ‘‘some communities’’ . . . . . . . . . . . . . . . . . . . 36.2% 37.9% 41.2% 48.7%
Aware of undercount in ‘‘big cities’’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44.6% 42.5% 43.8% 56.7%
Obligation to cooperate with census . . . . . . . . . . . . . . . . . . . . . . . . . . . 91.0% na 86.9% 92.4%

Strongly agree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53.9% na 50.4% 66.4%
Somewhat agree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37.1% na 36.5% 26.0%

Beliefs About Confidentiality:

Other agencies cannot get census data . . . . . . . . . . . . . . . . . . . . . . . . 9.2% 6.1% 12.2% 17.3%
Very sure other agencies cannot get census data . . . . . . . . . . . . . 34.1% na 37.6% 23.0%

Census Bureau protects data confidentiality . . . . . . . . . . . . . . . . . . . . na 12.9% 22.8% 25.1%
Very sure Census Bureau protects data confidentiality . . . . . . . . . na 19.5% 31.5% 30.4%

Census Bureau is forbidden by law from sharing data . . . . . . . . . . . na 28.3% 43.3% 48.9%
No, not forbidden. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . na 17.1% 29.7% 19.0%

Census Bureau is required to keep data confidential. . . . . . . . . . . . . na 51.1% 71.3% 76.0%

Data Sharing and SSN Requests:

Bothered a lot if census responses are shared. . . . . . . . . . . . . . . . . . 36.8% 38.7% 45.4% 45.6%
Bothered a lot if Census Bureau did not protect confidentiality . . . . na 36.6% 46.4% 49.6%
Favor a ‘‘records only’’ census to eliminate short form . . . . . . . . . . . 59.0% 54.7% 46.5% 42.3%
Favor a ‘‘records only’’ census to fix the undercount . . . . . . . . . . . . . 62.6% 58.7% 43.8% 44.3%
Favor a ‘‘records only’’ census to eliminate long form . . . . . . . . . . . . 52.2% 50.8% 44.3% 42.9%
Willingness to share SSN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . na 68.3% 55.1% 55.9%

Trust and Privacy Concerns:

Trust Census Bureau to keep data confidential . . . . . . . . . . . . . . . . . na 66.7% 69.3% 67.8%
Trust in government (always or most of the time). . . . . . . . . . . . . . . . 24.5% 21.3% 29.0% 30.2%
Very worried about privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22.0% na 25.7% 25.0%
Strong belief one has lost control over personal information . . . . . . 40.3% 44.2% 42.1% 44.1%
Census is an invasion of privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23.5% 19.0% 23.0% 20.9%

* Percentages indicate the proportion of respondents who adhered to the listed beliefs/attitudes.
** Response categories of ‘‘Don’t Know’’ or ‘‘Not Sure’’ were included in percentage calculations only when they represented more than 10 percent of the

responses. This only occurred with the ‘‘Beliefs about Confidentiality’’ items. For the remaining presented items, less than 7.5 percent of the samples indicated
‘‘Don’t Know’’ or refused (for details, see Singer et. al., 2001).
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Table 3a.
Effects of Exposure to Positive and/or Negative Publicity
on Responses

Belief/attitude item
(dependent variable)

Positive and
negative Positive only Negative only

Beta (SE) Beta (SE) Beta (SE)

Knowledge . . . . . . . . . . . . . . . . . . . ***1.50 (0.15) ***1.03 (0.14) ***0.72 (0.15)
Importance . . . . . . . . . . . . . . . . . . . *0.16 (0.08) ***0.38 (0.08)
Privacy index . . . . . . . . . . . . . . . . . **0.49 (0.02) **-0.42 (0.18)
Census as invasion of privacy . . *0.29 (0.17)
Census misused . . . . . . . . . . . . . . **-0.16 (0.07)
Census protects data . . . . . . . . . . **0.53 (0.24) ***-0.19 (0.07)
Agencies cannot get data . . . . . . **0.56 (0.26) ***0.61 (0.22)
Share data to reduce under-
count . . . . . . . . . . . . . . . . . . . . . . . *0.25 (0.14)

Trust Census Bureau . . . . . . . . . . ***0.44 (0.16)
Trust Government . . . . . . . . . . . . . ***0.27 (0.08)
Willingness to provide SSN. . . . . **-0.28 (0.14)
Cooperate with Census . . . . . . . . ***0.55 (0.15) ***0.50 (0.14)

* p<.10 ** p<.05 *** p<.01

Note: ‘‘No Exposure’’ category is omitted from table and only statistically significant findings are
reported.

Table 3b.
Effects of Exposure to Positive and/or Negative Publicity
Only Vs. Both Publicity

Belief/attitude item
(dependent variable)

Positive only
exposure

Negative only
exposure

Beta (SE) Beta (SE)

Knowledge . . . . . . . . . . . . . . . . . . . . . . ***-0.47 (0.15) ***-0.78 (0.16)
Importance . . . . . . . . . . . . . . . . . . . . . . ***0.23 (0.08)
Privacy index . . . . . . . . . . . . . . . . . . . . ***-0.91 (0.20)
Census as invasion of privacy . . . . . ***-0.53 (0.18)
Census protects data . . . . . . . . . . . . . **-0.55 (0.26)
Agencies cannot get data . . . . . . . . . **-0.60 (0.30)
Share data to reduce undercount. . . **0.33 (0.15)
Trust Census Bureau . . . . . . . . . . . . . ***0.45 (0.17)
Trust government . . . . . . . . . . . . . . . . ***-0.28 (0.08)
Willingness to provide SSN. . . . . . . . ***0.46 (0.14)
Cooperate with Census . . . . . . . . . . . **-0.38 (0.17)

* p<.10 ** p<.05 *** p<.01

Note: The two exposure categories above are compared to the ‘‘both positive and negative expo-
sure’’ category.
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Table 4a.
Demographic and Attitudinal Predictors of Census Mail
Returns in 1999 and 2000

Variable

1999 2000

Parameter
standard
estimate Error

Parameter
standard
estimate Error

Form type (long). . . . . . . . . . . . . . . . . . . . ***-0.81 0.22 ***-0.57 0.19
Female . . . . . . . . . . . . . . . . . . . . . . . . . . . . **0.46 0.19
Age (logged) . . . . . . . . . . . . . . . . . . . . . . . ***0.77 0.27 ***1.10 0.24
Nonwhite . . . . . . . . . . . . . . . . . . . . . . . . . . ***-0.65 0.21
Education. . . . . . . . . . . . . . . . . . . . . . . . . . **0.22 0.10 ***0.24 0.09
Privacy index. . . . . . . . . . . . . . . . . . . . . . . *-0.06 0.04
Census misused. . . . . . . . . . . . . . . . . . . . *0.16 0.09 ***-0.22 0.08
Share to eliminate Census . . . . . . . . . . . **-0.36 0.18
Willingness to give SSN . . . . . . . . . . . . . *0.34 0.20
Income Imputed . . . . . . . . . . . . . . . . . . . . **0.68 0.35

* p < .10 ** p<.05 *** p<.01

Note: Only statistically significant results are reported.

Table 4b.
Demographic and Attitudinal Predictors of Match Between
Survey and Census

Variable

1999 2000

Parameter
standard
estimate Error

Parameter
standard
estimate Error

Intercept . . . . . . . . . . . . . . . . . . . . . . . . . . . **-1.83 0.74
Age (logged) . . . . . . . . . . . . . . . . . . . . . . . ***0.43 0.15
Hispanic . . . . . . . . . . . . . . . . . . . . . . . . . . . **-0.42 0.17
Income . . . . . . . . . . . . . . . . . . . . . . . . . . . . ***0.11 0.04
Invasion of privacy . . . . . . . . . . . . . . . . . . ***-0.60 0.13 *-0.23 0.13
Share to reduce undercount . . . . . . . . . **0.26 0.12 ***0.43 0.11
Share to eliminate long form . . . . . . . . . ***0.35 0.12
Willingness to give SSN . . . . . . . . . . . . . **0.27 0.12 **0.25 0.11
Trust government . . . . . . . . . . . . . . . . . . . *0.07 0.04
Income imputed . . . . . . . . . . . . . . . . . . . . ***-0.57 0.15 ***-0.49 0.13

* p < .10 ** p<.05 *** p<.01

Note: Only statistically significant results are reported.
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Table 5
Logistic Regression Coefficients Predicting the Log Odds
of Responding to the Census
(Guarino et al.,2001)

Variable

Logistic regression models

Simple
modela

SSN-strata
interaction

model

Treatment
interaction

model

SSN Request:

For person 1 = 1 . . . . . . . . . . . . . . . . . . . . . . . . . *–.095 –.071
For household = 1 . . . . . . . . . . . . . . . . . . . . . . . . *–.113 –.053
For person 1 or household = 1 . . . . . . . . . . . . . *–.105

Notification:

General = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . *–.090 *–.094 –.063
Specific = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . –.037 –.041 .019

Form Type:
Long form = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . *–.454 *–.454 *–.454

Strata:

High coverage areas = 1 . . . . . . . . . . . . . . . . . . *.757 *.761 *.757

Interactions:

SSN request for either * strata . . . . . . . . . . . . . –.006
General notification * SSN for household . . . . -.060
Specific notification * SSN for household . . . . *–.120

Intercept. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .429 .430 .402

* Indicates statistical significance at α = .10.

Note: The Simple Model examined the effect of SSN request for one or all persons and notification
on response, while controlling for strata and form length. The SSN-Strata Interaction Model examined
whether the effect of the SSN request on response differed based on the subpopulation from which it
was requested (i.e., HCA vs. LCA). The Treatment Interaction Model tested whether notification
decreased response in the presence of a SSN request compared to notification alone (Guarino et al.,
2001).

      a A test of the combined effect of the SSN request for all household members and Person 1 reveals that 
any request for SSN decreases response.  Therefore, the SSN-Strata model combines these treatments.
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Table 6
Logistic Regression Coefficients Predicting the Log Odds
of Returning an Incomplete Census Form
(Guarino et al.,2001)

Variable
Simple model

Notification-form
length interaction

model

SSN Request: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

For person 1 = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .103 .107
For household = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . *.201 *.201

Notification:

General = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -.019 -.015
Specific = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .008 .015

Form Type:
Long form = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . *.189 *.243

Strata:

High coverage areas = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . *-.820 *-.820

Interactions:

General notification * long form . . . . . . . . . . . . . . . . . . . . . -.067
General notification * short form . . . . . . . . . . . . . . . . . . . . -.097

Intercept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . -1.333 -1.337

* Indicates statistical significance at α = .10.
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Table 7a.
Item Nonresponse Rates (Standard Errors) for SSN*

Panel Person
1

Person
2

Person
3

Person
4

Person
5

Person
6

Panel 1 (all SSNs) . . . . . . . . . . 15.8% 21.6% 28.6% 28.1% 30.9% 29.0%
(.66) (.92) (1.21) (1.63) (4.21) (5.00)

Panel 2 (one SSN). . . . . . . . . . 15.5% na na na na na
(.77)

Panel 3 (all SSNs, general
notification) . . . . . . . . . . . . . . . 12.6% 17.3% 28.8% 31.1% 34.7% 38.0%

(.78) (.87) (1.55) (1.84) (4.28) (8.09)

Panel 4 (all SSNs, specific
notification) . . . . . . . . . . . . . . . 11.5% 15.8% 22.9% 24.5% 30.6% 47.3%

(.67) (.76) (1.61) (2.12) (3.56) (6.19)

* Cases with a SSN that was less than 9 digits or had all nines or zeros were also treated as missing.

Table 7b.
Multiple Comparisons of SSN Missing Rates for Person 1
by Panel

Pairwise comparison Difference
(percent)

Panel 1 (all SSNs) - Panel 2 (one SSN) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .3
(1.22)

Panel 1 (all SSNs) - Panel 3 (all SSNs, general notification) . . . . . . . . . . . . . . . . . *3.2
(1.07)

Panel 1 (all SSNs) - Panel 4 (all SSNs, specific notification) . . . . . . . . . . . . . . . . . *4.3
(.86)

Panel 2 (one SSN) - Panel 3 (all SSNs, general notification) . . . . . . . . . . . . . . . . . *2.9
(1.17)

Panel 2 (one SSN) - Panel 4 (all SSNs, specific notification) . . . . . . . . . . . . . . . . . *4.0
(1.02)

Panel 3 (all SSNs, general notification) - Panel 4 (all SNNs, specific 1.1
notification) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (.88)

* Statistically significant when familywise α = .10.

Table 8.
Valid SSN Rates for Persons 2-6 By Panel
(Brudvig, 2002)

Panel* Person 2 Person 3 Person 4 Person 5 Person 6

All Panels . . . . . . . . . . . . . . . . . . . . . 95.45% 92.90% 89.08% 87.53% 82.80%
Panel 1 (all SSNs) . . . . . . . . . . . . . 95.34% 93.87% 89.82% 85.33% 84.38%
Panel 3 (all SSNs, general notifi-
cation) . . . . . . . . . . . . . . . . . . . . . . . 95.03% 91.93% 86.60% 86.46% 80.23%

Panel 4 (all SSNs, specific notifi-
cation) . . . . . . . . . . . . . . . . . . . . . . . 95.98% 93.15% 90.75% 91.07% 83.48%

* Panel 2 requested SSN for Person 1 only.
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  www.census.gov/pred/www/.

Foreword



This page intentionally left blank.



This report summarizes the find-
ings of three experiments included
in the Census 2000 Alternative
Questionnaire Experiment.  The
purposes of these experiments
were diverse:

•  The skip instruction experi-
ment examined respondent per-
formance in following skip
instructions in the Census long
form.  It compared different
ways of aiding respondents'
navigation through the ques-
tionnaire.  One design incorpo-
rated instructions and visual
features to help respondents
prevent errors before they
occurred, and another was
designed to help respondents
detect errors after they
occurred.  In addition to these
prevention and detection
designs, other potential design
improvements, such as using
reverse print to attract respon-
dents' attention to instructions,
and rewording the standard
"skip" instruction, were also
tested.

•  The residence instructions
experiment involved the pres-
entation of residence rules in
the Census 2000 short form.
This research aimed to improve
within-household coverage by
rewording the roster instruc-
tions to be understandable to
respondents, encouraging
respondents to read them
through appropriate placement
and formatting, and by present-
ing the instructions so as to
increase respondents' willing-
ness to follow them. 

•  The race and Hispanic origin
experiment compared the
1990-style race and Hispanic
origin questions with the new
questions in Census 2000 short
form.  It examined the effects of
changes mandated by the Office
of Management and Budget to
allow the reporting of more than
one race and reverse the
sequence of the race and
Hispanic origin items.  Other
changes in format, categories
and wording were also intro-
duced in Census 2000, and the
net effects of all the changes on
race and Hispanic reporting
were analyzed.

All three experiments were limited
to the mailout-mailback universe.

The results of the three experi-
ments include the following:

•  Skip instruction experiment:
Errors of commission (which
occur when respondents incor-
rectly answer questions they
should have skipped) were sig-
nificantly reduced in all of the
experimental treatments, sug-
gesting that the design changes
improved respondents' percep-
tion and comprehension of the
instruction.  Errors of omission
(which occur when respondents
skip questions they should have
answered) decreased for the
Detection Treatment, but signifi-
cantly increased for every other
experimental treatment.  Either
type of error indicates respon-
dent difficulty navigating the
questionnaire, but their impact
is different.  Errors of omission
result in missing data.  Errors of

commission increase respondent
burden and frustration. We rec-
ommend that the Census
Bureau adopt the Detection
method in mail question-
naires, since it significantly
reduces both types of
errors.

•  Residence instructions
experiment. The changes in
format, presentation, and word-
ing of the residence instructions
resulted in a significantly higher
response to the household
count question (which serves as
an important indicator of miss-
ing data and flags large house-
hold follow-up.)  The experimen-
tal panel also produced
significantly fewer omissions
among Hispanics in the low cov-
erage stratum.  We recom-
mend additional testing of
the graphical and wording
changes that led to these
improvements, to better
understand their effects and
to further improve the quali-
ty of household count data.

•  Race and Hispanic origin
experiment. Overall, the ques-
tionnaire revisions substantially
improved the completeness of
race and Hispanic origin report-
ing in mail short form question-
naires.  In addition, Hispanics
were less likely to report their
race as Some other race, and
more likely to report as White,
in the 2000-style question-
naires.

Although there were no appar-
ent questionnaire effects on the
fraction reported as Hispanic,
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there were effects on the report-
ing of detailed Hispanic origin
groups.  The 1990-style ques-
tionnaire obtained more detailed
reports of Hispanic origin than
the 2000-style questionnaire,
probably due to the effects of
question wording differences as
well as examples. 

Unexpectedly, there were three
times as many reports of the
example groups for Asian and
Pacific Islander groups  in the
2000-style form, which did not
list examples, as there were in
the 1990-style form, where
examples were listed.  The
experiment demonstrates that

some questionnaire design
changes made in Census 2000
resulted in substantial improve-
ments in data quality, but that
other changes had unintended
consequences.  We recom-
mend careful pretesting and
field testing of all changes
to the questionnaire, and
that similar but larger repli-
cation studies be conducted
in future censuses to evalu-
ate the effects of question-
naire changes on the compa-
rability of data from one
census to the next.  

The results of all three experi-
ments point to interactions

between question format and con-

tent, suggesting that we must

attend to the complex relation-

ships between format and meaning

in self- administered question-

naires.  These factors have been

demonstrated here to have meas-

urable effects on the data.  These

experiments demonstrate that for-

mat affects performance on

branching instructions, affects

response/nonresponse on the

household count question and indi-

rectly affects coverage and that

format differences between 1990-

style and Census 2000 forms

affect race and ethnicity reporting.
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An Alternative Questionnaire
Experiment (AQE) to test the
effects of variations in the design
of census mail questionnaires upon
response rates and data quality
has been conducted in each of the
past three decennial censuses.
The 1980 Alternative Questionnaire
Experiment tested two FOSDIC
(Film Optical Sensing Device for
Input to Computer) matrix style
forms, and a non-FOSDIC form that
was intended to be attractive and
easily understood (Mockovak
1984).  The 1990 AQE experimen-
tally compared five long form
questionnaires that involved suc-
cessively more radical departures
from the traditional design, includ-
ing wording and format changes, a
kit containing individual question-
naires for each household member,
and anonymous census question-
naires (Bates 1991, 1992).

The 2000 AQE incorporates three
separate experiments, one involv-
ing census long forms and the
other two involving short forms,
with different objectives.  Two
experiments look forward, seeking
improvements in the design of
mail forms that may lead to
improved data quality in the next
census.  A third looks backward,
replicating the 1990 short form in
Census 2000 in order to document
the effects on the data of changes
in the design of the Census 2000
short form.

All three experiments test combi-
nations or "packages" of design
features, rather than testing each
design change separately in a con-
trolled fashion that would permit
inferences about their individual

effects.  Thus, firm conclusions can
only be drawn about the combined
effect of multiple design features,
and this is an important limitation
of all three experiments.  However,
previous research and testing often
provides insights into the effects
of particular design features.
Another limitation is that the find-
ings are only generalizable to the
mailout/mailback universe.  This
excludes certain populations of
interest, such as Indians living on
reservations and Alaska Natives (of
interest to the analysis of question-
naire effects on race reporting) or
rural populations not enumerated
by mail (of interest to the analysis
of roster completeness). 

The three experiments are:

1.1  Experiment A:  Effects
of Altering the Design of
Branching Instructions on
Navigational Performance
in Census 2000, by Cleo
Redline, Don Dillman, Aref
Dajani, and Mary Ann
Scaggs

This experiment took as its start-
ing point the difficulty many
respondents have navigating the
census long form, causing them to
mistakenly skip questions they are
supposed to answer or answer
questions they are supposed to
skip.  Hypotheses derived from
research on visual perception were
applied to develop new strategies
for helping respondents navigate
their way through the question-
naire.  One design incorporated
instructions and visual features to
help respondents prevent errors
before they occurred, and another

was designed to help respondents
detect errors after they occurred.
In addition to these prevention and
detection designs, other potential
design improvements, such as
using reverse print to attract
respondents' attention to instruc-
tions, and rewording the standard
"skip" instruction to clarify it, were
also tested.  The larger purpose of
this experiment was to develop a
better understanding and general
principles of how graphical design
features of a questionnaire influ-
ence respondents' ability to navi-
gate through it.  

1.2  Experiment B:  An
Experiment to Improve
Coverage Through Revised
Roster Instructions, by
Eleanor Gerber, Aref
Dajani, and Mary Ann
Scaggs

This experiment focused on the
problems respondents have filling
out household rosters correctly.
Erroneously including a person
who does not live in a household,
or omitting one who does, result in
census coverage errors.  The prob-
lem is exacerbated by counter-intu-
itive and complex census residence
rules, which are often ignored by
respondents who may have their
own firm ideas about who belongs
in their household.  In addition,
census residence rules do not fol-
low any simple logic which is easi-
ly communicated to respondents.
This research aimed to improve
within-household coverage by
improving the roster instructions in
three ways: first, by rewording
them to be understandable to
respondents, second by encourag-
ing respondents to read them
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through appropriate placement and
formatting, and third, by present-
ing the instructions so as to
increase respondents' willingness
to follow them. 

1.3  Experiment C:
Questionnaire Effects on
Reporting of Race and
Hispanic Origin: Results of
a Replication of the 1990
Mail Short Form in Census
2000, by Elizabeth Martin

This experiment replicated a 1990-
style mail short form during

Census 2000 and compared the

results to data from Census 2000

short forms in order to evaluate

how the questionnaire changes

affected reporting of race and

Hispanic origin reporting.  The

questionnaire changes introduced

in Census 2000 included allowing

the reporting of more than one

race and reversing the sequence of

the race and Hispanic origin items,

as well as other changes in format,

categories and wording.  

This synthesis report summarizes

the results of the three experi-

ments, and seeks to draw more

general conclusions from them.

Section 2 describes the methods

used in the AQE, and section 3

summarizes the major findings of

each separate experiment (as well

as additional analysis of one that

did not appear in the final report).

More detailed discussions of the

methods and findings of each

experiment are found in their

respective final reports.
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2. Methods

2.1  Questionnaire
development

Experiment A.  Conventional
branching (skip) instructions may
easily be overlooked.  Alternative
forms were designed to manipulate
verbal (revising "skip to" to "go to")
and graphic (reverse print) fea-
tures, and to implement error
detection or error prevention
strategies.  Five alternative forms
were developed and tested in a
classroom experiment and in cog-
nitive tests.  The testing was used
to revamp and refine the designs
which were tested in the AQE.  The
questions were chosen specifically
so that content would not provide
cues to navigation.  Each panel
used identical content, ensuring
that the length of each panel was
the same.  See Fig. 1 for the five
formats that were included in the
AQE.

Experiment B. Several different
roster formats were designed, and
two rounds of cognitive testing
were conducted to select and
refine the best format, which
became experimental panel 7 (see
chart 1, below) in this experiment.
The experimental roster included
several design features, including
placing the instructions before the
roster question, rewording the
instruction to read "our guidelines"
before answering the question,
enclosing the instructions and
answer box in a black outlined box
with a slightly brighter background
that the surrounding questionnaire,
double-banking the
include/exclude rules and reword-
ing them to make them more inclu-
sive and easier to understand (see

Fig. 2 for the Census 2000 roster
question and Fig. 3 for the experi-
mental version).

Experiment C. A 1990-style form
was developed which preserved
1990 question wording, cate-
gories, order, type size, matrix for-
mat, and other essential design
features which might influence
responses.  The 1990-style form
was not identical to the 1990 cen-
sus form, however, because it
changed dates and  incorporated
several publicized and familiar fea-
tures of the 2000 design (color,
logo, "Start here" instruction, enve-
lope and letter).  Any questions not
included in the Census 2000 short
form, such as marital status, were
dropped.  The form was not
pretested.  See Figs. 4 and 5 for
the two versions of the race and
Hispanic questions which were
compared.

2.2  Sample design

The AQE included eight panels of
approximately 5,000 households
(10,000 for one panel) each.  The
sample was stratified into high
coverage areas (HCAs) which had
low proportions of minorities and
renters in the 1990 census, and
low coverage areas (LCAs) with
high proportions of minorities and
renters.  Sample cases were dis-
tributed equally between strata,
implying that households in LCAs
were oversampled.  All results are
weighted to reflect sampling prob-
abilities.

Addresses on the Decennial Master
Address File in the mailout/mail-
back areas of the country at the

time sample selection took place
served as the universe for sample
selection (Woltman, 1999).
Addresses in non-mailback areas
(mostly rural areas) were excluded
from sample.  This excludes cer-
tain population groups of interest,
including American Indians living
on reservations and Alaska
Natives.  Addresses that were
added later as a result of coverage
improvement operations were
excluded, as were addresses in the
sample for the Accuracy and
Coverage Evaluation survey.  A sys-
tematic sample by state, stratum,
and treatment was selected.  

2.3  Experimental
treatments

The AQE included eight panels
(three short form and five long
form panels).  Chart 1 shows the
experimental and control panels
and number of households in each.
Letters in parentheses indicate
whether the panel is part of
Experiment A, B, or C of the AQE.

For all panels, questionnaires were
mailed out according to the Census
2000 schedule, with every sam-
pled address mailed an advance
letter, a questionnaire, and a fol-
low-up postcard.  For respondents
in the AQE, the responses provided
on the mail forms were their cen-
sus data. Telephone Questionnaire
Assistance operators were trained
to answer questions from respon-
dents who received an experimen-
tal questionnaire (e.g., about the
instruction in the 1990-style form
to select one race category from
respondents who wanted to report
more than one). 



Questionnaires were mailed back
to the National Processing Center
in Jeffersonville, Indiana, where
they were keyed and processed
separately from production Census
2000 data, which were imaged.
Households which did not return a
mail questionnaire were followed
up as part of the Census 2000
nonresponse operation and are not
included in this analysis.
Response rates for the eight panels
are shown in the second column of
Chart 1.  The rates are weighted
and exclude undeliverable address-
es, duplicate forms, and blank
forms.  Response rates for the two
experimental short form panels do
not significantly differ from the
control2.  As was true in the cen-
sus, response rates for the long
form panels are significantly lower
than for the short form panels.
There are no significant response

rate differences among the long
form panels. (Significances were
calculated using Bonferroni adjust-
ments for multiple comparisons;
see Dajani and Scaggs, 2001.)

2.4  Additional processing
and sources of data

Experiment B.  To analyze the
effects of roster variations, cover-
age was measured by a specially
developed telephone coverage
reinterview, conducted by Westat
about four months after the cen-
sus, in late July of 2000.  The rein-
terview sample consisted of cases

that had completed and returned
the census form, had phone num-
bers, and  were not sent to large
household follow-up.  These cases
were subsampled randomly at a
rate of 50 percent in the high cov-
erage area stratum.  The total sam-
ple size for the reinterview was
4,218 households.  There were
2,958 completed interviews: 1,497
completed cases in the control and
1,461 in the experiment.  This rep-
resents a response rate of 70.35
percent in the control and 69.90
percent in the experiment, with an
overall response rate of approxi-
mately 70 percent.

Experiment C.  To increase sample
size and improve reliability for the
analysis of questionnaire effects on
race and Hispanic reporting, the
short form control (panel 6) was
supplemented with mail returns
from the control panel for the
Response Mode and Incentives
Experiment (RMIE) (Guarino, 2001).
The RMIE control group sample of
approximately 20,000 addresses
was selected from the same uni-
verse using the same stratification
as AQE, except the sample was
allocated proportionately to the
HCA and LCA strata.  All addresses
in the RMIE control group received
Census 2000 short form question-
naires, which were processed sepa-
rately, like the AQE.  The response
rate was 71.5 percent.

Race and Hispanic origin data for
panels 6 and 8 (and the RMIE con-
trol data) were coded and pre-edit-
ed by applying a simplified version
of pre-edits used in Census 2000
production.  (See Martin 2002 for
details.)  Missing data were not
imputed or allocated, as they
would be in fully edited census
data.  Results may differ for fully
edited census race and Hispanic
origin data.  
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2 Although overall short form response
rates do not differ, panel 8 has a significant-
ly lower response rate (57.63 percent) than
the control panel 6 (60.78 percent) in the
low coverage area stratum (p < .05).  This
difference suggests that the Census Bureau's
investment in developing a "user-friendly"
design for the Census 2000 short form did
achieve a higher response rate in these
areas, compared to a 1990-style form.

Panel Mailing Response 
sample rate

size

Long form panels

1. Census 2000 long form questionnaire 5,257 63.95
(Control panel, experiment A)

2. "Go to" questionnaire (A): identical to panel 1 5,248 64.34
questionnaire, except "skip to" is replaced with 
"go to" throughout.

3. Reverse print questionnaire (A):  identical to 5,251 61.82
panel 2 questionnaire, except the "go to" 
instruction appears in reverse print (yellow 
letters on black background).

4. Prevention questionnaire (A):  adds an instruction 5,241 63.13
alerting respondents to look for branching 
instructions; adds arrows and other features to 
attract attention to instructions.

5. Detection questionnaire (A): adds an arrow to 5,238 63.25
guide respondents away from branching 
instruction when appropriate; adds information 
to the next question to allow respondents to 
judge if they have correctly skipped.

Short form panels

6. Census 2000 short form questionnaire 5,252 73.07
(Control panel, experiments B, C)

7. Revised roster questionnaire (B) 5,256 73.52

8. 1990-style short form questionnaire (C): 10,499 72.60
replicates 1990 question wording, categories, 
order, type size, matrix format, and other 
essential design features. Incorporates Census 
2000 color, logo, envelope and letter.  Drops 
questions not included in the Census 2000 short 
form (marital status)

Chart 1.  Alternative Questionnaire Experiment Panels



3.1  Effects of Altering the
Design of Branching
Instructions on
Navigational Performance

The analysis examined two types
of errors.  Commission errors
occur when respondents incorrect-
ly provide an answer to questions
they should have skipped, and
omission errors occur when
respondents skip questions they
should have answered.  Either type
of error indicates respondent diffi-
culty navigating the questionnaire,
but their impact is different.  Errors
of omission result in missing data.
Errors of commission increase
respondent burden and frustration.  

To control for differences in the
number of questions that respon-
dents answered, analysis was limit-
ed to Person 1 responses (the
questionnaire provides space for
data to be provided for up to six
household members).  Error rates
were calculated for questions with
branching instructions (because

only their designs differed between
form types) and with valid
responses (because only then was
it evident whether a respondent
should branch or not).  

The results indicate that simply
changing the wording of branching
instructions from "skip to" to "go
to" (panel 1 versus 2) did not sig-
nificantly affect either errors of
commission or omission.  Probably
respondents did not notice either
instruction, and no amount of
rewording will help if the problem
is that respondents are not reading
the information in the first place.

Panel 2 was adopted as the control
for comparison with the remainder
of the experimental panels, since
all shared the "go to" instruction
wording.  All three experimental
treatments resulted in significantly
fewer errors of commission than
panel 2.  The reverse print instruc-
tion (panel 3) had significantly
fewer errors than the instruction
without reverse print (panel 2).

The prevention questionnaire had
significantly fewer errors than the
reverse print instruction.  There
was no further significant reduc-
tion in commission errors with the
detection instruction overall
(although there was in the LCA
stratum).  The fact that the com-
mission error rate decreases across
the Go To, Reverse Print,
Prevention and Detection
Treatments suggests that the
changes made from one design to
the next improved respondents'
perception and comprehension of
the instruction.

A different pattern occurs for
errors of omission.  While errors of
omission decreased for the
Detection Treatment, they signifi-
cantly increased for every other
experimental treatment.  Possibly,
the attention-getting features of
the experimental treatment dis-
tracted respondents' attention from
other cues about which questions
they were supposed to answer.
The better performance of the
detection method may be due to
two of its features.  First, it includ-
ed a visual cue (arrow) to direct
respondents to the next question.
Second, the feedback mechanism
(the left-hand arrow that came off
the non-branching response option
and pointed to a parenthetical
feedback phrase) may have helped
respondents avoid errors of omis-
sion.

Thus, commission errors were
decreased in this treatment with-
out the omission errors increasing.
The level of omissions in the
Detection treatment was signifi-
cantly less than in the "Go to" 
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3.  Major Findings

Table 1.
Error Rates for all Census Long-Form Items With
Branching Instructions

Instruction Treatment Errors of
commission

Errors of
omission

1. Census 2000 (Skip to instruction) . . . . . . . . . 19.7 5.0
2. (Go to) Control . . . . . . . . . . . . . . . . . . . . . . . . . 20.8 5.4
3. (Go to) Reverse Print. . . . . . . . . . . . . . . . . . . . 17.9 7.6
4. (Go to) Prevention . . . . . . . . . . . . . . . . . . . . . . 14.7 7.0
5. (Go to) Detection . . . . . . . . . . . . . . . . . . . . . . . 13.5 4.0

Statistical Comparison
1 vs. 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . n.s. n.s.
2 vs. 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p<.01 p<.01
2 vs. 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p<.01 p<.01
2 vs. 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p<.01 p<.01
3 vs. 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p<.01 n.s.
3 vs. 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p<.01 p<.01
4 vs. 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . n.s. p<.01

Note: Lack of statistical significance is denoted by n.s.



control.  Interestingly, some cogni-
tive respondents and respondents
in a debriefing expressed the opin-
ion that the many arrows in the
detection method were "confus-
ing"–even though the results sug-
gest these arrows improved their
performance!  This indicates a
need for care about what evidence
should be used in making deci-
sions, and also indicates that per-
haps the effects of the arrows need
to be tested separately.

Wide variations existed in error
rates for individual questions.  The
reasons were not explored in this
research.  However, the results
suggest that respondents do not
understand the questions or the
underlying response task (that they
need not answer every question).
As a result the respondent burden
is greater than necessary (on the
average, respondents are answer-
ing 20 percent more questions
than they need to).  Further
research is needed to improve
respondents' understanding of the
questions and the response task to
reduce respondent burden.

Thus, manipulating the verbal sym-
bolic and graphic languages of
branching instructions significantly
influences whether the instructions
are followed.  Further research is
needed into the ways that graphic
features interact with reading com-
prehension–that is, what respon-
dents read, the order in which they
read it and their consequent inter-
pretation of that they read.  This is
an area of questionnaire design
that is clearly emerging as critical
to data quality and in need of fur-
ther research.

3.2  An Experiment to
Improve Coverage Through
Revised Roster Instructions

The revised roster design was eval-
uated using several error meas-
ures: nonresponse for the house-

hold count box, where respon-
dents recorded the number of per-
sons in their household; omission
rates; and erroneous enumeration
rates.  Omission rates were calcu-
lated as the number of Census Day
residents omitted  from the census
roster (but identified during rein-
terview) divided by the number of
correct enumerations, using infor-
mation both from the census form
and from the reinterview.
Erroneous enumeration rates were
calculated as the number of per-
sons on the census roster who
were identified as Census Day non-
residents in reinterview,  divided
by the number of people on the
census roster.  In addition, the
demographic characteristics of
people enumerated using the
redesigned roster and Census
2000 roster design were com-
pared.

Item Nonresponse. One of the
alterations in the experimental ver-
sion of the form was the place-
ment of the box where respon-
dents were to record the number
of persons in their households.  It
is critical that the box where
respondents record the number of
persons in their households be
completed, since it serves to flag
missing person-level data and to
cue large household follow-up. Any
increase in item nonresponse in
this item would be unacceptable.
The item nonresponse for this item
is significantly lower in the experi-
mental form (.80 percent) than in
the control (1.78 percent) at the

0.01 level of significance.  Thus,
the item nonresponse rate was cut
in half, and the difference was sig-
nificant in both strata.  This
demonstrates that the wording
changes and/or the format inte-
grating the instructions with the
first question were effective in get-
ting respondents to fill in the box.

Omissions are persons who should
have been listed on the census but
were not. Such persons were iden-
tified only in the reinterview (since
by definition, they were not on the
Census form.)  

There is no significant form differ-
ence in the omission rates, which
were 1.13 percent for the control
and 1.21 percent for the experi-
mental form.  However, the experi-
mental form had a significantly
lower omission rate for Hispanics
in the low coverage stratum, as
shown in Table 2.

Erroneous enumerations are per-
sons who were included on the
census forms although they were
not legitimate census day resi-
dents. They included persons who
spent most of their time else-
where, or who were in group quar-
ters where they should have been
counted on Census Day.  Examples
are college students living away
from home and persons in the mili-
tary stationed elsewhere. 

No significant panel differences
were found in erroneous enumera-
tion rates, which were 0.40 
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Table 2.
Omission Rates for Hispanics by Panel and Strata

Panel
Stratum

Total Percent HCA Percent LCA Percent

Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.54 3.90 3.23
Experiment . . . . . . . . . . . . . . . . . . . . . . . . . 2.55 4.26 1.00
Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.00 4.09 2.02
Control vs. Experiment:

Statistical Comparison Not Significant Not Significant p<.05. . . . . . . . . . .
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percent for the control and 0.39
percent for the experimental form. 

Although the rates did not differ
by panel, the characteristics of the
people who were erroneously enu-
merated did, for the low coverage
stratum: in the experimental panel,
the fraction who were young peo-
ple 18-35 years old was 58 per-
cent, compared to 30 percent in
the control panel.

The reasons why the 57 people
age 18 to 35 were erroneously
enumerated were further exam-
ined.  Table 3 shows that college
students account for a substantial
portion of the erroneous enumera-
tions in both forms (and in both
the LCA and HCA strata; this result
is not shown).  However, the
largest number of erroneous enu-
merations is not accounted for by
the categories of erroneous enu-
merations which are usually includ-
ed in residence rules research,
such as college, military, and vari-
ous group quarters institutions.
This suggests that highly mobile
people account for a substantial

proportion of erroneous enumera-
tions. This confirms previously
conducted qualitative research that
has demonstrated that young
adults in this age group may be
highly mobile for reasons other
than college.

Conclusions.  The results suggest
that the revisions were effective.
We do not know which of the
design and wording changes are
responsible for the improvements.
Further research is needed to bet-
ter understand how the different
design features affect responses,
how respondents naturally read
questionnaires, and the relation-
ship between graphical presenta-
tion and meaning in them.  We rec-
ommend additional research that
builds on these encouraging find-
ings in further cognitive and field
tests of wording and graphical
design changes in the roster ques-
tions and instructions.

Differences between the effective-
ness of these techniques in high
and low coverage areas are encour-
aging, since coverage improve-

ments occurred for a group
(Hispanics) with relatively high
rates of omission in the census.
The differences also suggest that
demographic, cultural, or social
factors may influence the effective-
ness of one or more of the graphi-
cal and wording changes.  For
instance, perhaps the new format
was easier to understand and fol-
low by respondents who speak
Spanish rather than English as their
native language, or by those who
are less educated.  The experiment
does not allow us to identify the
factors which may have played a
role, but the results suggest that
further research is needed to
expand our understanding of their
influence.

3.3.  Questionnaire Effects
on Reporting of Race and
Hispanic Origin

Item nonresponse rates and differ-
ences in reporting of Hispanic ori-
gin and race were compared
between the 1990- and 2000-style
questionnaires and assessed using
VPLX (Fay, 1998).  

Item Nonresponse Rates. Overall,
the questionnaire revisions sub-
stantially improved the complete-
ness of race and Hispanic origin
reporting in mail short form ques-
tionnaires.  Item nonresponse (i.e.
blank or uncodable responses) for
Hispanic origin was 3.33 percent in
2000-style questionnaires, com-
pared with 14.46 percent in 1990-
style questionnaires, as seen in
Table 4.

Item nonresponse for race was
3.27 percent for 2000-style forms
and 5.95 percent for 1990-style
questionnaires, as shown in Table
5.  For Hispanics the reduction in
race item nonresponse was very
large, from 30.53 to 20.79 percent
in the 2000-style questionnaires,
but remained quite high. 

Table 3.
Frequency of Reasons Given for Erroneous Enumerations
of People Age 18 to 35

Total Control Experiment

College . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 9 14
Military . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 3 1
Institution (GQ). . . . . . . . . . . . . . . . . . . . . . 2 0 2
Unknown . . . . . . . . . . . . . . . . . . . . . . . . . . . 28 12 16
Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57 24 33

Table 4.
Reporting of Hispanic Origin in Mail Questionnaires by
Form Type

Form type

t2000-19902000-style 1990-style

Total Percent . . . . . . . . . . . . . . . . . . . . . . . . . 100.00 100.00
Hispanic. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11.17 11.14 .05
Non-Hispanic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85.50 74.39 *15.8
Hispanic item blank, uncodable . . . . . . . . . . . . . 3.33 14.46 *–21.9
N. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40,723 16,616

*p<.05
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Hispanic Origin Reporting. Results
in Table 4 show that the same per-
centage (slightly over 11.1 per-
cent) was reported as Hispanic in
both 1990- and 2000-style forms,
despite the reversed sequence of
Hispanic origin and race and ques-
tion wording differences.  In past
censuses, most people for whom
origin was missing were non-
Hispanic.  On this assumption,
these results suggest that ques-
tionnaire changes reduced item
nonresponse but did not otherwise
affect reporting as Hispanic. 

However, the assumption may no
longer hold with the new question.
In 1990, Hispanics and non-
Hispanics were equally likely to
leave the Hispanic item blank
(McKenney et al., 1993), implying
that Hispanics were equally repre-
sented among people who
responded and those who did not
respond to the item in 1990.
Recently available evidence from
the Content Reinterview Survey for

Census 2000 suggests that 25 per-

cent of people who did not

respond to the Hispanic item in

Census 2000 reported as Hispanic

in the reinterview (Singer and

Ennis, 2003).  This suggests that

Hispanics were overrepresented

among nonrespondents to the

Hispanic item in this census.  The

high nonresponse rate (esp. for

1990-style forms), uncertainty

about what fraction of nonrespon-

dents to the item are Hispanic, and

the possibility that the fraction

varies by form type, creates uncer-

tainty about whether there might

be differences between forms in

the fraction identified as Hispanic,

after the data were fully edited and

imputed.  Any such differences are

not measurable using this sample.

Effects of Examples: Detailed

Hispanic Reporting. Although

there were no apparent question-

naire effects on the fraction report-

ed as Hispanic, there were effects

on the reporting of detailed
Hispanic origin groups.

It has been suggested that drop-
ping examples from the Hispanic
origin question in the Census 2000
mail form may have resulted in a
loss of detail in Hispanic reporting.
To examine this possibility,
Hispanic origins were classified
into four categories, as shown in
Table 6:  

•  Groups with check boxes
(Mexican, Puerto Rican, Cuban)
in both 1990- and 2000-style
forms;

•  Groups listed as examples in the
1990- but not the 2000-style
form (Argentinian, Colombian,
Dominican, Nicaraguan,
Salvadoran, Spaniard);

•  All other specific groups with no
check boxes and not listed as
examples in either form; and

•  General descriptors: "Hispanic,"
"Latino," or "Spanish" were writ-
ten in, rather than a specific
group.

The 1990-style form elicited more
detailed reports of Hispanic origin
than the 2000-style questionnaire
for all three categories:  Hispanic
groups with separate check boxes,
those listed as examples in 1990
but not 2000, and the remaining
detailed groups.  The differences
are significant for the latter two
categories.  Overall, about 93 per-
cent of Hispanics reported a specif-
ic group in 1990-style forms, com-
pared with 81 percent who filled
out 2000-style forms.  In the 2000-
style forms, Hispanics tended to
describe their ethnicity in general
rather than specific terms.  About
12 percent gave Hispanic, Latino,
or Spanish as their "group," com-
pared with 2 percent in 1990-style
forms.  

Table 5.
Race Item Nonresponse Rates by Form Type and Hispanic
Origin

Hispanic origin
Percent of people missing data on race

2000-style 1990-style t2000-1990

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.27 5.95 *–7.34
Hispanics. . . . . . . . . . . . . . . . . . . . . . . . . . . 20.79 30.53 *–4.42
Non-Hispanics . . . . . . . . . . . . . . . . . . . . . . .60 1.53 *–5.03
Hispanic origin missing. . . . . . . . . . . . . . . 13.18 9.72 *2.00

*p<.05

Table 6.
Detailed Hispanic Reporting by Form Type

2000-style 1990-style t2000-1990

Percent of all people identified as Hispanic . . . . . . . . . . . 100.00 100.00
Check box groups: Hispanic groups with separate

check boxes in both forms. . . . . . . . . . . . . . . . . . . . . . . . . 70.25 73.23 –1.37
Example groups: listed as examples in 1990-style

form but not Census 2000 . . . . . . . . . . . . . . . . . . . . . . . . 6.41 11.16 *–3.58
All other detailed Hispanic groups . . . . . . . . . . . . . . . . . . . 4.20 8.68 *–3.38
Write-in is general descriptor (Hispanic /Latino / Spanish) 11.90 1.90 *10.32
Hispanic, no write-in (or write-in uncodable) . . . . . . . . . . 7.25 5.03 *2.15
N. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5,163 3,091

*p<.05
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These results suggest that the
examples helped respondents
understand that the intent of the
question was to elicit a detailed
Hispanic origin, and thereby
improved reporting of both exam-
ple groups and non-example
groups.  However, the reporting
differences are likely due to the
effects of question wording differ-
ences as well as examples.  There
was a significant difference in
reporting for one of the checkbox
categories, the wording of which
was identical in both forms ("Yes,
Mexican, Mexican-Am., Chicano").
About 54 percent of Hispanics
checked the Mexican box (or wrote
in Mexican) in 2000-style forms,
compared to 59 percent in the
1990-style forms.  This difference
may result from dropping the word
"origin" from the question.  A sub-
sequent experiment has confirmed
that question wording differences
account for most of the difference
in detailed Hispanic reporting,
although the examples also con-
tributed (Martin et. al., 2003).

Race Reporting. Race reporting
was also affected by differences
between the questionnaires.
Overall, reports of two or more
races more than doubled (.82 per-
centage points to 2.03 percentage
points) in response to the "mark
one or more" instruction, there
were significantly more reports of
Native Hawaiian and Other Pacific
Islander (NHOPI), and significantly
fewer reports of "Some other race."
(These results are not shown.)
Contrary to what might have been
expected, there is little evidence
that allowing respondents to report
more than one race reduced single
race reporting in the five major
race categories. 

The effects of the questionnaire
differences on race reporting by
Hispanics were marked.  Reporting
as White was higher by about 10
percent, while reporting as Some
other race was lower by about the
same amount, in 2000-style forms,
as shown in Table 7.  Missing or
uncodable responses are excluded,

so the distribution approximates
the distribution that would be
obtained were missing data imput-
ed.  The form differences in report-
ing of Some other race are consis-
tent with prior research, and are
probably due to the effects of
reversing the order of Hispanic and
race items, as well as the new "one
or more" option. 

Example Effects: Race Reporting3

In the 1990-style form, examples
of  "other Asian or Pacific Islander"
groups were placed in the leftmost
column of the matrix, below the
race question (see Fig. 5).  These
examples (Hmong, Fijian, Laotian,
Thai, Tongan, Pakistani,
Cambodian) were dropped in the
2000-style form.  Table 8 shows
the fraction who reported in a race
example group in 1990- and 2000-
style questionnaires.  (People for
whom the race question was left
entirely blank are dropped from
the table.)

The table shows a highly signifi-
cant form difference (t=3.58) but
its direction is unexpected: there
are three times as many reports of
the example groups in the 2000-
style form, which did not list
examples. One would expect the
use of examples to be associated
with higher, not lower, reporting of
example categories.

Table 9 shows the fraction report-
ing in each specific "example
group."  In general, the 2000-style
form elicited more reports of both
the Asian and the Pacific Islander
example groups, although only the
overall differences for Asians and
for Pacific Islanders are statistically
significant at the .05 level.  Note
that there were no write-ins of the
example Pacific Islander groups in
1990-style forms.  Clearly, for the
purpose of assessing example

Table 7.
Race Distributions for Hispanics by Form Type

Form type t-statistic

2000-style 1990-style t2000-1990

Percent of all people identified as Hispanic . . . 100.00 100.00
White . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48.98 39.88 *3.23
Black . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.07 2.32 –.34
American Indian and Alaska Native . . . . . . . . . . 1.48 .72 1.61
Asian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .58 .88 –.60
Native Hawaiian and Other Pacific Islander. . . .01 .15 –1.14
Some other race . . . . . . . . . . . . . . . . . . . . . . . . . . 39.03 51.47 *–4.32
Two or more races . . . . . . . . . . . . . . . . . . . . . . . . 7.84 4.59 *2.88

*p<.05

Table 8.
Percentage Who Reported in a Race "Example
Group" by Form Type

1990-style 2000-style

Wrote in Hmong, Fijian, Laotian, Thai, .106 .356
Tongan, Pakistani, or Cambodian . . . . . . . . . . . . . . . (.0351) (.0606)

Checked or wrote in another race . . . . . . . . . . . . . . . 99.894 99.644

Total percent. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100.000 100.000

3 This section was not included in
Martin (2002).
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effects for Pacific Islanders, a larg-
er sample is needed.  Nevertheless,
the difference is consistent for all
the groups, and marginally signifi-
cant for several (t=1.645 is signifi-
cant at p<.10 with a 2-tailed test),
despite very small cell sizes.

It is useful to interpret these
results in the context of overall
questionnaire differences in report-
ing of major race groups (from
Table 5, Martin, 2002):  

•  There was no difference
between questionnaires in the
overall fraction reporting an
Asian race: 4.04 percent report-
ed as Asian in 2000-style ques-
tionnaires, compared to 4.06
percent in 1990-style question-
naires.  

•  There was a significant ques-
tionnaire difference in the over-
all fraction reporting as Native
Hawaiian and Other Pacific
Islander: 0.17 percent reported
as NHOPI in 2000-style forms,
compared to 0.05 percent in
1990-style forms.  Thus, the dif-

ference in reporting of example
groups is consistent with an
overall reporting difference for
this group.

Other questionnaire features, such
as splitting the Asian and Pacific
Islander (API) category into two
separate categories, undoubtedly
influenced the results for Pacific
Islanders.  The Pacific Islander cat-
egory is probably more populated
in 2000-style forms because it is
easier for Pacific Islanders to
report with the Pacific Islander
boxes grouped together rather
than interspersed among Asian
boxes, as they are in the 1990-
style form, and with their own
"Other Pacific Islander" check box
associated with a write-in space
(Cf. Figs. 4 and 5).  For these rea-
sons, and because of the very
small sample size, we cannot draw
even tentative inferences about the
effects of the Pacific Islander
examples.

The evidence appears stronger that
the Asian examples may have

affected reporting.  The greater
reporting of Asian example groups
in the 2000-style form is not con-
sistent with an overall increase in
reporting for Asians as a whole, as
is the case for Pacific Islanders.
Moreover, the form differences are
consistent and statistically signifi-
cant overall, as well as for three
individual example groups
(Hmong, Pakistani, Lao).  The
results suggest, although they do
not prove, that the use of Asian
examples in the 1990-style ques-
tionnaire somehow reduced report-
ing in the example groups.  

The contrast between the effects
of examples in the Hispanic origin
and race items merits further
analysis and research.  The exam-
ples in the 1990 Hispanic origin
question seem to have helped to
clarify the intent of the question to
collect detailed Hispanic origin,
while the examples in the race
question did not help reporting
and may have adversely affected
reporting of Asian example groups.
Possibly, the different placement of
the examples was a factor.  In the
1990-style form, the Hispanic
examples were prominently placed
above the write-in space, just
below the "other Spanish/Hispanic"
response option.  The race exam-
ples were off to the left, below the
question and remote from the
write-in space.  Respondents may
not have understood how to inter-
pret the meaning of the arrow that
connected them.  The physical dis-
tance between the examples and
the write-in space may have meant
that many respondents never saw
the examples, while those who did
may not have realized they were
meant to be associated with a
write-in space.  The examples may
have distracted respondents and
disrupted the response process.
Perhaps respondents were con-
fused by the label "Other API" for

Table 9.
Percent Writing in Each "Example Group" by Form Type

1990-style 2000-style t2000-1990

Asian examples . . . . . . . . . . . . . . . . . . . . . .106 .300 *2.99
(.0351) (.0545)

Cambodian . . . . . . . . . . . . . . . . . . . . . . . . . .014 .041 1.27
(.0139) (.0164)

Hmong. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .002 .044 †1.69
(.0023) (.0243)

Pakistani . . . . . . . . . . . . . . . . . . . . . . . . . . . .029 .095 †1.72
(.0217) (.0317)

Thai . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .051 .054 .09
(.0218) (.0188)

Lao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .010 .066 †1.92
(.0097) (.0276)

Pacific Islander examples . . . . . . . . . . . . 0 .057 *2.16
(.0264)

Fijian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0 .019 1.60
(.0119)

Tongan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0 .038 1.61
(.0236)

Another race written in or checked . . . . 99.894 99.644 *–3.58
(.0351) (.0606)

Total percent . . . . . . . . . . . . . . . . . . . . . . . . 100.000 100.000

*p<.05,2-tailed test.

†p<.10. 2-tailed test
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the write-in box in the 1990-style
form, which they may not have
realized applied to them, so
attempted to find some way of
reporting their race other than
writing in a response.  Possibly,
respondents in the example groups
who found the examples circled
them, without writing in a
response.  Testing these hypothe-
ses and speculations would require
examining the forms, which we
have not undertaken, or additional
experiments. Alternatively, it is
possible that features of the ques-
tionnaire other than examples
somehow explain these results.

In any case, these results suggest
the possibility that in some circum-
stances, examples may interfere
with responding in the example

groups.  More controlled experi-
ments are needed to understand
the effects of examples on race
and Hispanic reporting, and how
questionnaire features such as
their location influence the
response process.  Meanwhile, con-
siderable caution in their use
appears to be warranted. 

Conclusions.  Additional research is
needed into methodological influ-
ences on race reporting by
Hispanics and non-Hispanics
(including experimental research to
evaluate mode differences in
reporting, which are not explored
here but are troubling; see Martin
and Gerber, 2003) .  

The results raise doubts about the
meaningfulness of race data, espe-

cially for Hispanics, for whom race

reporting is highly vulnerable to

methodological influences.

Research is needed to develop

more robust race measurement

methods that are less vulnerable to

methodological effects, especially

for Hispanics, and to evaluate the

effects of examples on race and

Hispanic origin reporting.

Coding, pre-editing, editing, and

imputation procedures may sub-

stantially affect the quality and

comparability of race and Hispanic

origin data, and their effects are

largely hidden.  They need to be

documented and evaluated in con-

junction with questionnaire design

changes.
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The results of the three experi-
ments share certain themes in
common.  In this section, we dis-
cuss these themes and recommend
new avenues for research.

The central lesson of this research
is that we must attend to the com-
plex relationships between format
and meaning in self administered
questionnaires.  These factors have
measurable effects on the data.
Our experiments demonstrate the
effects of questionnaire format on
performance on branching instruc-
tions, item nonresponse on the
household count question and cov-
erage of Hispanics, race and eth-
nicity reporting, and response
rates.  In addition, the same ques-
tionnaire design feature (e.g.,
examples) may have complex and
varying effects, depending on how
it is used and integrated into the
questionnaire as a whole.
Examples apparently helped
respondents understand the intent
of the Hispanic origin question,
and provide more detailed data.
But Asian examples in the race
question may have actually
reduced reporting of the example
groups.  Our results provide a
caution that seemingly minor
questionnaire variations in the
design of a questionnaire can
have substantial effects on the
data.  

We recommend against intro-
ducing any questionnaire
changes without fully pretest-
ing and field testing them,
since they may have complex
and unexpected consequences.

We also note that cognitive testing
alone is not sufficient to under-
stand the effects of questionnaire
design changes on the data.
Cognitive testing alone may prove
misleading, and must be supple-
mented by field experiments.  As
discussed above, some respon-
dents in cognitive tests, as well as
expert reviewers, found the arrows
in the Detection method in
Experiment A distracting, yet this
method resulted in significantly
lower error rates. 

These results should focus our
attention on the importance of the
visual aspects of self-administered
questionnaires.  As the Redline
experiment points out, these visual
aspects impart meaning in them-
selves, in that they guide basic
questionnaire behavior of respon-
dents.  Two factors appear to be at
work.  One is the attention of
respondents.  There is little value
in altering the wording of a ques-
tion or instructions if the visual
format does not draw the respon-
dent's attention.  The second is
pattern recognition, or respon-
dents' perception that certain visu-
al elements of a questionnaire are
associated, and the inferences and
meaning they draw from the
groupings they perceive.  By
manipulating visual features of the
questionnaire, Redline succeeds in
reducing the frequency with which
respondents answer questions they
should have skipped, or skip ques-
tions they should have answered.
We recommend that the Census
Bureau use the Detection
method developed by Redline
in mail questionnaires because

it results in fewer errors. The
Martin experiment also suggests
that visual elements of the design
influence respondents' behavior in
complex ways, since the effects of
examples appear to depend on
their placement on the question-
naire (and possibly on other, as yet
unidentified, questionnaire design
features as well).  Gerber attempts
a holistic design that graphically
integrates the list of residence
instructions and the household
count box.  While we cannot be
sure whether the graphical features
or the wording changes in her
design were responsible for the
improvements she obtained, her
experiment also reduces errors,
supporting its use as well as fur-
ther research and development of
her innovations.  We recommend
that the Census Bureau con-
duct further tests of graphical
design and wording changes in
the residence instructions,
which show promise of improv-
ing coverage.

All three experiments suggest that
visual presentation and organiza-
tion affect respondents' perception,
comprehension and performance
on self-administered question-
naires.  We recommend further
theoretical and empirical ques-
tionnaire design research that
draws on relevant scientific
disciplines to better under-
stand how graphical design
features affect the response
process. This includes additional
research on the reading of ques-
tionnaires.  New methodologies,
such as eye movement research,
are necessary to establish a base-

4.  Implications and Recommendations
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line for how questionnaires are
normally read, in order to be able
to better understand how ques-
tionnaire design features affect the
reading and response process.  We
also recommend that the
Census Bureau add the analy-
sis of errors of commission
and omission to its arsenal of
data quality measures, as
these are more direct meas-
ures of navigational perform-
ance than item non-response
rates or edit changes. Using
measures of data quality that are
relevant both to questionnaire
designers and to statisticians may
improve their communication
about data quality.

Some format effects appear to be
more relevant for one group than
others.  Gerber found that the
revised residence rules had
stronger effects for Hispanics than
non-Hispanics in low coverage
areas, perhaps because the
changes in wording and organiza-
tion made the question easier to
understand and follow.  Martin
found response rate differences for
the low coverage stratum that
included more Black and Hispanic
households.  In both cases, design
changes intended to be "user-
friendly" had a bigger effect for
respondents who otherwise were
less likely to respond or have diffi-
culty with the questionnaire.  In
addition, questionnaire design dif-
ferences sometimes affected race
reporting by Hispanics and non-
Hispanics in opposite ways (see
Martin, 2002).  

We have not explored the basis for
these differences, so cannot
address their causes.  Possibly, dif-
ferences in learning and expecta-
tions, and training in the form-fill-
ing task, underlie them.  This
suggests that additional basic
research should be carried out
to understand how cognitive

as well as sociocultural factors
affect questionnaire perform-
ance.

The Martin experiment identifies
questionnaire effects that con-
found comparisons of 1990 and
2000 census data.  The degree of
confounding cannot be inferred
directly from the experimental evi-
dence, which is restricted to mail
short forms and does not employ
fully edited data.  However, we can
infer that the differences in the
design of 1990 and 2000 mail
short forms would have resulted in
an increase from the 1990 to the
2000 census in Hispanics' report-
ing of White race, and a decline in
their reporting of detailed Hispanic
groups, in the absence of true
change in the racial or ethnic com-
position or identifications of the
population. The percentage of
Hispanics who reported as White
(alone) was 51.7 in the 1990 cen-
sus and 47.9 in Census 2000 (U. S.
Census Bureau, 2001).  Because
the questionnaire effect would
have led more Hispanics to report
as White, we infer that the decline
in White reporting would have
been even larger had the 2000-
style questionnaire not increased
Hispanics' reporting as White, com-
pared to a 1990-style question-
naire.  We can also infer that any
measured decline from the 1990 to
the 2000 census in reporting of
detailed Hispanic origins is over-
stated; the decline would be less if
the 2000-style questionnaire had
not resulted in less detailed report-
ing.  The confounding effects
of questionnaire differences
should be taken into account
when comparing 1990 and
2000 census data. 

This panel of the AQE had as its
main purpose calibrating the meas-
urement properties of the 1990
and 2000 mail short form ques-
tionnaires.  By replicating the 1990

census form in Census 2000, it is
possible to evaluate whether differ-
ences in reporting are attributable
to the questionnaire, and must be
taken into account in interpreting
population trends from one census
to the next.  The results demon-
strate that replicating a prior cen-
sus's questions in the current cen-
sus can help shed light on possible
errors and reporting differences
that otherwise would be the sub-
ject of unchecked conjecture and
speculation.  For example, the AQE
data made it possible to under-
stand how changes in the ques-
tionnaire caused an unexpected
decline in detailed Hispanic report-
ing between 1990 and 2000 cen-
suses.  Without the AQE data, ana-
lysts might have been tempted to
explain the apparent trend as the
result of an increasing pan-
Hispanic identification in the
Hispanic population, when it
appears to be an artifact of the
questionnaire design.  We recom-
mend that a similar replication
be carried out in 2010, and
that the long form be included,
to calibrate the different versions
of the long form used in the cen-
sus in 2000 and in the American
Community Survey (ACS) in 2010.

The AQE sample was not large
enough to permit us to test design
changes separately.  Rather, the
experiments (particularly the
Martin and Gerber experiments) all
tested "packages" which confound
the effects of format and content,
and which do not permit us to iso-
late the factors responsible for
effects on particular populations.
More sophisticated experimental
designs might permit future exper-
iments to disentangle these
effects.  In addition, where cover-
age is measured, larger reinterview
samples are needed, since omis-
sions and erroneous enumerations
account for a very small fraction of
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the entire population.  These limi-

tations were implicit in the size

and scope of the current AQE.

Both for the purposes of calibrat-

ing measurements (as in the Martin

experiment), and the purpose of

measuring small improvements

with high precision (as in the

Gerber experiment), we recom-

mend much larger sample

sizes and more sophisticated

experimental designs for

Alternate Questionnaire

Experiments of the future.
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Appendix

Figure 1. Illustration of the five branching instruction treatments
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Figure 2. Census 2000 Roster Instructions (Experiment B)
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Figure 3. Roster Instructions in Experimental Form (Experiment B)
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Figure 4. 2000-style form: Race and Hispanic Questions (Experiment C)
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Figure 5. 1990-style form: Race and Hispanic Questions (Experiment C)
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EXECUTIVE SUMMARY 

The possibility of using administrative records from other federal government agencies to 
supplement census data has been investigated for some time at the Census Bureau. The use of 
administrative records could potentially increase completeness of measurement by reducing 
respondent burden with shorter questionnaires and improve data quality by eliminating 
memory/respondent errors. To realize maximum benefits, Social Security Numbers for each 
individual are needed to link responses to administrative data. The purpose of this analysis is to 
assess the effects of Social Security Number requests and different notifications of 
administrative record use on census response behavior, specifically form return and form 
completeness. 

In addition to the Social Security Number requests for Person 1 and all household members, two 
notifications are tested. General notification of administrative record use informs the household 
that census data may be linked to data from other federal government agencies, while specific 
notification goes further to name the agencies from which data may be sought for linking. 

This study is designed to determine if Social Security Number requests and administrative record 
use notification affect census response, form completeness among forms returned, and response 
to the Social Security Number item.  Moreover, if such an effect exists, this study investigates 
whether the effect differs depending on the subpopulation to which the treatments are 
administered. 

Historically, experimental analyses conducted by the Census Bureau and their contractors have 
involved a series of pairwise comparisons to measure statistical differences in response rates 
among the experimental treatments. The experimental design used in SPAN called for a 
different and more sensitive method. Throughout this report, logistic regression analysis is used 
to determine the effect of each treatment (SSN request, notification of administrative record use) 
on response. 

Looking at the effect of the Social Security Number request, the results indicate that: 

•	 The presence of a Social Security Number request for one or all household members 
results in a small, yet significant, decrease in mail response to Census 2000. Logistic 
regression results suggest that the Social Security Number request for all household 
members would decrease response by 2.1 percent in high census coverage areas and 2.7 
percent in low census coverage areas compared to no request. 

•	 The slight decrease in response due to the Social Security Number request is not 
statistically different between low coverage areas (expected to contain a high proportion 
of the Black and Hispanic populations and renters) and high coverage areas. 

•	 The decline in response due to the Social Security Number request is modest considering 
past qualitative research assessing the extent to which people opposed this request 
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(Singer et al (1992); Aguirre International (1995), Singer (forthcoming)). However, the 
decline is comparable to the 3.4 percent drop in response due to the Social Security 
Number request cited in the 1994 Simplified Questionnaire Test (Dillman et. al.(1994)). 

•	 Households receiving the Social Security Number requests have higher rates of 
incomplete form return compared to other households. 

The findings from the analysis of notification of administrative record use on response and form 
completeness suggest that: 

•	 Including general notification of administrative record use in the cover letter with the 
census form causes a small, but significant, decrease in response, while the inclusion of 
specific notification does not. 

•	 When administered simultaneously, the combination of the Social Security Number 
request and specific notification of administrative record use decreases response (70 
percent) compared to the condition where specific notification is the only treatment (73.5 
percent). 

•	 Interestingly, item nonresponse to the Person 1 Social Security Number (15.5 percent for 
Person 1 only, 15.8 percent for all household request) is significantly higher when no 
notification is included in the cover letter compared to the case when specific (11.5 
percent) or general (12.6 percent) notification is present. 

Based on these findings the following recommendations are made: 

•	 If Social Security Numbers are requested in future censuses, the Census Bureau should 
be prepared for a decrease in mail response. 

•	 The decline in mail response due to the Social Security Number request could be greater 
than these results convey if expanding the request to the entire nation fuels a public 
debate over privacy concerns. 

•	 If more complete data on Social Security Numbers are desired above higher mail 
response, notification (general or specific) of administrative record use should be 
included in the cover letter with the census form. 
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1. BACKGROUND 

The Census Bureau undertakes a program of experimentation during decennial censuses to 
measure the effectiveness of new techniques, methodologies, and technologies in the special 
environment that a decennial census generates, such as mass temporary hiring, promotion and 
outreach in coordination with local governments, the national paid advertising campaign, and the 
nationwide distribution of Census 2000 public use forms. Results from experiments form 
recommendations for subsequent testing and ultimately help design the next decennial census 
(Neugebauer, 1999). 

Decennial censuses beginning in 2010 may rely on expanded use of administrative records 
information obtained from other Federal agencies. Because the use of administrative records has 
wide implications on decennial methodology, it is important to collect behavior and attitudinal 
data on several topics. They include how the public responds to requests for Social Security 
numbers (SSNs) on census questionnaires, how the public responds to differently worded 
notifications about the Census Bureau’s use of administrative records, and the public’s attitudes 
on privacy and confidentiality issues pertaining to the use of administrative records in a 
decennial census (Neugebauer, 1999). 

The SPAN experiment consists of three major components to achieve the research objectives. 
The first component uses a list-assisted random digit dial (RDD) telephone survey to collect data 
on the public’s privacy concerns; it is referred to as the Study of Privacy Attitudes in 2000 
(SPA2000). The second analytical component involves the validation of SSNs collected from 
four experimental panels that request it. This evaluation examines what percentage of SSNs 
obtained in the experiment are valid by panel. The third component analyzes the effects of 
different notifications, two strategies for obtaining SSN information, and notification combined 
with the SSN request on response behavior and is called the SSN-Notification component 
(Neugebauer, 1999). This report contains a full analysis of the third component. 

Specific research objectives of the SPA2000 component of SPAN include determining the 
public’s opinion of the Federal government and the Census Bureau in general, of expanding uses 
of administrative records, and of the Census Bureau’s possible interest in collecting SSNs in the 
future. SPA2000 is conducted at two different times; once before the paid advertising and 
promotion program and the enumerator recruiting program began, and once immediately after 
Census Day (Neugebauer, 1999). Comparing results between these two time periods indicates 
whether the “census environment” has an effect on the public’s privacy attitudes. Each 
measurement group comprises a national RDD sample of 2,000 households. The pre-
measurement survey occurred from July 14, 1999 to October 17, 1999. Data collection for the 
post-measurement survey began on or about April 8, 2000 and concluded around July 12, 2000. 
Note that SPA2000 results are provided as a separate section of the full report. 

The SSN validation component will address the following questions: Are reported SSNs 
accurate?  What are the characteristics of households that provide and do not provide the SSN? 
What is the effect of the short form general notification on SSN reporting?  What is the effect of 
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the short form specific notification on SSN reporting?  The final report involves the validation of 
SSNs collected from the four panels that request it. This evaluation examines what percentage 
of SSNs obtained in the experiment are valid by panel. In addition to counts of verified SSNs, 
the validation process also provides counts of the number of impossible SSNs--SSNs not found 
on the SSA’s NumIDent File--and the number of partially matched, for example, cases that 
matched Name only, Name and Date of Birth, or Name and Sex. Exact matches obviously 
translate to validation of the SSN, where as the partial or equivocated matches are referred to as 
indirect validation (Neugebauer, 1999). Note that the SSN validation results are provided in a 
separate section of the full report. 

The goal of the SSN-notification component, and hence this paper, is to assess the effects of 
different notifications and requests for SSN information on overall response to Census 2000 and 
data quality as suggested by form completeness. To date, no empirical research has measured 
the effects of a SSN request or public notification of administrative record use on mail response 
or form completeness in a decennial census environment, although research has been conducted 
during mid-cycle tests. The SSN-notification component is a panel experiment designed to 
compare mail response and form completeness rates among various panels with the 
aforementioned treatments. 

1.1 Past Research 

Past studies in the privacy and confidentiality realm show that people who are most concerned 
with privacy participate less in surveys and censuses than those who are not concerned (Kulka, 
Holt, Carter, and Dowd, 1991; Singer, Mathiowetz, and Couper, 1993; Gates and Bolton, 1998). 
To study this phenomenon, qualitative and quantitative analyses have been conducted to assess 
public opinion and response behavior to SSN requests on census forms. While the qualitative 
research such as the 1992 focus groups indicated extreme negative reaction to a SSN request, a 
mailout/mailback test (the 1992 Simplified Questionnaire Test (SQT)) indicated a smaller-than-
anticipated actual decrease (-3.4 percent) in mail response rates (Dillman et al(1994); Singer et 
al (1992); Aguirre International (1995)). Note that this decrease occurred in conjunction with a 
shorter, respondent-friendly questionnaire, a prenotice letter, a reminder post card, and a 
replacement questionnaire. Also, among respondents listed on the SSN census form, just over 1 
in 10 failed to provide a SSN (Bates, 1992). These findings were unexpected and seemingly 
contradicted the anticipated extent to which respondents would resist providing an identifier with 
data linking implications. 

For further investigation, a question asking respondents’ willingness to provide their SSNs on 
census forms was included in a series of surveys aimed at measuring privacy attitudes of U.S. 
residents over time. Singer (forthcoming) reports that the percentage of respondents willing to 
provide their SSN on a census form declined from 68% in 1996 to 55% in 1999 and 56% in 
2000. The drop in willingness was significant between 1996 and 1999, but there was no further 
significant change between 1999 and 2000. 

Past research on notification of administrative record use is qualitative in nature and therefore 
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does not indicate the effect of notification on census response. Past findings reveal that focus 
group participants are generally unsure about what effect notification will have on census 
response. Some believe that notification of administrative record use will have no effect on 
response, while others believe that notification will decrease response. With regard to the type 
of notification, focus groups administrators note that many of the participants did not understand 
the task of rating which notification was most persuasive in increasing participation, and instead 
rated the notification specimens by which use of records they felt was most justifiable (Aguirre 
International, 1995). 

1.2 Hypotheses 

Given the past research, several a priori hypotheses were developed prior to the data analysis. 
For the treatments for which past research is limited, hypotheses were developed based on 
expectations from privacy research. 

1. With regard to the SSN request, it is hypothesized that mail response rates will drop when a 
SSN request is present, with a larger observable effect in areas of typically low census coverage, 
where response is already low, compared to high coverage areas. 

2. Furthermore, it is anticipated that the request for SSN will increase the amount of incomplete 
forms returned compared to no SSN request. 

There is little guidance from past research driving the hypotheses about the effect of notification 
on response. 

1. In the absence of past quantitative studies, we suspect that notification of administrative 
record use will cause significant drops in mail response and increases in the amount of 
incomplete forms returned, with specific notification (including agency names) having a stronger 
effect than general notification. 

2. Moreover, it is expected that requesting SSN in addition to providing either type of 
notification will decrease response compared to providing notification alone. 

3. With respect to item nonresponse, we suspect that the SSN item for Person 1 will be missing 
at a higher rate when general or specific notification is included with the SSN request. 

4. Lastly, we believe that notification of administrative record use will increase the amount of 
incomplete forms returned in a more pronounced way when coupled with the long form 
compared to the short form, due to privacy issues raised publicly regarding long form questions 
during Census 2000. 

The SSN-notification component provides a better understanding of the potential ramifications 
of requesting SSN on behavior regarding questionnaire return, especially in a decennial census 
environment. 
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2. METHODOLOGY 

2.1  Panel Design 

The experimental treatments are implemented within ten panels in this experiment. Households 
selected for this experiment were randomly assigned to each panel. The panels divide into seven 
short and three long form panels. General descriptions of the panels are listed below: 

<	 Two short form and two long form panels have differently worded notifications on 
administrative record use in the cover letter accompanying the form. 

<	 Two short form panels have forms modified with a SSN request either for all 
household members or for only the person completing the form (i.e., “Person One”). 
Notification, beyond the statement informing respondents that providing SSN is 
voluntary, is not a part of these panels. 

<	 Two short form panels combine the notification aspect and SSN request for all 
household members. 

< There are two control panels, one short form and one long form. 

More specifically: 

Short Form Panels 

CONTROL FORM (SFC)

(1) All SSN Request

(2) One (Person 1) SSN Request

(3) All SSN Request, General Notification

(4) All SSN Request, Specific Notification

(5) General Notification

(6) Specific Notification


Long Form Panels 

CONTROL FORM (LFC) 
(7) Specific Notification 
(8) General Notification 

Each panel receives the full complement of census mailout materials in the same sequence and 
timing as the official Census 2000 schedule. Experimental letters and forms are the official 
census forms received by the sampled households (see Appendix A for details). 

There are two notifications, referred to as “general” and “specific.” The notification is written in 
the letters accompanying the questionnaires and describes how and why the Census Bureau may 
use administrative records data from other Federal agencies. The general notification mentions 
the Census Bureau’s possible use of statistical data from other Federal agencies, while the 
specific notification goes further to name the Federal agencies. The general notification is: 

To improve the quality of census statistics, the Census Bureau sometimes uses records from other 
government agencies. Using other agencies’ records helps make the census more complete. By making 

4




better use of government records that already exist, the Census Bureau may be able to ask you fewer 
questions in the census. 

The specific notification wording is: 

To improve the quality of census statistics, the Census Bureau sometimes uses records from other 
government agencies, such as the Social Security Administration, the Internal Revenue Service, or agencies 
providing public housing assistance. Using other agencies’ records helps make the census more complete. 
By making better use of government records that already exist, the Census Bureau may be able to ask you 
fewer questions in the census. 

Because providing the SSN is voluntary, the cover letter for the short form panels with the SSN 
request contains an additional statement: 

To improve the quality of census statistics, the Census Bureau sometimes uses records from other 
government agencies. For that purpose, we are asking for your social security number; however, providing 
your social security number is voluntary. 

Note that the cover letter for short form panels with the SSN request and standard notification, 
which is used in the control panels, is similar to the official Census 2000 materials, but contains 
the additional statement. 

2.2 Sample Design 

The sample was selected on September 9, 1999 from the July 1999 version of the Decennial 
Master Address File (DMAF) mailout/mailback universe of 92,575,792 addresses, which 
excludes samples for the Accuracy and Coverage Evaluation (A.C.E.) listing, the contamination 
evaluation, as well as congressional addresses. Because the sampling universe comprises only 
mailout/mailback areas, list/enumerate and update/leave areas are excluded from the SPAN. 
Table 1 below contains the universe size at the point that this sample was selected. 

The sample is equally allocated to two strata that reflect anticipated differences in the race and 
tenure composition of the population and, based on previous census experience, differences in 
the Census 2000 mail return rates. In general, census questionnaire design research projects 
prior to 1993 denoted these strata as “low response” (LRA) and “high response” (HRA) areas 
based on stratification at the 1990 district office level. For Census 2000, strata are based on 
1990 census tract level race and tenure data and are denoted as low and high coverage areas 
(LCA and HCA respectively). The LCA stratum is expected to contain a very high proportion of 
the Black and Hispanic populations and renter occupied housing units. The HCA stratum 
contains the remaining addresses. The HCA stratum comprises approximately 81% of the total 
DMAF universe as of September 9, 1999. 

Table 1. Universe Size: Mailout/Mailback Areas* 

Form Type HCA LCA Total 

Short 63,378,681(68.5%) 15,184,672(16.4%) 78,563,353(84.9%) 
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Long 11,336,039(12.2%) 2,676,400(2.9%) 14,012,439(15.1%) 

Total 74,714,720(80.7%) 17,861,072(19.3%) 92,575,792 
*Excludes samples selected for A.C.E.listing sample, A.C.E. contamination evaluation, and congressional addresses. 

All figures in this report are weighted to account for oversampling of the LCA stratum.  The 
inverse of the sampling interval for each stratum within a panel is the weight for each case 
contained in that panel and stratum. 

2.3 Issues with the SPAN Short Form Control (SFC) Panel 

As part of Census 2000 data collection, the data processing team compiled check-in rates 
showing the number of forms returned on a daily basis for all experimental panels. From the 
very first days of processing, the SPAN SFC panel was seriously lagging behind all other 
experimental panels and Census 2000 in terms of the number of forms returned. Additionally, 
preliminary mail response rates, computed with the inclusion of UAAs, revealed that the SPAN 
SFC response rate was about 10% lower than other panels. Further investigation revealed that 
the UAA rate for the SPAN SFC was around 19% while it was 8 to 12% for other panels (see 
Table 1). Investigation into these issues revealed that the mailing of this particular panel was 
potentially problematic. Therefore, an alternate comparison groups was sought for this 
experiment. 

Other experiments such as the Alternative Questionnaire Experiment 2000 (AQE2000) and the 
Response Mode and Incentives Experiment (RMIE) are imbedded in Census 2000 in addition to 
SPAN. Each experiment contains its own control panel in which households receive the non-
experimental standard Census 2000 forms through mailout. Due to inherent problems with the 
SPAN short form control panel, the short form control group for the AQE2000 has been 
substituted for the SPAN short form control panel in this analysis. The AQE2000 short form 
control panel has the same sample size and allocation to strata as the SPAN control panel. 

2.4 Effective Sample Size 

The mailout sample size for each panel was a little over 5,200 addresses, totaling about 52,000 
households in the United States selected for the SSN-notification component of this experiment 
(See Table 2 for more detail). The sample was randomly assigned to each experimental panel 
and is allocated equally to the HCA and LCA strata. This allocation is not necessarily optimum 
for estimating the overall response rates, but is desirable if reliable estimates of response rates 
are examined by stratum.  The USPS returned about eight to ten percent of experimental forms 
(see Appendix C) that were mailed in each panel as undeliverable as addressed (UAA). These 
cases never had the opportunity to respond and are therefore excluded from the denominator of 
the response rates. 

There were four cases across all SPAN panels (2 in the SPAN SFC, and 2 elsewhere) for which 
the household response was submitted via the Internet (See Table 2). Since response via the 
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Internet was not an experimental treatment, these households discovered the Census Internet site 
on their own. These cases are excluded from the analysis since the respondents had other 
motivations for responding aside from the SPAN experimental treatment. 

Due to error in the UAA flag on the DMAF, fifteen respondent cases across all of the panels 
included in this experiment were mistakenly labeled UAAs (Note that the UAA rates in 
Appendix C do not include these cases). Further investigation of these cases revealed no 
systematic error in the assignment of the UAA flag, pointing to the conclusion that these cases 
were mistakenly marked UAAs during data capture operations. As suggested by the data 
processing team, it is possible that a case could be labeled UAA even though Census received a 
completed form if the questionnaire sorter in the data capture center was set incorrectly to UAA. 
This type of situation occurred in the 1998 Dress Rehearsal. These cases are included as 
respondents for this analysis and were not subtracted from the denominator in the response rate 
calculations as were the other UAAs. 

Moreover, there were two cases across all of the SPAN panels for which there were duplicate 
records. This problem may be attributed to the fact that the questionnaires were mistakenly 
printed with a leading “1" in street address number. Census 2000 experimental questionnaires 
with a leading “1" were supposed to be destroyed and reprinted correctly. However, a report 
from a data administrator indicates that some erroneously addressed questionnaires may have 
been mailed to households, based on observations at the National Processing Center in 
Jeffersonville, Indiana. For the purposes of this analysis, any case with a duplicate record is 
excluded since it is not possible to determine which record contains the correct information. 
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Table 2. e, UAAs, Duplicates, and Electronic Responses by Panel 

Panel Initial Mailout 
Sample Size* 

UAAs Cases with 
duplicate 
records 

Electronic 
Responses 

Final 
Mailout 

Sample Size 
HCA LCA 

Mailout Sample Siz

Short Form: 18372 18369 3477 0 2 36741


SPAN Short Form 
Control (NOT USED) 

2626 2622 970 11 2 5248 

AQE Short Form 
Control 
(SFC) 

2624 2625 498 0 0 5249 

All SSN Request 
(Panel 1) 

2624 2624 492 0 0 5248 

One SSN Request 
(Panel 2) 

2627 2620 458 0 0 5247 

All SSN Request, 
General Notification 
(Panel 3) 

2626 2629 518 0 0 5255 

All SSN Request, 
Specific Notification 
(Panel 4) 

2624 2624 497 0 1 5248 

General Notification 
(Panel 5) 

2624 2626 523 0 0 5250 

Specific Notification 
(Panel 6) 

2623 2621 491 0 1 5244 

Long Form: 7867 7830 1675 2 0 15697 

Long Form Control 
(LFC) 

2624 2612 585 0 0 5236 

Specific Notification 
(Panel 7) 

2621 2608 522 1 0 5229 

General Notification 
(Panel 8) 

2620 2610 568 1 0 5230 

* The sample sizes vary slightly from the original sample size listed in the Program Master Plan. After the plan was 
finalized, there were some GQ units discovered in the original sample that were removed prior to mailout. 
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2.5 Measurements 

The mail response rate reported in this paper is similar to the official Census 2000 mail response 
rate in that it is a measure of respondent behavior with regard to the return of the experimental 
questionnaire. The mail response rate is defined as the number of non-blank questionnaires 
returned by mail for the treatment group (or panel) divided by the number of questionnaires 
mailed out less those returned by the USPS as UAA. Questionnaires returned as UAA are 
flagged by ID on the DMAF. 

For Census 2000, blank forms are identified using a standard census algorithm (Memo from 
Hogan to Miskura and Longini). This algorithm treats questionnaires with less than 2 completed 
items among respondent-reported household count, tenure, and all 100% person items (race, 
Hispanic origin, gender, age, date of birth) as blanks. Due to intense labor involved in 
replicating the complete blank form edit procedures in the aforementioned memo as well as the 
fact that the procedure could not be completely replicated due to inherently complicated 
programming in the Optical Character Recognition (OCR) and Key From Image (KFI), a more 
simple technique is used which efficiently detects the majority (if not all) of the blank forms. In 
this modified technique, blank forms are defined as returned questionnaires where the number of 
completed items for the household, person 1 and person 2 is less than two. The first step in this 
algorithm involves identifying variables with missing data for all of the 100% items for persons 
1 and 2 as well as respondent-reported population count and tenure (Note that respondent-
reported household count is denoted as missing in this algorithm if it is zero). If the number of 
filled items from this list is less than 2, then these cases are marked as non-respondents since 
they are technically blank according to the blank forms algorithm.  Manual checking of the SFC 
and panel 8 (SPAN LF with general notification) cases that are marked as blanks by this 
algorithm revealed that each marked case is truly blank according to the specifications in the #K-
3 memo. Note that this algorithm varies slightly from the standard census procedures given in 
the referenced memorandum. The algorithm used here treats questionnaires with at least 2 items 
completed across persons 3 through 6 as blank if there is not one completed item for the 
household, person 1 or person 2; however, the likelihood of finding a questionnaire with this 
completion pattern is thought to be low. See Appendix B for a listing of the number of blank 
forms by panel. 

Form completeness is measured in a few ways. Item nonresponse rates (See Appendix D) 
indicate the percent of data missing for a particular questionnaire item over all forms returned by 
responding households. For person-level characteristics, item nonresponse rates are calculated 
for person numbers less than or equal to the number of persons in the household as reported by 
the respondent. 

In a second approach to measuring form completeness, the official Census 2000 Data Defined 
Person Algorithm creates a standard census measure indicating whether a household requires 
count discrepancy followup and/or whole person imputation to be considered complete due to 
missing items on at least one household member. A person record is data defined in Census 
2000 if at least two of the 100% data items are completed (See Memo from Hogan to Longini 
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and Marx). For this analysis, the number of persons recorded by the respondent as living in the 
household is compared to the number of data defined individuals in that household to determine 
if the numbers match. If the number of data defined people is less than the respondent-reported 
household count, the form fails the count discrepancy coverage edit and requires 
followup/imputation in order to obtain complete data (See Memo from Hogan to Longini 
attention Stoudt). In addition to being a measure of data quality, this measure is directly related 
to increased costs associated with following up households that fail this specific coverage edit. 

Lastly, a form completeness indicator is created to determine which households have at least 
some missing data on their census forms. Cases with at least some missing data are identified as 
those households with complete respondent reported household counts that are missing any of 
the following for the household or household members: household count, tenure, sex, date of 
birth/age, race, and ethnicity. 

2.6 Analytic Procedures 

The analysis of the experimental questionnaire data is conducted by measuring the pairwise 
differences in SSN item nonresponse rates among the panels and by modeling the response rates, 
form completeness rates, and count discrepancy follow-up rates using logistic regression models. 
The analysis is designed so that statements about the significance of treatment effects (i.e. 
differences in response rates) can be made about all tests simultaneously while maintaining a 90 
percent confidence level (the Census Bureau Standard). 

The pairwise comparisons component of this study provides estimates of the actual differences 
among panels with regard to the variables of interest. Using a multiple comparison procedure 
(MCP), the comparisons were carried out so that statements about the entire family of pairwise 
comparisons are made while maintaining the 90 percent simultaneous confidence level, where a 
family is defined as a collection of inferences for which it is meaningful to take into account 
some combined measure of errors. The use of a MCP is appropriate if, in order for a final 
decision to be correct, it is necessary that all inferences be simultaneously correct. Specifically, 
MCPs require that larger differences exist between individual treatments to be considered 
significant, when many treatments are being compared. The significance or alpha level for each 
response rate comparison within a family in this analysis is adjusted using the Bonferroni MCP 
where the formula for the confidence interval around the difference is 

(θ i − θ j ) ± t( /2m) (VAR(θ i − θ j ))
1

2 
α 

where 2i and 2j are the treatment means, t("/2m) is the upper " point of the t distribution for m 
pairwise comparisons, and Var(2i - 2j) is the variance of the difference. 

The logistic regression approach provides a quick and effective means for evaluating whether 
differences in response, form completeness and count discrepancy follow-up rates for each of the 
main experimental treatments are influenced by the presence of other treatments. Interpretation 
of the logistic regression results is based on parameter estimates and odds ratios of significant 
experimental treatment effects. These estimates assess the magnitude of the impact of the 
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treatment on a household’s odds of mailing back the census questionnaire and having missing 
data on the returned form. In addition, they assess the Census’ odds of having to 
followup/impute due to count discrepancies. 

Parameter estimates, which are estimated coefficients for the predictor variables, are directly 
related to odds ratios. The parameter estimate for any variable is the natural logarithm of the 
odds ratio. Hence, exponentiating the parameter estimate yields the odds ratio for that variable. 
The odds ratio of a given experimental treatment describes the odds of having the dependent 
variable equal to one as compared to the baseline treatment. The following example 
demonstrates the utility of this relationship. 

Consider a model with one independent variable, say an indicator of whether a household 
received an experimental form with the SSN request for all persons. The dependent variable in 
the model is response to the census. If the household mailed back their questionnaire, the 
response value is 1. If a household did not return their questionnaire, the response value is 0. 
Suppose 100 persons are cross-classified by the SSN request indicator variable and response to 
the census as follows (NOTE: data are fictional): 

Did not receive SSN 
request 

Received SSN request Total 

Responded to the 
Census 

21 22 43 

Did not Respond to 
the Census 

6 1 57 

Total 27 73 100 

5

A logistic regression model is fit to these data to predict the probability of responding to the 
census. The odds of responding to the census for a household that did not receive the SSN 
request is the ratio of the probability of the non-SSN request household responding (21/27) to the 
probability of this household not responding (6/27). The resulting odds for households not 
receiving the SSN request for all persons is 21/6. The odds of responding to the census for 
households receiving the SSN request for all persons are similarly calculated as (22/73)/(51/73) 
= 22/51. 

The odds ratio for the SSN request indicator variable is defined as the ratio of the odds for 
households not receiving this experimental treatment to that for households receiving this 
treatment. In this example, the odds ratio is (21/6)*(22/51) = 8.11. This means that the odds of 
responding to the census are 8.11 times higher for households not receiving the SSN request than 
for households receiving this treatment. Note that the closer the odds are to 1, the less important 
the independent variable is in predicting response to the census. If the odds of the experimental 
indicator above were 1, then households not receiving the SSN request for all persons and 
households receiving this treatment would be equally likely to respond to the census. 
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2.7 Variance Estimation 

In order to take into account the stratified sample design in the data analysis, WesVarPC Version 
2.12 is used to compute standard errors for all estimates and models using a replication 
methodology. WesVarPC Version 2.12 requires a two Primary Sampling Unit (PSU) per stratum 
design in order to use a stratified jackknife variance estimation methodology. Since there is no 
clustering in our sample and only two strata to which the sample is allocated, a simple jackknife 
approach as suggested by Bob Fay, senior mathematical statistician at the U.S. Census Bureau, is 
substituted for the stratified jackknife when computing the response rates and item non-response 
rates. This methodology requires forming 256 replicates by numbering observations 
consecutively within strata. Note that replicate samples are combined across the two strata, 
which is generally avoided in analyses that involve stratified jackknife replication. The 
proposed design balances the replicates by selecting them from both strata. 

Twenty replicates are used in computing the standard errors for analyses involving item 
nonresponse since the sample size is much smaller when only respondents are considered. 

Quality assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report. The procedures encompassed methodology, specification of project 
procedures and software, computer system design and review, development of clerical and 
computer procedures, and data analysis and report writing. A description of the procedures used 
is provided in the >Census 2000 Evaluation Program Quality Assurance Process.’ 

3. LIMITATIONS 

3.1 Population Coverage 

There are certain limitations of this experiment which are inherent in the design. First, the 
sampling frame does not entirely represent the Census 2000 universe. Addresses selected for the 
Accuracy and Coverage Evaluation (A.C.E.) initial listing samples are excluded from the 
universe, as are addresses selected for A.C.E. contamination evaluation. Also excluded are those 
households not in the mailout/mailback universe, namely those in the list/enumerate and 
update/leave areas which tend to be more rural than addresses in the mailout/mailback universe. 
Since the goal of this experiment is to evaluate response behavior with regard to mail 
alternatives, our population of inference is by definition the mailout/mailback universe. 
However, addresses added through coverage improvement programs between the printing of 
address labels in September 1999 and the questionnaire mailout in early March 2000 are not 
included in the sampling frame which may result in a slight undercoverage of the target 
population. Also note that Coverage Edit FollowUp (CEFU) and large household follow-up were 
not performed for experimental cases. 

Furthermore, non-English speaking households are excluded from this experiment since the 
SPAN questionnaires and forms have only been printed in English. This language restriction is 
in contrast to the rest of Census 2000, where respondents can request questionnaires in a variety 
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of languages. The cost associated with translating experimental forms is prohibitive, considering 
the small number of experimental households expected to benefit from the translation. Although 
this language restriction limits generalizability, no differential effects are expected across any of 
the panels due to the random assignment of households to the treatment groups in this 
experiment. 

3.2 Undeliverable Forms 

Some experimental questionnaire packages sent to those selected in the sample may be returned 
due to the fact that they are UAAs, which is considered by the USPS to be undeliverable as 
addressed (see section 2.3 for more detail). The sample selected in this experiment will likely 
have a higher UAA rate than Census 2000 since the sample is selected prior to final verification 
of addresses by the USPS. However, due to the random assignment of households to treatment 
groups, the assumption is made that there are no differential UAA rates across panels for this 
experiment. Census tests within the last decade which reported UAA statistics repeatedly found 
no evidence of differential panel UAA rates. Pairwise comparisons of weighted UAA rates 
among the short form and long form panels in this experiment indicate no significant differences, 
replicating results exhibited in pre-Census 2000 response rate tests. See Appendix C for 
statistical comparisons of UAA rates. 

3.3 Causal Assumption about the Effect of the Treatment 

In comparing panel response across experimental treatments, a critical causal assumption is 
made regarding respondent behavior. The assumption is that each respondent who provides data 
for a particular experimental treatment has been both exposed to the written notification and/or 
SSN request, and knowingly decides to engage in the behavior such as returning the form with 
full awareness of the experimental treatments embedded in the mailout package. Some 
respondents may not have read the questionnaire cover letter and therefore may not have noticed 
the notification of administrative record use. There is no way to ascertain a direct causal 
relationship between treatment and respondent behavior. However, due to the random 
assignment of sample cases to the experimental treatments, we assume that there are no 
differential confounding motivational effects across treatments. 

4. RESULTS 

4.1 Mail Response Rates1 

As of April 18, 2000, the Census Bureau reports that 66.6% and 54.1% of short and long Census 
2000 forms respectively were returned (See GAO report). Note that this figure is not directly 
comparable to the response rates in this experiment since UAAs are included in the denominator 
of this figure whereas they are excluded from the denominators of the figures below. 

1 Although UAAs are excluded from the denominators, the response rates are not return rates since the 
vacancy status of the units is unknown. 
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Additionally, this census figure includes the return of forms from cases outside of the 
mailout/mailback universe. Likewise, response files for the SPAN experiment were created on 
June 14, 2000 and thus include mail returns sent in beyond the April 18th cutoff. 

Historically, experimental analyses conducted by the Census Bureau and their contractors have 
involved a series of pairwise comparisons to measure statistical differences in response rates 
across panels with various experimental treatments (See Treat (1996); Dillman, West and Clark 
(1994); Dillman, Clark and Treat (1994)). The experimental design used in SPAN called for a 
different and more sensitive method. Throughout this report, logistic regression analysis is used 
to determine the effect of each treatment (SSN request, notification of administrative record use) 
on response. The advantages of using this technique in the assessment of significant factors are 
many. First, the effect of the treatment on response can be determined in the presence of other 
treatments or control variables, adding credibility to the findings. Control variables used in unit 
or item nonresponse models include strata, length of the census form, and discrete or continuous 
measures of the demographics of Person 1 on the census form. 

Secondly, logistic regression maximizes power in statistical tests since panels sharing a common 
treatment are all included in the assessment of that treatment’s effect on response, holding any 
other experimental treatments in those panels constant. For instance, the treatment involving the 
SSN request for all household members is instituted in three separate panels (panels 1, 3 and 4) 
as shown in Table 2. Note that panels 3 and 4 contain notification treatments in addition to the 
SSN request. Whereas a pairwise comparison approach would assess the effect of the SSN 
request using only the comparison of panel 1 to the control panel, the logistic approach 
simultaneously controls the notification treatment in panels 3 and 4. In this way, panels 3 and 4 
can be included in the assessment of the full treatment effect of the SSN request for all 
household members. Specifically, tests of panel 3 (all SSN request, general notification) versus 
panel 5 (general notification) will contribute to the study of the effect of the SSN request on 
response in a logistic regression model whereas it will not have any influence when using a 
simple pairwise comparison approach. 

Finally, the logistic regression technique provides results that are more insightful with respect to 
designing experiments for 2010 planning. Logistic regression results provide overall treatment 
effects, giving experiment designers more information and flexibility when designing a follow-
up experiment with the specific treatments. Pairwise comparison results alone are more difficult 
to use for designing subsequent experiments when experimental panels involve more than one 
treatments and less than the full set of treatment combinations are tested. 

Mail response rates for the various panels in this experiment are included in Appendix E. Note 
that the results of simple pairwise comparisons of the response rates across panels may not fully 
agree with the results illustrated by the logistic model below due to the differences in the 
approaches as mentioned above. With regard to the response rates, it is interesting to note that 
response rates are consistently lower in the LCA than the HCA across all experimental panels in 
accordance with stratification expectations as shown in Tables E.1 and E.2 in the Appendix. 
Additionally, long form mail response rates are lower than short form rates throughout this 

14




report, consistent with Census 2000. 

4.1.1 What is the Effect of the SSN Request? 

Based on past research findings, it has been suggested that the request for the SSN of Person 1 or 
all household members will decrease response, with a more pronounced effect in low census 
coverage areas compared to high coverage areas. 

In order to assess the effect of the SSN request in the presence of other treatments, logistic 
regression analysis is used to model a household’s odds of responding to the census. The Simple 
Model shown in Table 3 investigates the effect of the SSN request for one or all persons and 
notification on response, while controlling for strata and form length. This model assumes that 
the effect of a treatment on response is constant within the other experimental treatment. The 
purpose of the models with the interaction terms is to relax this assumption associated with the 
Simple Model. That is, the interaction terms help determine if a treatment effect differs among 
subpopulations and other treatments. The SSN-Strata Interaction Model determines whether the 
effect of the SSN request on response differs based on the subpopulation from which it is 
requested (i.e. HCA versus LCA). Lastly, the Treatment Interaction Model, which is discussed 
in the next section, tests whether notification of administrative record use decreases response in 
the presence of a SSN request compared to notification alone. 

Table 3. Logistic Regression Coefficients Predicting the Log Odds of 
Responding to the Census 

Variable 
Simple 
Modela 

SSN-Strata 
Interaction 

Model 

SSN Request: 

For Person 1 = 1 

For Household = 1 

For Person 1 or Household = 1 

Notification: 

General = 1 

Specific = 1 

Form Type: 

Long Form = 1 

Treatment 
Interaction 

Model 

-.099* -.071 

-.113* -.053 

-.105* 

-.090* -.094* -.063 

-.037 -.041 .019 

-.454* -.454* -.454* 
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Table 3. Logistic Regression Coefficients Predicting the Log Odds of

Responding to the Census


Variable 
Simple 
Modela 

SSN-Strata 
Interaction 

Model 

Treatment 
Interaction 

Model 

Strata: 

High Coverage Areas = 1 

Interactions: 

SSN Request for either * Strata 

General Notification * SSN for Household 

Specific Notification * SSN for Household 

.757*
 .761* 

-.006 

.757* 

-.060 

-.120* 

Intercept .429 .430 .402 
* Indicates statistical significance at " = .1.

a A test of the combined effect of the SSN request for all household members and Person 1 reveals that any request

for SSN decreases response. Therefore, the SSN-strata model combines these treatments.


The Simple Model logistic results in Table 3 suggest that the request for the SSN of Person 1 as 
well as the SSN request for all household members significantly decreases response to the 
census, while controlling for notification and type of area (odds of responding to the census 
decrease by 9.5% for the Person 1 SSN request, 11% for the SSN request for all households 
members2). While this decrease in response is significant, it is also fairly small. The drop in 
odds suggests about a 2.1% decrease response in high coverage areas and a 2.7% drop in low 
coverage areas when the SSN request for all household members is present. This drop in 
response supports our hypotheses formed in light of past privacy research. However, in contrast 
to our initial hypotheses, the SSN-Strata Interaction model reveals no differential effects of the 
SSN request on response (SSN*Strata = -.006) between areas which differ with regard to their 
demographics and propensity to respond to the census, while controlling for notification. Since 
SSN is a unique identifier in addition to an excellent tool for linking to administrative data, one 
would conjecture that the request for SSN would further dissuade those who tend to avoid the 
census from replying. However, the data do not support this hypothesis, suggesting that the 
slight drop in response due to the SSN request is the same in low and high coverage areas. 

4.1.2 What is the effect of notification of administrative record use on response? 

2 Odds are calculated as the exponential of the coefficient in the model. 
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Recall that hypotheses regarding the effect of the notification of administrative record use on 
response are based on intuition, rather than on empirical data given the lack of past research in 
this area. In the absence of past data, it is suspected that notification of administrative record use 
will cause significant drops in mail response, with specific notification (including agency names) 
having a stronger effect than general notification. Moreover, based on past qualitative study, it 
is expected that adding either type of notification to the SSN request will decrease response 
compared to notification alone. 

Logistic regression results given in Table 3 allow determination of the notification effects on 
response.  Testing of the simultaneous significance of general and specific notification in the 
Simple Model reveals that, taken together, notification of administrative record use decreases 
mail response3. Looking at the effect of each notification type separately, the logistic results 
show that general notification causes a small, yet significant, decrease in response, while specific 
notification does not. Since this finding disagrees with our initial hypotheses, we further 
compared the parameters associated with general and specific notification. The magnitude of the 
parameters and therefore the effect on response between general and specific notification is not 
statistically different (H0: $specific - $general = 0, p=.12). 

With respect to the effect of notification on response in the presence of the SSN request, the 
Treatment Interaction Model in Table 3 suggests that specific notification has a more harmful 
effect on response when SSN is requested than the case where specific notification is the only 
experimental treatment. The combination of general notification and the SSN request does not 
cause further drops in response compared to general notification alone. 

Since the hypothesis regarding the effect of notification in the presence of a SSN request did not 
distinguish between general and specific notification, another logistic model was run to assess 
the effects of either type of administrative record notification with the SSN request compared to 
notification alone (not shown). The SSN-notification interaction term is insignificant (p=.1056), 
indicating that in general, there is not sufficient evidence to conclude that notification of 
administrative record use further discourages response in the presence of a SSN request 
compared to notification alone. This finding contrasts the initial hypothesis of a more 
pronounced drop in response due to the pairing of notification with the SSN request. 

4.2 Item Nonresponse Rates 

To the extent that data for particular items are missing from the returned questionnaires, the 
amount of followup by census in order to resolve count discrepancies or measurement error 
could increase. In this section, we study the effects of the SPAN experimental treatments on 
data quality as measured by missing data. 

3 The simultaneous significance of the general and specific notification was tested by summing the 
parameters and comparing the result to zero in a F-test (H0: $specific + $general = 0). The results show that F=4.593 at p 
= .033. 

17 



4.2.1 What is the Effect of SSN request on Item Nonresponse? 

Given the level of resistance shown in the past for SSN request, we hypothesize that the request 
for SSN will increase item missing data. Logistic regression models will be used to assess the 
validity of this hypothesis. Item nonresponse rates in Appendix D indicate the percent of data 
missing for a particular questionnaire item over all forms returned by responding households by 
experimental panel. For person-level characteristics, item nonresponse rates are calculated for 
person numbers less than or equal to the number of persons in the household as reported by the 
respondent. One striking feature of these data is the relatively low rates of missing data across 
all treatments. 

The official census Data Defined Algorithm (discussed above in section 2.5) is used to create a 
dichotomous variable indicating whether a household requires followup based on a count 
discrepancy. Using this measure as the dependent variable, the odds of having to followup with 
a household due to a coverage failure are modeled using the experimental treatments and their 
interactions as predictor variables. Cases for which the respondent-reported household 
population count is missing or zero are excluded from these models since it is not possible to 
determine how many individuals are expected to have complete data. The dependent variable in 
the model is highly skewed in the sense that there are very few cases that require followup or 
imputation as determined by the Data Defined Person algorithm.  More specifically, out of 
28,525 households with completed respondent-reported household counts across all panels, only 
216 require count discrepancy followup. This approach was replaced by an alternative measure 
of data quality. 

As a proxy for data quality, the effect of the treatments on item nonresponse is assessed by 
looking at the effect of each treatment on the likelihood of a household having any missing data 
among 100% person items in addition to household tenure. Out of the 28,525 households with 
complete household counts, 3,385 out of 21,068 households responding to the short form had at 
least some missing data while 1,268 out of 7,457 households responding to the long form had at 
least some missing 100% items. The logistic results in Table 3 below are used to address the 
validity of item nonresponse-related hypotheses. 

Table 4. Logistic Regression Coefficients Predicting the Log 
Odds of Returning an Incomplete Census Form 

Variable 

Simple Model Notification-Form 
Length Interaction 

Model 

SSN Request: 

For Person 1 = 1 .103 .107 

For Household = 1 .201* .201* 

Notification: 
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Table 4. Logistic Regression Coefficients Predicting the Log

Odds of Returning an Incomplete Census Form


Simple Model Notification-Form 

Variable Length Interaction 
Model 

General = 1 

Specific = 1 

Form Type: 

Long Form = 1 

Strata: 

High Coverage Area = 1 

Interactions: 

-.019 -.015 

.008 .015 

.189* .243* 

-.820* -.820* 

General Notification * Long Form 

Specific Notification * Long Form 

-.067


-.097


Intercept -1.333 -1.337 
* Indicates statistical significance at " = .1. 

In accordance with hypotheses, results from the Simple Model above reveal that the SSN request 
for all household members is associated with having missing data on the returned census form 
(odds of having missing data increase by a factor of 1.25). It is interesting to note that the 
request for the SSN of Person 1 is independently not associated with having missing data. 
However, collectively, any request for SSN seems to increase the odds of having at least some 
missing data on the form (H0: $SSN for Person 1 + $SSN for household = 0, p=.026). 

Note that we attempted to model the proportion of missing data given these treatments using a 
linear regression approach. The dependent variable is highly skewed beyond the help of 
statistical transformations since there are many cases with no missing data. Therefore, the 
logistic results in Table 4 above must suffice for this analysis. 

4.2.2 What is the Effect of Notification on Item Nonresponse? 

We also suspect that notification of administrative record use will cause significant increases in 
item nonresponse, with specific notification (including agency names) having a stronger effect 
than general notification. Moreover, we believe that notification of administrative record use 
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will increase item nonresponse in a more pronounced way when coupled with the long form 
compared to the short form, due to privacy issues raised publicly regarding long form questions 
during Census 2000. Lastly, based on past qualitative research, we anticipate that the SSN item 
for Person 1 will be missing at a higher rate when any notification is included with the SSN 
request. 

From the Simple Model in Table 4, it is clear that notification of administrative record use as a 
whole does not appear to adversely affect form completeness. Individually, neither type of 
notification has an effect, nor does one type have a stronger effect than the other. This finding 
contradicts prior hypotheses of a suspected correlation between notification and more item 
missing data. 

The Notification-Form Length Model allows a test of the hypothesis that notification of 
administrative record use has a more harmful effect on form completeness on the long census 
form than the census short form. The interaction parameters in that model suggest that there are 
no differential effects of notification on form completeness between the long and short census 
forms, regardless of the type of notification. 

In order to investigate the effect of notification on the completeness of the SSN item, item 
nonresponse rates for SSN are computed for the panels in which this information is requested. 
These figures were computed across all households for which the respondent-reported household 
count is greater than or equal to the person number. 

Table 5. Item Nonresponse Rates (Standard Errors) for SSN 

Panel Person 
1 

Panel 1 (all SSNs) 15.8% 
(.66) 

Panel 2 (One SSN) 15.5% 
(.77) 

Panel 3 (all SSNs, 
general notification) 

12.6% 
(.78) 

Person 
2 

Person 
3 

Person 
4 

Person 
5 

21.6% 
(.92) 

28.6% 
(1.21) 

28.1% 
(1.63) 

30.9% 
(4.21) 

n/a n/a n/a n/a 

17.3% 
(.87) 

28.8% 
(1.55) 

31.1% 
(1.84) 

34.7% 
(4.28) 

11.5% 15.8% 22.9% 24.5% 30.6% 47.3%

(.67) (.76) (1.61) (2.12) (3.56) (6.19)


Person 
6 

29.0% 
(5.00) 

n/a 

38.0% 
(8.09) 

Panel 4 (all SSNs, 
specific notification) 

In order to examine our success at obtaining SSN information4 for Person 1, pairwise 
comparisons of Person 1 SSN item nonresponse rates are considered among the panels for which 
this information is requested (Panels 1 through 4). Each of these four panels received some 
degree of notification of the possibility of administrative record use due to the statement in the 

4  Cases with a SSN that is less than 9 digits or contains all nines or zeros are also treated as missing. 
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cover letter explaining the request for SSN. 

Table 6. Multiple Comparisons of SSN Missing Rates for Person 1 by Panel 

Panel 1 (all SSNs) - Panel 2 (one SSN) 

Panel 1 (all SSNs) - Panel 3 (all SSNs, general notification) 

Pairwise Comparison 

Panel 1 (all SSNs) - Panel 4 (all SSNs, specific notification) 

Panel 2 (one SSN) - Panel 3 (all SSNs, general notification) 

Difference 

.3% 
(1.22) 

3.2%* 
(1.07) 

4.3%* 
(.86) 

2.9%* 
(1.17) 

4.0%* 
(1.02) 

Panel 2 (one SSN) - Panel 4 (all SSNs, specific notification) 

Panel 3 (all SSNs, general notification) - Panel 4 (all SSNs, specific notification) 1.1% 
(.88) 

* Statistically significant when familywise " = .1. 

The comparisons show that there is no difference in item nonresponse to Person 1 SSN when the 
panel requesting only one SSN is compared to the panel requesting all SSNs. From the 
perspective of Person 1, these forms do not differ in their request for SSN, and therefore no 
difference in response to this item is expected. Interestingly, the results above suggest that lower 
response to the Person 1 SSN item is obtained when the SSN for all household members or 
Person 1 is requested without specific or general notification of administrative record use. The 
distinction between general and specific notification has no measurable influence on response to 
the SSN item for Person 1. 

To allow for comparisons of SSN item completion within demographic groups, logistic 
regression models were formed controlling for the demographics of Person 1 on the census form. 
Admittedly, past research indicates that Person 1 is not the respondent roughly 30% of the time 
(DeMaio and Bates,1990). However, no differential effects regarding this assumption are 
expected across treatment groups. 

Table 7. Logistic Regression Coefficients Predicting the Log 
Odds of Person 1 SSN Missing by Experimental Treatments 

Variables Simple Model with 
Controls 

SSN Request: 

For Household = 1 .009 
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Table 7. Logistic Regression Coefficients Predicting the Log 
Odds of Person 1 SSN Missing by Experimental Treatments 

Variables Simple Model with 
Controls 

Notification: 

General = 1 

Specific = 1 

Strata: 

High Coverage Areas = 1 

Controls: 

Person 1 Black = 1


Person 1 Hispanic = 1


Age of Person 1


Number of Persons in Household


Renter-occupied Household = 1


-.275* 

-.357* 

.061 

-.221 

-.072 

-.001 

.053* 

-.122 

Intercept -1.838 
* Indicates statistical significance at " = .1. 

In agreement with the multiple comparison results, either type of notification of administrative 
record use yields higher completion for the Person 1 SSN item compared to no notification even 
when controlling for demographic factors. This finding agrees with the pairwise comparisons 
above, but contradicts our initial hypothesis. In retrospect, we believe that respondents may 
view this notification as justification for the SSN requests. Moreover, the statement about the 
potential for shorter future census forms due to the data linkage may be a persuasive factor in 
convincing respondents to provide this identifier. 

5. RECOMMENDATIONS 

In general, the effects of the treatments (i.e. notification, SSN request) on the response rates are 
not as substantial as originally anticipated. However, some effects are noticeable. For instance, 
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it is clear that requesting SSN, for all household members or Person 1, causes small, but 
significant, drops in response. Specifically, the odds of responding to the census decrease by 
about 9% when Person 1 SSN is requested and by approximately 11% when SSN is requested 
for all household members. Moreover, the request for SSN causes higher amounts of 
incomplete forms returned. 

Notification of administrative data use is collectively associated with lower response as well, 
with general notification showing an individual effect when separated from specific notification. 
Once again, the drop is significant but slight. Specific notification has a more harmful effect on 
response when SSN is requested compared to the case when specific notification is the only 
treatment. General notification does not cause further drops in response when coupled with the 
SSN request compared to general notification alone. 

Notification does not appear to have any negative effects on form completeness. In fact, 
notification of administrative record use actually increases response to the Person 1 SSN item 
compared to the case when no notification is given. 

Given these findings, the Census Bureau should be aware that any request for SSN in future 
censuses may decrease mail returns. Yet, if better SSN data are desired above higher mail 
response, the results of this analysis suggest that notification should be included with the request. 

Obviously, policy and privacy issues will be at the center of any debate over whether to include 
SSN requests on future census forms. Curiously, only 9 of the 210 calls made to Operator 
Assistance (OA) regarding the SPAN experiment included negative feedback concerning the use 
of SSN. However, the Census Bureau should be prepared for public airing of privacy concerns if 
SSN requests are extended to the entire nation. This finding suggests that focus groups should 
be convened to update findings from focus groups in the 1992 Simplified Questionnaire Test 
regarding reaction to the request for SSN. 
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Experimental 
PANELS 

PLANNED 
MAIL 
OUT 

SAMPLE 
SIZE 

COVER LETTER OUTGOING 
ENVELOPE 

QUESTIONNAIRE RETURN 
ENVELOPE 

SHORT FORM 
CONTROL 

5,249 Official Census 2000: 
S-701A.1(L) 

Official Census 
2000: 702A.1 

Official Census 2000: 700A.1 Colored: S-
703A.1 

ONE 
ALL SSNs 

5,248 Statement that providing SSN is 
voluntary: S-701A.2(L) 

Official Census 
2000: 702A.2 

SSN request for all household members 
and DD numbers: 
S-700A.2 

Colored: S-
703A.2 

TWO 
ONE SSN 

5,248 Statement that providing SSN is 
voluntary: S-701A.3(L) 

Official Census 
2000: 702A.3 

SSN request for only one person in the 
household and DD 
numbers: S-700A.3 

Colored: S-
703A.3 

THREE 
ALL SSNs 
General 
Notification 

5,255 Generally-worded notification 
language and statement that 
providing SSN is voluntary: 
S-701A.4(L) 

Official Census 
2000: 702A.4 

SSN request for all household members 
and DD numbers: 
S-700A.4 

Colored: S-
703A.4 

FOUR 
ALL SSNs with 
Specific 
Notification 

5,249 Specifically-worded notification 
language and statement that 
providing SSN is voluntary: 
S-701A.5(L) 

Official Census 
2000: 702A.5 

SSN request for all household members 
and DD numbers: 
S-700A.5 

Colored: S-
703A.5 

FIVE 
General 
Notification 

5,250 Generally-worded notification: 
S-701A.6(L) 

Official Census 
2000: S-702A.6 

Official Census 2000 form with unique 
OA and TDD numbers: S-700A.6 

Colored: S-
703A.6 

SIX 
Specific 
notification 

5,245 Specifically-worded notification 
language: S-701A.7(L) 

Official Census 
2000: S-702A.7 

Official Census 2000 form with unique 
OA and TDD numbers: S-700A.7 

Colored: S-
703A.7 

LONG FORM 
CONTROL 

5,236 Official Census 2000: 
701B.1(L) 

Official Census 
2000: 702B.1 

Official Census 2000: 700B.1 Colored: S-
703B.1 

SEVEN 
Specific 
Notification 

5,231 Specifically-worded notification 
language: S-701B.2(L) 

Official Census 
2000: 702B.2 

Official Census 2000 form with unique 
OA and TDD numbers: S-700B.2 

Colored: S-
703B.2 

EIGHT 
General 
Notification 

5,231 Generally-worded notification 
language: S-701B.3(L) 

Official Census 
2000: S-702B.3 

Official Census 2000 form with unique 
OA and TDD numbers: S-700B.3 

Colored: S-
703B.3 

S-
S-

S- unique OA and T

S- unique OA and T

with S- unique OA and T

S- unique OA and T

S-
S-

S-

S-
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Table B.1. 

Panel Number of 
Blank Forms 

Short Form Control 
(SFC) 

14 

All SSN Request 
(Panel 1) 

16 

One SSN Request 
(Panel 2) 

21 

All SSN Request, General 
Notification 
(Panel 3) 

14 

All SSN Request, Specific 
Notification 
(Panel 4) 

25 

General Notification 
(Panel 5) 

26 

Specific Notification 
(Panel 6) 

16 

Long Form Control (LFC) 30 

Specific Notification 
(Panel 7) 

28 

General Notification 
(Panel 8) 

23 

Number of Blank Forms by Panel 
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Table C.1. Weighted UAA Rates by Panel 

Panel UAA rates 
Overall 

AQE or Replacement Short Form Control (SFC) 8.6% 

All SSN Request (Panel 1) 9.0% 

One SSN Request (Panel 2) 8.0% 

All SSN Request, General Notification (Panel 3) 9.4% 

All SSN Request, Specific Notification (Panel 4) 8.5% 

General Notification (Panel 5) 9.1% 

Specific Notification (Panel 6) 8.3% 

Long Form Control (LFC) 10.5% 

Specific Notification (Panel 7) 9.2% 

General Notification (Panel 8) 10.2% 

Table C.2. ise Comparisons of UAA rates (Short Form) 

Pairwise Comparison Overall 
Difference 

SFC - Panel 1 (all SSNs) -.4% 

SFC - Panel 2(one SSN) .6% 

SFC - Panel 3 (all SSNs with general notification) -.8% 

SFC - Panel 4 (all SSNs with specific notification) .1% 

SFC - Panel 5 (general notification) -.5% 

SFC - Panel 6 (specific notification) .3% 

Panel 1 (all SSNs) - Panel 2 (one SSN) 1.0% 

Panel 1 (all SSNs) - Panel 3 (all SSNs with general notification) -.4% 

Panel 1 (all SSNs) - Panel 4 (all SSNs with specific notification) .5% 

Panel 1 (all SSNs) - Panel 5 (general notification) -.1% 

Panel 1 (all SSNs) - Panel 6 (specific notification) .7% 

Pairw
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-1.4% 

-.5% 

-1.1% 

-.4% 

.9% 

.3% 

1.1% 

-.6% 

.1% 

.7% 

Panel 2 (one SSN) - Panel 3 (all SSNs with general notification) 

Panel 2 (one SSN) - Panel 4 (all SSNs with specific notification) 

Panel 2 (one SSN) - Panel 5 (general notification) 

Panel 2 (one SSN) - Panel 6 (specific notification) 

Panel 3 (all SSNs with general notification) - Panel 4 (all SSNs with specific 
notification) 

Panel 3 (all SSNs with general notification) - Panel 5 (general notification) 

Panel 3 (all SSNs with general notification) - Panel 6 (specific notification) 

Panel 4 (All SSNs with specific notification) - Panel 5 (general notification) 

Panel 4 (all SSNs with specific notification) - Panel 6 (specific notification) 

Panel 5 (general notification) - Panel 6 (specific notification) 
* significant when familywise "=.1. 

Table C.2. Pairwise Comparisons of UAA Rates (Long Form) 

Pairwise Comparison Overall 
Difference 

LFC - Panel 7 (specific notification) 1.3% 

LFC - Panel 8 (general notification) .3% 

Panel 7 (specific notification) - Panel 8(general notification) -1.0% 
* significant when familywise "=.1. 

Note that none of the UAA rates differ significantly as expected from past research results and 
this experimental design. 

29




Appendix D 

Table D.1 contains item nonresponse rates for short form questions on the experimental and 
control questionnaires. Person specific rates are computed for households for which the 
respondent-reported household count is greater than or equal to the person number. For 
example, nonresponse rates for the age of Person 4 are computed for households with 4 or more 
individuals as reported by the respondent. 

Table D.1. 

Panel Item Person 
1 

Person 
2 

Person 
3 

Person 
4 

Person 
5 

Person 
6 

SFC 
(panel=0) 

Pop 
count 

1.82% 
(.19) 

Age 1.03% 
(.19) 

1.60% 
(.31) 

2.38% 
(.45) 

3.32% 
(.83) 

4.52% 
(1.16) 

3.00% 
(1.24) 

DOB 1.06% 
(.27) 

1.96% 
(.33) 

2.08% 
(.55) 

2.98% 
(.90) 

5.65% 
(1.73) 

2.40% 
(1.18) 

Sex 0.33% 
(.12) 

0.35% 
(.14) 

0.96% 
(.33) 

1.63% 
(.53) 

3.74% 
(1.13) 

8.60% 
(3.05) 

Race 1.50% 
(.19) 

2.32% 
(.29) 

3.41% 
(.47) 

4.22% 
(.75) 

5.99% 
(1.34) 

3.60% 
(1.38) 

Hispanic 
Origin 

3.23% 
(.36) 

2.95% 
(.42) 

4.78% 
(.64) 

3.93% 
(.81) 

5.60% 
(1.20) 

6.10% 
(2.51) 

Reltnshp 
to P1 

0.92% 
(.20) 

0.87% 
(.24) 

1.07% 
(.40) 

2.40% 
(.93) 

0.60% 
(.61) 

Panel 1 
(all SSNs) 

SSN 15.78% 
(.66) 

21.55% 
(.92) 

28.57% 
(1.21) 

28.13% 
(1.63) 

30.93% 
(4.21) 

29.03% 
(5.00) 

Pop 
count 

2.79% 
(.36) 

Age 1.56% 
(.25) 

1.96% 
(.31) 

2.14% 
(.46) 

2.85% 
(.72) 

5.45% 
(1.52) 

1.76% 
(.77) 

DOB 1.75% 
(.23) 

2.17% 
(.26) 

2.43% 
(.39) 

2.96% 
(.55) 

3.92% 
(1.36) 

1.32% 
(.73) 

Sex 1.18% 
(.17) 

0.72% 
(.17) 

1.31% 
(.32) 

2.80% 
(.72) 

2.70% 
(1.29) 

2.20% 
(.96) 

Item Nonresponse Rates by Person Number and Panel for Short Form Panels. 
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Panel 2 
(one SSN) 

Panel 3 
(all SSNs with 
general 
notification) 

Race 2.12% 
(.19) 

Hispanic 
Origin 

3.40% 
(.33) 

Reltnshp 
to P1 

SSN 15.45% 
(.77) 

Pop 
count 

1.77% 
(.28) 

Age 1.16% 
(.25) 

DOB 1.51% 
(.29) 

Sex 0.65% 
(.21) 

Race 1.77% 
(.21) 

Hispanic 
Origin 

3.18% 
(.26) 

Reltnshp 
to P1 

SSN 12.55% 
(.78) 

Pop 
count 

1.96% 
(.30) 

Age 1.59% 
(.28) 

DOB 1.65% 
(.29) 

Sex 0.79% 
(.19) 

3.33% 
(.31) 

4.99% 
(.61) 

5.65% 
(.99) 

6.50% 
(2.65) 

5.42% 
(2.43) 

3.90% 
(.42) 

4.83% 
(.55) 

5.54% 
(.93) 

6.18% 
(2.25) 

5.35% 
(2.10) 

0.67% 
(.19) 

0.83% 
(.29) 

0.92% 
(.38) 

0.75% 
(.62) 

1.76% 
(1.04) 

1.70% 
(.36) 

2.25% 
(.53) 

1.93% 
(.54) 

2.63% 
(1.03) 

8.86% 
(4.06) 

2.52% 
(.44) 

3.00% 
(.59) 

2.65% 
(.79) 

1.58% 
(.84) 

5.93% 
(2.85) 

0.80% 
(.29) 

1.28% 
(.36) 

1.47% 
(.52) 

1.97% 
(.91) 

4.64% 
(2.42) 

2.80% 
(.28) 

4.27% 
(.75) 

5.09% 
(.73) 

6.95% 
(1.32) 

9.61% 
(3.63) 

2.67% 
(.42) 

2.79% 
(.49) 

2.38% 
(.72) 

1.56% 
(.58) 

2.93% 
(1.75) 

0.58% 
(.18) 

0.77% 
(.37) 

0.97% 
(.39) 

0.26% 
(.18) 

2.52% 
(1.76) 

17.31% 
(.87) 

28.76% 
(1.55) 

31.12% 
(1.84) 

34.70% 
(4.28) 

37.99% 
(8.09) 

2.50% 
(.53) 

3.20% 
(.78) 

5.79% 
(.84) 

8.24% 
(2.67) 

8.89% 
(4.87) 

2.47% 
(.49) 

3.57% 
(.82) 

5.18% 
(1.07) 

8.24% 
(2.35) 

6.02% 
(4.11) 

0.88% 
(.24) 

1.35% 
(.40) 

2.78% 
(.76) 

3.69% 
(1.52) 

3.01% 
(3.03) 
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Panel 4 
(all SSNs with 
specific 
notification) 

Panel 5 
(general 
notification) 

Race 1.78% 
(.23) 

Hispanic 
Origin 

3.33% 
(.31) 

Reltnshp 
to P1 

SSN 11.44% 
(.46) 

Pop 
count 

3.48% 
(.40) 

Age 1.39% 
(.20) 

DOB 1.25% 
(.23) 

Sex 0.75% 
(.17) 

Race 1.94% 
(.33) 

Hispanic 
Origin 

3.24% 
(.38) 

Reltnshp 
to P1 

Pop 
count 

2.09% 
(.29) 

Age 0.90% 
(.15) 

DOB 0.87% 
(.18) 

Sex 0.41% 
(.12) 

Race 1.58% 
(.21) 

3.98% 
(.44) 

6.05% 
(.75) 

8.79% 
(1.18) 

12.90% 
(2.60) 

14.19% 
(5.19) 

3.97% 
(.37) 

6.30% 
(.89) 

5.61% 
(1.20) 

7.34% 
(2.35) 

8.17% 
(4.47) 

0.93% 
(.22) 

1.39% 
(.37) 

2.68% 
(.79) 

2.25% 
(1.46) 

3.01% 
(3.03) 

15.74% 
(.0077) 

22.88% 
(1.66) 

24.50% 
(2.37) 

30.59% 
(4.02) 

47.34% 
(5.46) 

2.28% 
(.40) 

3.26% 
(.36) 

3.31% 
(.68) 

2.93% 
(1.36) 

10.33% 
(4.66) 

2.42% 
(.51) 

2.35% 
(.58) 

1.94% 
(.51) 

4.25% 
(1.39) 

9.50% 
(4.61) 

0.82% 
(.19) 

1.20% 
(.39) 

2.06% 
(.56) 

2.93% 
(1.17) 

3.35% 
(1.85) 

3.28% 
(.40) 

3.74% 
(.53) 

4.94% 
(.79) 

8.00% 
(1.94) 

12.01% 
(4.95) 

4.40% 
(.56) 

5.33% 
(.83) 

5.01% 
(1.12) 

5.89% 
(2.40) 

1.67% 
(1.08) 

0.92% 
(.21) 

1.38% 
(.38) 

0.94% 
(.40) 

1.79% 
(1.02) 

2.51% 
(1.75) 

1.65% 
(.29) 

1.88% 
(.48) 

2.02% 
(.47) 

3.95% 
(1.60) 

5.58% 
(2.48) 

1.64% 
(.25) 

1.34% 
(.31) 

1.51% 
(.37) 

2.24% 
(1.03) 

5.58% 
(2.37) 

0.48% 
(.15) 

1.16% 
(.29) 

1.67% 
(.43) 

4.45% 
(1.70) 

7.25% 
(2.55) 

2.71% 
(.30) 

4.72% 
(.75) 

4.48% 
(.76) 

5.95% 
(1.11) 

7.60% 
(2.31) 
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Panel 6 
(specific 
notification) 

Hispanic 
Origin 

2.22% 
(.29) 

Reltnshp 
to P1 

Pop 
count 

2.48% 
(.26) 

Age 1.20% 
(.17) 

DOB 0.77% 
(.18) 

Sex 0.68% 
(.13) 

Race 1.52% 
(.20) 

Hispanic 
Origin 

2.29% 
(.26) 

Reltnshp 
to P1 

2.26% 
(.43) 

2.91% 
(.56) 

2.92% 
(.74) 

3.75% 
(1.01) 

2.93% 
(1.00) 

0.54% 
(.22) 

0.86% 
(.40) 

0.70% 
(.28) 

2.11% 
(.99) 

3.00% 
(2.17) 

1.34% 
(.26) 

2.36% 
(.48) 

2.33% 
(.58) 

5.67% 
(1.51) 

12.60% 
(4.79) 

1.50% 
(.23) 

1.95% 
(.43) 

1.69% 
(.44) 

1.31% 
(.90) 

5.50% 
(2.89) 

0.49% 
(.15) 

1.16% 
(.34) 

2.38% 
(.66) 

3.61% 
(1.04) 

6.57% 
(3.24) 

2.91% 
(.37) 

3.74% 
(.60) 

5.18% 
(1.00) 

7.80% 
(1.81) 

8.16% 
(2.97) 

2.45% 
(.38) 

4.47% 
(.68) 

3.89% 
(.71) 

4.89% 
(1.12) 

5.94% 
(2.56) 

0.87% 
(.21) 

0.93% 
(.30) 

0.99% 
(.36) 

1.01% 
(.61) 

3.28% 
(2.32) 

Table D.2 contains the item nonresponse rates for the total income question for the long form 
panels. Rates in Table D.2 are computed across households for which the respondent-reported 
household count is greater than the person number of the item and the person of interest. 
Additionally, these rates are computed over all households where the person of interest is 15 
years old or older (in accordance with census form skip patterns, persons less than 15 years of 
age skip this question). 

33




Appendix D 

Table D.2. Item Nonresponse Rates by Person Number and Panel for Long Form Panels 

Panel Item Person Person Person Person Person Person 
1 2 3 4 5 6 

LFC Total 26.60% 36.19% 45.22% 53.09% 35.79% 58.38% 
Income (1.36) (1.50) (2.23) (4.18) (5.54) (12.60) 

Panel 7 Total 24.76% 37.05% 48.15% 54.94% 48.07% 45.60% 
(Specific Income (1.05) (1.24) (2.19) (4.37) (7.84) (17.98) 
Notification) 

Panel 8 Total 26.60% 38.68% 46.51% 51.11% 49.30% 50.97% 
(General Income (1.16) (1.52) (3.35) (5.80) (9.00) (20.85) 
Notification) 

Table D.3. Statistical Comparisons of Item Non-Response Rates to the Total Income 
Question for Person 1 on the Long Form 

Pairwise Comparison Overall 
Difference 

LFC - Panel 7 (specific notification) 1.84% 
(1.89) 

LFC - Panel 8 (general notification) 0.00% 
(1.82) 

Panel 7 (specific notification) - Panel 8(general notification) -1.84% 
(1.55) 
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Table E.1. Mail Response Rates (Standard Error) for SSN 
Request and Control Panels by Strata 

Experimental Panel Full 
Population 

High Coverage 
Areas 

Low Coverage 
Areas 

75.9% 
(.83) 

60.8% 
(1.03) 

Short Form Control 73.1% 
(.70) 

All SSNs (Panel 1) 72.0% 
(.77) 

75.3%

(.92)


57.9%

(1.01)


One SSN (Panel 2) 71.7% 
(.77) 

75% 
(.93) 

57.4% 
(1.06) 

Table E.2. Mail Response Rates (Standard Errors) for Notification and 
Control Panels by Strata 

Experimental Panel Full Low Coverage 
Population 

High Coverage 
Areas Areas 

Short Form Panels: 

Short Form Control 73.1% 
(.70) 

General Notification (Panel 5) 71.8% 
(.66) 

Specific Notification (Panel 6) 73.5% 
(.72) 

All SSNs with General Notification 69.5% 
(Panel 3) (.72) 

All SSNs with Specific Notification 70% 
(Panel 4) (.76) 

Long Form Panels: 

Long Form Control 63.5% 
(.81) 

General Notification (Panel 8) 62.2% 
(.80) 

75.9% 60.8% 
(.83) (1.03) 

74.8% 59% 
(.81) (1.05) 

76.8% 59% 
(.86) (1.00) 

72.6% 56.6% 
(.85) (1.09) 

73.0% 56.9% 
(.91) (.98) 

66.8% 48.7% 
(.98) (1.02) 

66% 46% 
(.95) (1.04) 
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Table E.2. Mail Response Rates (Standard Errors) for Notification and 
Control Panels by Strata 

Specific Notification (Panel 7) 63.9% 67.4% 48.5% 
(.81) (.98) (1.07) 
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EXECUTIVE SUMMARY

This report documents the analytical findings from the Nonresponse component of the Response
Mode and Incentive Experiment.  The purpose of this analysis is to assess the effects of a
promised incentive and alternative response mode options on response to the census among a
sample of households who failed to return their census forms by April 26th, 2000.  Note that it is
not the intention of this analysis to test incentives or response mode options as nonresponse
conversion techniques for the census.  Instead, this experiment is designed to test the effect of
these factors on response among a group representing those who are traditionally difficult to
enumerate.

Results in this paper show that:

• The call-in computer assisted telephone interview mode gained the highest amount of
response (7.8 percent) compared to a speech recognition system (4.8 percent) and the
Internet (3.7 percent), although the comparison is confounded by the fact that Internet
access may be especially problematic for this target population.  

• Speech recognition system respondents are significantly younger and reside in
households with, on average, fewer people than both mail and CATI respondents.  CATI
respondents are disproportionately more Black with more households residing in low
coverage areas compared to Internet respondents.

• The calling card incentive increased response to the alternative modes by 1.9 percent
across all response modes. 

• Person 1 in households receiving the incentive tends to be younger than Person 1 in
households not receiving the incentive, where the odds of receiving the incentive
decrease by 7.2% for each 5-year increase in the age of Person 1.

• Contrary to past survey research, the increase in response due to the incentive is not
statistically different in areas with high concentrations of the Black and Hispanic
populations and renters (1.9 percent) from other areas (2.0 percent).  

• When total response to the experimental second mailing is considered, no significant
incentive effect remains.  That is, when mail responses are included as respondents, the
incentive group (13.8 percent) is no more likely to respond than the non-incentive group
(13.2 percent).  

• Given these findings, it appears that the incentive merely redirects responses that would
have otherwise been obtained by mail to alternative modes.  

• Irrespective of the experimental treatments, it is worthwhile to note that around 13
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percent participation was obtained from cases that did not initially return the
questionnaire or returned the questionnaire late.  Replacement questionnaires were not
included in the second mailing, implying that respondents who returned a mail form,
around 6 to 9 percent, used their original questionnaire mailed in March 2000. 

These findings lead to the following recommendations:

•  A second mailing containing a request for census participation may in itself be a method
for increasing participation in the census and reducing cost associated with personal visit
follow-up interviews.   

• In order to determine the feasibility of using alternative response modes, further testing is
needed in the years to come as Internet access continues to spread across the United
States population.

• The incentive does not appear to be effective in recruiting those who otherwise would not
participate.  However, the incentive may be effective in redirecting response to an
alternative response mode in place of costly personal visit interviews.
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1.  BACKGROUND

The Census Bureau undertakes a program of experimentation during decennial censuses to
measure the effectiveness of new techniques, methodologies, and/or technologies in the special
environment that a decennial census generates.  Results from experiments form
recommendations for subsequent testing and ultimately help design the next decennial census. 
The experiment discussed in this paper is one component of the Response Mode and Incentive
Experiment (RMIE), designed to test the effect of an incentive and alternative response mode
options on census response.  The scope of this paper is the analysis of the Nonresponse
component, where the effect of response modes and an incentive on census response is tested
among households who did not initially mail back paper forms after the standard Census 2000
mailing.  Note that the same treatments are also tested in a first contact with a sample of
households.  Analysis of the latter component can be found in a report from Westat entitled
“Response Mode and Incentive Experiment for Census 2000: Results for Response Rates.”  For
further details on the design and implementation of the experiment, please see the RMIE
Program Master Plan (Malakhoff and Sanders, 2000).  

1.1 Motivation

Since 1960, most U.S. decennial census data have been collected via the return of a paper
questionnaire for households responding to the mailback request (Cohen, White, and Rust,1999),
and via face to face interviews for households that did not mail back census forms.  Under
standard Census 2000 procedures, all households that did not return a census form by April 18th,
2000 were visited or called by a census enumerator who collected information through a Paper
and Pencil Interview (PAPI).  Six attempts were made by phone and/or visits before proxy data
were sought.  

Nonresponse Followup (NRFU) procedures, such as the one just described, are extremely costly. 
For the 1990 census, Dillman et al. (1994) estimate that nonresponse followup (with face to face
interviews) costed as much as $17 million for each 1 percent decrease in the mailback response
rate.  In order to control costs, the Census Bureau has an interest in finding a cost-efficient
technique for collecting data that simultaneously encourages cooperation. 

1.2 Past Research

Groves et al. (1992) explore heuristics as well as survey design features such as mode of contact
that influence the decision to participate in a survey.  “Heuristics” refer to processes that are
shortcut means to making a decision.  For example, social norms, such as the norm of
reciprocation, may influence behavior in the survey context.  This norm, which forms the
theoretical basis for the use of incentives in surveys, purports that people who receive favors
from another will reciprocate by furnishing a favor for that person.  Survey researchers often
attempt to control features of the survey in order to evoke heuristics that may increase
participation. 
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Two such methods with which researchers have experimented as means of increasing survey
participation are alternative response modes and incentives.  With respect to response mode, past
research suggests that data collection mode can influence survey participation (Groves and
Kahn,1979; De Leeuw, 1993).

The experiment being examined in this paper investigates the effect on participation of an
invitation to respond through an alternative mode (phone or Internet), which is quite different
from the design of most telephone mode comparisons where a sample case is contacted directly
through the mode of interest.  In a study similar to the current design, Dillman et al. (1994)
investigate the effect of an invitation to respond to a census test via the telephone instead of
returning a paper form on response.  While the addition of the telephone option did not increase
initial mailback completion rates, the authors find that a blanket follow-up mailing significantly
improved overall completion rates (with increases of 0.2% by mail, 2.6% by telephone), when
the follow-up letter contained an invitation to respond by the telephone but did not contain a
replacement questionnaire.  In another study of mode effects on participation, Clayton et al.
(1992) find that a speech recognition system was able to retain the same response rate as reverse
Computer-Assisted Telephone Interviewing (CATI) and Touchtone Data Entry (TDE) in a
longitudinal panel survey of businesses, when businesses that had previously reported by TDE
and CATI systems were switched to the speech recognition system.  Note that this finding
pertains to a business survey where the same factual information is gathered monthly from
companies, and therefore may not generalize to one-time surveys of households or persons.

The use of the Internet as a potential response mode for general populations is just beginning to
be studied.  Most survey research on Internet data collection focuses on the potential for
coverage bias due to disproportionately lower Internet access rates among low socioeconomic
status (SES) groups compared to high SES groups (Dillman, Tortora, and Bowker,1998;
Smith,1997; Sweet and Russell,1996).  Mode studies among populations with Internet coverage
suggest that web surveys obtain lower response than paper surveys (Kwak and Radler,2000);
however, embedding a web option into a paper survey can increase total response (Elig, Quigley,
and Hoover,2000). 

In addition to alternative response modes, incentives are another method tested as a means of
increasing response.  Numerous empirical studies lend support for the conclusion that incentives
increase response rates (Singer, Van Hoewyk, Gebler, Raghunathan, and McGonagle,1999;
Abreu and Winters,1999; Shettle and Mooney,1999; Baumgartner and Rathbun,1996;
Kulka,1994; Church,1993; Heberlein and Baumgartner,1978).  Recently, incentives research has
shifted focus to the use of incentives for nonresponse conversion.  To date, much of the research
on differential incentives has focused on the public’s perception of the equity of this practice and
their behavior as a result of this realization (Groves, Singer, Corning, and Bowers,1999; Singer,
Groves, and Corning,1999; Singer,forthcoming).  With respect to the efficacy of incentives for
refusal conversion, Kulka (1994) and Abreu et al. (1999) find that delaying the use of incentives
to later stages of contact can be quite effective as a nonresponse conversion technique.  
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These findings could, however, reflect the influence of incentives on typical survey and census
nonrespondents, who are often disproportionately non-white and of lower SES than respondents
(Cecco,1994; Word,1997; Singer, forthcoming).  Kulka finds evidence of more pronounced
incentive effects among these groups, which may be at least partly due to the higher utility of
gifts/money to these persons.  Yet, after a comprehensive review of the literature in this area,
Kulka (1994) admits that “none of the literature reviewed specifically addresses their
[incentives] efficacy with hard core refusals or those who are truly difficult or impossible to
interview.”   The questions remain:  Do incentives encourage participation among typical groups
of nonrespondents?  Moreover, are differential incentives more effective in increasing response
within subgroups of low SES persons compared to high SES persons?

In addition to their effect on response, some researchers have studied the effect of incentives on
sample composition and consequently, the potential for nonresponse bias.  Shettle et al. (1999)
report mixed findings, with some studies showing differential motivating effects of incentives
(Singer, Van Hoewyk, Gebler, Raghunathan, McGonagle,1999; Willimack, Schuman,
Lepkowski,1995; Dillman,1996; Baumgartner and Rathbun,1996) while others reveal no
differential effects (Berry and Kanouse,1987; Hopkins, Hopkins, and Schon,1988).  Other
researchers, to whom data for nonrespondents is unavailable, have compared the characteristics
of incentive respondents and non-incentive respondents in an effort to determine if incentives
have the potential to change the demographic distribution of the respondent population (James
and Bolstein,1990).  Through these studies, there is some evidence to suggest that incentives are
effective in recruiting younger people (Dillman,1996) and those who are typically
underrepresented in surveys such as low income and non-white groups (James and
Bolstein,1990; Singer,forthcoming).

Note that in the articles reviewed above, incentives are tested in survey environments in which
response is voluntary.  Census 2000 marks the first time that incentives have been tested in a
U.S. decennial census, where response, as explicitly stated on the envelope containing the census
form, is mandated by law.  Therefore, it is difficult to fully assess the extent to which the past
results may generalize to the census, due to the differences in the legality of response and the
visibility of a decennial census.  In light of these differences, the research question at hand
becomes narrower:  What is the effect of incentives on response among typical census
nonrespondents where response is mandated by law? 

Given the potential for increased participation, the Census Bureau designed an experiment to
determine the effect of alternative response modes and incentives on census response among an
initial nonrespondent group.  Note that it is not the intention of this experiment to test
nonresponse conversion incentives as a possible method for the 2010 census.  Instead, this
experiment is designed to test the effect of these factors on response from groups who are
traditionally difficult to enumerate.  The Census Bureau hopes to answer the following questions
with results from this experiment:  

• Does an incentive encourage census response among those who are difficult to
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enumerate?  

• Do incentives encourage census response via alternative data collection modes?   If so, in
what mode is the effect of the incentive most pronounced?  

1.3 Purpose of this Experiment

Insight from this experiment will allow an investigation as to whether census response among
typical census nonrespondents can be increased through the use of incentive or alternative
response modes.  The purpose of this experiment is three-fold:

• To measure the effect of an incentive on census response by alternative response modes
for typical census initial nonrespondents.

• To measure the effects of alternative electronic response mode options on census
response for initial census nonrespondents.

• To measure differences in the effectiveness of an incentive on census participation across
the various response mode options and subpopulations that historically differ with regard
to census participation.

1.4 Hypotheses

In this experiment, the effect of an incentive is tested within three response modes:  Reverse
CATI, where a household member is asked to call a toll free number to report short form
information to an interviewer, Automated Spoken Questionnaire (ASQ), where the respondent is
asked to call a toll free number that is connected to a speech recognition system that processes
short form spoken information into text, and the Internet, where respondents are presented with a
URL in the letter sent with the experimental packages.  Certain a priori hypotheses were
developed in light of past survey research. 

First, we hypothesized that response to the CATI and ASQ modes will be significantly higher
than response to the Internet.  Although there is no evidence to suggest that initial
nonrespondents prefer the telephone over the Internet, Internet accessibility limitations in this
population may suppress the use of the Internet as a tool for providing census data since the
typical census nonrespondent universe is one that resembles the universe of households without
Internet/computer access (Cecco,1994; Newburger,1997; Word,1997).  

Second, we hypothesized that the incentive will increase response compared to no incentive
among initial census nonrespondents, with a stronger effect in areas expected to contain a large
concentration of non-white renters (low census coverage areas) compared to other areas.  

Similarly, it is hypothesized that the group of respondents receiving the incentive will be
younger with higher concentrations of non-whites and renters compared to the group of



1 662 nonrespondent cases not included in the nonresponse universe are ineligible for follow-up using
census definitions given in DSSD CENSUS 2000 PROCEDURES AND OPERATIONS MEMORANDUM #BB-4R
and DSSD CENSUS 2000 PROCEDURES AND OPERATIONS MEMORANDUM #D-6. 

2  Questionnaires are considered blank if they contain less than 2 completed items among household count,
tenure, and all person items under census procedures given in DSSD CENSUS 2000 MEMORANDUM SERIES:
#K-3 from Hogan to Miskura and Longini.  Due to intense labor involved in replicating the blank form algorithm, a
simpler technique is used for all Census 2000 experiments.  Forms are blank when the number of completed items
for the household, person 1 and person 2 is less than two.  
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nonincentive respondents based on past research findings.  

With respect to mode interactions, it is expected that the effect of the incentive will be stronger
within the self-administered modes compared to CATI since incentives tend to be most effective
in the absence of other motivating factors (in this case, the interviewer) that might elicit response
(Singer,forthcoming; Baumgartner and Rathbun,1996).  However, Internet accessibility
limitations may mask the effect of the incentive on response in the Internet mode.  Therefore, the
effect of the incentive will be more pronounced in ASQ than CATI and the incentive effect in
ASQ and CATI will be greater than the effect in the Internet. 

2. METHODOLOGY

2.1 Experimental Design

This experiment includes 19,639 households that were randomly pre-assigned to six nonresponse
experimental treatment groups prior to mailout.  On March 13th, 2000, standard Census 2000
questionnaires were mailed to these households.  Any household that did not return a census
form by April 26th, 2000 and was eligible for Nonresponse Followup1 formed the target
population for this study.  There were 12,787 mailback responses obtained out of 19,639 forms
mailed, less 1743 undeliverable forms.  The response rate as of the date at which the
nonresponse universe was identified (4/26/00) was 71.5% after removing undeliverables from
the denominator and recoding blank2 forms returned as nonrespondents.  

The 6,130 households eligible for the nonresponse experimental treatments fell into six
alternative mode and incentive groups in the manner described in Figure 1.  Alternative response
modes refer to data collection modes other than mail given as optional methods of replying to
Census 2000.  The alternative response mode options are (Malakhoff and Sanders, 2000):

1.  Reverse Computer-Assisted Telephone Interview  (CATI):  Households are encouraged to
call a toll free number on a brochure and in a cover letter included in the second mailing to
report their census data. 

 Respondents who call this number are connected to a live interviewer who will ask short form



3  There was only one Spanish interview taken during this experiment.  This call came through the Operator
Assistance number from a respondent in the Internet with incentive group, and therefore will not be counted as a
respondent in the mode response rates in order to eliminate any confounding effects from the allowance of Spanish
speaking households in CATI. 

4  ASQ assigned cases that transferred to CATI before providing any information have only CATI records
on the data file (18 cases) and are treated as CATI responses.  Cases that completed at least some portion of the
questionnaire in ASQ before transferring to CATI have both ASQ and CATI records (5 cases).  In order to isolate
the effect of the treatment mode, the record corresponding to the assigned mode for the panel is retained when
duplicate records are present, regardless of whether that record is considered blank by census definition.  Several
cases have duplicate ASQ responses.  When discrepancies between the records exist, the most complete record is
retained.

6

questions.  Spanish interviews are permitted with this technology3.

2.  Automated Spoken Questionnaire (ASQ):  Households are encouraged to call a toll free
number in a brochure and letter sent with the second mailing which is, unbeknownst to the
respondent, connected to a computerized speech recognition system that collects short form data
by processing spoken replies into text.  This technology is available in English only.  

Callers who experience problems with the ASQ system are automatically transferred to an
interviewer who can collect the data via CATI.  Transfers to CATI from ASQ can occur at any
point in the interview4 for many reasons including problems with speech recognition, soft-
spoken replies, foreign noises (cough, sneeze), or failure to provide data at a specified time.  

3.  Internet:  Households are presented with an Internet Uniform Resource Locator (URL) in a
brochure and letter sent in the second mailing.  The respondent enters short form data at this
official Census Bureau Internet site after submitting a legitimate 22 digit Census ID indicating
that the household is an experimental case.  For security purposes, users with less than 128 bit
encryptions are asked to check a security warning box acknowledging that submitted data may
not be secure from third parties since the encryption level is lower than recommended by census. 
The Internet form is only available in English.  

Every household, regardless of treatment group, was presented with an Operator Assistance toll
free number to which they could direct questions.  As a courtesy, the operators collected census
data for the cases that preferred to provide their information in this manner.  The operators could
also activate the calling cards for these respondents even if CATI was not the suggested mode
for the panel into which the household fell.   

Within each mode, households were randomly split into two groups prior to the second mailing,
where one-half of the sample received the incentive, and one-half did not.  The experiment has a
3x2 factorial design in which an incentive is fully crossed with three alternative response modes. 
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Figure 1.  Treatment Groups and Sample Sizes in the Experiment (Mailout Sample Sizes in Parentheses)

Incentive
(1075)

No Incentive
(979)

Reverse CATI
(2054)

Incentive
(967)

No Incentive
(999)

ASQ
(1966)

Incentive
(1068)

No Incentive
(1042)

Internet
(2110)

Initial Nonresponse
Group Eligible for Experiment

(6130)

Mail Respondents 4/26/00
71.5% w/out undeliverables

(12,787 rspdnts, 60 blank returns)

Initial Nonresponse Group
Ineligible for Experiment

(662)

Households Included in
Initial Mailing

 (19,639)

The incentive is a calling card worth 30 minutes of free long distance service in the United
States.  The card is activated only after the response is obtained via the assigned mode for the
treatment group (Malakhoff and Sanders,2000).  The card is attached to the front of a brochure
promoting the incentive opportunity in the second mailing.  In addition to a unique calling card
number and standard Census 2000 logos, the card also contains the assigned telephone number
or URL for the mode through which the household is required to reply in order to have the card
activated.  

The calling card was selected primarily because it fit nicely with the theme of the experiment. 
That is, the calling card promotes phone usage, similar to four treatment groups in the
experiment which persuade the respondent to use the telephone to reply to the census. 
Moreover, the calling card was selected under the assumption that all sampled households have
access to telephones for the purpose of making outgoing calls.

All experimental packages were mailed to the nonresponding households on May 2, 2000. 
These households had the option of answering Census 2000 via the standard paper questionnaire
originally sent to the household with the initial mailing; however, replacement questionnaires
were not included with the second mailing and calling cards were not activated for households
that returned paper questionnaires (Malakhoff and Sanders,2000).

2.2  Sample Design

The sample was selected from the July 1999 version of the Decennial Master Address File
mailout/mailback universe of 92,575,792 addresses as of September 9, 1999, which excludes
samples for the Accuracy and Coverage Evaluation (A.C.E.) listing as well as congressional
addresses.  The population of inference is restricted to the population in the mailout/mailback
areas.  Mailout/mailback areas contain housing units with city-style addresses and comprise
roughly 80% of the United States for Census 2000.  List/enumerate and update/leave areas,
omitted from this frame, are typically more rural than mailout/mailback areas.

The original 19,639 households are proportionately allocated to two strata that reflect anticipated
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differences in the race and tenure composition of the population and, based on previous census
experience, differences in the Census 2000 mail return rates.  Strata are formed from 1990
census tract level race and tenure data and are denoted as low and high coverage areas (LCA and
HCA respectively).  The LCA stratum is expected to contain a much higher proportion of Black
and Hispanic populations and renter-occupied housing units than the HCA stratum.  The HCA
stratum contains the remaining addresses and comprises approximately 81% of the total
mailout/mailback universe at the time the sample was selected.

All figures in this report are weighted to adjust the inference back to the full frame given the
stratification.  The inverse of the original sampling interval for each strata within a treatment
group is the weight for each case contained in that group and stratum. 

2.3 Effective Sample Size

The mailout sample size for each treatment group was around 1000 addresses (see Table 1 for
more detail).  The United States Postal Service returned about seventeen percent of experimental
forms that were mailed in each treatment group as Undeliverable as Addressed (UAA).  These
cases are excluded from the denominator of the response rates since they never had the
opportunity to respond.  For this experiment, higher undeliverable rates than Census 2000 are
expected since undeliverable packages from the initial mailing are not excluded from the
nonresponse universe.  Multiple comparisons of weighted undeliverable rates confirm that the
rates do not differ significantly across treatment groups.  

Table 1.  Sample Sizes for the Second Mailing, Number of Undeliverable Packages, Counts of Late



5  The analysis in Table 4 was conducted with the inclusion of the late mail returns.  The conclusions did
not change with the addition of these cases , with the exception of the difference between the ASQ incentive and
non-incentive panel with overall response rates.  The difference between these panels in not significant when late
mail returns are considered. 
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Mail Returns, Final Sample Sizes for the Analysis by Strata, and Counts of Blank Returns for the
Treatment Groups

Mode Treatment
Groups

Sample
Size for
Second
Mailing

UAA
(%)

Late Mail
Returns

(<=5/3/00)

Final High
Coverage Area

sample size
(excludes

undeliverables,
late mail returns)

Final Low
Coverage Area 

sample size
(excludes

undeliverables,
late mail returns)

Blank
Form

s

CATI Incentive 1075 172
(16.4)

28 628 247 3

No incentive 979 171
(18.0)

27 579 202 1

ASQ Incentive 967 186
(19.8)

28 547 206 4

No incentive 999 170
(17.5)

27 593 209 0

Internet Incentive 1068 168
(16.2)

33 645 222 3

No incentive 1042 162
(16.0)

30 631 219 0

Note that certain cases in the nonresponse universe were found to have returned their census
forms after the April 26 cutoff.  Since experimental packages were mailed on May 2, 2000, any
case returning a census form by mail prior to May 4 will be excluded from the analysis since
these cases are not true nonrespondents.  A total of 173 out of the 6130 initial nonresponding
households, including 11 cases that provided both a late mail return and an electronic return, are
eliminated under this criteria5 (see Table 1).

Due to security concerns, census web administrators insisted that the Internet data collection site
for this experiment remain active for no longer than one month.  Therefore, the census Internet
site was taken down on June 3 at midnight eastern time.  The ASQ and CATI capabilities were
shutdown on June 9. 
 Mode response rates presented throughout this report reflect responses obtained via electronic



6  UAAs from the initial mailout in this experiment were delivered to headquarters from the NPC after form
processing.  We cannot be sure that we received every UAA.  

7  The overall response rate includes paper forms received after the electronic modes were shut down and
therefore cannot be directly compared to the mode specific response rate.  Since mail check-in dates are dependent
upon mail delivery speed as well as check-in delays due to back logs, it is not possible to control the date of the
return to identically match the date for the electronic returns.  
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modes before June 4. 

2.4  Measurements

Response rates are a measure of respondent behavior with regard to the return of the
questionnaire.  Undeliverable form information, used to distinguish cases that received the
experimental package, was gathered through a manual check-in of returned experimental
packages6.   There are two response rates:

1.  Mode specific response rate:  The mode specific response rate is defined as the
number of non-blank questionnaires returned by the mode assigned to the treatment
group divided by the number of experimental forms mailed out less undeliverable forms. 
The numerator contains only those responding households that provided their data via the
mode requested for their panel.

2.  Overall response rate:  The overall response rate is defined as the number of non-
blank questionnaires returned by any mode7 (mail, CATI, ASQ, Internet) for the
treatment group divided by the number of experimental forms mailed out less
undeliverable forms. 

Each rate will be presented for the various experimental treatments with a focus on the mode
specific response rate in order to assess the effect of the incentive in redirecting response to a
new mode, as well as the efficiency of the data collection technologies.  The mode specific rate
measures the rate at which households performed the prescribed behavior in order to receive the
incentive, when households are eligible for the incentive.  This rate allows pure comparisons of
the efficiency of the data collection systems, since mode switches (CATI rollovers or Operator
Assistance calls that resulted in CATI interviews) are not counted as respondents.

Overall response rates reflect total response to the second mailing, including mail returns which
were received up until June 14, 2000.  Comparisons of overall response rates between the
incentive and no incentive group will reveal whether the incentive increased total response to the
second mailing compared to no incentive. 

2.5  Analysis

The analysis of the experimental treatments is conducted by measuring the pairwise differences
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in the response rates among the treatment groups and by modeling the mode specific response
rate using logistic regression.  For pairwise comparisons involving more than two levels of a
treatment, the Bonferroni multiple comparison procedure is carried out so that statements about
the entire family of pairwise comparisons are made while maintaining a 90 percent simultaneous
confidence level.  Interpretation of the logistic regression results uses parameter estimates of
significant experimental treatments to assess the magnitude of the impact of the treatment on a
household’s odds of responding to the census in the presence of other treatments.  Additionally,
tests of differential incentive effects among other experimental treatments and populations will
take the form of interaction terms in logistic regression models.  All analyses are conducted so
that statements about the significance of treatment effects can be made with a 90 percent
confidence level (the Census Bureau standard). 

Note that item nonresponse analysis was originally planned as a part of this experiment.  Due to
extremely low item nonresponse, analyses of this nature were not supported by the data.  

2.6  Variance Estimation

In order to take into account the stratified sample design, WesVarPC version 3 is used to
compute standard errors for all estimates and models.  A jackknife replication methodology
using random groups was used to estimate standard errors.  Since there is no clustering in the
sample and only two strata to which the sample is allocated, 100 element replicates were formed
within each stratum by consecutively numbering households from 1 to 100, after the households
were sorted in the same order in which the sample was selected.  Due to smaller sample sizes, 25
replicates were formed within each strata to model the odds of respondents receiving the
incentive on demographics of the nonresponse conversion households.

Quality assurance procedures were applied to the design, implementation, analysis, and
preparation of this report.  The procedures encompassed methodology, specification of project
procedures and software, computer system design and review, development of clerical and
computer procedures, and data analysis and report writing.  A description of the procedures used
is provided in the >Census 2000 Evaluation Program Quality Assurance Process.’

3. LIMITATIONS

3.1  Population Coverage

The sampling frame in this experiment includes only mailout/mailback areas with city-style
addresses, with the exclusion of Accuracy and Coverage Evaluation (A.C.E.) initial listing
samples and congressional addresses.  Moreover, addresses in mailout areas added through
coverage improvement programs between the printing of address labels in July 1999 and the
initial mailout in March 2000 are not included in the sampling frame which may result in a slight
undercoverage of the target population. 

Furthermore, non-English speaking households (with the exception of Spanish speaking
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households in CATI) are disproportionately underrepresented in this experiment since the
experimental questionnaires and forms are only available in English.

3.2  Causal Assumption about the Effect of the Treatments

In reporting response rates for the treatment groups, a critical causal assumption is made
regarding respondent behavior.  The assumption is that each respondent who provides data has
been exposed to the written encouragement and/or incentive, and that the respondent’s behavior
is directly motivated by the treatment.  There is no way to test this assumption, in light of the
data collected. 

4. RESULTS

4.1 What is the effect of the mode options on response?  

Past research has shown that data collection mode can influence participation (de Leeuw,1992;
Groves and Kahn,1979).  The initial hypothesis regarding the effect of mode predicted higher
response to the telephone (ASQ and CATI) modes as compared to the Internet, due to the
expectation of Internet accessibility limitations among this population rather than mode
preference.  Mode specific response rates are computed across the incentive groups and
differences are computed among each mode in Table 2. 
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Table 2.  Mode Specific Response Rates(Sample Sizes) and Response Rate
Differences Among Modes and Across Incentive Groups by Census Coverage

Area**

Mode
Full Population High Coverage Areas Low Coverage Areas

Mode Specific Difference Mode Specific Difference Mode Specific Difference

CATI 7.8%
(1656)

2.9%*

8.6%
(1207)

3.4%*

5.6%
(449)

1.7%
ASQ 4.8%

(1555)
5.2%

(1140)
3.9%
(415)

CATI 7.8%
(1656)

4.1%*

8.6%
(1207)

4.1%*

5.6%
(449)

4.2%*
Internet 3.7%

(1717)
4.5%

(1276)
1.4%
(441)

ASQ 4.8%
(1555)

1.2%

5.2%
(1140)

.7%

3.9%
(415)

2.5%*
Internet 3.7%

(1717)
4.5%

(1276)
1.4%
(441)

* statistically significant when the familywise error rate is controlled using Bonferroni at "=.1 for all comparisons
** Note that the numbers is the difference column may be slightly different from the computations using the rates
presented due to rounding error.

In accordance with the hypothesis, CATI elicits consistently higher response than the Internet,
regardless of which population is studied.  The disagreement with the hypothesis is related to the
fact that the ASQ did not perform as well as expected.  CATI obtains higher response than ASQ,
and ASQ does not gain higher response than the Internet (with the exception in low coverage
areas, see below).  There is some evidence to suggest that these findings may be due to
difficulties in using the ASQ.  Feedback from census ASQ testers revealed that the system was
somewhat difficult to use.  The level of response does not differ between CATI and ASQ when
calls and rollovers to CATI are permitted from households assigned to ASQ, suggesting that
usability issues rather than mode preference are responsible for the ASQ and CATI difference.

Looking at the effect of response mode alternatives in low coverage areas, the results agree with
the expectation that CATI and ASQ gain equal levels of response and that that level is higher
than that of the Internet.  The significant differences between CATI or ASQ response and the



14

Internet may suggest that Internet access is especially low among this subpopulation which is
expected to resemble demographically the population without Internet access (Newburger,1997).

In order to determine if the alternative modes attract different respondents, demographic
characteristics of all respondents were compared by modes in Table 3.  There is some evidence
from past research indicating that older persons are less likely to respond over the telephone
(Groves and Couper, 1998). Note that, in the absence of information regarding who completed
the questionnaire in the household, Person 1 characteristics are used to describe the respondent. 
Admittedly, past research indicates that Person 1 is not the respondent roughly 30% of the time
(DeMaio and Bates,1990).  However, no differential effects regarding this assumption are
expected across response modes.

Table 3.  Demographic Comparisons of Nonresponse Conversion
Households by Actual Response Mode Used 

Factor Response Mode Used

Mail CATI ASQ Internet

Mean age of Person 1 50.1 44.7 37.7 40.5

Percent Person 1 Black 12.8% 16.7% 10.6% 5.1%

Percent Person 1 Hispanic 7.8% 8.3% 3.6% 5.1%

Percent Renter-occupied
Households

38.9% 42.0% 43.2% 42.4%

Percent Households in LCA 17.0% 19.7% 17.8% 8.5%

Mean Household Size 2.70 2.73 2.04 2.58

Cross mode differences for each factor are compared while controlling the familywise error rate
at " = .1 using the Bonferroni MCP.  The results reveal that ASQ respondents are significantly
younger and reside in households with, on average, fewer people than both mail and CATI
respondents.  CATI respondents are disproportionately more Black with more households
residing in low coverage areas compared to Internet respondents.

Given that Internet access is lower among low socioeconomic groups, it is not surprising to find
that Internet respondents tend to be less Black and more likely to reside in high coverage areas
than CATI respondents.  The difference between ASQ and CATI are somewhat unexpected,
especially with respect to household size.  It is possible that respondents with large households
who used the ASQ realized very quickly that the system was somewhat time consuming, and
quickly disconnected from the computer whereas CATI respondents had a harder time
disconnecting due to the interaction with the interviewer.  Moreover, the difference in age
between CATI and ASQ respondents may be due to more familiarity with newer technologies on
the part of younger persons compared to older respondents.  These suggestions are merely
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anecdotal and there are no data to support or disconfirm these suggestions.  

4.2  What is the effect of the incentive on response?  

Past research provides overwhelming evidence that incentives increase response compared to no
incentives, especially among populations that are poor with a high concentration of non-whites
(Kulka,1994; Singer,forthcoming) and in the absence of other motivating factors
(Singer,forthcoming).  Given past findings, it is expected that the incentive will increase
response, with a larger effect in low coverage areas compared to high coverage areas.  Similarly,
the incentive effect will be greater in the ASQ mode due to the absence of an interviewer
compared to CATI, and in CATI compared to the Internet due to Internet accessibility barriers
masking the incentive effect.  Moreover, it is expected that incentive respondents will be
younger and more racially and ethnically diverse than non-incentive respondents. 

In order to assess the effect of the incentive within and across response modes, response rates in
Table 4 were computed for each experimental treatment along with pairwise differences between
the incentive and non-incentive groups within and across each response mode. 

Table 4.  Mode Specific and Overall Response Rates, Sample Sizes, and Pairwise
Differences between Incentive and No Incentive Groups within and across Response Modes 

Mode Mode Specific
Response Rate

Difference Overall Response Rate
 

Difference

Incentive No incentive Incentive No incentive

CATI 8.8%
(875)

6.7%
(781)

2.1% 14.4%
(875)

14.5%
(781)

-.1%

ASQ 6.4%
(753)

3.4%
(802)

3.0%* 15.2%
(753)

11.9%
(802)

3.3%*

Internet 3.9%
(867)

3.4%
(850)

.5% 11.9%
(867)

13.2%
(850)

-1.3%

Total 6.4% 4.5% 1.9%* 13.8% 13.2% .6%
* indicates statistical significance when  "=.1.  

Results in the table above lend support for the hypothesis that the incentive increases mode
specific response compared to no incentive.  Discussion of the overall response rate comparisons
is located in section 4.4.  

Table 5 presents logistic regression coefficients when the mode specific response rate is
regressed on the experimental treatments as well as some control variables.  Logistic regression
analysis allows an assessment of the effect of the treatments on response in the presence of other
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treatments or control variables.  For example, the Simple Model investigates the effect of the
incentive on response while controlling for strata (as a proxy for socioeconomic status) under the
assumption that the effect is consistent within each response mode.  The purpose of the models
with the interaction terms is to determine if the incentive effect differs among strata and response
modes.  The Incentive-Strata Interaction Model helps determine whether the effect of the
incentive on response differs based on the stratum to which it is administered.  Lastly, the
Incentive-Mode Interaction Model relaxes the assumptions of the Simple Model to test whether
the incentive (versus no incentive) increases response disproportionately among the response
modes.

Table 5.  Logistic Regression Coefficients Predicting the Log Odds of
Responding to the Census through the Assigned Mode

Predictor Variables Simple Model Incentive-Strata
Interaction Model

Incentive-Mode
Interaction Model

Mode:

   Internet = 1 -.302* .012 .013

   CATI = 1 .496* .717* .717*

   ASQ = 1 -- -- --

Incentive:

   Incentive = 1 .374* .888* .679*

Census Area (strata):

   High Coverage Area  = 1 .567* .725* .568*

Interactions:

   CATI * Incentive -.365 -.364

   Internet*Incentive -.534* -.537*

   Incentive*Strata -.253

Intercept -3.616 -3.934 -3.803

-2 Log Likelihood 2026.36 2023.34 2023.89

Degrees of Freedom 4 7 6
* indicates statistical significance when " = .1

Before testing the incentive-related hypotheses, I note some consistencies with regard to census
and stratification expectations as well as earlier results.  First, the significance of the stratum
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term in the Simple Model in Table 5 confirms expectations that census response is lower in low
coverage areas than high coverage areas.  With regard to incentive and response mode findings,
tests of parameter estimates in the Simple Model confirm that CATI obtains higher response than
the Internet and ASQ while controlling for the incentive treatment, and that the incentive effect
holds while simultaneously controlling for response mode and stratum.  

4.2.1   Incentive-Strata Interaction

The Incentive-Strata Model in Table 5 is formed to determine if the incentive is more effective in
increasing response in low coverage areas (high Black and Hispanic and renter concentration)
compared to high coverage areas.  A significance test of this interaction (Incentive*Strata = -
.253) indicates that the effect of the incentive on response is not significantly different between
high and low coverage areas, while statistically controlling for response mode.  This finding
contradicts the initial hypothesis and past literature of a more pronounced incentive effect among
lower SES populations compared to other populations (Kulka,1994; Singer,forthcoming) and
therefore merits further investigation.  Table 6 below shows the effect of the incentive on mode
specific response within and across modes for each stratum population. 

Table 6. Response Rates, Sample Sizes, and Response Rate Differences between Incentive
and No Incentive Groups within and across Response Modes in High and Low Coverage
Areas

Mode
High Coverage Areas Low Coverage Areas

Mode Specific
Response Rate

Difference Mode Specific
Response Rate

Difference

Incentive No incentive Incentive No incentive

CATI 9.9%
(628)

7.3%
(579)

2.6% 6.1%
(247)

5.0%
(202)

1.1%

ASQ 6.8%
(547)

3.7%
(593)

3.1%* 5.3%
(206)

2.4%
(209)

2.9%

Internet 4.5%
(645)

4.4%
(631)

.1% 2.3%
(222)

.5%
(219)

1.8%*

Total 7.0% 5.1% 1.9%* 4.6% 2.6% 2.0%*
* indicates statistical significance when  "=.1.

In accordance with the logistic results, both strata show an overall incentive effect of roughly the
same magnitude (1.9% for HCA versus 2.0% for LCA) contrary to expectations based on past
research (Kulka,1994; Singer,forthcoming).  There are at least two possible reasons for this
discrepancy.  First, stratum, while a good indicator of census response, is based on 1990 tract
level data and may not be a suitable proxy variable for SES.  Limited data on nonrespondents
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make it impossible to test this theory.  Secondly, legality and sponsorship differences between
the U.S. decennial census and surveys may explain this discrepancy.  Certain people, such as
illegal immigrants and fugitives, may deliberately avoid the census.  If low coverage areas
contain a higher concentration of these people than high coverage areas, it is possible that these
results reflect that fact that the incentive does not increase response from those who are
intentionally avoiding the census.   

4.2.2   Incentive-Mode Interaction

Until this point, the incentive effect has been discussed without regard to response mode.  The
Incentive-Mode Model in Table 5 is formed to allow comparisons of the incentive effects across
the three modes.  Recall that larger effects were expected in ASQ compared to CATI due to the
absence of an interviewer as a motivator.  Significance tests of the interaction parameters in the
Incentive-Mode Interaction Model suggest that the increase in mode specific response due to the
incentive is not significantly different between ASQ and CATI (CATI*Incentive = -.364).  The
effect of the incentive in the Internet mode is significantly lower than ASQ, but is not
significantly different from the effect in CATI as determined by a test for a difference in the
interaction parameters (p=.556).  The lack of a differential incentive effect between the self-
administered and CATI modes may be due to the fact that the call to participate is respondent-
initiated in each mode and therefore, the interviewer only acts as a motivator in CATI once the
respondent has decided to cooperate.  

4.3 Incentive Effect on Response Distribution

Finally, logistic regression coefficients in Table 7 allow an assessment of the effect of the
incentive on the demographic distribution of mail, CATI, ASQ, and Internet respondents. 
Specifically, this regression model includes all respondents, regardless of their experimental
panel assignment, in an attempt to determine which factors are associated with households that
performed the prescribed behavior to receive the incentive.  



9  No significant factors were found when the model included only electronic mode respondents.

10  The race and ethnicity variables are not significantly different from zero when simultaneously
compared.  Moreover, these findings do not change when strata or household size is omitted from the model.
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Table 7.  Logistic Regression Coefficients Predicting the Log
Odds of Receiving the Incentive Among Respondents

Factor Model

Age of Person 1 -.015*

Person 1 Black = 1 .239

Person 1 Hispanic = 1 -.030

Renter-occupied Household = 1 .188

High Coverage Area = 1 -.067

Female = 1 .031

Household Size -.091

Intercept -.043

-2 Log Likelihood 729.20

Degrees of Freedom 7
* indicates statistical significance when " = .1

The model suggests that Person 1 in households receiving the incentive tends to be younger than
Person 1 in households not receiving the incentive, where the odds of receiving the incentive
decrease by 7.2% for each 5-year increase in the age of Person 1.  This finding may suggest that
the incentive is more attractive to younger persons.  Conversely, since the incentive was only
activated for those who tried a new response mode, perhaps younger people are more likely to
use new technology.  It is impossible to control for the effects of mode in this study given that an
alternative mode response was required in order for a household to receive the incentive.  An age
comparison of mail and electronic mode respondents reveals that mail respondents are on
average older (50.4) than electronic mode respondents (42.1), suggesting that the proposed
incentive effect on younger people may be due to more willingness to try a new mode9. 
Otherwise, while controlling for age, sex, and households size there is no evidence to suggest
that incentives disproportionately recruit non-whites or renters10. 

4.4  Overall Findings
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It is interesting to note that the increase in mode specific response due to the incentive is
significant when the three response modes are combined, yet the effect of the incentive is
diminished when overall response to the second mailing is considered in Table 4, except for
ASQ.  This finding suggests that the incentive merely causes response to be redirected to
alternative modes rather than encourage response to the census.  It is unclear as to why this
finding is not replicated in the ASQ mode.  Empirical tests of the ASQ system led to
observations that the system is generally difficult to use and time consuming.  Perhaps those who
were offered the ASQ phone number threw away their paper questionnaires in hopes of using the
telephone to complete the form.  Upon calling the system and determining that response to a
machine rather than a live interviewer was required, perhaps respondents who did not receive the
incentive were not motivated to work through the system difficulties.  This suggestion is merely
speculative and there is no data to support or disconfirm this theory.  

From a Nonresponse Followup perspective, it is quite notable that around 13% participation (see
Table 4) was obtained from cases that did not initially return the questionnaire, especially since
replacement questionnaires were not included in the second mailing.  Since approximately 4 to 6
percent of people responded using an alternative mode (see Table 4), around 6 to 9 percent
returned the questionnaire that was included in the initial March mailing.  This finding suggests
that a second mailing containing a request for census participation may in itself be a method for
increasing participation in the census as well as lowering the amount of costly personal
interviews.  Past census tests indicate that followup letters both with and without replacement
questionnaires can be effective at increasing response (see Dillman et. al.(1994), Memorandum
from Leslie through Killion to Thompson (1997)). 

5. RECOMMENDATIONS

Examination of the response mode alternatives reveals that CATI obtains the highest level of
response compared to ASQ and the Internet.  It should not be inferred from this paper that the
people prefer CATI over the Internet for data collection.  Internet accessibility limitations among
the population in this experiment confound the response rate comparisons among the modes.  As
Internet access continues to span the United States population, experiments testing the feasibility
of this method for census data collection should continue to be tested.  

Consistent with past findings, the use of an incentive in this experiment increases response to the
alternative modes; however, the effects disappear when total response to the second mailing is
examined.  Therefore, the incentive in this experiment is successful in transferring response that
would have otherwise been obtained by mail to a different mode, but not in recruiting
households with no intention of responding.  

In contrast to past incentive literature, there is no evidence of increased incentive effects within
areas of low census coverage (with high proportions of non-whites and renter units) compared to
high coverage areas, which may be due to the fact that coverage area is not a good proxy for
SES.  Moreover, there is no evidence that incentives are more powerful at increasing response in
the absence of an interviewer as a motivator.  It is possible that ASQ difficulties as well as
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Internet accessibility issues confound the incentive effect within each mode.  Moreover, the
interviewer was only a motivating source in keeping the respondent from discontinuing the
interview, since the initial contact was respondent-initiated.  Perhaps incentives would prove to
be most effective in the self-administered modes if the cases assigned to the CATI mode were
contacted directly by the interviewer as in a traditional survey setting.

Comparisons of respondent demographics reveal that the incentive seems to attract younger
respondents; however, this finding is confounded with the influence of the alternative response
mode options.  There is some evidence to suggest that younger persons may be influenced by the
chance to use a new mode. 

Taken together, the results provide some guidance for future decennial censuses.  Due to the
extremely low response rates in this study, it is clear that incentives and response mode options
are not effective tools for increasing response among typical census nonrespondents.  The
incentive, while somewhat effective in directing response to a particular mode, has no overall
effect on total response to the census.  Moreover, the response mode comparisons in this study
are confounded due to Internet access limitations as well as ASQ system technology limitations. 
Therefore, the recommendation is for further testing in the years before the 2010 census.  As
Internet access spreads and technology advances, this mode may quickly become a time efficient
way of responding to the census.  

Aside from any effect of the experimental treatments, it may be worthwhile to investigate the
effect of sending a second census request to households failing to answer the first request since
13% participation was gained from the use of a second mailing only (see Table 4).  Although
there is no evidence that this technique could potentially replace the personal/telephone
interviews, it may successfully lower the number of cases that need to be followed up using the
expensive approaches.  
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EXECUTIVE SUMMARY

Racial and ethnic minorities are becoming a proportionately larger component of
the population.  In 2000, slightly more than one of ten people in the United States
was foreign born.  This growing cultural diversity will continue to bring new
challenges to how the Census Bureau conducts its work.  It will affect the methods
the Census Bureau uses to collect information, the questions asked, and the
presentation of data (U.S. Census Bureau Strategic Plan FY 2004 - 2008: 22).

In the 1960s, the most common household type in this country was “married couple family with
children.”  The television shows of that time, Ozzie and Harriet, and Leave it to Beaver,
consisted of children who were living with both of their biological parents who were formally
married to each other.  These are commonly referred to as “nuclear families.” Household
structure has been changing and diversifying since the 1960s.   By 2000, “married couple family
with children” was no longer the modal household type and the Ozzie and Harriet type of family
was no longer typical of mainstream society. Questions can be raised as to whether this type of
family was, or is,  the modal pattern for some ethnic subpopulations.

Household structure is changing in this country as a result of the growing cultural diversity
mentioned in the quote from the Census Bureau’s Strategic Plan above as well as other factors. 
Some important trends that may affect household structure include:  increases in immigration;
changing migration streams now coming predominantly from Latin America and Asia, rather
than from Europe; increases in divorce, remarriages, blended families and cohabiting couples,
and children living with them; and increases in grandparent-maintained households and
nonrelative households.  

Recognizing that household structure is changing and that it varies among different race/ethnic
groups and over time, the Census Bureau funded exploratory ethnographic research in the spring
of 2000 to learn more about non-nuclear, or complex, households and to identify ways we might
improve enumeration of them.  This research project, “Complex Households and Relationships
in the Decennial Census and in Ethnographic Studies of Six/Race Ethnic Groups,” was funded as
part of the Census 2000 Testing and Experimentation Program.

This study identifies and describes complex households in selected ethnic groups in the United
States, falling into the official Office of Management and Budget categories of African-
American, American Indian and/or Alaska Native, Hispanic/Latino, Asian, and non-Hispanic
white.  The specific ethnic groups studied include Korean immigrants in Queens, New York, one 
location of the upcoming 2004 census site test (Kang 2000); Latino immigrants in central
Virginia (Blumberg and Goerman 2000); African Americans in southeastern Virginia (Holmes
and Amissah 2002); rural non-Hispanic whites in western New York (Hewner 2000); Navajo
Indians on the Arizona reservation (Tongue 2000); and Inupiaq Eskimos, known as the Inupiat,
in Alaska (Craver 2000).1
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This ethnographic research project and report has three aims.  The first is to explore the range
and functioning of complex households within different ethnic groups.  The second is to examine
how well the response categories of the decennial relationship question capture the emerging
diversity of household types in this country. The third aim has three components: a)  to assess
how well census methods, questions, relationship categories and household composition
typologies describe the emerging diversity of household types, b)  to suggest revisions to the
relationship question and response categories for the 2010 census test cycle; and c) to call for
new research.

The report begins with background information on diversification of household types that has
occurred in household structure since the 1960s and identifies some of the demographic trends
contributing to these changes.  The purposes of including the relationship question on the census
form are discussed and the importance of this question in constructing the variable, “household
type,” is described.  The steadily increasing number and specificity of relationship question
categories from seven in the 1970 census, through nine in 1980 and eleven in 1990, to fifteen in
Census 2000 is documented.  Three critical differences between the two major Census Bureau
data collections–Census 2000 and the American Community Survey–in terms of  lists of
relationship response categories are identified.  First, the American Community Survey
relationship question has just one category for “child” while the census relationship question has
three categories: natural-born, step, and adopted child. Second, the American Community Survey
has one category for in-laws while the census differentiates parents-in-law from sons-in-
law/daughters-in-law, showing generational differences that would be masked in the American
Community Survey data.  Third, the American Community Survey has an “other relative”
category, but no write-in line, while the census question has both the “other relative” category
and the write-in line.  The more specific census data in these three areas thus enables
stakeholders, policy makers and other data users to do more in-depth analysis of relationships
and household types than they could do with American Community Survey relationship data.  

The concept of complex households is introduced with a brief literature review on this topic. 
The complex households research project and its methods are described.  

The results section starts with targeted ethnographic descriptive summaries related to complex
households for each of the six ethnic groups.  It is followed by a section discussing issues and
limitations identified specifically with the relationship question and household types. The next
section identifies and discusses four important themes running through the studies during the
course of the project, and a final section provides recommendations for revisions to questions
and methods,  new training and outreach modules, as well as suggestions for new research.

The overall project was designed to have experienced ethnographers already immersed in six
different race/ethnic communities conduct exploratory ethnographic studies of complex
households using the same methods and the same core questions at the same time in the late
spring of 2000.  Twenty five complex household interviews were conducted in each ethnic
community between May and July of 2000, as soon  after Census Day (April 1, 2000) as possible 
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without adversely affecting ongoing Census Bureau nonresponse followup interviews. A new
African American study was commissioned in 2002 as a result of methodological issues with the
first study done in 2000.

The author originally proposed the idea for this research and developed the general definition of
“complex households.”   She co-managed the complex household project with Dr. Anna Chan
and they jointly developed the overall research questions and methods for the project.  They also
developed a semi-structured protocol of core questions–with input from the ethnographers–and a
relationship grid, and provided mock census forms with specified questions for respondents to
complete. Latino and Korean immigrants were given mock census forms in their native
languages to complete and were interviewed in those languages, if they wished.  Each
ethnographer selected 25 complex households that he/she felt represented the range of complex
households within his/her ethnic group and conducted in-person interviews.  They analyzed their
data, presented their results at the Census Bureau,  and submitted final reports.  

This overall project report summarizes 1) the development, implementation, analysis and results
from this Complex Households Project for all six of the component ethnographic studies, 2) our
review of the literature and our knowledge of other Census 2000 research, and 3) our knowledge
of research and planning for the 2010 census. Stand-alone executive summaries and final reports
for each of the six component ethnographic studies by the individual ethnographers will be
available on request.  

The category of “complex households” is not an official Census Bureau household type.  It is a 
category developed by Census Bureau researchers to refer to households that differ from the
norm in terms of the types of relatives and/or nonrelatives living there as well as to those with
living situations that may make accurate enumeration difficult. We developed this working 
definition of complex households during the project planning stage:

Complex households are those where the web of relationships within the
household is other than one nuclear family (i.e., nuclear family being married
couple with or without its own biological children) that may be difficult to
describe using census categories based on the single nuclear family model. 
Complex households may have relatives that do not fit into the typical Census
Bureau response categories of parent, spouse, biological child, or biological
sibling.  Examples include, but are not limited to: nonrelatives; unmarried
partners; gay partners; more distant kin such as grandparents, cousins, uncles, etc.;
classificatory kin; fictive kin; children or others who are shared across households;
people who may be mobile or ambiguous in terms of household membership; etc. 
Households that have one nuclear family plus any other person or persons,
including those who made up two nuclear families, also may be complex
households. 
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The official Census Bureau category used in data products and reports for household composition
is “Household Type.”  Household type is not asked directly of respondents.  This variable is
constructed from answers on census and survey forms to the relationship, sex, and age questions. 
Relationships are most often collected in censuses and surveys by asking how each person is
related to Person One on the questionnaire.

Five major themes have been identified in this research.  They include: 1) issues with the
relationship question and the household type variable; 2) cultural, linguistic, and nationality
differences with census concepts, methods, and procedures; 3) conceptual differences in the
definition and application of the key census concept of “household;” 4) mobility patterns and
respondents’ conceptions of who is a household member that may not match our fundamental
census residence rule concept of “usual residence;” and 5) fear and mistrust of the government
and pledges of confidentiality.

Issues with the relationship question and household type variable

Four types of issues and/or limitations were identified with the relationship question and with
household type in this study.  The first is associated with the method of asking relationships to
Person One only.  The second has to do with the number and types of relationships that are
specified in response categories. The third issue revolves around the absence of definitions
and/or instructions in the relationship question to inform respondents in different types of
cohabiting relationships of the appropriate relationship category to mark for their partners: 
“husband/wife” or “unmarried partner.” One’s initial reaction would likely be that all cohabiting
partners should be marked as “unmarried partners,” but this doesn’t take into account the legal
category in some states of “common law marriage” for unmarried couples who have lived
together for a specified number of years.  Our official Census Bureau definition of “married
couple” includes persons in “common law marriages,” but this definition is not fully
operationalized because it does not appear on the census form.  The absence of guidelines means
that respondents will interpret the categories according to their own individual and cultural
frames of reference and the resulting inconsistencies in the data may reduce the validity and
reliability of census data on relationships, marital status, and household type.  The fourth issue is
that relationship categories are not always mutually exclusive.

1. The method of asking for relationships only with respect to Person One has three limitations
     identified in this study.  

First, interrelationships among other persons in the household can be masked and not be
identifiable either from the census form itself or in the data we produce.  Second, the
classification of household type may change, sometimes dramatically, depending on who is
listed as Person One, possibly distorting the distribution of household types that are used in
developing programs, implementing the poverty definition, and allocating funding. Third, we
may not be able to ascertain whether Person Two is the biological parent of a coresident
child.
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One rural white household where a woman lives with her child and her unmarried partner 
illustrates the first two problems.  If she is listed as Person One, this is classified as a female
householder family household.   If he is listed as Person One (as actually happened), both the
woman and her child are marked as nonrelatives, masking the parent-child relationship
between Persons two and three.  Now the same household is categorized as a male
householder nonfamily household.  Thus, both the family/nonfamily and the female
householder/male householder classification dimensions can vary for the same household,
depending on which adult is listed as Person One on the census form.  This is not a rare case:
we had a number of unmarried partner households with coresident children among our ethnic
study groups. 

The third problem is illustrated when the woman in this household is Person One; we learn
she is the mother of the child, but we cannot learn the relationship of Person Two to the
child.  He could be a nonrelative, but then again he could be her biological father; she could
be living with both biological parents in a female householder family household!  Those who
use census data to identify the numbers and characteristics of female householder families
need to keep in mind in their analyses that “female householder families” can and do include
adult men who may be social and/or biological parents of children in the household; they are
just not the husbands of the female householders. A “female householder family” is not
necessarily the same as a “woman-headed household” with no adult male present.   

Inconsistencies in the classification of households and masking of interrelationships in some
cases, depending on who is listed as Person One on a census or survey form, are a source of
error that may skew our distributions of household type that are used in implementing
poverty definitions and in allocating funds in federal programs. 

There is a way to overcome these problems resulting from collecting relationships to Person
One only.  We recommend development and testing of an individual-level question, along the
lines of the England census form question in order to identify all interrelationships in the
household.

2. The number and types of relationships that are specified in stand-alone response categories
set limits on the types of complex households that can be identified. 

  
The relationship categories used by the Census Bureau reflect the relationships in our society
deemed most important to specifically delineate at the time of each census as well as our
norms for household composition.  These categories express relationships based on kinship,
marriage, and cohabitation, and on economic (e.g., housemate/roommate) and/or legal ties
(e.g., adopted child, foster child).

  
In the 1970 Census, just five specific relationship categories were printed: household head,
wife, child, roomer/boarder/lodger, and inmate/patient.  Since then our country has
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diversified and every subsequent decennial census has had an increase in the number of
relationship types deemed important to identify with their own stand-alone response
categories (see Table 1).  Most of these added categories were to further delineate
relationships in nuclear families and blended families, and to identify grandchildren and
unmarried partners.  With Census 2000 data, Population Division analysts were able to write
the first report on multi-generational households in this country; it has a lineal focus on
households with grandparent, parent/parent-in-law, child/child-in-law, and grandchild.

While we have been making steady progress in capturing more diverse lineal household
types, we have just begun to explore more diverse lateral living arrangements with relatives
such as adult siblings, brothers-in-law/sisters-in-law, nephews/nieces, cousins, and
uncles/aunts.  Evidence to support expanding the relationship categories to specify more
lateral relationships comes from our complex households ethnographic study as well as from
our analysis of  tabulations of Census 2000 data produced by Population Division analysts.

• Results from this ethnographic study of complex households in six race/ethnic groups
identify both  lineal and lateral extended family households.  For example, a number of the
Latino households were both lineally and laterally extended, including respondents’ parents,
respondents’ siblings, and/or brothers-in-law and sisters-in-law, nephews, nieces, and
cousins.  Some Navajo households included adult siblings, nieces and nephews and/or
grandparents and some African American households included great nieces and nephews,
adult siblings, and cousins.    

• Results from analysis of tabulations of Census 2000 relationship question write-in data also
suggest the need to add new lateral relationship categories to the 2010 census form. Using
data provided by Population Division, we calculated that 51.4 percent of the Census 2000
relationship question write-ins were for the laterally extended kin categories including
nephew/niece, brother-in-law/sister-in-law, cousin, uncle/aunt, and an additional 1.8 percent
were for the lineally extended category of grandparent.  In all 53.2 percent of the write-ins
were for categories that delineate lateral and lineal relationships.

3.  The absence of definitions or instructions for cohabitors on choosing proper relationships for
partners may lead to inconsistencies in marking “husband/wife” and “unmarried partner”
congruent with our official definitions, possibly reducing the quality of data on relationships and
affecting the distribution of household types. 

There are three factors that may contribute to this: the first has to do with our categories on
the form not fully operationalizing our official concepts;  the second has to do with different
cultural interpretations of the meanings and connotations of “husband/wife” and “unmarried
partner” in some subpopulations; and the third has to do with social desirability and
consequent unwillingness of some cohabiting persons to mark “unmarried partner” on a
questionnaire.  To the extent that respondents mark categories other than “unmarried partner”
we may get inaccurate counts of married couples relative to other families.
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• First, according to the Census 2000 Technical Documentation, “married couple” includes
“spouses” who are in formal marriages and in common law marriages, but this definition
does not appear on the census form, and there is no response category for “common law
husband/wife.”   The official definition is thus not fully operationalized on the census form.
The line separating married couple from unmarried couple is blurred and subject to variation
in interpretation by respondents as well as by data users and policy makers.  Faced with a
choice of “husband/wife” or “unmarried partner” some common law partners may mark
“husband/wife,” others might mark “unmarried partner,” or something else, or leave it blank. 
Inconsistencies in responses may bias the distributions.

• Second, there may be cultural connotations of the terms,  “husband” and “wife,” that may not
necessarily be bound to formal marriages.  Respondents who are cohabiting may differ in
their choice of relationship category to mark–husband/wife, unmarried partner,
roommate/housemate, or other relative–reducing the consistency and quality of the data.
Among the Navajos, “husband/wife” means “the one I make my living with,”  not necessarily
the one to whom I am formally married.  And among Latinos, there was variation in whether
the words used on the Spanish language version of the census form, esposo/esposa, are used
solely for couples who are formally married or also include unmarried couples.  This is also a
cultural and linguistic issue. Rural white cohabiting respondents differed in how they
answered this question, with fewer than half marking “unmarried partner.”  

• Third, there were two cases where respondents were unwilling to mark the unmarried partner
category, revealing they were cohabiting: one in the rural white study and the other in the
Korean study.  Social desirability and unwillingness to admit to cohabitation may be a factor. 

4. Relationship categories are not always mutually exclusive

When more than one relationship category can be marked, the choice of one or the other may
cause household type to vary and sometimes to be masked.  The primary example comes
from  Inupiaq grandparents following cultural traditions and informally or formally adopting
their grandchildren: they can mark either grandchild or adopted child. If adopted child is
marked, the household appears to consist of two generations:  parents and children.  If
grandchild is chosen, the household is shown to be a skip generation household.  There are
Navajo cases like this and one Latino case of biological relatives marked as hijo de crianza
(for foster child). Our guidelines say that a legal relationship takes precedence over a
biological one. This practice of marking “adopted child” for grandchildren or other relatives
could result in underestimates of the number of skip generation households in censuses and
surveys, particularly for the Inupiat, where this practice of adopting children is common.  
Adoption (usually informal) also was common among the African American and rural white
samples.  In short, adoptions were a source of (possible) ambiguity in all our samples except
among Koreans (where it is not a cultural tradition).
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Cultural, linguistic, and nationality differences with census concepts, methods, and
procedures  

There are cultural, linguistic, and perhaps nationality differences with census concepts, methods,
and procedures that need to be identified, explored and taken into account when developing
forms, methods, training, and procedures.

Most of the body of this report is devoted to ethnographic descriptions of the six ethnic groups
included in the complex households study.  Some of the important cultural, linguistic, and
nationality differences identified in the body of this report include:

• Latino naming customs  

Each Latino person has two last names: the name of one’s father (the principal surname) and
the name of one’s mother. There is more variation for Latinas;  some continue to use their
father’s name as their principal surname, while others may add their husband’s name,
preceded by “de.” The child would use both of his parents’ fathers’ names; this may result in
the mother, father and child in the same household all having different surnames on a census
form. There is not enough space on the census form name line for Latinos to record their full
names and respondents may vary in which names they record. These differences in naming
customs and how they may not be consistently applied on census forms may lead to
difficulties and errors in matching Latinos in reinterviews and coverage evaluations.  If
matching rates for Latinos and non-Latinos differ, this might be a contributing factor. 

• Navajo matrilineal kinship system and different kinship terms

The Navajo kinship system distinguishes relationships on the male and female sides that are
not found in the bilateral kinship system of mainstream society or on the census form.  In the
Navajo system, paternal grandparents are not the lateral equivalent of maternal grandparents;
they have different relationship terms, e.g., “nali” for paternal grandchild(ren) and “tsui” for
maternal grandchild(ren). Other maternal and paternal relatives also have non-parallel
kinship terms.  To deal with the typical census relationship categories such as “grandchild,”
Navajos first have to determine which side the grandchild is on before deciding what
relationship category to mark, sometimes writing in “nali” or “tsui” on the other relative line,
other times leaving the question blank.  Ethnographer Tongue notes that when “grandchild”
was checked by respondents on the mock census forms during her interviews, it inevitably
meant the child of one’s daughter, a “tsui,” never a “nali.” This could lead to
misclassification of relationships for kin on the paternal side in the Navajo data.  

There are other matrilineal, as well as patrilineal, American Indian tribes that may have
similar mismatches between native and mainstream relationship categories.   Special training
of enumerators is needed to identify these cultural differences and to handle them in a
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culturally appropriate manner to get data consistent with those from mainstream American
households.

• Inupiaq customs of grandparents formally or informally adopting their grandchildren,
previously discussed. 

• Latino and Korean immigrants did not understand the terms “foster child” and “adopted
child” as intended, because the terms relate to specific socio-legal institutions in this country
that are not found in their home countries.

 
The ethnographic studies of immigrant Latinos and immigrant Koreans show that “foster
child” and “adopted child” are culture-bound terms that apply to specific social and legal
institutions in the United States that may either not exist in other countries, or mean
something different, leading to issues of cross-cultural validity.  The primary example is the
use of  hijo de crianza for foster child on the Spanish language version of the Census 2000
form.  A Latino marked hijo de crianza instead of writing in niece and nephew for his sisters’
children who were living with him.  According to the ethnographers, the Spanish term, hijo
de crianza, refers to a child one is raising for a friend or relative and has no connotation of
the English term, “foster child,” of taking in an unrelated child from a government agency
with regular payments for that child’s care. Carrasco documented the same finding in two
studies: one with Spanish-speaking respondents and the other with bilingual Census Bureau
field representatives (Carrasco 2000).  We may be getting overcounts of foster children in
Latino households because of cross-cultural and linguistic differences in the meaning of 
foster child and hijo de crianza.  Perhaps at least part of the anomaly in the 10 to 15 percent
of foster children who were age 18 or older in Census 2000 is due to this problem with hijo
de crianza.   In the Korean study, Kang said some of his respondents were confused by the
concept of foster child in either Korean or English for two reasons: first,  Korea has no such
institutional system, and second, foster child was translated as “child under trusteeship”
(Kang 2000), which confused the Korean respondents.

Relationship terms have evolved in the context of mainstream American culture and
institutions and may not be easily translatable into foreign language versions of the census
form. Literal translations of key terms into Spanish, Korean, and other target languages can
lead to reporting errors.  Special care needs to be taken in translating conceptually rather than
literally, and in conducting cognitive pretesting of foreign language versions of forms to
determine if translated terms are functionally equivalent before they are used in live censuses.

As mentioned above, the words esposo/esposa used on the Spanish language version of the
Census 2000 form may not always be equated with the English terms “husband/wife.” There  
may be dialectal differences in the usage of these terms between countries. Also, the word
used for household (“hogar”) on the Spanish language census form connoted just nuclear
family to some respondents.  This raises questions as to whether “hogar” is functionally
equivalent to “household” among Latinos from different countries. Research is needed.
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Conceptual differences in the definition and application of a key census term, “household”

There is a mismatch between the census definition of “household” and the definitions of
respondents in different ethnic and cultural groups that may lead to miscounting and
misclassification of household types. The Census Bureau definition basically says that a
household consists of all of the people who live in one housing unit.  The number of
households therefore equals the number of occupied housing units.  In this study, we found
that many Navajo and Inupiaq respondents do not identify households in terms of shared
physical structure, but rather on the basis of sharing of domestic functions such as earning
and pooling income, cooperating in subsistence activities, cooking, child care, child raising,
and other domestic tasks.  Emotional closeness is also a key component in determining who
is part of one’s household.  The ethnographers document cases of “households without walls”
where persons from more than one housing unit identify themselves as one household as well
as the converse: people sharing one housing unit who consider themselves to be separate
households. This ambiguity in the boundaries of “household” has been documented by
anthropologists, sociologists, economists, and others.

Mobility patterns and respondents’ conceptions of who is a household member may not
match our fundamental census residence rule concept of “usual residence” 

All six ethnographic summaries in the body of this report include cases in which mobility
patterns led to ambiguity between the household membership status from the perspective of
the respondents and the official membership status according to the census residence rules.
We have both de jure residence rules, that count people at their “usual residence” where they
are most of the time, regardless of where they are physically staying on Census Day,  and de
facto residence rules for certain places and situations that dictate they must be counted there
on Census Day, regardless of where they feel they belong or where they live most of the time. 
There is thus a fundamental contradiction in our residence rules between where one lives
most of the time and where one is staying on one particular day. There are situations in which
it is possible for a person to be counted correctly in two places at once. Finally, a
respondent’s opinion of where he/she may “belong” may not match either our de jure or de
facto rules, possibly leading to census coverage errors.

We identified the following mobility patterns for households in this study: 

• long-distance cyclical mobility to and from Navajo and Inupiaq households for temporary
wage labor jobs;

• cross-national cyclical mobility between households in Latin America and Latino households
in Virginia for wage labor jobs; 
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• seasonal cyclical mobility for subsistence activities among the Inupiat or to escape cold
winters among rural whites called “snowbirds;” 

• mobility for purposes of higher education, found in most of the samples;

• frequent movement of children among households for the Navajo and Inupiat for schooling
and other purposes and for joint custody among rural whites; 

• cyclic movement of elderly persons between their own houses and their relatives’ houses
(Navajo) and among households of adult children (African American); 

• sporadic movements of tenuously attached persons (African American); and 

• temporary ad hoc moves of indeterminate length into the houses of sick and/or elderly
relatives who can no longer manage for themselves (rural whites and Inupiat).

The nature and duration of such moves as well as the anchor household respondents’
interpretation of who is a household member may cause ambiguities in determining where a
person should be counted in the census.  It is sometimes not easy to apply census residence
rules to determine where mobile persons should be counted; on the one hand, the respondent
identifies them as household members who live there, but on the other, the persons are not
physically staying there “most of the time.”  The text describes a number of anomalous cases
in which the determination of residence as where one “belongs” may not fit the census
residence rule of where one lives “most of the time” or where one is staying on Census Day. 

There is wide recognition in the Census Bureau that some of the census residence rules may
be a barrier to full and accurate enumeration.  There has been considerable research on this
since at least the early 1990s and there is an interdivisional working group examining the
rules and considering revisions to them for the next census.  One of us is a member. 

Fear and mistrust of the government and pledges of confidentiality

Fear and/or mistrust of government and its pledges of confidentiality were themes that ran
through the recruitment, completion of mock census forms by respondents, and interviewing
in the Navajo, immigrant Korean, immigrant Latino, and African American ethnographic
studies.  This may relate to discussions of correlation bias in coverage evaluations resulting
from persons being missed in both the census and in the coverage followup study. Tongue
and Kang had the most difficulty in recruiting and completing interviews, even though they
both used well-known and respected local Navajo and Korean community leaders as cultural
liaisons (Tongue 2000 and Kang 2000).  In two cases, Kang was thrown out of the
apartments during interviews by relatives of the respondents who insisted the interviews be
terminated immediately!  Kang documented several cases where respondents omitted persons
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from the mock census forms who should have been included because of fear of deportation or
fear of losing either leases restricting the number of residents or government benefits.  Some
Latinos were very concerned about rumors that the Immigration and Naturalization Service
would get access to census forms and expel them from the country.  Holmes (2000) reports
that many African Americans believe that mainstream Americans looks down on their
household structure and consequently, they are mistrustful of government efforts to learn who
lives with them and skeptical about the uses of the data. 

We also found evidence of underreporting of children among the Latinos and some African
American households that might have been related to fears of losing housing with strict limits
on the number of permitted residents, or uncertainty as to whether they should be counted.
Further, some Navajo and Latino respondents were not sure if children should be counted and
did not list some children on their mock census forms.  This is consistent with estimates in
the 1990 census of large undercounts of children in Indian reservation households and in
rural Latino renter households (West and Robinson 1999).  It parallels findings on
undercounts of young children in England  (Chambers, Brown and Diamond 2002).   

These findings point to the need for more detailed analyses of correlation bias for ethnic
populations and for children, especially for immigrants since the September 11 attacks.
Goerman speculates that there might be fewer illegal children entering the country because
tightened restrictions at borders may make passage more difficult and more illegal
immigrants might leave their children in the home country.

Key recommendations are made in the following five areas: revisions to and pretesting of
the relationship question; new research on the relationship question and household type;
language and translation issues; outreach and training; and new ethnographic research
related to coverage.

1.  Recommended Revisions to and Pretesting of the Relationship Question

C Expand the number and precision of response categories in the relationship question to
reflect the growing cultural diversity of this country and its household composition in
the new millenium.  This recommendation is consistent with the Census Bureau’s pattern in
every decennial census since 1970 of expanding the number and precision of  relationship
categories to better reflect demographic changes in the population.  It is also consistent with
the Census Bureau’s new Strategic Plan for 2004-2008 that recognizes that increasing racial
and ethnic diversity:

...will continue to bring new challenges to how the Census Bureau conducts its work.  It
will affect the methods the Census Bureau uses to collect information, the questions
asked, and the presentation of data.  (Census Bureau 2002: 22).
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 It is also consistent with recommendations from Population Division.

We believe these reasons are compelling enough to justify the additional space these
categories will require on the 2010 census form where we know that “real estate” is very
precious and extra space is hard to come by.   

• Add niece/nephew, aunt/uncle, cousin, brother-in-law/sister-in-law, and                   
grandparent as specific response categories for relatives in the relationship             
question to better reflect the range of complex households.  There are three very
compelling  reasons to add these five relative categories to the relationship question for  2010
census pretesting: time and cost savings resulting from fewer write-in answers to recode;  the
provision of more precise and accurate delineations of lineally and laterally extended family
household types for data users; and respondent friendliness–checking a box is easier than
writing a relationship in.

• Add “child of unmarried partner” as a specific nonrelative response category to obtain
more accurate information on the numbers and types of unmarried households with
children.  This will mitigate, to some extent, the problem of underestimating the number of
families in unmarried couple households.  This is a result of the method of reckoning
relationships to Person One only, and occurs when Person One is the nonparental unmarried
partner, masking the parent-child relationship between Persons two and three.  

• If consistency between the census short form and the American Community Survey
form questions is a priority for 2010, modify the new American Community Survey
question to match the decennial short form, not vice versa.  As shown in Table 3, the
American Community Survey relationship question has even fewer relationship categories
than the census form; it cannot distinguish among types of children or types of in-laws, and
doesn’t allow an “other relative” write-in line.  This puts severe limitations on the types of
complex households that can be identified with American Community Survey data. 

• Design research and conduct semi-structured interviews on an expanded list of
relationship terms, develop new wording for relationship terms, particularly for
persons in custodial care, and conduct cognitive testing.  This already has been approved
and research has commenced. 

• Conduct a split-panel test using three alternative versions of the relationship question
and response categories in the 2005 Content Test.  Use the Census 2000 version as a
control, with two experimental versions: the American Community Survey version (which
has never been cognitively tested) and the version recommended above, with some additional
modifications suggested by Population Division. The recommendation for this split-panel test
was made to the 2010 Content Research and Development Working Group by Schwede last
summer and has been accepted and incorporated into the 2005 test cycle.
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2.  Recommendations for New Research on the Relationship Question and Household Type

• Design new research to develop and test an individual-level question on a mailout form
to identify all interrelationships in the household, not just relationship to Person One,
as was already done on the 2001 England household census form, shown in Appendix
A.  Collecting all interrelationships in the household could solve all problems resulting from 
reckoning relationships to Person One only: masking of interrelationships, dramatic
variations in basic household type in terms of family/nonfamily and/or male/female
householder type (depending on who is listed as Person One), and lack of ability to identify
both biological parents in unmarried and some married couple households.  We are quite
aware that this would be a big change and that this new way of collecting relationships would
likely take up more space on the census form, but we think the potential payoff in accuracy of
relationships and household types justifies at least preliminary question development and
testing. 

• Design quantitative and qualitative research to assess how accurately the relationship
categories of “husband/wife” and “unmarried partner” differentiate married couple,
male householder, and female householder household types by comparing with actual
marital status.  Ethnographic data from our rural white, Hispanic, and Navajo studies
suggest we might want new research to examine underlying assumptions that answers of
“husband/wife” and “unmarried partner” to the relationship question are valid and reliable
indicators of marital status for the construction of  Household Type.  We recommend: 

Conducting quantitative testing of the goodness of fit between answers to the marital
status question and answers of “husband/wife,” “unmarried partner,” and other
nonrelative categories to the relationship question for different race groups, using
Census 2000 unedited long form data files. At present these data are available only in state-
level files and a national level file would need to be developed for this analysis.   

Conducting qualitative exploratory research on the meanings of marital status and
associated relationship terms in different ethnic groups and how differences in the
meanings and usages of these terms affect the validity of the household type variable
that distinguishes “married couple” families from “other families.”     We would include
respondents in unmarried couple relationships of long (common law marriages) and shorter
durations, as well as those formally married.  Some same sex unmarried couples could be
included. According to our Census 2000 Technical Documentation, “married couple” refers
to spouses in formal marriages as well as common law marriages. However, the term
“common law partner” does not appear anywhere on the census form; this suggests a possible
disconnect between our official definition and respondents’ definition of marriage.  

Additional questions for research might include:  Do legal definitions of “common law
marriage” differ among  states?  Could we develop a new relationship category for  “common
law partner?”  How do differences between “common law partner” and “unmarried partner” 
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affect the validity of the household type variable, distinguishing “married couple” families
from other families?

Conducting cognitive testing with semi-structured followup questions to compare
answers persons give to standard marital and relationship survey questions with
answers they give to retrospective questions designed to ascertain whether persons are
formally married or not as well as how long they had been living together.

3.  Recommendations on Language and Translation Issues

C Increase the scope and size of the new “Language Research” and “Translating
Demographic Surveys” projects to identify linguistic, cultural, cognitive, and
methodological issues in developing foreign language versions of census and survey
forms and develop and test improved foreign language forms.

C Conduct cross-national linguistic research on possible differences in the usage of key
relationship terms, such as “esposo/esposa” (spouse) and other critical terms, such as
“hogar” (household).  

 
C Adopt a Census Bureau-wide policy to research and test data collection methodologies in

languages other than English.  This is under consideration.

C Develop and test standardized protocols for systematic identification and assessment of
linguistic, cultural, cognitive, and methodological issues in developing questionnaires in
target languages.

C Require target language questionnaires to be pretested before they are fielded to ensure they
are functionally equivalent to the English instrument. 

4.  Recommendations on Outreach and Training

C Expand outreach efforts and develop new outreach messages to immigrant Koreans,
immigrant Latinos, and immigrants from other countries to maintain and improve
coverage levels of the foreign born in the post-September 11th  era, for the 2004 site test
and beyond.  Mistrust of the government and fear of deportation or loss of benefits or
housing leading to underreporting of persons or refusal to complete and return forms were
mentioned in both our Korean and Latino immigrant studies.  Kang has reported that in 2000
it was noticeably more difficult to convince Korean people in Queens to participate in
interviews than it had been in 1990.   Since the September 11 terrorist attacks in 2001 and
subsequent crackdowns on illegal immigrants, it is likely that underreporting and
nonresponse may be increasing dramatically.  
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C Develop special training modules for enumerators on American Indian reservations
and in Alaska Native areas that identify cultural factors that may affect the way
respondents interpret and answer census and survey questions and provide instructions
and procedures on how to help respondents “translate” their answers into the
appropriate Census Bureau categories.  

A special enumerator training module should be developed and tested for the Navajo on the
matrilineal kinship system and how Navajo relationship terms differ from those used for the
country as a whole.  The differing Navajo conceptions of “household” also should be
addressed. According to Blumberg (forthcoming), six of the eight largest Native American
tribal groups are matrilineal.  Small-scale research among the other matrilineal groups could
assess whether a new training module for the Navajo matrilineal system might be adaptable
to the other matrilineal groups.

A special enumerator training module should be developed and tested for the Inupiat on the
common cultural practice of grandparents formally or informally adopting their grandchildren
and how enumerators should determine whether the adopted child category, or the grandchild
(or other relative) category should be recorded on the form.  The Inupiaq conceptions of 
“household” also should be addressed. 

C Plan and conduct targeted ethnographic research in other American Indian and Alaska
Native tribal areas to identify cultural-specific factors that may affect the quality and
comparability of data with other ethnic groups and develop enumerator training
guidelines to address these factors, as part of Census 2010 research and development.  

5.   Recommendations for New Ethnographic Research Related to Coverage and Residence  
      Rules

• Plan and conduct ethnographic studies of household composition, residence rules, and
coverage by race/ethnic groups in conjunction with the 2004 census tests in Queens,
New York.  The Queens site is of particular interest for ethnographic studies concurrent with
the upcoming 2004 census site test enumeration because it is one of the most ethnically
diverse counties in the country and has a high concentration of Latinos of less-studied
nationalities as well as Asians. It should be noted that our Korean complex household study,
done in Queens, can be of direct use in 2004 site test planning for enumeration of Koreans
and other Asians. Ethnographic studies of household composition, coverage and residence
rules by race/ethnic groups also could be done later in the decade, in association with other
tests or as stand-alone studies.

C Develop and conduct research to identify and assess reasons persons in different ethnic
groups and of different ages might be missed in both the census and in subsequent
followup coverage studies to reduce correlation bias in coverage estimates found in
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Census 2000 and the Accuracy and Coverage Evaluation.   The purpose would be to
provide information that could help develop estimates of correlation bias for more race/ethnic
groups as well as for women and children. We found evidence of underreporting of children
in the Latino and Navajo studies, consistent with high 1990 undercount rates for Latino and
American Indian children on reservations reported by West and Robinson (1999).

C Conduct research on Latino naming customs and what surnames they write on census
forms to: 1)  assess the extent to which Latinos vary in which surname they record on
the last name line and 2) identify possible effects of variation on matching and
duplication and omission rates with non-Hispanics (this could be done on a bilingual
Spanish-English form).  Improvements might be made by adding more space on the last
name line or making other revisions to improve the accuracy and consistency of collecting
Latino names.

C Plan and conduct new research on persons who have more than one residence and/or
more than one post office box to identify factors determining where they wish to be
counted and why.  Some factors identified in this study that may influence where a person
with multiple residences might be counted are: 1) the inclusion in the household of family
members who leave cyclically for work, even when they are gone for long periods, because
they “belong here;” 2) the inclusion or exclusion of persons in transition with the intent to
move in the future, who are staying only temporarily; and 3) rational calculation of gaining or
maximizing benefits or minimizing losses of benefits or adverse outcomes such as
deportation or the loss of housing with limits on the number of residents.  A fourth factor is a
concern about privacy: where they live is not the government’s business.
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1. BACKGROUND2

Racial and ethnic minorities are becoming a proportionately larger component of the
population.  In 2000, slightly more than one of ten people in the United States was
foreign born.  This growing cultural diversity will continue to bring new challenges to
how the Census Bureau conducts its work.  It will affect the methods the Census Bureau
uses to collect information, the questions asked, and the presentation of data.  (U. S.
Census Bureau Strategic Plan FY 2004-2008: 22).

In the 1960s, two popular television shows–Ozzie and Harriet and Leave it to Beaver–reflected
the normative household pattern in mainstream American society.  The children were growing up
in family households with both of their biological parents who were married to each other and no
other person was present. 

Married couples with own children under age 18 was the modal household type at that time,
according to 1960 Current Population Survey (CPS) data:  44 percent of all households were of
this type, while slightly over 30 percent more were comprised of  married couples without
children.  In all, 75 percent of all U.S. households in 1960 consisted of married couples with or
without children (Lugaila 1992).  



3    The specific ethnic groups in this study were African Americans, Navajos, Inupiaq
Eskimos, Latino immigrants, Korean immigrants, and rural non-Hispanic whites.  See Table 4 for
more information on these studies.

2

Since 1960, household structure in the United States has changed dramatically. By 2000, CPS
data show that the household type of married couples with children under 18 comprised just 24
percent of the total number of households, falling behind married couples without children (just
under 29 percent) and persons living alone (25.5 percent).  In all, just under 53 percent of 
households in 2000 consisted of married couples with or without children, according to the CPS 
(Fields and Casper 2001).  

The Ozzie and Harriet type of family is no longer typical of mainstream society.  A question can
be raised as to whether this type of family was representative of the modal household structure in
some non-white ethnic subpopulations in this country in the 1960s or during other time periods.

Household structure has been diversifying in this country as a result of demographic trends such
as: increases in immigration rates and the proportion of the population that is foreign born (as
shown in the quote from the Census Bureau’s strategic plan, quoted above), and  changing
migration streams now coming predominantly from Asia and Latin America, rather than from
Europe.  Other factors include increases in cohabitation and blended families due to more
divorces and remarriages; increases in the proportions of cohabitor households with children; and
dramatic increases in grandparent-maintained households and nonrelative households. 

This overall project report identifies and describes the results of small-scale exploratory
ethnographic research on complex households in selected ethnic groups in the United States
included in five of the seven Office of Management and Budget’s official race/ethnic categories: 
African Americans, American Indians and/or Alaska Natives, Hispanic/Latinos, Asians, and U.S.
born non-Hispanic whites.3  We were not able to include studies of the two other official race 
groups–Native Hawaiians and other Pacific Islanders–due to the lack of availability of expert
ethnographers on these groups in the spring of 2000 when the research was conducted.  

This exploratory ethnographic research project has three aims.  The first is to  explore the range
and functioning of complex households within different ethnic groups, and the second is to
examine how the response categories of the decennial relationship question capture the emerging
diversity of household types in the United States.  The third aim has three components: a) to
assess how well census methods, questions, relationship categories and household composition
typologies describe the emerging diversity of household types, b) to suggest revisions to the
relationship question and response categories for the 2010 census, and c) to call for new research
to increase our understanding of this increasing diversity and to develop improved methods and
questions to reflect it in future data collections.



4  A list of the ethnographic reports done in conjunction with the 1990 Census as part of
the Ethnographic Evaluation of the Behavioral Causes of Census Undercount Project is included
in Appendix C. 
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1.1  Research on Complex Households

The category of “complex households” is not an official Census Bureau household type.  It is a
category developed by researchers in the Census Bureau to refer to households that differ from
the norm in terms of the types of relatives and/or nonrelatives living there and to those with
living situations that may make accurate enumeration of them difficult.  For this project, the
authors of this report developed a general working definition of complex households:

Complex households are those where the web of relationships within the household is
other than one nuclear family (i.e., nuclear family being married couples with or without
their own biological children) that may be difficult to describe using census categories
based on the single nuclear family model.  Complex households may have relatives that
do not fit into the typical Census Bureau response categories of parent, spouse, biological
child, or biological sibling.  Examples include, but are not limited to: nonrelatives;
unmarried partners; gay partners; more distant kin such as grandparents, cousins, uncles,
etc.; classificatory kin; fictive kin; children or others who are shared across households;
people who may be mobile or ambiguous in terms of household membership; etc. 
Households that have one nuclear family plus any other person or persons, including
those who made up two nuclear families, also may be complex households.  

Complex households were ranked as the first of eleven barriers to full enumeration in the census
in the early 1990s (Year 2000 Research and Development Staff 1992) and continue to be viewed
as important for planning for the 2010 census (2010 Planning Staff, Planning, Research, and
Evaluation Division 1999).  Complex and/or irregular households were mentioned as a cause of
errors in the 1990 Census in nearly all of the 29 ethnographic coverage reports, particularly those
on recent immigrants.4  Irregular and/or complex households in the sites often had unrelated
persons, mobile and/or ambiguous members, households formed solely to share rent and/or
households comprised of two or more families (de la Puente 1993).  A related cause of errors was
cultural conceptions of household and family at variance with census residence rules in
immigrant and black study sites (Martin and de la Puente 1993).  Respondents with differing
cultural assumptions about household structure may be more likely to misunderstand roster
questions and omit persons (Hainer et al.  1988).  A correspondence has been noted between the
increasing trend in unusual living situations and rises in census undercoverage in a household
population segment (Shapiro, Diffendal, and Cantor 1993).

The Living Situation Survey, which oversampled for minorities and renters with a nationally
representative sample, had among its objectives: 1) increased rostering of types of persons known
to be missed in censuses and surveys; and identification of 2) a wide range of actual living
situations of persons, and 3) changes in household composition and residence patterns (Schwede
1993).  Sweet and Alberti (1994) found that about nine percent of persons in the Living Situation
Survey had complex living situations that may be prone to misreporting by household
respondents.



4

Work has been done on cultural assumptions influencing household membership decisions
among low-income blacks (Gerber 1990) and how respondents determine residency status of
complex, irregular living situations (Gerber 1994; Gerber and Bates 1994).  Other research
focused on behavior patterns of persons who may be omitted from rosters: mobility patterns
revealed by the Living Situation Survey (Bates and Gerber 1994); discontinuous residence
(Martin 1996); and on subjective and objective assessments of household membership (Schwede
and Ellis 1994). One study identifies types of respondents who make errors in rostering complex
and irregular households (Schwede 1993).

1.2  Demographic Trends and Complex Households

Complex households are a subcategory of the broader topic of household composition. 
Household composition is very likely to be undergoing increased diversification in tandem with
several other population trends documented in Census Bureau reports.  

1.2.1 Increasing Immigration Rates and Changing Characteristics of the Foreign Born

First, increasing immigration rates and changes in migration streams primarily from Latin
America and Asia may be expected to lead to increasing diversification of household
composition types.  Recent estimates (Hollman, Mulder, and Kallan 2000) indicate that the
growth in the foreign born population from 1990 through the decade was almost four times that
of the native population.  Foreign born Hispanics, Asian/Pacific Islanders, and African
Americans increased by 34-42 percent. 

According to the Profile of the Foreign-Born Population in the United States: 2000 (Schmidley
2001) using CPS data, the foreign-born population numbered 9.6 million in 1970.  By 2000 it
had grown to 28.4 million (10.4 percent).  A newly released report using March 2002 CPS data
shows further growth to 32.5 million (11.5 percent of the civilian noninstitutionalized population
in the United States) foreign born persons (Schmidley 2003).

Migration streams have changed dramatically, from primarily Europeans in the past to Latin
Americans and Asians in recent years:   in 2002, 52.2 percent of the foreign born in this country
were from Latin America and 25.5 percent were from Asia (Schmidley 2003).  Data from the
March 2000 CPS  show that, on average, families of foreign-born householders were larger than
those of native householders (3.72 to 3.1) and had larger numbers of adults (2.47 to 2.15) and of
children (1.25 to 0.94 ) (U.S. Census Bureau: December 2001: 4). The 2002 March CPS data
show that foreign born households are twice as likely as native born households to have five or
more persons in their family households (Schmidley 2003).

The larger number of adults in foreign born households, the overall size of these households, and
the much higher incidence of foreign born family households with five or more persons strongly
suggest that many of these foreign born households may be complex.  Foreign-born immigrants



5

from non-European areas may be more likely to form non-traditional, complex households
consistent with cultural values in their home countries than to adopt the nuclear family household
model more common in the United States.  Additionally, some people who  lived in nuclear
households in their own country might form complex households in this country  for economic
reasons:  to share the high costs of rent.  A primary reason for the formation of complex
households among the Korean immigrants in this study was economic: people living together in
order to share the high cost of rent in Queens, New York. 

These trends in rising immigration and those in differential birth rates are expected to lead to
dramatic changes in the relative proportions of minority to white subpopulations.  In the 1990s,
Census Bureau population projections indicated that differential subpopulation growth of
minorities and whites over the decades would result in non-Latino whites comprising less than 50
percent of the U.S. population sometime during the decade of the 2050s.  With the unexpectedly
high numbers of Latinos counted in Census 2000, there is a possibility that future estimates of
growth rates based on Census 2000 data might project this changeover to majority minority status
to occur earlier than 2050, but these projections have not yet been done (Hollman, personal
communication 2003). Differential growth rates of subpopulations may lead to increases in the
number and variety of complex households.

1.2.2.  Large Increases in the Prevalence of Cohabiting Unmarried Partners

Second, there has been a remarkable increase in the prevalence of cohabiting unmarried partners,
according to Bumpass and Liu (1998).  According to Casper and Bianchi (2002) less than one
percent of all households had unmarried partners in 1970.  By 1980 the proportion had more than
doubled and by 1990 it reached 3.5 percent. In 2000 cohabitation had increased to 3.7 percent of
all households (Fields and Casper 2001).

1.2.3.   Large Increases in the Proportion of Cohabitor Households with Children

Third, as the proportion of cohabitor households increased, the proportion of these cohabitor
households with children also increased.  In 1978, 28 percent of cohabiting households had
children under 18 (Casper and Bianchi 2002) and by 2000, 41percent had children in that age
range (Fields and Casper 2001).   These comparative figures come from Current Population
Survey data at different time periods.  

According to a just-released report on “coupled households” using Census 2000 data, there were
5.5 million unmarried partner households.  Eight of nine of these were unmarried partner couple
households of the opposite sex while the remainder were of the same sex (Simmons and
O’Connell 2003).
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1.2.4.  Increases in Remarriages and Blended Married and Unmarried Couple Households

Fourth, increases in remarriages, some of which lead to blended families with children from one
or both sides, have led to diversification of household types.  The remarriage rate hit a high of
about 40 percent in 1980 and declined somewhat to about 36 percent in 1990, according to
Current Population Survey data (Casper and Bianchi 2002).  This is still a substantial proportion
of families with the potential to have coresident steprelatives.

Using Census 2000 data, Simmons and O’Connell (2003) attempted to capture the presence of
partner’s children in unmarried partner households who might otherwise not be included in the
statistics because of masking caused by asking relationship to Person One only.  They estimated
that 43 percent of households with partners of the opposite sex had own and/or unrelated children
under 18.  They also reported that among same-sex cohabiting partners, 33 percent of female
same-sex householders coresided with their sons and daughters under 18, while 22 percent of the
male same-sex householders had their own children in the household.

1.2.5 Dramatic Increases in Grandparent-maintained Families

Fifth, there have also been dramatic increases in grandparent maintained-families.  From 1990 to
1997, grandparent maintained households increased by 19%, with the most growth occurring
among grandparent maintained households with neither parent of the grandchild present (Casper
and Bryson 1998).

These demographic trends–increasing immigration rates and changing migration streams,
increases in the prevalence of cohabiting unmarried partners with and without children, increases
in blended married and unmarried couple households, and increases in grandparent-maintained
families–may be contributing to increasing complexity of household types.  

How are household types portrayed in Census data products?  Before we can answer this
question we need to discuss the key variable used in constructing household types: the
relationship question. 

1.3   The Relationship Question

“Relationship” is one of the most basic demographic variables.  It is collected in virtually all
censuses and demographic surveys.  It is one of just five demographic variables that are known as
“100 percent items” because they are collected from every household on both the short and long
census forms during decennial censuses.  In most censuses and surveys, relationships are
collected by asking how each person in the household is related to Person One.



7

1.3.1 The Census 2000 Relationship Question

The Census 2000 relationship question that respondents answered in this study of complex
households is shown here.2.  How is this person related to Person 1?  Mark [X] ONE box.

9 Husband/wife                          9 Roomer, boarder
9 Natural-born son/daughter      9 Housemate, roommate
9 Adopted son/daughter             9 Unmarried partner
9 Stepson/stepdaughter              9 Foster child
9 Brother/sister                          9 Other nonrelative
9 Father/mother
9 Grandchild
9 Parent-in-law
9 Son-in-law/daughter-in-law
9 Other relative - Print
    exact relationship   ü

1.3.2 Purpose of the Relationship Question on the Census Form

The purpose for including the relationship question on census forms is to “observe the changing
composition of families and households in the United States” (Simmons and O’Neill 2001). 
“Relationship” is a fundamental component in the development of “Household Type:” the  
household composition variable in Census Bureau reports and data products, which will be
discussed in more detail below.  According to Simmons and O’Neill (2001: 8), relationship data
are also used 1) to determine how money is allocated in federally funded nutrition and education
programs; 2) to handle some Social Security planning issues; 3) in implementing the poverty
definition and allocating funds for many federal programs; and 4) to identify areas experiencing
changes in the number of a) children, b) elderly parents living with a householder, c) single-
parent households and d) grandparent-maintained households so agencies can develop and
evaluate programs to help these populations.  Researchers, policy makers, and businesses also
use relationship data.

1.3.3  The Number and Specificity of Relationship Categories have Increased in Every Census
since 1970 

The relationship categories used by the Census Bureau reflect the relationships in our society
deemed most important to delineate at the time of each census and our norms for households
composition.  These categories express relationships based on kinship and marriage,
cohabitation, and on economic (e.g., housemate/roommate) and/or legal ties (e.g. adopted child,
foster child).  Before 1970, there were no specific response categories; the interviewer asked the
respondent for the relationships to the household head and wrote down whatever the respondent
said.  Table 1 shows the relationship categories used in decennial censuses from 1970 to 2000.



5 For a discussion of changes in Census Bureau categories and definitions for households,
relations in households, and family types up to and including the 1990 Census, see Brownrigg
(1991).  For changes between 1990 and 2000, see Simmons and O’Neill (2001).

6   The Census Bureau adopted the term “householder” around the time of the 1980
census.  The term, “head of household,” is no longer used in decennial census and CPS data
products. 
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The 1970 census ushered in the use of specific response categories for relationships.  Important
relationship categories, such as son/daughter or wife, were listed as separate printed response
categories with check boxes and respondents were asked to mark the appropriate box.

In the 1970 census the terms for kinship and marriage reflected the ideal household type at that
time: the nuclear family.  There were just three specified categories for marriage and kinship
(household head, wife of head, and son/daughter of head) and two for nonrelatives
(roomer/boarder/lodger, and inmate/patient).5  General catchall categories of “other relative” and
“other nonrelative” had a check box for relationships deemed less important, with associated
write-in lines where respondents could record exact relationship.

Since the 1970 census, every subsequent decennial census has had an increase in the number of
relationships that were deemed important enough to delineate specifically with their own stand-
alone response categories.  This is especially the case for kinship and marriage terms.  

In 1980, the term “head of household” was dropped from the census and other Census Bureau
surveys and a category for husband/wife was placed in the relationship question for the spouse of
the “householder.”6  New categories for  brother/sister and father/mother were added.  These
represent a widening of nuclear family arrangements.  A nonrelated category was added for
“partner/roommate” which seems to have been the first attempt to learn about unrelated
unmarried persons who were living together as couples.

In 1990, several new response categories were added to the relationship question to reflect
nuclear families augmented by adoption (added to the category for natural-born child), and
remarriages (stepchildren), and simple lineally extended living arrangements (grandchild). 
Partner was changed to unmarried partner and made a stand-alone category because of increases
in cohabitation rates while housemate was added to the roommate category.    
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Table 1.  Relationship Categories used in the 1970, 1980, 1990 Censuses and in Census 2000

1970 Census 1980 Census 1990 Census Census 2000

RELATIVES     

Household head (male) x

Wife of head x

Husband/Wife x x x

Son/Daughter1 x x y y

Natural-born or adopted
son/daughter 

 x y

      Natural-born son/daughter x

      Adopted son/daughter x

   Stepson/stepdaughter x x

Brother/Sister x x x

Father/mother x x x

Grandchild  x x

Parent-in-law x

Son or daughter-in-law    x

Other relative1  box & write-in x x x x

NONRELATIVES

Roomer/boarder/lodger x

Inmate/patient x

Paid employee x

Roomer/boarder, foster child x

    Roomer/boarder x x

    Foster child x

Housemate/roommate x x

Partner/roommate x

Unmarried partner x x

Other nonrelative1 : write-in x x

Other nonrelative: no write-in x x

Total N of  categories on form 7 9 11 15

x     Category is specified on the form       y   Summary count possible by adding subcategory counts
1     Relationship was asked to “household head” in 1970, but to Person One from 1980 on.



7  The spelling of the name of this Eskimo group changes, depending on whether the
name is used as an adjective or a noun. When used as a noun for the ethnic group, the proper
spelling is “Inupiat.”  When used as an adjective, the proper spelling is “Inupiaq,” as in Inupiaq
Eskimos. 
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In Census 2000, a number of additions were made to further delineate children and in-laws:
adopted son/daughter was given its own category separate from natural-born son/daughter and
foster child appears as a stand-alone nonrelative category for the first time.  Parent-in-law and
son-in-law/daughter-in-law appear for the first time.  

These new categories in Census 2000 reflect the augmented nuclear family as well as the nuclear
family expanded to a stovepipe extended family: parent or parent-in-law, respondent, adult
son/daughter or adult son-in-law/daughter-in-law, and grandchildren.  The addition of these
categories enabled Population Division analysts to write the first report on multi-generational
households (Simmons and O’Neill 2001).

Thus the clear trend in every decennial census since 1970 has been to add new relationship
categories and revise existing ones to reflect ongoing changes in the population of the United
States.  The number of relationship categories increased from 7 in 1970 to 15 in Census 2000.

There is compelling evidence from two different sources that some additional categories need to
be added for the 2010 census to reflect growing household complexity: nephew/niece, brother-in-
law/sister-in-law, uncle/aunt, cousin, and grandparent.

The first source of evidence that these lateral relationship terms should be added to the 2010
census relationship question is the ethnographic data on complex households in the six ethnic
groups included in this report.  Alternative household composition patterns based on wider
relations with kin have been the norm among the Navajo and Inupiat,7 as well as Latino
immigrants and others included in this study, as well as other ethnic groups not included here,
due to differing cultural norms on kinship and household composition, mobility patterns, and
economic and other factors. For example,  Navajo households are very fluid and their
conceptions of “household” are based more on social interdependence and interaction than
shared physical structure.  Inupiaq Eskimo grandparents frequently adopt their grandchildren,
either formally or informally and raise them while their parents are mobile.  Latino immigrants
may live with their adult siblings, brothers-in-law, sisters-in-law, nieces, nephews, and
godchildren. Section  4 of this report will present a full discussion of the variety of complex
households in the six ethnic study groups, as well as the factors that lead to their formation.

The second source of evidence is an analysis of write-ins for the “other relative” category in
Census 2000.  Table 2 shows that more than half of the write-ins to the relationship question are
for these categories: nephews/nieces, brothers-in-law/sisters-in-law, cousins, uncles/aunts, and
lineal extended kin, such as grandparents. 
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Table 2.  Breakdowns of the “Other Relative” Write-Ins on the Relationship Question in
Census 2000

Write-ins on the “Other relative” line % of all Write-ins
N=5,098,766

 Laterally extended kin 51.4

        Nephews/nieces 26.1

         Brother-in-law/sister-in-law 12.3

         Cousin  9.1

         Uncle/Aunt  3.9

Grandparent 1.8 

 Duplicates of specified categories (e.g. husband/wife) 31.9

Unspecified: “Other relative” and “Other nonrelative” 15.4

Total 100.5**

*    Data from Census 2000 provided by Tavia Simmons (Population Division)
** Greater than 100 percent due to rounding.

However, not all respondents take the time and effort to write in one of these specific
relationships when they can just mark the “other relative” checkbox and move on to the next
question. We do not know whether the distribution of write-in relationships we actually received
in Census 2000 is representative of the distribution of relationships among those who chose not
to write in specific relationships.  As a result of not having stand-alone response categories on the
Census 2000 form for nephew/niece, uncle/aunt, cousin, grandparent, and brother-in-law/sister-
in-law, we cannot give reliable estimates of the proportion of multigenerational households that
are laterally extended.  We join Martin O’Connell in Population Division in advocating that 
these categories be added to the census form for 2010.



8  Most Census Bureau reports on household composition and living arrangements are
based on data from the Current Population Survey March Supplement. For many years, the
Census Bureau produced annual reports and data in the two series, “Household and Family
Characteristics” and “Marital Status and Living Arrangements.”  Beginning with the March 2000
Current Population Survey, these reports have been combined into one new series, “America’s
Families and Living Arrangements (Fields and Casper 2001). Data users should be aware that
distributions of household composition may differ between the census and the CPS because of
different data collection methods and because of different residence rules.  For example, the CPS
household includes college students living away at college while the census does not.  As a
result, the number of adult children recorded as living at home will be higher when using data
from the CPS  than from census data.
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1.3.4 The Relationship Question and Categories Differ among Censuses, the ACS and the CPS,
with Census 2000 Collecting the Most Information

The Census Bureau uses several different approaches for collecting relationship data in decennial
censuses and in large demographic surveys such as the new American Community Survey
(ACS), the Current Population Survey (CPS)8 and the Survey of Income and Program
Participation (SIPP).  The approaches differ in terms of 1) their ability to detect interrelationships
within the household and 2) the precision of the relationship categories collected.

1.3.4.1 First, the census, ACS, CPS, and SIPP differ in their ability to detect interrelationships
within households. 

C The census short form and ACS forms ask only one basic relationship question:  “How is this
person related to (Person One)?”  (The long census form which goes to about 16 percent of
the population includes some questions for households in which grandparents are raising
grandchildren).  

C The CPS asks the same basic relationship question above as well as additional relationship
questions to identify one coresident parent for each child in the house and to identify a spouse
of another adult in the house. The problem with collecting relationships to Person One alone
is that relationships among other persons in the household may not be identified.  This
problem of masking is an issue that will be addressed in the results section.

C The Survey of Income and Program Participation Topical Module 2 is the gold standard for
collecting data on relationships within households.  The respondent provides relationship of
each person to Person One, as is the case with the census, the ACS,  and the CPS, but then
goes on to collect the relationship of each person to every other person in the household. 
This method solves the problem of masked relationships due to asking for relationship only
to Person One.  The SIPP relationship data enable the most precise household types to be
delineated.

1.3.4.2  Second, the 1990 and 2000 censuses, the CPS and ACS differ in the precision of the
relationship categories collected.  

Table 3 compares the relationship categories on the 1990 and 2000 censuses from Table 1 to
those in the CPS and the ACS. 
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The primary differences among the four data collections revolve around the number of specific
response categories for children and in-laws, as well as whether the other relative category has a
write-in line or not. 

Other relative write-in line: While all four questionnaires include a catchall “other relative”
line, only the 1990 and 2000 census questions provide a write-in line for exact relationship. 
Respondents are given the opportunity to write in a relationship category that is not printed on
the form.  The ACS and the CPS do not allow a write-in; with ACS data, the only relationships
that can be identified are those specified in stand-alone response categories.  What relationships
you see in Table 3 for the ACS relationship question are all that you can get in the analysis of
relationships. 

Children:   Earlier we noted the increasing differentiation in categories for children in the
decennial censuses.  The 1980 census just included the general category for son/daughter; the
1990 census split out stepchildren from natural-born/adopted children, and Census 2000 went the
final step of distinguishing natural-born children from adopted children.  In contrast, the CPS,
which has been conducted over more than 50 years, has just one generic relative category:
“child.”  The ACS, which was developed and fielded in the mid-1990s, goes back to the generic
1980 census single category–son/daughter–rather than the 1990 or 2000 census versions that
provide more differentiation of children.  Lacking a write-in line, analysts using the ACS data
will have no way to differentiate stepchildren from adopted children from natural-born children,
as they can with Census 2000 data. 

In-laws: As we saw earlier, Census 2000 was the first census to have stand-alone categories
for two types of in-laws: parents-in-law and sons-in-law/daughters-in-law.  In 1990, respondents
had the opportunity to identify in-laws on the write-in line.  In the CPS, in-laws are included in
the miscellaneous “other relative” category and can’t be disaggregated. The ACS form is better
than the 1990 form and the CPS form in having a stand-alone category for in-law, but it doesn’t
distinguish parent-in-law from son-in-law/daughter-in-law as Census 2000 does.  Therefore, the
ACS doesn’t provide the kind of information needed to ascertain the generational depth of
households with in-laws that is provided with Census 2000 data.

Generic terms: It is interesting to note that the CPS uses the unisex generic terms of  
“spouse,” “child,” and “parent” in the question and on the flashcard.  All of the census forms
since at least 1970 have used “husband/wife,” “son/daughter,” and “father/mother.”  Do
respondents interpret “spouse” to mean the same thing as “husband/wife?”  This would be
interesting to explore in a qualitative study of relationship terms.  In this case, the ACS follows
the census pattern.

By differentiating types of children and in-laws, the Census 2000 questionnaire provided the
most precise data on relationships of persons related to the householder, distinguishing: spouse, 
natural-born child, adopted child, stepchild, sibling, parent, parent-in-law, child-in-law and
allowing a write-in answer for “other relative.”  By including a write-in line for other relative,
new categories that are growing in size–nephew/niece, uncle/aunt, cousin, brother-in-law/sister-
in-law and grandparent–can be identified and their numbers tabulated.  The write-in line thus
helps to identify potential categories for addition to the next census relationship question.
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Table 3.  Comparison of relationship categories included in the 1990 Census, Census 2000, the
American Community Survey, and the Current Population Survey

Relationship categories Census or Survey

Current
Population

Survey  

1990 Census Census 2000 American
Community

Survey

RELATIVES

Spouse or Husband/Wife x x x x

Child or Son/Daughter x y y x

   Natural-born or adopted   
   son/daughter

x

      Natural-born                   
      son/daughter 

x

      Adopted son/daughter x

   Stepson/stepdaughter x x

Brother/Sister x x x x

Parent or Father/mother x x x x

Grandchild x x x  x

Other relative check box  x x  x   x  

    In-law y x

       Parent-in-law x

       Son or daughter-in-law 
  

x

       Other relative x

Other relative check box 
 with write-in line     

x x

NONRELATIVES

Roomer/boarder, foster
child

x

    Roomer/boarder x x x

    Foster child x x x

Housemate/roommate x x x x

Unmarried partner x x x x

Other nonrelative: no
write-in 

x x x x

Total number of
relationship categories on
form

11 11 15 12

x     This relationship category is specified on the form
y    This summary category count can be obtained by adding the subcategory counts
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1.3.5   Why Relationship Questions Vary over Time and Data Collections

Schwede asked Census Bureau experts why the number and precision of relationship categories
has varied across our censuses and surveys.  Martin O’Connell, chief of the Population Division
Fertility and Family Statistics Branch, said that additional response categories have been added to
censuses over time as a result of the types of information requested by outside stakeholders and
data users.  When asked why the new ACS questionnaire had fewer relationship categories for
children and in-laws, and the “other relative” write-in option had been removed, Martin
O’Connell said it was because of space limitations on the demographic grid in the ACS
questionnaire.  One of the designers of the American Community Survey grid said that
conserving space on the grid and keeping the overall length of the ACS questionnaire as short as
possible were part of the reason.  The other factor, according to this designer, was that a
statistical analysis of write-in responses showed that 1) the majority of categories written in were
for relationships specifically identified in separate categories, such as  spouse or child and hence
were redundant, and 2) coding of the remaining write-ins would be too time-consuming.  Our
analysis of the write-ins from more recent Census 2000 data showed a somewhat different pattern
in Table 2, with a majority of the write-ins being for more distant kin categories, but there were
still many redundant answers, and the recoding of the write-ins did take more than a person-year
of effort.   The addition of these more distant kin categories as stand-alone categories in 2010
would reduce the time and associated costs of recoding large numbers of write-in responses. 

1.36 Changes to the Relationship Question Need Pretesting

We have been unable to find past evidence that alternative versions of  relationship questions
and/or the number and precision of response categories have been cognitively tested for the
census.  There has been some cognitive pretesting of the relationship questions for the Survey of
Income and Program Participation. Not knowing of any previous split-panel test of alternative
versions of the relationship question, we suggested in mid-2002 that the Census Bureau consider
planning a split-panel test of three alternative relationship questions: the Census 2000 question,
the ACS question, and a new question based on the recommendations in this report.  The idea
was received very favorably.  We have been told that such a split-panel test with our categories,
as well as a few other changes, has been incorporated into the objectives of the 2005 Content
Test.

 
1.4  Household type

“Household type” is the Census Bureau’s primary variable for household composition.  It is
generated using the relationship question, specifically, relationship to Person One.  Household
type” is one of the central variables the Census Bureau has been tracking annually for more than
a half century in the “Household and Family Characteristics” report series, which, as noted
earlier, has recently been expanded and renamed as the “America’s Families and Living
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Arrangements” series (Fields and Casper 2001).  The relationship question shown on page 7 is a
critical variable in the construction of household type, which will be discussed in more detail
below.

1.4.1 Basic Census Bureau Household Types

The Census Bureau distinguishes two general types of households: family households and non-
family households.  Family households are comprised of two or more coresident persons, at least
one of whom is related to Person One (a householder) by birth, marriage or adoption.  Family
households are subdivided into three categories on the basis of answers to the relationship
question and sex: married couple family, female householder family with no husband present,
and male householder family with no wife present. Other persons not related to the householder
may also be part of the family household, but their presence/absence does not change the
classification of the household.

Non-family households can consist of one or more persons:   1) one householder living alone or
2) a householder living with one or more persons, all of whom are unrelated to the householder
(though some of them may be related to each other).  Nonfamily households are subdivided into
two categories based on the sex of Person One:  female householder non-family household and
male householder non-family household. 

These five categories--married couple family, female householder family, male householder
family, along with female householder non-family and male householder nonfamily–are the basic
household types most often provided in Census Bureau data products and reports.  Additional
breakdowns may be made on the basis of person living alone/person living with other nonrelated
persons, presence/absence of children, presence/absence of subfamilies, presence/absence of
nonrelatives, size of household, and other factors.

1.4.2  A New Household Type: Multigenerational Households 

A new household type, multigenerational households, has become available for the first time. 
Expansion of the relationship categories to include grandchildren (in 1990) and parent-in-law and
child-in-law (in 2000) enabled Population Division demographers Tavia Simmons and Grace
O’Neill to tabulate and publish data on multigenerational families comprised of 1) householder-
child-grandchild, 2) parent/parent-in-law of householder, householder, and child and 3)
parent/parent-in-law of householder-householder-child-grandchild.  These three “stovepipe”
types of  extended households are a subset of multigenerational households because they reflect
direct lineal kin.  
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1.4.3 Limitations of the New Household Type: Multigenerational Households

It is not yet possible to reliably delineate multigenerational and/or extended families that have 
laterally related kin, such as aunts/uncles, nieces/nephews, cousins, or more distant relatives.  As
noted earlier, Census 2000 did allow write-in answers and these categories were given separate
codes.  However, the write-in was optional; some respondents did write in exact relationships,
but others did not; this variation may or may not be random.  We cannot assume that those who
did not write in relationships would have the same final distribution of other relatives as those
who did write in relationships.  As long as these categories for collateral kin continue to remain
undifferentiated in the “other relative” category, it is not possible to delineate complex
multigenerational households that are laterally extended without concerns of reliability. 

Many of the complex households included in this study include these more distant kin; they
cannot be fully described with the current household types available for census data and reports.

1.4.4   Relationship Categories are Used to Construct the Household Type Variable
Distinguishing Married Couple Households from Other Family Households

The classification of household type into the five standard categories–married couple family,
female householder family and male householder family or female householder or male
householder nonfamily–is made on the basis of the answers to the relationship question, such as
“husband/wife” and “unmarried partner.”  There is no question on the Census 2000 short form
for marital status, although this question does appear on the long form.   

We have not yet done studies to double check how reliably the designation of “husband/wife” or
“unmarried partner” in the relationship question indicate whether couples are truly married or
not, either formally or through the common law mechanism. It might be possible to look into this
by using some statistical technique with an unedited Census 2000 long form data file to
determine the correlation between marking “married” in the marital status question and marking
“husband/wife” in the relationship question.  We understand this could be done at the state level
with existing data files, but that new national-level data files would be needed to analyze this for
the country as a whole.

Results from this ethnographic research on complex households among six race/ethnic groups
presented later in this report show there is variation in respondents’ interpretation of what the
“husband/wife” and “unmarried partner” categories mean.  



9  According to the Office of Management and Budget, Hispanic/Latino is not considered
to be a race; it is considered to be an “ethnicity.”
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2. METHODS

2.1 Selection of Ethnographers and Ethnic Groups for this Study

In late 1999, we sent out a request for proposals for six small-scale ethnographic studies of
complex households among different race/ethnic groups.  These studies would be conducted 
during the latter phase of Census 2000 data collection. We sought experienced ethnographers
who had recently been immersed in study of an ethnic community to return to the same field site
personally to conduct semi-structured ethnographic research on complex households for us. 
These ethnographers had already forged ties with community leaders and gained acceptance in
the ethnic community and would be familiar with the range of complex households there.

Our aim was to sponsor ethnographic studies of complex households in all six of race groups
recognized by the Office of Management and Budget (OMB 1997) for federal data
collections–African Americans, American Indian/Alaska Natives, Asians, Native Hawaiians,
Other Pacific Islanders, and Whites–as well as those of Hispanic/Latino ethnicity.9  We received
more than 80 proposals and were able to select experienced ethnographers covering all groups
except Native Hawaiians and other Pacific Islanders. We squeezed our budget to fund two
studies in the American Indian/Alaska Native group–Navajos and Inupiaq Eskimo–to explore
similarities and differences between them. Table 4 shows the names of the ethnographers, the
specific ethnic groups included in the study and the locations of research.
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Table 4.  The Six Ethnographic Studies: Race/Ethnic Groups, Ethnographers, and
Research Sites

OMB Race/ethnic
group

Specific Ethnic Group Ethnographer Location

White Rural Whites Sharon Hewner Western New
York State

African American African Americans Bernadette Holmes,*
Charles Amissah

Southeastern
Virginia

American Indian  Navajo Nancy Tongue    Navajo
reservation

Alaska Native   Inupiat Amy Craver    Rural
Alaska

Asian  Immigrant Koreans Tai Kang Queens, New
York

Hispanic/Latino    Latino immigrants
primarily from Central

America

Rae Blumberg,
Patricia Goerman

Central
Virginia

* The Holmes/Amissah study was conducted in 2002.  

2.2 The First Ethnographic Conference

In March, 2000 we convened a conference of the ethnographers at Census Bureau headquarters in
Suitland, Maryland.  After they were sworn to protect confidentiality under the provisions of
Title 13, we gave them an overview of our complex household project, discussed the semi-
structured protocol and other materials we would be developing for use in all of the sites, and
encouraged open discussion on the topic of complex households among different race/ethnic
groups.

One of the key issues discussed at this first conference concerned the definition of “household”
to be used in this study.  We wanted to assess the degree of fit between the Census Bureau’s
official definition of “household” and the definitions of “household” held by respondents in
different ethnic groups.  The official definition of “household” for Census 2000:

A household includes all of the people who occupy a housing unit.  A housing unit is a
house, an apartment, a mobile home, a group of rooms, or a single room occupied (or if
vacant, intended for occupancy) as separate living quarters.  Separate living quarters are
those in which the occupants live separately from any other people in the building and
that have direct access from the outside of the building or through a common hall.  The



10  The other basic statistical unit for enumeration is the “group quarter,” used to
enumerate all non-housing unit locations.  Group quarters include such places as college dorms,
nursing homes, correctional facilities, and outdoor locations where homeless people congregate. 
For a complete list of group quarters types used in Census 2000, see U.S. Census Bureau, Census
2000 Technical Documentation, pp. B-3 to B-8.  Group quarters account for less than five
percent of the total population during censuses.  They were not included in this study.
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occupants may be a single family, one person living alone, two or more families living
together, or any other group of related or unrelated people who share living quarters.

In 100 percent tabulations, the count of households or householders always equals the
count of occupied housing units.  In sample tabulations, the numbers may differ as a
result of the weighting process.   (U. S. Census Bureau, Census 2000: Technical
Documentation, B-9.)

  
“Household” is thus officially defined by the Census Bureau in terms of coresidence within a
physically defined structure at a specific location. The “housing unit” (and, by extension, the
household) is the basic statistical unit for enumerating respondents and their coresidents in the
household universe.10    Housing units are identified by addresses, not names, on the frame (the
Master Address File).  The frame is updated through the collection of address lists and through
field listing operations prior to decennial censuses. Census forms are mailed to city style
addresses but may be delivered to rural style addresses. If a form is not returned within a
specified time period, interviewers try to reach the household by phone or personal visit during
the Nonresponse Followup Operation.  Households in some areas, such as American
Indian/Alaska Native reservations, are always enumerated by interviewers in the census. In
Census 2000, the Navajo reservation and Inupiaq communities in this study were enumerated by
interviewers while the rural whites, African Americans, Koreans, and Latinos were included in
the mailback operation.   Census forms in Spanish and Korean (and other languages) were used.   
 
The purpose of the census is to count everyone in the country once in the place where he/she
lives most of the time so that congressional representation and federal funding can be allocated
fairly.  From an operational standpoint, defining households and the persons in them in terms of
addresses of physically defined permanent structures is more efficient than trying to define
households by names of inhabitant, since individuals and social households may move. 

In our preliminary conference, the ethnographers pointed out that “households” are social units
made up of persons who share domestic functions such as cooking and eating together, doing
housework, providing child care, and/or sharing expenses that may not coincide with one housing



11  Schwede was well aware of the conceptual differences between “physical households”
and “social households” when she first proposed this ethnographic study of complex ethnic
households in 1999; she had explored this issue as part of her research on households in West
Sumatra, Indonesia (Schwede 1991) and was quite interested in seeing how this duality played
out in these studies. This has been a topic of discussion in anthropology for many years.  See, for
example Yanagisako’s literature review on families and households in the Annual Review of
Anthropology (1979), the seminal book on households by Netting, Wilk, and Arnould (1984), as
well as Brownrigg’s 1991 paper on Census Bureau definitions of the household. See also
Wallerstein and Smith (1991). 
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unit.11    In mainstream America, the predominant pattern is that persons within the same housing
unit share the domestic functions; there is no discrepancy in members between the physical
household and the social household.  However, this may not be the predominant pattern among
other ethnic groups or other subcultures where those who share domestic functions may live in
different housing units.    

The ethnographers point out that data from censuses and surveys which have the physical
household as the unit of analysis will not provide the kind of data they seek on “social
households” in subcultures where households are defined by members of that culture in terms of
shared interaction, rather than coresidence in one housing unit.  Researchers who wish to study
“social households” not constrained by physical dwellings should be aware of these definitional
differences and will need to design their own special household selection methods to achieve
their objectives. 

Data users of Census Bureau censuses and surveys should be aware that “households” (defined as
all people living within one housing unit) and persons are the units of analysis in Census Bureau
data products.

2.3  Selection of Respondents in the Six Study Sites

We decided that the best way to learn about the range of complex households in different ethnic
groups was to allow each of the ethnographers to use his/her own expert knowledge of the ethnic
community to select culturally appropriate types of complex households for this study.  After the
first conference, the ethnographers began finding local community leaders to help them identify
complex households for potential interviews.  Nancy Tongue hired a Navajo man as a cultural
liaison to help her to identify, find, and interview Navajo respondents, in English or in the
Navajo language.  Amy Craver went to Inupiaq tribal officials to get permission to conduct
interviews and hired an Inupiaq community leader to help identify appropriate households. Kang
hired well-known Korean community leaders to help him identify appropriate households and to
accompany him during interviews.  Even with the assistance of these community leaders and
being Korean himself, he had a very difficult time finding respondents willing to be interviewed.



12   The African American ethnographic study described in this report was conducted in
the spring and summer of 2002.  This replaced an earlier ethnographic study conducted during
the same time period as the other studies reported here that had methodological flaws.
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Sharon Hewner enlisted the help of local community leaders to identify complex households in
her area and then used snowball sampling to identify additional respondents.  Bernadette Holmes
and Charles Amissah requested the assistance of the National Association for the Advancement
of Colored People (NAACP) and other community leaders and respondents to identify
appropriate households for interviewing.  Patricia Goerman and Rae Blumberg attended local
churches frequented by immigrant Latinos to identify complex households.  Goerman also
worked with community leaders and used snowball sampling for recruiting

2.4  Development of the Interview Protocol and Other Materials

While the ethnographers were developing their lists of complex households for potential
interviews, the authors developed a standardized, semi-structured protocol, sent it out for review
and pretesting by the ethnographers, and finalized it (the final questionnaire is reproduced in
Appendix B).  We also developed two grid forms for the ethnographers to complete during the
interviews: one to collect demographic data and the other to collect all interrelationships within
the household.  The relationship grid was modeled on the relationship grid used in the Wave 2
Topical Module of the Census Bureau’s Survey of Income and Program Participation.   

A mix of cognitive and ethnographic interviewing methods was used to learn about the range and
functioning of complex households, how persons decide whom to list as part of their household, 
and problems with questionnaire design and wording.  The aim was to learn about who was in
the household on Census day (April 1, 2000) and movements in or out of households over the
two or three intervening months to the time of the interview, and to explore how respondents
defined key relationship terms, such as mother, foster child, adopted child, and other terms.

2.5  Ethnographic Interviews

Each ethnographer conducted interviews with respondents of his/her chosen ethnic group in 25
complex households between May and July of 200012 during the census nonresponse followup
operation.     Respondents were paid $35 for participating in the study and interviews were
audiotaped with the consent of the respondent (except among Koreans who refused to allow
audiotaping).  The interview consisted of the following steps.

C At the beginning of the interview, the ethnographer conducted a modified cognitive test
of the Census 2000 form without any probing. He/she handed the respondent a copy of
the Census 2000 short form questionnaire (hereafter referred to as the mock census
form to distinguish it from the actual Census 2000 form) and asked him/her to 



13  Tongue’s cultural liaison, a Navajo man, translated the questions into the Navajo
language for those who did not speak or read English well.  In some Navajo, Inupiaq, and Latino
cases where the respondent could not read the form, the cultural liaison or ethnographer read the
questions to respondents and filled in the answers on the census forms. 

14  “Emic” and “etic” are social science categories used to distinguish the insiders’ views
of their own culture from a single outside classification system applicable to all cultures.  The
terms were coined by linguist Kenneth Pike (1954), based on the differences between phonemic
(having to do with meaning) and phonetic (concerned with the form) analyses of words.
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complete items up to and including the relationship question as if he/she had received
the form in the mail.  Koreans and Latinos were given census forms in their own
languages, if they preferred, while the remainder were given forms in English.13 The
ethnographer was to observe how the respondent completed the form and listen to what
was said while remaining neutral and nondirective.  The aims here were to allow the
respondent to decide independently whom to list as being part of the household and to
identify problems he/she may have had with specific questions and/or the form.

C After the respondent had completed the form, the ethnographer collected basic
demographic information on the persons who had been listed and anyone else the
ethnographer thought might be a potential member of the household.

C The ethnographer used coverage probes to learn whether there might be other people
who should have been included on the census form (known as “omissions”) or persons
included on the census form who live somewhere else most of the time and should not
have been included on the respondents’ census form (persons who might be counted in
more than one place, known as “erroneous enumerations”).

C Next, the ethnographer asked the respondent to give the relationship of each person to
every other person in the household.  The ethnographer recorded how the respondent
defined the relationship (the “emic” answer) and the exact relationship according to
official Census Bureau rules (the “etic” answer).14

C Respondents were asked how they defined key relationship terms, such as “mother,”
“husband or wife,” “foster child” and other relationships, and the ethnographer asked
about the social and economic functioning of the household.

C The ethnographer did qualitative assessments of the standard of living of his/her
respondents, using his/her own questions as well as observations of the respondents
and their housing units.  Households were classified as low low, low, lower middle,
middle, and upper middle in their standard of living.



15  Project reports, other documents and the videotape are listed in Appendix D.
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Interviews averaged around 90 minutes, with some shorter and others much longer. Tongue’s
interviews lasted several hours because of the need to explain the study and reassure Navajos that
participation would not lead to the loss of their lands, as has happened too often in the past, and
to follow Navajo conventions of engaging in general conversation before beginning the task.  

 
2.6   Second Ethnographic Conference and Statistical Research Division Colloquium on
Complex Households

We held a second ethnographic conference on September 7, 2000 to share results.  All project
members presented results in a Statistical Research Division Colloquium entitled, “Results of
Exploratory Ethnographic Research on Complex Households among African Americans,
Hispanics, Inupiaq Eskimos, Koreans, Navajos and Whites.”  A videotape is available. 

2.7 Reports, Data, and Videotapes Resulting from This Project 

We have a wealth of reports15 and data on complex households from this project, including
 1) final ethnographic project  reports and executive summaries; 2) audiotapes and detailed
interview summaries; 3) mock census forms completed by respondents under cognitive
interviewing conditions; 4) completed demographic and relationship grids; 5) videotape of
presentations by each ethnographer at the September, 2000 Statistical Research Division Seminar
on Complex Households at Census Bureau headquarters; and 6) papers presented at professional
meetings.

2.8  Followup Research

Additional information on this project and small-scale followup studies to expand the focus of
the research described here will be provided in a book that is currently being written.  The title
will be  “Who Lives Here?”:  Complex Ethnic Households in America.   

2.9 Applying Quality Assurance Procedures

This project began in late 1999 and the ethnographic data collection was completed by the
summer of 2000.  Quality assurance procedures were introduced and instituted through the
Census Bureau at the time the ethnographers were completing their final reports.  We applied
quality assurance procedures to analyze data and prepare this report.
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3. LIMITS 

When considering the results of the evaluation, keep in mind several limits:  

C These results from the specific ethnic groups are not generalizable to the wider OMB
race and ethnicity categories listed in Table 4.  Wide variations occur among ethnic
groups falling into the overall categories of white, black, American Indian/Alaska
Native, Asian, Latino, and Native Hawaiian and other Pacific Islander. 

 
C These results aren't generalizable to any larger population of these specific ethnic

groups. Variations may occur within specific ethnic groups by geography, income,
education, age, and many other factors.   While the ethnographers made every effort to
select a range of complex households appropriate to their specific ethnic groups in their
chosen communities at various stages of the life cycle, the results are exploratory and
suggestive, not conclusive.  They provide a useful introduction to cultural differences
in conceptions of key terms, such as “household,” and relationship categories and to
differences in the range and functioning of complex households among members of
each ethnic group.  These case studies are intended to identify further avenues for
research.

C A variety of unique factors may have influenced the selection of complex households
for study in each ethnic group and subsequent studies may not replicate these findings. 
These include such factors as differences among the ethnographers in types of
households of particular interest; differences among community specialists and cultural
liaisons in knowledge of the range of subgroups in the community; the accessibility of
households, such as lack of specific addresses and directions to Navajo households or
inability to gain entrance into locked apartment buildings in Queens, New York; and
the willingness of persons to be interviewed.  For example, Goerman,  Blumberg and
Craver had no problems in recruiting and completing interviews with Latino and
Inupiaq respondents, while Tongue and Kang, especially, had many potential
respondents decline to be interviewed.  Those respondents who agreed to be
interviewed in their studies may or may not differ from those who declined, or from the
overall population.

C These ethnographic studies were conducted prior to the September 11, 2001 terrorist
attack.  Since then, immigration regulations have been tightened and Korean and
Latino respondents may be even more likely to refuse interviews or edit their responses
to specific questions due to fears about confidentiality breaches among federal
government agencies and fears of deportation.



16 In this section, the author provides ethnographic sketches that rely heavily on material
written by the ethnographers in their final project reports, but seen from the sometimes different
perspective of a Census Bureau employee. The author read through all of the 150 interview
summaries and chose case studies to describe in this section based on issues and living situations
of particular interest and relevance to the Census Bureau. The resulting text in this section may
cover cases not described in the final reports of the ethnographers and may diverge in some
places from the interpretations of the ethnographers.  The ethnographers’ own executive
summaries and final reports will be available on request.

17  Tongue notes that in census operations that involve locating persons or matching them
between data collections, we should not consider the geographical location of Navajo persons’
post office boxes to be accurate indicators of the location of their residences. 
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4. RESULTS16

4.1 The Range and Functioning of Complex Households within the Six Ethnic Groups

4.1.1  Navajo Complex Households

Nancy Tongue conducted her field research with Navajos, the largest of all Indian tribes in the
United States.  All but two of her interviews during the initial research in the spring of 2000 were
conducted in Arizona on the Navajo reservation, a very large, sparsely populated area that is, in
many areas, ethnically and tribally homogeneous. Most of Tongue’s respondents lived on
unmarked and unnamed roads and had no mailboxes at or near their homes.  They use post office
box numbers for addresses; these boxes are usually located miles away at trading posts or general
stores.17  These households were very isolated and difficult to reach, and were it not for her
cultural liaison, a full Navajo named Leo Tsinnijinnie, telling her to turn left at this rock
formation or right at that sheep flock, she would have had great difficulty finding respondents’
homes.  Few households had telephones. Most of her respondents either did not speak English or
were not fully literate.

According to Tongue, it was essential to hire and work closely with a cultural liaison for several
reasons:  to identify complex households and potential respondents; to locate their households; to
show that a well-known and respected Navajo was a co-researcher on the project; to engage them
in culturally appropriate conversational styles; to lessen well-founded fears that cooperating with
a white person in a government-funded study would lead to loss of land and/or other resources,
as has happened in the past; to translate between English and Navajo; and to help her understand
Navajo responses and behavior from the Navajo perspective.  

Even with Tsinnijinnie’s assistance, Tongue says that it would often take hours to explain the
study and convince people to participate and many either declined outright or could not be
located after they had agreed to be interviewed.  Tongue documents how she ended up with a
very different sample of respondents than she had initially recruited.  She had to explain the
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project at length and repeatedly to Navajo people who had lost land and sheep in the past for
cooperating with the government and were mistrustful of the government’s intentions for
conducting the study and using the data.  Additionally, life on the reservation is often not
scheduled and Navajo people remain somewhat nomadic, far less attached to specific households
and schedules than those in mainstream American society, so in many cases visits that were
scheduled ahead of time did not result in completed interviews.

Navajos traditionally lived in temporary round hogans, moving throughout the year from one
sheep camp to another (see, for example, Downs 1972 or many other Navajo ethnographic
studies). Tongue asserts that political and economic changes have led to alterations in Navajo
household composition.  Over time, Navajos were forced to move closer together in a more
circumscribed area because of U.S., Navajo, and, more recently, Navajo-Hopi politics. 
Continuing building moratoriums and freezes on development affecting who receives electricity
and water have prevented some Navajos from expanding their homes or building other dwellings
near their homes and hogans and some people doubled up. At the same time, the Navajo Housing
Authority built new rectangular homes close to roads, schools and other services and made them
available at low or no cost. Many Navajo moved to these new homes from traditional round
hogans but are uncomfortable living close to other people in these nontraditional houses. Tongue
says that some people who would not traditionally have chosen to live together now share
dwellings to have access to power and water.  Economic necessity is another reason why family
members may move in with others.   According to one respondent:

It is traditional to live in small families next to one another, helping each other out.  It is
only after land reform issues and relocation and with people not being able to get land
that we are moving in with relatives and sleeping in the same houses with each other. 
Traditionally we would not have lived that way.  Each nuclear family would have lived
in its own house and the elders would still have lived alone but would have been taken
care of by the daughters living next door with their families.

Environmental and economic factors also affect household composition and mobility.  The
climate is arid, vegetation in most areas is sparse, and the number and size of crops that can be
grown are limited.  The reservation is primarily rural and there are insufficient non-agricultural
jobs to support the population.  As a result, most of the respondents in Tongue’s households were
“either self-employed and working at home tending sheep, doing beadwork, pottery making or
weaving, or are retired, unemployed or on disability.”  

4.1.1.1.  Mobility, Residential Ambiguity and Frequent Shifts in Household Type

Most of Tongue’s households also had at least one adult male with a trade skill who left the
reservation intermittently to take temporary jobs in construction or at power plants elsewhere in
Arizona, California, Colorado, Florida, or in other states.  These jobs are of variable length; some
household members are gone for a few months, return for a few months and go out again, while



18  In her residence rule research, Gerber has had respondents express these exact
sentiments about work-related residences.
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others may be gone to distant locations like California for more than six months. Sometimes
grandchildren are left with their grandparents or aunts temporarily or permanently.

Households 607 and 621 illustrate mobility patterns in households with persons who leave the
reservation temporarily to work:

Household 607   A stepson (of persons one and two), his wife, and their six children generally
stay at the reservation home of Person One and Person Two, as they have no other home of their
own.  Three months ago, this stepson got a temporary job in Colorado.  He, his wife, and two of
their six children went to Colorado, where they stay in a motel.  They think of the reservation
household as their home.  The respondent thinks they’ll come back here to the reservation home
to stay when the job is completed.  We don’t know how long this job will last or whether the
stepson intends to come back when it is over.  The stepson’s four other children remained in this
reservation household with their grandparents.  Should the stepson, his wife and the two children
in Colorado be listed in the actual census as members of this reservation household? 

If the stepson, his wife, and their two children are counted in the reservation household, the
household would be characterized as a three generation married couple grandparent-maintained
household with adult child, spouse, and grandchildren.  If they are not counted in the reservation
household, the household would be classified as a married couple grandparent-maintained skip
generation household, without the adult child and his spouse. We would have the impression that
the grandparents were supporting the four grandchildren and would not know that the parents are
contributing money to this household and that they live here when they are not away on
temporary jobs.

Household 621.  Person One lists her husband, Person Two, on her mock census form, along
with a grandson and two adult children.  Her husband has been away working in California for
seven months and expects to be there for another three months.  He has already been recruited for
another two-month job elsewhere when he completes the current job.  By chance, Tongue
interviewed at this household on a holiday weekend and this man was back home visiting for a
few days.  She asked him if he lives here more than half of the time.  His reply was:

I live here [in the reservation household] all of the time.  This is my home.  We don’t
live in California.  This is our home, our land.  We’re just working in California because
there is no work here.  If there were a job here, I’d stay all the time.  But they don’t
create jobs and so we have to leave.  Lots of people have to leave like I do. ...We come
back here and stay here for a couple of weeks or maybe a month and then we get up and
go again....Economics has changed everything.18
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This man, the husband of Person One, is clearly considered to be a household member by himself
and his wife.  While he has already been staying in one or more other places for more than six
months and will continue to do so for at least another three months, he is gone only because he
needs to earn money to support this household.  He and his wife clearly believe he lives here and
should be counted here, but he has not physically resided here most of the time in the past year. 
According to Census Bureau residence rules for yearly cycles, he should not be counted in this
household. This case illustrates how the same concept, “usual residence,” can be interpreted in
different ways by the respondent and the Census Bureau.  For the Census Bureau, this man spent
more than half of the year at another place and hence did not have a “usual residence” here.  For
the respondent, it doesn’t matter how long her husband has been gone; he has lived here for many
years and will continue to do so.  This disconnect between our residence rules and the way
respondents determine who lives in their households may lead to miscounting in censuses.

If this man is included in this household, it would seem that the household would be classified as
a married couple three-generation household.  If this man is not included, it would appear to be a
female householder three generation household (because we didn’t collect marital status in
Census 2000). There are more issues with this household that we will explore later.

According to Tongue, a number of people in her study worked away most of the year and should
have been counted wherever they spent more than 50 percent of their time.  In reality, the
majority of people in these living situations listed themselves, or were included by others, as
living in their “home” on the reservation, where they “belong.”   Most did not list themselves
being where they actually were on Census Day; that would have negated their sense of Navajo
identity.

Mobility is not limited to those Navajo who leave the reservation for months at a time.  Many
people who stay on the reservation also move around frequently.  According to Tongue, the
majority of respondents spend time living, sleeping,  or staying in more than one household
during the year. Children, grandchildren, nieces, and nephews move easily between the homes of
family members and often go where there is a better school or where a family has a dearth of
children.  Children might be counted in more than one place or not at all. Adults of working age
may also move among relatives. 

Households 608 and 609, which are interrelated, show frequent movement of children as well as
adults and the difficulties of trying to establish who lives where definitively. Here is the
information on household members from respondents in households 608 and 609 at two time
periods: the interview dates in June, and whom they recall to have been in their households about
eight weeks earlier on April 1, 2000 (Census Day).



19  In presenting these case studies, two actions have been taken to preserve
confidentiality of respondents.  First, the names used in the case studies are not the real names of
people in these households; pseudonyms have been used in all cases.  Second, in some cases, the
number of people in the household and/or some of their characteristics and unique circumstances
may have been changed to protect confidentiality.  In no case was any change made in these case
studies that would alter the classification of household type, according to Census Bureau edits for
constructing that variable. 
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On the interview date in June, household 608 in town consisted of Sheila,19 her grandson Craig,
her daughter Stella, and Stella’s three children. On the next day, the respondent in household
609, some miles away near a sheep camp, was Sheila’s daughter-in-law Denise,  who was
married to Sheila’s son Ricky.  Denise listed herself, her husband Ricky, and her child, along
with three nephews who were staying there for a few months to attend school while their parents
worked far away.  She also listed her father-in-law, Myron, on her mock census form as part of
her household.  During the open-ended interviewing stage, however, Tongue was able to
ascertain that Myron lived in the same household cluster, but not in the same house, as Sheila, so
he shouldn’t really be included as a member of household 609.  Myron is the husband of Sheila,
the respondent in household 608.

The respondents in households 608 and 609 were also asked to recall who was living in their
respective households on Census Day, about eight weeks earlier and the results show that there
has been much movement in and out and exchange of personnel.   Sheila, in household 608,
reported that her grandson Craig had been living with her at census time too, but that Stella and
her three children had not yet moved in. However, Sheila went on to identify some other people
who had been living with her around April 1, 2000 but who had since left.  On Census Day,
Sheila’s husband, Myron, was living in her household, as was another son with his wife and their
child (who apparently have left the area since Census Day).

Over in household 609, Denise recalled that around April 1, Myron and Sheila were living in his
house.  Stella and her three children were living in Stella’s trailer right near Myron’s house, and 
Stella’s sister, Marilou, was living in her own house in this same family compound.  Marilou, it
turns out, is the mother of Craig, who has been living continuously in household 608 with
Marilou’s mother, Sheila.  Sheila’s house is much closer to the school that Craig attends, so he
stays with his grandmother, rather than with his mother.

Denise’s own household (609) appeared to have been the only one that remained stable during
the period between April 1 and the interview day.  However, Denise reported that earlier on the
actual day of the interview, her husband Ricky had gone to take a temporary job elsewhere for
the summer.  In a week or so, her nephews would be leaving her household to go live with their
parents who had settled into a new job in a distant community.  In two weeks or so, just she and
her child will remain in this household.  Hence Denise’s household is also changing.



20  The question as to how accurately respondents can recall who was living or staying in
their household on a date of our defining at some point in the past came up in  recent cognitive
interviewing on another project related to matching persons who were in both Census 2000 and
the Current Population Survey in 2000.  After respondents were asked if certain persons lived or
stayed in their household on April 1, 2000 (a date in the past) and a few additional questions,
Nichols and Schwede asked a retrospective probe:  “Were you thinking about April 1, 2000
specifically, or thinking about that time more generally?” Virtually all of the respondents
indicated they were thinking more generally (that is, not focused on our specific reference date).
This raises questions about the accuracy of data on Census Day residents collected in
reinterviews taking place several months later (Nichols and Schwede 2002).
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With all of the movement of relatives back and forth between Sheila’s house and the compound
her husband Myron lives in, it is very likely that Sheila and Myron, Craig, Denise’s nephews, and
possibly other members of this very large extended family were either counted more than once or
missed.  

Another point to make is that Sheila remembered that Myron was staying at her house in town
with her on Census Day, while Denise remembered that both Myron and Sheila were staying at
the sheep farm on the same day.  This would double count both Sheila and Myron.  Was Sheila
right about Census Day residents, or was Denise?  Given the frequent mobility of people in these
households, it is probably impossible to determine which, if either, of the rosters truly reflected
who was living at each place on Census Day, more than two months in the past.  How do we
decide which, if either, of these accounts of where people were living on Census Day is correct
and should be taken as the Census Day address, and which should be deleted as an erroneous
enumeration?  Tongue didn’t have an answer to this.

This raises an issue about the Census Bureau’s methods in evaluating coverage. In our coverage
evaluation studies, our interviewers contact a sample of households three or more months after
Census Day and ask the respondents about who was living in the household on Census Day.  We
are relying on the assumption that respondents can accurately recall who was living in their house 
on one specific day several months ago.  To Census employees, April 1, 2000 was a very
important day.  To anyone not affiliated with the Census Bureau, April 1, 2000 was a typical, 
unremarkable day and there is no reason for them to remember who was in their household on
that day in particular.20 

It is not just Navajo children and adults of working age who move among households. Elderly
widowed persons also may move back and forth between their own homes and their children’s
homes.  They might refer to their traditional hogan where they weave and have sheep as “home”
but actually spend more than half of their time sleeping or residing with other relatives.  Some of
the elders may be counted in more than one household or not counted at all. Tongue had three
cases of this.  Here is an example:
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Household 620 - This household consists of a married couple, two grandchildren from different
parents, and possibly the mother-in-law of Person One. The 81-year old mother-in-law has her
own hogan some distance away.  She usually stays alone in her hogan during the summer but
during other cold seasons she mostly stays at this house.  At the time of the interview (late May),
she sleeps in this house, then spends part of her days up at her hogan, and returns to this
household.  Sometimes she will spend three to four days in a row here and then spend that much
time at her hogan.  Other times she goes back and forth each day.  Should this woman be counted
in household 620?  She has her own hogan, but is spending about equal time here and there at the
time of the interview, if residence rules concerning daily and weekly mobility cycles are applied. 
If a yearly mobility cycle is considered, it appears she has spent more than half of the year here.
It’s very doubtful the respondent could recall exactly where her mother-in-law was staying on the
exact date of April 1, 2001. Which is the correct residence rule to apply to determine where she
should  be counted?  When we brought this case to the attention of the residence rule experts in
Population Division, it was decided she should be counted in this household because she has
spent more than half of the year at this place.  That would make this a three-generation, rather
than a two-generation, married couple family.

In conclusion, household composition in Navajo households is fluid and shifting; there may be
no clear, unambiguous answer as to where some Navajo should be counted.  In some cases, this
may be due to true uncertainty as to who was living in a household on a certain day.  Household
type may thus shift often as a result of mobility of one or more members.  

Seventeen of Tongue’s 25 households had a change in household members in the six to eight
weeks between Census Day on April 1, 2000 and the time of their interview for this project in
late May or early June!  Tongue says that it was difficult not only for her as an anthropologist,
but also for the Navajos themselves, to determine who is really part of specific households. 
Some households were simply impossible to classify.  She points to one case in which an adult
son was so mobile that neither his mother (the respondent),  his girlfriend, or he himself could
definitively state where he lived!

4.1.1.2. Definition of Household

As mentioned earlier, the Census Bureau’s concept of “household” refers to all of the people who
live in one housing unit, while our residence rules are based on the concept of “usual residence,”
the place where people live or stay “most of the time.”   Census 2000 counted households based
on this definition and a predetermined method that were not congruent with how some people
categorized their own homes.

According to Tongue, the building structure or physical dwelling in which people live is of
minimal importance to Navajos and is not the important factor in defining “household:”



21 The term typically used by anthropologists for these social households that extend
across separate housing units is “household compounds.” 
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Navajos tend to define “household” according to a certain set of criteria.  They consider
household members to be relatives with whom they feel emotionally close, or with
whom they cook, eat, and spend time.  They might also include family members who
share the responsibility of tending sheep, corn, or other crops.  They could include those
with whom they share vehicles, gasoline for those vehicles or for generators, or who
share appliances.  (Tongue Executive Summary 2000: 5).  

Tongue reports that it is common for Navajo people to live in clusters of nuclear family units  on
matrilineal land.  Often an older couple or widower live in one dwelling and the grown
daughters, and sometimes sons, lived in adjacent homes with their children. Often, some or all of
these people share domestic and economic functions, such as cooking and eating together, caring
for children, sharing money and/or economic resources such as sheep, vehicles, and  generators
and swapping sleeping places.  Tongue calls these conjoined households21 and she found nine of
them.

These family groups are clearly interconnected and interdependent. In the words of one Navajo
respondent:

My daughter’s family someday will have their own permanent house next door.  They
will never really live more than a house away from some of their children because it
needs to be like a tree with branches and roots nearby.

This quote demonstrates that despite all of the mobility on and off the reservation, the place
where Navajos say they live and consider to be home is usually tied somehow to the maternal
land on the reservation.  According to Tongue (personal communication) this is where the family
flock of sheep are or were retained.  Usually there is a post office box associated with this
residence.  By having a post office where the sheep are located, they are eligible to vote in that
region’s tribal election to advocate for the best land use laws.

According to Tongue, Navajo often have more than one P.O. box and, as mentioned earlier, these
boxes may be quite far from where people actually live.  Over the decades, Navajo have been
adversely affected by laws, policies, and politics regarding their land, sheep, and livelihoods, and
some have learned ways to get the best benefits.  They may use different post office boxes to gain
the best benefits, say, using one box to get the best car registration benefits, another for public
assistance, or another for tax purposes.  This suggests that people with more than one residence
may decide which is in their best interest to provide, given the data collection, its sponsor, and its
purpose. We may want to conduct research to determine what factors people consider when
deciding which address or post office number to use when they receive forms at different
addresses, or when they complete a Be Counted census form that is not associated with a specific
address.  A study by Hainer, Hines, Martin and Shapiro (1988) discussed a number of rational



22  These criteria for determining residence were found in previous residence rule research
by Eleanor Gerber (1990).
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reasons why respondents might decide, considering their self-interests, to answer census forms
differently from how we want them to complete the forms.  

For the Navajo, then, there is no one-to-one correspondence between housing units and
households, as there is in the census definitions.   In her interviews, Tongue found that a
significant number of respondents identified relatives living in adjacent or more distant homes as
members of their households.  For example:

The respondent in case 621, described above, listed her husband, a grandson, and two adult
children on her mock census form.  This is the household where the husband has been away for
more than half the year at a temporary job.  During open-ended interviewing, Tongue was able to
determine that her two adult children and their nephew (the respondent’s grandson) actually 
lived in a separate house adjacent to the respondent’s house.  The respondent’s husband said:

We’re all one unit.  We’re not apart.  We should all be counted together as one family,
one household, one group.  We all eat together in one kitchen.

They also share their incomes and a refrigerator.

It is interesting to note that reckoning relationships just from the old woman meant the child was
classified as a grandchild.  From this we might assume that the parent of the grandchild is the
natural born offspring of either the respondent’s seemingly coresident son or daughter.  In
actuality, he is the son of their sister who has gone off to marry a non-Navajo and it seems as
though she’s abandoned him.  This is an example of how asking for relationships only to Person
One can mask the true interrelationships in the household.

Conversely, Tongue also found that not all people within one housing unit consider themselves
to be one household.  Some relatives who lived together in one hogan considered themselves to
be two different households under the same roof.

Household 614   The elderly woman respondent listed three people as living in her hogan: her
husband, her adult son, and herself.  This did not seem right and Tongue probed.  She learned
that ten people sleep here.  Two of the respondent’s grandchildren whose mother is absent–a boy
of four and a girl of six–live here most of the time, but the respondent forgot to list them. One
was away that week, sleeping at a nearby boarding school; the other was not listed because he
was small and she didn’t know if he counted.  Five other relatives were also sleeping in this
hogan:  the respondent’s 29 year old daughter and her four children.  The respondent explained
that she did not consider this daughter and her children to be part of her own household, because
they “have a separate refrigerator next to ours and they keep their money separate and we have
separate P. O. Box numbers.”22  The daughter concurred with this assessment and said that in the
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actual census, they were listed as separate households, even though they live in the same hogan
and share the same outhouse. The respondent had applied for permission to build a cinder block
house nearby for her daughter and her children to move into.  In this case, it appears the
respondent may not have considered her daughter’s subfamily to be part of the household
because they were considered to be temporary residents and were expected to move, even though
it might take more than a year. 

In this case, the household composition resulting from the respondent’s determination of who
was and wasn’t a household member was a nuclear family with three persons (married couple
and adult child).  However, according to our Census rules that a household is comprised of all
persons who share a housing unit and that children away at boarding school should be counted at
their homes, the official household composition should have been a three-generation household
of ten persons, with a subfamily. 

This is another case in which we note the masking of relationships that would have occurred
here, had the respondent listed her grandchildren as well as her daughter and her daughter’s
children. The two grandchildren are the offspring of another daughter of the respondent who is
living elsewhere.  With relationships reckoned to the grandmother only, there would have been
six grandchildren and two adult children; it would have seemed to be a stovepipe
multigenerational household.  This is really a multigenerational, laterally extended household
that could not be identified as such, figuring relationships just to Person One. 

After analyzing her data and trying to decide where each person lived in order to write her final
report, Tongue came to the conclusion that some Navajo households are simply impossible to
classify accurately.  In one Navajo household, a man sometimes lived with his mother,
sometimes with his girlfriend in a temporary place, and sometimes with his girlfriend at her
mother’s house.  This man could not decide where he lived, neither could his mother or his
girlfriend.  Given the ambiguity of these people’s statements and his very mobile pattern among
three or more households, Tongue could not resolve where he should be counted.

In summary, differing conceptions of who should be considered a household member and
mobility of people of all ages among households and other types of places on and off the
reservation are key factors likely to lead to enumeration errors of Navajos in censuses as well as
to shifting household types, and in some cases, misleading household types.  Based on her
research, Tongue concludes that Navajo adults may be overcounted and children undercounted.

4.1.1.3.  Matrilineal Kinship System and Relationship Categories Differing from those of
Mainstream American Society

The Navajos have a matrilineal kinship system which differentiates relatives on the maternal and
paternal sides.  Paternal grandparents are not the lateral equivalents of maternal grandparents. 
The grandchild of one’s son is a “nali” and the grandchild of one’s daughter is a “tsui.”  To deal
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with the typical relationship question and categories on census and survey forms, such as
“grandchild,” Navajos first have to specify if the grandchild is from the maternal or paternal side
before deciding what relationship category to mark, sometimes marking the “other relative”
category and writing in “nali” or “tsui” and other times not marking any relationship category. 
This may explain why some Navajo choose not to check the “grandchild” box offered on the
form.  Tongue notes that when “grandchild” was checked, it inevitably meant the child of one’s
daughter, or a “tsui,” never a “nali.”  The distinction of maternal and paternal kin also applies to
aunts/uncles and other relatives.

In summary, the Navajo ethnographic study identified a number of factors that may affect
household types and relationships, as well as the accuracy of the census count.  Among these
factors are 1) high mobility rates, for a variety of purposes and durations, including cyclical
movements from and back to the reservation for temporary employment lasting weeks or months
for adults of working age, frequent movements of children for purposes of schooling or living
with another relative, and daily/weekly/seasonal movements of elderly widowed relatives, and
resulting in residential ambiguity; 2) Navajo cultural conception of “household” as a unit based
on social ties and interaction that may lead to confusion when asked about persons who live
together in one physical unit; 3) Navajos’ tendencies to live in household compounds with
matrilineal kin in separate houses but on the same family’s land; and 4) the Navajo matrilineal
kinship system that classifies relatives differently from the bilateral kinship system of
mainstream America.

Recommendations for improving Navajo enumeration would center around training for
enumerators, since Indian reservations are enumerated in personal visit interviews, rather than
with mailout forms.  Special training modules could be developed to identify these and additional
factors that might affect the quality and comparability of Navajo data and to suggest culturally
appropriate methods enumerators could use to obtain comparable data.  

4.1.2  Inupiaq Eskimo Complex Households

Amy Craver conducted research with Inupiaq Eskimos who live in small rural native
communities in northern Alaska.  These villages are in a very large, sparsely populated area that
is geographically remote.  The environment is harsh and demanding.  There are few full time jobs
in the rural areas of Alaska; the unemployment rate is nearly 50 percent and the cost of living is
three times higher than the national average.  The community economies are based on a
combination of cash and subsistence activities.  Eighteen of  Craver’s households relied on
subsistence resources for more than half of their household diet.

The subsistence lifestyle requires seasonal movements for hunting, fishing and gathering. In the
study villages, men take day trips to hunt and go ice fishing during the winter.  Women often
return to their natal households for two months or so because of labor demands for subsistence. 
Between June and August, families engage in subsistence activities together lasting from a few



23  The 1990 census definition of a “housing unit” specified that coresidents eat
separately, but the 1990 census form did not include questions about household eating
arrangements. “Eating separately” was deleted from the definition of  “housing unit” for Census
2000. (Thompson 1997).
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days to a month.  Many leave during this period, camping on their own or with others for spring
hunting and whaling, summer fishing and fall berry picking. The Inupiat hunt caribou, moose,
seal, whale, ptarmigan, rabbit, and waterfowl; catch a variety of fish; gather eggs; and pick
berries.  Interestingly, Craver notes that people don’t usually consider the movements of whole
families to be movements of household personnel. Over the 12 months preceding her interviews
(May 1999 to June 2000), three quarters of her respondents had seasonal short-term shifts in
household composition due to subsistence activities.

In addition to movements around the area due to subsistence activities, people travel to visit
family and friends in other areas.  There are also movements out of the communities to find full
time work.  Some people go out to take intermittent jobs and then return home for awhile before
going out again. Others leave to get further education; Craver found in her villages that women
were more likely to leave for this reason than men.

The environmental and economic conditions faced by the Inupiat are very similar to those faced
by the Navajo. Like the Navajo, the Inupiat often live in family clusters that are interconnected
and interdependent (unlike the Navajo, however, who cluster with maternal relatives, Inupiat
form clusters with either maternal or paternal relatives).  Sharing of resources and people across
households is a way of life.

According to Craver’s review of the anthropological literature, traditional Inupiaq Eskimo social
organization was characterized by two levels: households and local family units.  The most
common types of households were comprised of 1) elderly parents with one or more adult
children, their spouses, and their children, or 2) two or more adult siblings, their spouses and
their children.  Two or three households, often adjacent to one another, functioned as
interdependent local family units.  The strongest bonds were between parents and children, rather
than between spouses, for children were needed for old age insurance.  Adoption was common
and the adopted parents were frequently their grandparents.  Craver cites Burch (1975:130) as
saying that the most common pattern of adoption was in three generation co-resident families.
When the co-resident adult child decided to move out, the grandparents simply kept that adult
child’s first born child.  

According to Craver, the majority of complex Inupiaq households share some form of domestic
function with people in another residence:

The social interdependence of Inupiaq Eskimo households is substantially different from
that found among typical households in the United States.  In contrast to non-native
households, Inupiaq Eskimo households depend on immediate and extended family
members for day-to-day support in the form of food, labor, and income. ...It is common
for two or more households to be linked through kinship and to recognize themselves as
a single domestic unit because they prepare and eat food together,23 share equipment for



24  Recognizing that Alaska Natives have seasonal patterns of movement in the spring that
could lead to an undercount if enumeration were done around April 1, the Census Bureau started
conducting Census 2000 several months earlier in Alaska when many Inupiaq people would still
be in their winter homes.  In mid-January, 2000, former Census Director Kenneth Prewitt went to
rural Alaska to help kick off the enumeration and a picture of him in heavy winter clothing riding
in a snowmobile behind the driver appeared in many newspapers across the country.  We did not
know exactly when Craver’s communities were actually enumerated, so we chose a reference
date of March 1 to be the proxy Census Day for the Inupiat in our study.  All of the other ethnic
groups included in this study used the actual Census Day of April 1, 2000 as their reference date.

38

subsistence activities and look after children communally...Economically, many households
would not be able to function without the assistance of other households. (Craver 2000: 18, 20).  

Household  319     Two adult sons lived in an adjacent house.  Their father considered them to be
part of his household because they contribute subsistence food and eat all of their meals at his
house.

Craver hired two local people to help her with logistics and locate complex households.  This
was easier for Craver than for the other ethnographers; about 25 percent of the households in her
study communities lived in complex households.  Having done previous research in these
communities, she had already established bonds with people.  Everyone she contacted agreed to
participate in this study.

Five of Craver’s 25 respondents were between 27 and 47 years old, while seven were between 48
and 61 and the remaining 13 were 62 or more years old.  She interviewed more older people
because they were more likely to  1) be the primary householders, 2) be more stable and less
mobile, and 3) live in housing authority homes. Over half of her respondents did not complete
high school, with some of those not completing grade school. About a quarter had earned high
school diplomas and the remainder had finished some vocational school or college.

Most residents are able to work only sporadically, since few jobs are available.  Fourteen of the
25 were employed at least part of the time between May of 1999 and 2000.  Of these, six worked
between six and twelve months, one worked from three to six months, five were employed from
one to three months and two worked less than a week. Some have cyclical jobs:

Household 301   On the interview day, the elderly woman respondent said that her adopted son,
James, his unmarried partner and their child lived in her household.  This household composition
was somewhat different from that on the March 1 reference date.24  James’ unmarried partner and
his child were not living there as of March 1, but another person was: a son named Nathan.  The
household type here appears to be that of a female householder family: a woman and her two
adult sons.   In the middle of April, Nathan left on vacation for about six weeks.  Nathan has an



25 Ackerman (1988) reported a similar pattern among the Colville Indians in the northwest
part of the United States.  Many households consist of a grandmother and several grandchildren.
This arrangement allows young adults (the parents) to travel and collect food unimpeded by the
needs of young children. 
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intermittent job that involves living at his distant worksite for three weeks at a time and then
getting two weeks off before returning to work.  During his time off, he divides his time between
living here and visiting friends and relatives in surrounding areas.    

Nathan is one of the types of mobile people who is tenuously attached to this household and at
risk of being omitted or counted more than once.  According to the Census Bureau’s residence
rules for weekly and annual mobility, Nathan should not have been included on this respondent’s
census form; he should have been enumerated at his worksite. Unfortunately, we don’t have
information about Nathan’s living arrangement at the mine: whether he was in a housing unit or a
labor camp.  If he were in a housing unit at the worksite, he would be counted there.  If he were
in a labor camp at the time an enumerator was there, he would have been enumerated
individually and could have used the “usual home elsewhere” option to specify his mother’s
address as his usual home.  If he did this, he would be correctly counted at his mother’s house.  If
he got the form at the labor camp and didn’t specify a “usual home elsewhere” he would have
been counted at the labor camp.  However, if he was away from the labor camp at the time it was
enumerated, he may have been missed in the census if his mother hadn’t counted him.

This case demonstrates the various locations where Nathan could have been counted or missed,
based on his tenuous attachments to more than one place.  

4.1.2.1.  Multigenerational Household Type is the Norm

There are three unique features of Inupiaq complex households in our study.  First, the great
preponderance of Craver’s Inupiaq households were multi-generational: nineteen spanned three
generations and two covered four generations.   Just four were comprised of two generations. 
The mean number of people in her households was 5.44.

The second unique feature is that all but three of these multigenerational households were
missing the second generation: working age adults.  It appears that many of these adults left the
area for work, education, or personal reasons and left some or all of their children with their
grandparents.25

Household 320    As of the interview day, two grandsons were living with their grandmother. 
Around  March 1, the boys’ mother and four of their siblings were also living in this house. 
Later that month, their mother got a job in another community and took those four siblings with
her and it seems she will stay there. One of those children spent the last school year here and may
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return in the fall.  The five of them often return to stay temporarily in this household.  Once a
month her son living here will fly up to stay with her.   

This case demonstrates the continued ties to their natal homes of working age adults who leave
with some or all of their children to work elsewhere; Craver says that this is the case with many
such adults who leave to take jobs, but she did not explore continuing exchanges or transfers of
money, food, goods and services between the young adults in their other locations and the natal
household. Given the strong cultural emphasis on interdependence and sharing, we speculate that
these adult children in other areas with greater economic opportunities send money and/or goods
back to the rural village households to help support their parents and children.  The departure of
the adults may be a long-distance family economic strategy in response to the hardship and lack
of full time jobs in the rural areas.  Schwede identified and documented this pattern of out-
migration as a long-distance family economic strategy being used to support kin in overpopulated
rural villages in West Sumatra, Indonesia (Schwede 1991).  This could be an hypothesis for
further research among the Inupiat.      

Craver notes that Inupiaq households have a stable foundation but mobile members: a core
person remains in the household as its center while other members are frequently mobile.  This is
called an “anchor household”  (Ackerman 1988, 2002) or a “key household” (Lobo 2003). There
was not one move of an entire household in the two to three month period between March 1 and
Craver’s interviews in May and June.  However, during the same time period, 14 of the 25
households had one or more members moving from one household to another.  Of those
households with people coming in during this three month period, four were due to children
moving in for schooling, three were people going between relatives’ households and one was due
to illness.  Of those households with people moving out, four moves were due to seeking full
time employment, one was for seasonal work and the remaining one was due to going to live
with a friend.  Craver says Inupiaq residence is very flexible, with some people coming and going
between households frequently.  As a result, it is sometimes hard to determine household
residence precisely.  As we have seen, this is the case with Tongue’s Navajo households as well.

4.1.2.2.  Informal and Formal Adoption

The third unique feature of Inupiaq social organization is the very high frequency of adoption.
Craver points out that informal adoption has been and continues to be a central part of Inupiaq
Eskimo social organization.  It is not unusual for a woman to give her child to her parents,
siblings, or extended family members due to economic or social hardship or a variety of other
reasons. 

Household 315   A respondent listed his grandson on his mock census form at the time of the
interview, but said that this boy was counted as part of his mother’s household in the actual
census because he was living with her at that time. The boy had lived with his grandfather from
age one to eleven while his mother went to school, got married, and lived in another community. 
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Two years ago she moved back to this community.  Since then, the boy has lived with his mother
for short time periods, but has lived primarily with his grandfather.  Here again, two of our
residence rules are in conflict: the boy was living in his mother’s house around the time of
enumeration, but spends more of the year living with his grandfather. Where should he be
counted and which residence rule should be applied: where he was living at the time of
enumeration (de facto) or at his usual residence (de jure)?  Depending on where this child is
enumerated, the grandfather’s household would be either male householder nonfamily household
(living alone) or male householder family household (respondent and grandchild).

Fifteen of the 25 Inupiaq respondents had adopted children living with them; ten of these fifteen
were grandparents who had adopted their grandchildren.  Craver did not determine how many of
these were formal or informal adoptions, but did say that adoptions are usually informal and
legalized only if the child might be taken by the state. The children almost always know both
their biological and adopted parents.    

Does the official Census Bureau definition encompass both formal and informal adoption?
According to the Census 2000 Technical Documentation, it does not:

Adopted son/daughter.  A son or daughter of the householder by legal adoption,
regardless of the age of the child.  If the stepson/stepdaughter of the householder has
been legally adopted by the householder, the child is then classified as an adopted child. 
(U.S. Census Bureau 2002, Census 2000 Appendix B: Definitions of Subject
Characteristics: B-10).

Many of us take for granted that our Census Bureau relationship categories are mutually
exclusive, but this is an instance where they are not; it would be correct for a grandparent to
answer the relationship question by marking both “grandchild” and  “adopted child.”  Craver
reports that Inupiaq respondents often marked “adopted child,” rather than “grandchild.”  

This has the effect of distorting household composition: by marking adopted child, the household
appears to be comprised of just two generations–parent and adopted child–when, in actuality, the
household is a skip generation, multi-generational household. 

Let us look again at case 301.  The elderly respondent had said that her adopted son, his
unmarried partner, and their child lived with her.  Craver learned during open-ended interviewing
that the respondent’s adopted son is also her biological grandchild.  On the basis of the
relationship categories actually marked, this would be classified as a three-generation household. 
Since her adopted child is really her grandchild, this is really a four-generation family, with the
second-generation mother missing.  In this case, the grandchild had been formally adopted by his
grandmother when the state threatened to take the child away from his mother.
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The effect of marking “adopted child” rather than “grandchild” in many cases is that one full
generation disappears from view and we classify the household as one generation shallower than
it really is.  We also miss the fact that it is a skip generation household.

However, it appears that the Census Bureau policy is that a legal relationship takes precedence
over a biological relationship: hence “adopted child” is the correct answer.  As a result the four-
generation household composition will not be revealed.  Since adoptions by grandparents are so
common among the Inupiat, it is likely that our tabulations of the numbers of Inupiaq
multigenerational households will be too low.

In summary, the important factors identified in the Inupiaq study that may affect household types
and relationships, as well as the accuracy of the count include: 1) high mobility rates of working
age adults in search of employment and/or subsistence, and separately, of children, leading to
ambiguity of residence; 2) a preponderance of skip generation households in which grandparents
are raising grandchildren [The grandparent(s) may be providing the anchor households, with the
working age parents gone but probably helping to support the household economically and
returning occasionally, but not being counted as residents of the household];  3) high rates of
adoption by grandparents–whether formal or informal–which may result in masking of the multi-
generational/skip generational character of the household if respondents choose to mark their
grandchildren as adopted children rather than as biological children, and 4) cultural conceptions
of the household as an interdependent social unit not bounded by physical structure, at variance
with the census definition of the household as a physical housing unit.  

The Inupiat, like the Navajo, are enumerated in censuses through personal visits by trained
enumerators, not by completing mailed out questionnaires.  Recommendations include
developing enumeration methods appropriate to Inupiaq settlement patterns, weather, and
seasonal movements.  Craver noted that the Census Bureau was right to conduct enumeration of
the Inupiat during the winter while people remain fairly settled until the weather warms and they
rove more freely.  Specially adapted training materials could be developed to identify these and
other factors that could lead to miscounting and to train enumerators to get comparable data in
culturally appropriate questioning and probing.  

4.1.3. Latino Complex Households

Patricia Goerman conducted  interviews with Latino immigrants in central Virginia (Blumberg
and Goerman 2000a, 2000b, forthcoming) and Rae Blumberg conducted focus groups in the
same area. Both researchers are fluent in Spanish and have previously lived and worked in
Spanish speaking countries; Blumberg has done research in many Central and South American
countries over her career.  

Goerman recruited complex household respondents at local churches, through community leaders
who worked with Hispanics, and through snowball sampling.  She had few problems recruiting
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respondents in complex households. Most of the respondents were “extremely agreeable and
cooperative.”  She gave respondents Spanish language census forms to complete during her visit
and conducted her interviews in Spanish.

The Latino households ranged in size from three to twelve persons, with an average of 5.96 per
household.  The researchers did not ask specifically for the legal status of their respondents, but
surmise that more than half of them were undocumented immigrants in this country illegally.

4.1.3.1.  Definition of Household

The Census Bureau definition of a household as all of the persons living or staying in one
housing unit was congruent with almost all of the Latino households included in this research.  In
one household in particular, however, the equation of one household with one housing unit did
not fit the way the respondent defined her own household:

Household 122 - Goerman arrived at this address and found a two-story house.  Her interview
was scheduled with the woman who lived on the first floor, Consuela, who was not home.  After
waiting in vain, Goerman  began interviewing Eva, another woman also living in this first floor
apartment.  From Eva, she learned that three families live in this house.  Eva’s family shares the
first floor apartment with Consuela’s family, but none of them are related to each other. 
Consuela’s daughter and her nuclear family live upstairs.  When Eva grew confused, stressed,
and nervous about whom to include on the form, Goerman slipped out of her neutral role and told
her to include the people living on the first floor. Eva obliged and wrote eight persons in the
question 1 person count box on the mock census form, but then filled in just three of the person
pages.  She gave demographic information on her husband, then on the man from Consuela’s
family, then on herself.  This was very odd, because she filled out information for herself and her
husband, but not for her two children.  Further, she gave information on just the adult male from
the other family, but left off three other people.  There really were eight people living there.
Given this situation, we might have expected Eva to fill in the person pages for just those
members of her own family.  It appears she was filling in information on just those who had jobs.
At this point Consuela finally arrived and joined the discussion.  Consuela and Eva both said that
they should be completing separate census forms because they were separate families.  

On probing, Goerman learned that the families weren’t related, and didn’t cook together or share
income. The only reason they were living together was that the two men Eva listed, one in each
family sharing the apartment, worked for the same company and the boss owned this home and
let them rent it at a discounted price.  The two men living in this household were acquaintances
who had met in Mexico because they came from the same village, but their common origin and
common employer were the only connections between the two coresident, unrelated families.

According to our census definitions, these two families constitute just one household, but the
respondents certainly don’t identify themselves as one household.  With our method of reckoning
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relationships to Person One only, rather than to all other persons in the household, we would only
learn about the relationships among Person One's family (Eva’s family).  In this case, all four of
the persons in Consuela’s family would be listed as nonrelatives to Person One; we would not
know that those people are all related to each other and constitute a three-generation family.   

Unrelated families, or related families who don’t share domestic functions with each other, may
very well balk at applying our census rules when deciding whom to list on a census form.  It is
not at all uncommon for Latino immigrants to double up in households in high rent areas. We
will see this again in the Korean study.  This may also be the case among many poor families,
regardless of ethnicity, in high rent areas. The Census Bureau’s equation that the number of
households is equal to the number of housing units does not fit the reality of situations like this.  

As a result, in cases like this, we may be faced with three types of errors: 1) omissions of persons
living in households but not considered to be members by the respondent, 2) incomplete
information on domestic functioning and economic well-being, and 3) masking of household
composition of other unrelated families in the household, because they would all be listed as
nonrelatives to the householder (we do not collect information on interrelationships of all persons
in the household).  

4.1.3.2.  Language issues

Blumberg and Goerman report they found some language issues while having respondents
complete the Spanish version of the census form.  There is a potential problem with the concept
of “household” that has to do with how it is translated from English and how it is tested for
functional equivalence.  The word used for household on the Spanish version of the census form
is “hogar.”   “Hogar” is the term used on Census forms in some Spanish-speaking countries and
it is a term that people commonly use in referring to their own households. 

Goerman asked thirteen of her Latino respondents in our complex households project to define
“hogar.”  Twelve of the thirteen defined it as the place where a nuclear family resides; the word
implies only parents and children and “home.” The nuclear family was found to be the ideal for
many of her respondents.   Ten of the thirteen thought “hogar” could also apply to an extended
family member.  When asked whether it would be an appropriate word to use for coresident
nonrelatives, five of the respondents said no. 

Goerman later did more interviews with married or cohabiting couples as followup research. 
Again she found consensus that the word “hogar” implies coresident parents and children; some
thought the concept could include extended family members (Goerman forthcoming).  A few
thought the term might cover coresiding nonfamily persons if they considered themselves to be
like a family and functioned as such.



26  We asked the ethnographers to explore differences in the meanings of “live” and “stay”
among the different ethnic groups because of differences Eleanor Gerber had found in the
meanings of these terms in English in her residence rule research in the 1990s.  The findings in
Spanish for vivir and quedarse in terms of permanence are identical to those in English.
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Goerman also points out that many of her immigrant respondents are here temporarily, have left
close family members such as children or parents in the home country, and travel back and forth. 
They belong to two households, one here, the other in their home country, contributing money to
both.  In their view, their true hogar is in their home country.

For example, Fernando lives in an apartment with his wife and nephew. They left their three
young children in Mexico to avoid exposing them to the dangers of crossing the border.  They
want to return to Mexico as soon as possible to establish their own home.  When asked to define
hogar, Fernando answered: 

Well, I don’t know, right now it’s like I don’t have one because my children aren’t here,
but when I was in Mexico I went to work [for very long hours and]...I would say “ay,
how I long to be in my casa, house, in my hogar with my family.”

She concludes that:

The overwhelming association of the word hogar, or home, with family, either nuclear
or extended, and with different values such as harmony, love, respect, and understanding
show that respondents do not necessarily consider just any group of coresidents to be an
hogar or home just because they live together under one roof.  This has important
implications for filling out questionnaires such as the census form.  If a respondent does
not consider every resident of his/her household to be an official member of his/her
home, it is likely that not everyone will be counted.  (Goerman forthcoming: 26) 

   
According to Blumberg, “hogar” is the word used for households in censuses in Latin American
countries, but it seems not to be an exact functional equivalent of our word “household.” 
Goerman suggests testing alternative Spanish words, such as  casa, apartamento o casa móvil
(house, apartment or mobile home), or  domicilio,  residencia or vivienda (dwelling).

Goerman found there is quite a discrepancy between the English terms of “live” and “stay” and
the official Spanish translations of these terms into vivir and quedarse on the census form.  Vivir,
like live, implies a permanent living situation.  However quedarse is ambiguous; it can be used
in the sense English speakers use “stay” to connote a temporary situation, such as staying at a
hotel or at someone’s house, but it can also be used in the sense of “remaining somewhere”
which has permanent connotations.26  Five respondents leaned toward the interpretation of the
word as permanent and three as temporary.  The remaining five said it could go either way and
that more detail would be needed to determine which meaning of quedarse was intended.  



27   Carrasco and Musquiz (2003b) conducted focus groups with bilingual Census
employees to identify functional equivalents of the English concepts of married couples and
unmarried couples in Spanish.  According to them, Spanish speakers recognize the word, 
“pareja,” as not married, but having a spouse-like relationship.   They point out that not everyone
may use this term as a matter of choice, but most understand it as intended by census designers.
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Goerman points out that  if respondents interpret quedarse as staying permanently, they might
leave off the census form people who are just staying temporarily.  The combination of mixed
connotations of quedarse in question 1 on the census form and the connotation of hogar as a
nuclear, or at most extended family may both lead to omission of nonrelatives or distant relatives
from census forms by Latinos and be a source of undercounting.   Carrasco, who has done several
studies concerning language issues with monolingual and bilingual Spanish speakers (Carrasco
2003a; Carrasco 2003b; and Carrasco and Musquiz 2003), argues that census and survey
questionnaires translated from English into Spanish  need to be pretested in Spanish to determine
if there are problems in the new language and, if so, to determine whether the problems are due
to translation or non-translation issues.  

There is also ambiguity among some Spanish speakers about whether the terms esposo/esposa
are the functional equivalents of our English relationship terms, husband/wife.  A number of
respondents thought that these terms should be restricted to persons who are legally married and
use the terms marido/mujer for unmarried partners.  However, other respondents said that
esposo/esposa and marido/mujer are interchangeable.  One respondent said that in the U.S. when
people live together, they are called girlfriend and boyfriend:

  We wouldn’t do that in Mexico.  If they live together you’d call them esposos
(spouses).

If this is true, there may be a disproportionate share of unmarried couples being classified as
married couples relative to the proportions in other ethnic groups.  Among Latinos who are
cohabiting, there is more of a commitment to a long-term relationship than there is among non-
Latino Americans, according to Goerman (personal communication 2003)

This suggests the possibility that there may be different connotations of common Spanish words
by dialect and/or nationality.  The possibility of such dialectal and/or cross-national differences
in the interpretation of key words on the Spanish language form and the effects of this on
differential coverage by Latino nationality might be a fruitful area for future research.27

This also has implications for the validity and reliability of household types, particularly in the
distributions of married couple and unmarried couple families.  If Spanish speakers from Mexico
are more likely than Spanish speakers from other countries and/or English speakers to mark
esposo/esposa for their unmarried partners, our comparative statistics could be biased.  We will
see that differential use of the husband/wife categories by unmarried partners is found among
other ethnic groups as well, including rural non-Hispanic whites.
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Goerman also found that the Spanish translation of “foster child” into “hijo de crianza” is not
functionally equivalent.  This came to light when one of Goerman’s respondents marked the
relationship category “hijo de crianza” for his coresident niece and nephew. Because “foster
child” is classified as a nonrelative, by the Census Bureau, the close biological tie between the
respondent and his niece and nephew were not identified on this respondent’s mock census form. 
The household was classified as a male householer-nonfamily household, when it was really a
male householder family household.  

She learned that in Spanish, “hijo de crianza” is used to refer to a child who was being brought
up for a relative or a friend.  Raising a child of a friend or relative is a common practice in Latino
countries that is done on an informal, not legal, basis. There is no connotation in Spanish cultural
usage of a nonrelated child being placed in a home by a government agency, which is how foster
child is defined by the Census Bureau.  As a result of the mismatch between “foster child” and
“hijo de crianza” it is likely that we find artificially high numbers of foster households and foster
children among Latinos in the census.  Carrasco and Musquiz documented the same problem in
their report on focus groups with bilingual field representatives (2003b). 

Goerman asked her respondents about the differences between “hijo de crianza” (foster child)
and   “hijo adoptivo” (adopted child).  Most of her respondents said there was no difference
between the two; they are interchangeable.  The relative counts of foster children and adopted
children might also be skewed for Spanish speakers if significant numbers are not differentiating
between the two.

There is one relationship that is important to Latinos that is not included in our relationship
categories.  This is the relationship of godparents, sometimes called coparents. Either relatives or
nonrelatives may be asked to become godparents to a child.  The godparent relationship is often
considered to be familial, even when the godparent is otherwise a nonrelative.   Blumberg and
Goerman suggest that the identification of coresident godparents on the census form would give
us a more precise picture of Latino families. Goerman and Blumberg had no specific cases of
persons coresiding with godparents, but suggest this is possible.  Chavira-Prado (2001) reports
from her study of Mexican former farm workers in the midwest that godparents (compadres)
often foster their godchildren (ahijados) and that Mexican teenage males emigrating for the first
time commonly join the households of their godfathers (padrinos) or blood relatives.   It is
unlikely that this new relationship term would be added to the census as a stand-alone category
because 1) godparents can be relatives and respondents might mark “godparent” instead of a
closer relative term, or mark both categories in a question permitting only one response, and 2)
the category would make sense to some people but confuse many others.

Goerman’s identification of conceptual problems and errors stemming from the English to
Spanish translation of key concepts--household (hogar), stay (quedarse), husband/wife
(esposo/esposa), foster child (hijo de crianza), and unmarried partner (companero no
casado)–and their use on census forms without testing, and the fact that many Spanish speaking



28When the issue of inadequate space on the census form to record full Latino names
(especially for married women) was brought up in a meeting by the author, Violeta Vazquez, a
colleague closely involved in improving enumeration of Latinos and other special populations in
the Decennial Management Division, herself a Latina, nodded agreement with the issue.
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respondents use foster child and adopted child interchangeably, suggests that the new Census
Bureau program of research on translation and differing cultural conceptions of key terms is very
much needed.  Census researchers, specifically Lorena Carrasco, Manuel de la Puente, and our
first sociolinguist, Yuling Pan, are working on these issues.

4.1.3.3. Latino Naming Customs Differ from Those in Mainstream American Culture

Many Latino persons have two last names. While the two surname system is definitely the norm
in Spanish speaking countries, some Latino Americans and immigrants may sometimes drop one
to conform to the U.S. system.  The first is the name of one’s father, and that is the principal
name.  The second is the mother’s last name.  Non-Latino persons in the United States often
wrongly presume that the last one is the primary surname and this can cause problems. 
Blumberg and Goerman provide the following hypothetical example:

A man named Juan Rodriguez Perales considers himself to be Mr. Rodriguez. 
When a woman marries, she usually does not change her name and continues to
use her father’s name.  If Ana Garcia Fernandez married Juan Rodriguez Perales,
she becomes Ana Garcia (Fernandez) de Rodriguez, but still uses Garcia as her
primary surname.  Some married women might continue to use both their father’s
and mother’s surnames.  Their child would be named Miguel Rodriguez Garcia.

With these Latino naming customs, the father, mother, and child in the same household may have
different surnames from each other.  The census form has room for just one surname for each
person.  This lack of adequate space to record full names can lead to confusion and difficulty for
Latino immigrants in responding to the census; some women may give their father’s name, while
others may follow American conventions and use their husband’s primary surname, and others
might not complete the form at all.28 Inconsistency in presenting mother’s, father’s, and/or a
woman’s married name was also mentioned by Chavira-Prado (2001).  She recommends that the
Census Bureau pay special attention to social and cultural variations in the order and use of last
names.  Inconsistency in recording father’s or husband’s surname for married women and
inconsistencies in listing one or two surnames over time can also complicate, and perhaps bias,



29  Census coverage evaluations rely on matching the names and addresses of specific
persons in the census to those included in a later coverage survey.  If the last names of persons in
the two data collections are not the same and there is not enough demographic information to 
match the persons across data collections conclusively, they may not be included in the
calculation of coverage.
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later evaluations of census coverage of Latinos29 and other groups with differing naming
conventions.

Blumberg and Goerman suggest that two name fields for name be provided on future Spanish
language forms.  They suggest that research be done on how best to designate extra name fields
for Latinos without confusing non-Latinos.  They also suggest research be done on adding a third
field so that married Latino women can record their husband’s surname, preceded by “de.”  

4.1.3.4.  Cultural Issues in Deciding Who Should be Person One on the Census Form

In several cases, Latino respondents did not follow our rules for determining who should be
listed as Person One.

Household 119    The respondent lives in a trailer with ten other men.  He made several mistakes
in rostering.  First, he listed the owner of the trailer as Person One, but this is wrong because the
owner does not live in the trailer. Next, he listed the same person as Person Two on the form,
causing duplication.  Third, he listed other people in the trailer, but did not list himself, and
fourth, he didn’t list person nine, who moved in 20 days ago, saying afterward, “I can’t put him
on the form because I don’t know his name or surname.”

This is the kind of ad hoc household described by Montoya (1992) in his 1990 ethnographic
evaluation of migrant labor quarters.  Some of the men in this household have done migrant labor
work in the past while others are still doing it now.  All but two of them leave the area to find
work during the year.  According to the respondent, “Many come and go.  If there’s room here
they can come back but we always have new people coming here.” “Sometimes people stay here
while looking for a new place.”  Typically there are many men in the house but they change. 
Goerman notes that word must be out on the grapevine of this place to stay, for new men come
here, looking for a place. Sometimes they are acquaintances and sometimes they are from the
same country. The respondent says, “I’ll always come and go...I’d like to work here and return a
lot to Mexico.” 

This case highlights four problems;  respondents with limited literacy may misinterpret question
3 as asking just for the name of the owner or renter, not perceiving that the person should also
live in this household to be designated as Person One.  We will encounter the same problem with
two  respondents in our Korean study group.  This problem creates erroneous enumerations.
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The second issue is that the respondent also was not accustomed to completing forms and ended
up listing the landlord as both Person One and Person Two on his mock census form during the
ethnographic interview.  Had this been a real census, this landlord might have been  triple
counted.  Counting the landlord twice when he shouldn’t have been counted at all, and the
omission of both the respondent and Person nine throw off the number of persons living in this
household at the time of the ethnographic interview; it should be eight, not ten.

The third observation is that in some types of very fluid, nonrelative households, with people on
different schedules and always coming and going, one person may not know how many people
are staying there on a specific day, and may not be able to provide basic information on every
person, such as name in this case, or demographics.  This type of household may be common
among migrant workers and may produce undercounting and errors in demographic
characteristics.

The fourth important point about this household is that the household type would change
dramatically, if one of five other men had been the respondent, because of the method of
reckoning relationships to Person One only.  Because the landlord was not related to anyone, this
would be classified as a male householder non-family household.  However, exploration of
interrelationships among the residents revealed two sets of relatives: one group of three brothers
and another group of two brothers.  Had any of these men been designated as Person One, this
household would have been classified as a male householder family household.  The other three
men are not related to anyone else in the household.

The most interesting observation is that the true complexity of this household is impossible to
capture by reckoning relationships to Person One, no matter which of the eight residents is
identified as Person One.  The best reading we could get would be to identify the group of three
brothers by having one of them as Person One.  However, the other set of two brothers would not
be identified, because they would both be nonrelatives of Person One and their siblingship would
be masked.  We would not be able to learn that the other three men were unrelated to anyone in
the household.

Other factors that may bias the choice of who is listed as Person One on census forms are
differing cultural beliefs and experiences about who should be considered to be the head of the
household, in the sense of being economically central.

Household 102   A Latino woman lists four persons as living in a trailer: two women and two
men.  The other woman has lived in the trailer the longest, and is in fact the owner of it.  That
woman’s boyfriend, Alfredo, just moved in a few weeks ago.  He doesn’t have a job and has not
yet contributed any money for his share of the bills.  This woman respondent designated Alfredo
as Person One.  In Goerman’s view, the choice of this man as Person One can only be explained
by a cultural bias toward listing men first; he is a tenuous member at best. 
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Household  103   A Latino grandmother identifies a total of 12 people in her household: her six
children, a son-in-law, and four grandchildren.  She and her daughters choose her 23 year old son
as Person One, possibly because he is one of the two persons in the household who are earning
money.  This household is thus classified as a male householder family household.  Goerman
thinks there is a possibility that the grandmother should have chosen herself as Person One and
the household should have been classified as a female householder multigenerational household,
but Goerman did not collect information on who owned or rented the house, so she can’t be sure.

Blumberg and Goerman cite these examples as indications that the patriarchal bias in Latino
cultures persists, although it is tapering off.   In focus groups with men not included in
Goerman’s sample, the men told Blumberg that it is culture and past experience that cause the
tendency of some Latinos to list a male (almost any male) as a household head.  Most Latin
American census forms have instructions that either directly or indirectly ask that a male be
designated as the head of household.  The researchers suggest that question 3 be revised to give
better instructions on who should be chosen as Person One.

It was not so long ago (1970) that the same instruction to choose a male as household head was
included on U.S. census forms, perhaps because males were regarded by many persons in the
post-World War II era as the family breadwinner.  At the urging of women’s groups, the Census
Bureau abandoned the practice of designating men as household heads for the 1980 census. Since
then, respondents are asked to list as Person One, “someone living here who owns, is buying or
rents this house, apartment or mobile home.  If there is no such person, start with any adult living
or staying here.”  Person One is now officially called the “householder.”   According to a
conversation several years ago with Martin O’Connell, chief of the Fertility and Family Branch
in the Population Division, there had been a steady increase in the incidence of women being
listed as Person One, but this is linked to whether a couple is designated as married or not. 
According to Census 2000 data, among married couple households, 12.9 percent of the
households had a woman listed as Person One, compared to a much higher 46.4 percent of
opposite-sex unmarried partner households (Simmons and O’Connell 2003).   

Thus low literacy, lack of familiarity with official U.S. forms, differing cultural beliefs and
experiences with completing census forms in Latin American countries are some of the factors
identified in this study of Latinos that may bias who is designated as Person One.  

4.1.3.5.  Mobility in and out of Households and Who is Considered a Household Member

Seven of the Latino households had changes in number of residents between April 1 and the time
they were interviewed in this study (May 8 to June 12, 2000).  Three households had one person
move in; one household had one move in and one move out; two had two persons move in; and
one had five persons move in.
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In one case it was not clear whether an absent person should be listed or not:

Household 108    The respondent listed her husband, his two brothers and a nephew along with
her children.  In probing to identify other possible members, a third brother of the husband was
identified. He is a recurrent transnational migrant who often lives here for extended periods, then
returns to Mexico for awhile, and comes back.  He’s been gone since December and he had
planned to return in May or June of 2000.  He’ll stay about two years, then go back to Mexico
again.  Should this man be counted in this household?  He wasn’t in this country on Census Day,
so the answer is probably no. The two brothers also travel back and forth and happened to be in
the household at the time of the interview and the census, so they were counted there.  Had the
enumeration been done at another time, one or both of these men may have gone back to Mexico
temporarily and not been counted here.

In household 104, the respondent didn’t list her sister-in-law and that woman’s husband on the
mock census form. In probing, Goerman learned that this couple started living in this household
in January and sleep every night in this household.  This couple plans to move to a small house in
the United States, but save to move back to Mexico in the future.  According to the respondent,
“I didn’t know if I should put them on the form, because they haven’t lived here long and it’s not
a permanent situation.”  This is reminiscent of the Navajo cases where persons living in the
household were not included on the census form because their situation was deemed temporary
and they had taken the first steps toward building their house.

4.1.3.6.  Permanence of complex households

Among many Latino immigrant respondents, complex households are a temporary adaptation. 
According to Goerman, among all of her 67 respondents in both the original and followup
studies, three quarters said they didn’t anticipate living with their current coresidents
permanently.  In many cases, her respondents were in this country temporarily and aimed to
return to their home countries and establish family households there.  Others who wanted to stay
in this country were living in complex households in order to save money and get established.
The majority of both groups–those in complex households and those in nuclear families–prefer
either nuclear or extended family living arrangements over living with nonrelatives.  The first
preference is to live in nuclear family households.

In summary, a number of factors affecting household type, relationships, and accurate census
counting were identified as a result of the Latino ethnographic study: 1) definition of a household
when unrelated families double up in a housing unit for economic reasons but maintain
“separateness”; 2) language issues involving attempts to translate basic concepts such as
household (hogar), stay (quedarse), spouse (esposo/esposa), and foster child (hijo de crianza)
without prior pretesting to assess the degree of  functional equivalence between English and
Spanish; 3) differing cultural naming practices that cannot be accommodated due to insufficient
space for more than one name on the questionnaire; 4) cultural factors influencing the decision as
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to who should be listed as Person One that don’t match our instructions; and 5) cyclic mobility
between the home country and the United States leading to ambiguities in household membership
in the research site.  The case study of the household with two pairs of siblings and three
unrelated men shows that no matter which of the eight men is designated as Person One, the true
complexity of this household is masked because relationships are reckoned to Person One only.

Several recommendations are offered as a result of this Latino ethnographic study. First, the
Census Bureau’s new programs on translation issues and pretesting of foreign language forms are
very important and should be expanded. Carrasco and Musquiz and Yuling Pan (our new
sociolinguist) are doing groundbreaking research with new insights that are very useful for
improving the enumeration of linguistically isolated households in this country.  We recommend
some exploration of whether additional space on the census form can be allocated for names to
accommodate Latino naming customs.  We also recommend new exploratory research on Latino
immigrants concerning cultural factors influencing who is designated as Person One, the
relationships between intent to stay permanently or cycle between the home country and the
United States and whether one is considered to be a household member or not, and other factors.  

4.1.4  Korean Complex Households

Tai Kang conducted his ethnographic research with Koreans in Queens, New York among mostly
low-income Korean immigrants (Kang 2000a, 2000b, forthcoming).  He didn’t ask whether these
immigrants were in the country illegally or not, but suspects that some of them were.   The
particular area of Queens where he did his research has a high proportion of Koreans and other
Asians.  Many of his respondents live in buildings with Koreans and other Asians, work for
Korean businesses, attend Korean churches, read Korean papers, and shop at Korean stores. 
Some have very little interaction with non-Koreans, despite living in a U.S. city. 

Among the ethnographers on this project, Kang had the most difficulty in finding respondents
willing to be interviewed for this study.  Kang himself is Korean, is a university professor, and is
at an age that commands respect.  He had done research in this community in the past on his own
and for the Census Bureau (Kang 1990).  As part of this complex households research, he hired
six well-respected community leaders to recruit respondents and accompany him to interviews to
introduce him to respondents. He had to make numerous calls and visits to convince persons to
agree to be interviewed and had to be careful about probing during the interview. Three
interviews he started were terminated and he was escorted to the door as a result of asking for
permission to tape record the interviews.  As a result, he gave up trying to tape interviews and
hand-wrote his notes. He conducted the interviews in Korean and gave the respondents mock
census forms in Korean to complete.  He had to be elliptical in asking some questions concerning
income and employment as these are sensitive topics; many people declined to give that
information.  In one case, he was halfway through an interview with an older woman when her
daughter dropped by.  The daughter terminated the interview, cursed at Kang, and came after him



30 Mistrust of the government, fear of eviction and of deportation and of losing social
benefits were also noted as undercounting issues in the Latino and the African American studies. 
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with a broom!  He left quickly.  He notes dryly that the Census Bureau needs to do a significant
amount of community outreach to convince Koreans to respond to the census.

Kang attributes the refusals and guardedness to mistrust of the government and its promises of
confidentiality; privacy; fear of deportation; fear of eviction from apartments with strict limits on
the number of persons who can reside in them; fear of losing social service benefits; and
unwillingness to give any information about how they supplement their income in the
underground economy. 30  In the words of one of his respondents:

How we live, what we do, and who we are should not be anybody else but our
own family’s business.  I see nothing but troubles if governments or outsiders
know anything about my family.  I just don’t trust them.

Kang set out to find complex households of three types: three-generation families, families with
nonrelated individuals, and households of nonrelated persons.  He interviewed respondents in
twelve three-generation families with an average of 5.6 persons each (range: four to eight); five
families with non-related individuals with an average of 3.8 persons per household (range: three
to six); and eight non-related person households with an average of 3.0 persons and a range of
two to six persons.  Twenty two were of a low or lower low economic level and three were
middle class.

4.1.4.1.  Definition of “household”

All but one of his respondents defined “household” as a family: members of a family residing in
the same housing unit.  When asked about coresident nonrelatives, the answer was, “They live
with us, however, they are not the members of our household.”

In one case, the respondent’s household extended beyond their apartment:

Household 519  A man, his wife, their son, his wife’s mother, and his brother-in-law (his wife’s
brother) are listed by the respondent as living in this two bedroom apartment.  The married
couple shares one bedroom and the grandmother and grandson share the other.  On probing about
the brother-in-law, the respondent (his wife’s mother) says, “My younger son rents a room in a
neighbor’s apartment.  He just sleeps in the rented room.  He spends most of his time with the
family, watches Korean TV programs, and has all of his meals with us.  He is a member of our
family and he is a member of our household.  That is why he’s included in the census.”   Kang



31 Sung also found members of neighbor’s Chinese families renting rooms in New York’s
Chinatown (Sung 1991).
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points out that this brother-in-law lives in another housing unit and should not have been listed
on this census form.31

 
In another case, a 23 year old respondent said that in the actual census, she listed herself and her
grandmother.  She did not list a nonrelated elderly woman who shares the apartment because
“She is not a member of our family.  She (the housemate) said she filled out the form at her
church.”  Kang doubts this nonrelated woman responded to the census.

4.1.4.2.  “Social face” and social desirability 

Kang tells us that there are two aspects of Korean culture which may have an impact on the
accuracy and quality of data collected from Korean households.  

In Korean culture, as in many other Asian cultures, “presenting and maintaining a
culturally respectable self” is an important aspect of social interaction.  Koreans
are extremely reluctant to reveal or show outsiders personal or family related
matters that could degrade ones’ “social face.” (Kang 2000: 17)

He says that Koreans are reluctant to reveal their job or work if it is considered “less than
desirable,” their financial status, and less than desirable living conditions.  Some Koreans may
embellish their education and occupation and under-report income. Were it not for the entré
provided by the community liaison who accompanied him, Kang said he would not have had
access to many of these households with so many people living in small spaces.  He suspects, but
is not sure, that saving face may have been an explanation why two of the people living in one
house refused to have their names included on the actual census form for this household.

Household 502   Six nonrelated women live together in a two bedroom apartment. Three of the
women are in their thirties to fifties and are divorced, while the other three are younger women
just starting out.  Two of these women go to the same church and obtained a census form there
and  a minister helped  them fill it out.  The other four women refused to be included on the
form.  Kang suspects that the younger women refused because they were on student visas but
working and did not want to go back to Korea so they might have been stretching out their
classes to maintain their visa status.  He surmises that the other two women may not have wanted
to be included on the form because they had less desirable occupations–masseuse and
beautician–that they did not want to reveal.

Cohabitation is another area where Koreans save “social face.” In case 503, the male respondent
listed two people:  himself and a woman, whom he marked as a “roommate” on the mock census
form.  He said he’d done the same on the actual census form. Knowing that in Korean culture,
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unmarried partners don’t publicly acknowledge that they are cohabiting,  Kang lightly and
jokingly asked the man, “How long could a healthy robust widower and an attractive widow stay
uninvolved in an efficiency apartment?”  The man smiled and said, “The relationship between us
has a sign of changing” and laughed.  Kang interpreted this to mean that the relationship here was
unmarried couple, not roommate, but the respondent would not mark that on the census form. 
Given this reluctance to admit cohabitation, it is likely that the number of Korean cohabiting
couples identified in censuses and surveys may be lower than it should be.

Social desirability–saying what you think others may want to hear–is an important part of Korean
social etiquette, according to Kang.  All of his respondents told him they had completed and
submitted their actual Census 2000 forms.  In his view, it would be difficult for a respondent to
tell him they had not submitted a form when there was a very visible “census awareness”
campaign in the community; he was skeptical that they were telling him the truth.

4.1.4.3.  Mobility 

Only one Korean household had a change in its household composition between April 1, 2000
and the interview day in June or July.

4.1.4.4.  Cultural differences in use of relationship terms

According to Kang, “foster child” was a term that was not understood by Korean respondents. 
The foster care system is a cultural institution that is not known in Korea, and a number of the
respondents don’t know about the foster care system in this country.  They asked Kang what it
meant.

“Adopted child” is problematic for the same reason.  Adoption in Korea is rare, and if it occurs,
it involves a member of the family.  Adopted and step relationships are rarely revealed to
outsiders.  They would simply be called “children.”

According to Kang, Koreans in the United States have maintained some cultural traditions from
Korea.  

Use of relationship terms in speech reflects the patrilineal, patrilocal, and vertical
hierarchical structure of family relationships. [Koreans] further differentiate
relationship terms between the paternal and maternal side...Birth order within the
same family rank is also clearly separated.  (Kang 2000: 15).

He says that it is mostly older people in their sixties and over who make these distinctions. 
Younger people are less likely to follow this tradition.
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4.1.4.5.  Person One

Two elderly Korean respondents made the same mistake in deciding whom to list as Person One. 
In one case, the respondent listed her adult daughter as Person One because the apartment was
rented in her name.  This daughter did not live in the apartment; she lived with her own nuclear
family in another house.  The second case was identical, except that the person in whose name
the apartment was rented was the son of the respondent.  

As a result of this mistake, household composition is altered: rather than being classified as
married couple households, one was designated as a male householder family. In the other,
household composition remained the same as a female householder nonfamily household, but the
age of the new householder changed from that of a young woman to that of her mother.  Kang
said the cause of this is convoluted language in question 3 on whom to designate as Person One
that is not fully understood by people whose native language is not English.

4.1.4.6.  Reasons for Living in Complex Households

Twenty one of his households had a low or lower low standard of living.  All of the families with
nonrelated individuals and seven of the eight nonfamily households fell into this category. For
these households, the main reason for living in a complex household is economic.  Kang notes
that rapidly increasing real estate prices force new immigrants to compete for a limited number
of low rent apartments and they often have to take in additional people to share the rent.

Household 516    A middle-aged woman who works in a nail salon shares her one-bedroom
apartment with another woman who works in a beauty parlor and a young college student. The
respondent  gave the bedroom to the college student because she needs a quiet place to study. 
The respondent and the other woman sleep on beds in the living room.  In her words,

One bedroom apartments around here go for about $1000 a month.  It is very
difficult to pay that much money for a person who works in a nail salon.  So I put
a  “housemate wanted” ad in a local ethnic newspaper whenever I have to have
new housemates.  We have to have three people here.  Otherwise I cannot afford
to keep the apartment.”  (In Kang 2000: 16).

This respondent sent in her census form with herself and the older woman listed.  The college
student refused to have her name listed on the census form.

Nine of the twelve three-generation families also had bed(s) in their living rooms because there
were too few bedrooms in the apartments.

Household 512   An older man lives in a two bedroom apartment with his wife, daughter, son,
daughter-in-law, and their grandchild.  The son and his wife have one bedroom and the daughter
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has the other.  The respondent, his wife, and grandchild sleep on beds in the living room.  The
respondent, his son and his daughter all have jobs and his wife takes in children, babysitting for
pay.  By pooling their income and sharing the costs of bills they make enough money to get by.  

In a number of households, the husband and wife arranged to bring one of their mothers from
Korea to live with them. The grandmother typically watches the children and takes care of chores
so that the husband and wife can go out to work.  According to Kang, the wife’s mother is more
often chosen to come over than the husband’s mother in order to avoid culturally traditional
conflicts between mothers-in-law and daughters-in-law; the Koreans in his sample did not want
conflict. 

The most salient factor affecting household type, relationships, and the accuracy of the count
identified in the Korean ethnographic study revolves around widespread mistrust of the
government and its pledges of confidentiality and propensity to either not respond or to omit
people or information due to fears of deportation, eviction, losing social service benefits, or
revealing income from the underground economy.  Kang notes that recruiting and conducting
successful interviews was much more difficult in 2000 than it had been in the same community
in 1990 and he cautioned the Census Bureau in his 2000 project report that  much more work
needs to be done on community research for the 2010 census.  

This should be of immediate and particular concern for two reasons.  First, Kang’s study of
Koreans was done in Queens, New York and his findings suggest extra outreach needs to be
conducted toward Koreans and other Asians for the 2004 Census test that will be conducted in
this same area.  Second, Kang wrote his report before the September 11th terrorist attacks and
there is much more attention now on identifying illegal immigrants. It is likely we may encounter
even higher nonresponse and omissions among Korean and other immigrants due to increased
fears of deportation; special outreach efforts with recognized Korean community leaders should
be carefully planned. 

Other factors identified in this study include 1) a family-centered definition of household that
may lead to the omission of nonrelated persons living in the household; 2) the refusal of
unrelated persons to be listed on a household form; 3) reluctance to mark unmarried partner
because cohabitation is not considered acceptable among Koreans; 4) unfamiliarity with the
meaning of the categories of foster child and adopted child, because such legal institutions do not
exist in Korea; and 5) literal, rather than functionally equivalent translations of concepts such as
“roommate.” 

Recommendations stemming from this Korean study revolve around intensive development of
outreach programs to Koreans through churches and other social institutions to overcome
growing resistance to participation and mistrust of confidentiality; placing definitions of foster
child and adopted child on the form for respondents unfamiliar with these concepts; and
sociolinguistic research to improve the translation of the form. 
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4.1.5  Rural White Complex Households

Sharon Hewner, an anthropologist with a nursing background and an interest in gerontology,
conducted research with rural non-Hispanic whites in six western New York counties in May and
June of 2000 (Hewner 2000a, 2000b).  She asked people in her field area to identify complex
households.  Although Hewner is white herself, she described going into a restaurant in her rural
research area and finding local people staring at her because she was clearly an outsider.  She
realized that the clothing  she was wearing for interviewing marked her as coming from an
unfamiliar world.  She worked hard to dispel this image in subsequent visits and was able to
establish rapport with her respondents.

She describes her research area as a place where the traditional agricultural way of life is
disappearing.  Younger people are increasingly leaving the area and those who stay are taking
regular jobs, changing the way of life.  There are fewer people available to take care of the
increasingly older residents. 

Hewner suggests that one reason rural New York whites are forming complex households with
others–boarders, cohabitors, children, grandchildren, neighbors, siblings or friends–is to assist in
providing care and essential services, such as snow shoveling, and/or being a companion.  This is
a new factor that may lead to the formation of complex households that has not been identified in
previous research.

As a result of her background in nursing, Hewner identified a unique type of blended household
that is formed to provide supervision and/or assistance for frail elderly persons.   She conducted
interviews in several of these households.  One case is especially interesting and poses some
fundamental questions about our residence rules:

Household 416    About six months before the interview, the elderly man in this household fell
and hurt himself.  His grandson moved into the house to assist him, while his mother and
younger brother continued to live in their own house around the corner with the pets.  Several
weeks later it was clear that the man was deteriorating, so this boy’s mother and brother joined
him in staying at his grandfather’s house.  Over the last five months or so, the three of them have
been living out of suitcases at this relative’s house and return to their own house three or more
times a day to take care of their pets.  At the time of the census, it was not clear whether the man
would recover enough to live independently again; at the time of the interview it is clear that he
won’t. Who should have been listed on the census form for the man’s household: all four of
them, just the man and his grandson, or just the man?  Which is the more correct place of
enumeration for the woman and her sons either on census day or on the interview day: the house
of her father where she spends most of the day and night and lives out of suitcases, or her own
house where she has lived until recently, where she has her pets and belongings, and continues to
receive her mail?  Who should be listed on this census form on the interview date and who, if
anyone, should be counted in their home around the corner?  This is not an easy case to resolve.  
The household type would vary, depending on the decision about who should be counted there: it
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could be a male householder nonfamily household if only the father is counted, or it could be a
male householder three-generation family household if his daughter and grandson are counted
there.

Do these three people live or stay at the man’s house?  Hewner describes a similar case (413) in
which a woman moves into her parent’s house across the street for caregiving and allows her son
to stay in her own house.  In both of these cases, the caregivers have moved temporarily to a
relative’s house but kept their own residence. When asked if they expected this situation to
continue for six months, respondents could not answer because the situation was in flux.  Hewner
says there is a problem with the scope of time in these “merged households;” most of them are
prepared to stay with the person for awhile, for perhaps a few years, but they don’t relinquish
their own households.  In cases such as this, the concept of “stay” to denote temporariness is
stretched to a much longer period of time than might be expected in other situations. 

This situation is somewhat analogous to two vignettes previously described.  The first is in
household 614, where the  Navajo woman and children who lived with her parents and sibling in
one hogan were not considered to be part of that household and were left off the census form. 
One of the reasons the respondent gave for omitting her daughter’s family was that they would
eventually move into their own place next door, once approvals were received to construct that
house.  The second was in household 104 where the Latina didn’t list her brother-in-law and
sister on the census form because they moved in temporarily to save money and plan to
eventually return to Mexico to build their own house.  In all of these cases, the current living
situation is viewed as temporary and there is an intention to change that living situation at some
time in the future, or at least keep the option open to change the situation, as in Hewner’s
caregiver cases, so people staying thee for an extended but temporary period were not included
on the census form. 

Perhaps the perception of a living situation as temporary and the intention to move are critical
factors in deciding where people should count themselves or others in the census and they may
ignore our rules instructing them to do otherwise.  More than a decade ago, Gerber (1990)
identified intention to move as a factor in the determination of residence among poor African
Americans.  There is also a large literature on settlers versus sojourners in migration.

Hewner identifies another interesting case of a woman who rents rooms to elderly women who
need care. 

Household 410   The respondent is a widowed woman who cares for old women on a temporary
or somewhat more permanent basis.  She describes this as private home health care or an adult
foster home, not a group home.  Five women currently live in her house: three boarders and two
temporary roomers who are 80+ years old.  One of the roomers came here temporarily from her
granddaughter’s house where she usually lives because her granddaughter was close to giving
birth and couldn’t care for her.  The baby has come and the respondent thinks this elderly woman
will move out soon.  One woman who had been living here died in March, before the census, and
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another moved in.  Hewner and the respondent agree that her relationship with these women is
much stronger than the relationship terms she uses for them: boarder and roomer. 

Hewner suggests that we add a new relationship category to the census form to identify
caregivers.  It seems there may be a need for a new category, because research has shown that
some persons mark the foster child category for an adult.  According to Martin O’Connell
(personal communication) about 10-15 percent of the persons marked as “foster children” in the
relationship question are age 18 and above.  Perhaps people are marking “foster child” because
there is no category for “custodial care.”  The author has been working on a project with Jennifer
Hunter, conducting semi-structured research to explore the possibility of adding a new
relationship category for persons receiving custodial care.  The results of this study are
documented in a new report (Hunter, Schwede, and Aaker 2003).

4.1.5.1.  Unmarried Partner, Common Law Partner, and Husband/Wife

Hewner had nine households with unmarried partners and notes that there is a lot of
inconsistency in how they record their relationships on the census form.  “Unmarried partner”
(the category intended to pick up people living together without being married) was marked by
only four of the nine white respondents. The categories chosen by the other five respondents
were spouse (1), roomer/boarder (1),  other relative, with a write-in for girlfriend (1), and other
nonrelative (once for a person the respondent called a fiancé, and once for a gay live-in partner).

Part of the reason that there is such inconsistency in how unmarried couples are recorded in the
census is that there is still social stigma in this society concerning couples living together 
without being married, especially for elderly people.  This is very likely the reason one elderly
respondent in a pilot interview reacted strongly when she saw the relationship question and its
categories:

I don’t think it’s fair that the government either makes us be liars or criminals.

Hewner explains that this woman is referring to her partner and herself, who were previously
married to other people, and are now widowed or divorced.  They are living together as husband
and wife, but can’t use that category because they aren’t legally married.  If they refuse to
complete the form so they don’t have to lie about their relationship, they are then criminals, the
respondent thinks, based on the statement on the front of the envelope that it is required by law
that they complete and send in the form.

Hewner reports that it was difficult for respondents to find terms for their live-in partner that they
felt comfortable with.  Many thought of their partner as a husband or wife and said they found
terms such as roomer, girlfriend, or fiancé belittling.



32  There may be significant variation in the legal definitions of  “common law marriage”
among states that recognize this type of marriage.  Research would be needed on differences in
legal definitions as part of any future Census Bureau attempts to develop a standardized
definition. 
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She notes that there is no consistency on what a common law husband/wife should be called. 
Some of the common law marriages in her households had been stable for 30 years or more.  She  
found no consensus on whether common law partners should be considered relatives, rather than
nonrelatives.  Blumberg makes the same case for Latino common law marriages which are very
prevalent in Latin America and the Caribbean.  

Both Hewner and Blumberg argue that common law marriages are more permanent and more
like formal marriages, while unmarried partnerships are  ephemeral and more likely to dissolve in
a short time.  Blumberg suggests, and Hewner would probably agree, that a new common law
category should be added to the census form in the relative column, just below husband/wife.

This raises interesting questions.  How are households with common law partners classified by
the Census Bureau in terms of household type: as married couple family households  or as non-
family households?  

According to the Census 2000 Technical Documentation (U.S. Census Bureau 2002: B-10):

Spouse (husband/wife).  Includes a person married to and living with a
householder.  This category includes people in formal marriages, as well as people
in common law marriages.  The number of spouses is equal to the number of
“married couple families” or “married-couple households” in 100-percent
tabulations.  Marital status categories cannot be inferred from the 100-percent
tabulations since the marital status item was not included on the 100-percent form. 

While the official definition says that households with common law partners are classified as
married couple families, the category, “common law partner,” is  never identified in the
relationship question or response categories.32  

This raises another question.  What is the difference between a common law partner and an
unmarried partner?  Returning to the Census 2000 Technical Documentation we find the
following on page B-11:

Unmarried partner.  A person who is not related to the householder, who shares
living quarters, and who has a close personal relationship with the householder.

There is no official definition of common-law partner, so we can’t definitively answer the
question of how a common-law partner differs from an unmarried partner.  Thus, our official
Census Bureau definitions of “spouse” and “married couple households” are not operationalized



33 Bumpass, Raley, and Sweet (1995) argue for a broadening of  the definition of
stepfamilies to include cohabitation with a child of just one partner, and include those formed
after nonmarital childbearing and after marital disruption.    One quarter of unmarried mothers
are living with the child’s father at the time of birth (Bumpass and Raley 1995).

63

property in the relationship question on the census form.  If the Census Bureau does not define
the difference, how can we expect respondents to do it in a consistent manner? To what extent
are our distributions of married couple households and non-couple households distorted by the
lack of a common-law partner category or definition on the form when common-law partner is
included in our official definition of a married couple family?   And what are the policy
implications of distortions in the relative proportions of female householder families, male
householder families and married couples?   

4.1.5.2.  Relationships of Children with Adults:

In addition to the lack of respondent consistency on a relationship term for unmarried partners,
there is an inconsistency in what relationship terms should be used between a child and his
parent’s unmarried partner.  Currently, there is no term on the census form for this unique
relationship.  Technically, the child of one’s unmarried partner is a nonrelative, but seven of
Hewner’s 25 respondents felt that if  the unmarried partner is living with the child and acting as a
parent, the child should be called that partner’s stepchild or child, rather than a nonrelative.33  In
only one of these white cases was the non-parental adult listed as Person One, so we have only
the one case to observe how this relationship to unmarried partner’s child was marked on the
form; in this case it was done correctly, with the child marked as a nonrelative.  We might want
to keep this in mind in later research, looking for cases of unmarried couples with coresident
children, to see how often the child is listed as the child, stepchild, or adopted child of the
nonparental adult.

Hewner notes that in common law marriages,  the partner is often defined as a relative or as
family.  In seven rural white households, she found that the children from a previous marriage or
relationship are usually called stepchildren to the unmarried partner.  Whether respondents would
actually mark this on a census form is not known.  This was found among the  Latino sample as
well.

This is one example of a fictive relationship - considering a nonrelated person to be part of the
family with some kin role.

We recommend adding a new nonrelative category to the census form: unmarried partner’s child.
Cognitive testing will reveal how this category is perceived and used by respondents. 
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4.1.5.3.   Relationship of Adopted, Step and Other Children to Parent

There were nine rural white households with adopted children. Respondents were reluctant to
mark the category of “adopted child.” There is a consensus that a legally adopted child is the
same as a biological child.   In Hewner’s view, adopted child should be included in the same
response category as a biological child, rather than in a separate category as is currently done. 
All of the adopted parents referred to biological and adopted children in the same way.

One additional situation that needs attention is what relationship should be marked for the child
of an adopted child.  Two of Hewner’s respondents just referred to such a child as a grandchild,
while others called the child of an adopted child the same thing: adopted child.  This latter
strategy masks the three generational nature of these relationships. This situation, though
somewhat rare, was identified in project interviews with some white households as well as
Navajo households.

Hewner went on to say that when respondents were asked to define “son” and “daughter” they 
included adopted foster, step, and fictive children, children-in-law and biological children.  She
feels we should have one category for children, not have separate categories.  Tongue pointed out
that Navajos would never on their own identify children as part of one of these subgroups; they
are all loved and considered to be their children.

The drawback, however, is that lumping adopted, step, and biological children into one category
is going backward to methods used in the 1980s.  This would reduce the precision of relationship
categories and household types at the very time that relationships and household types are
diversifying as a result of increasing immigration; increasing rates of divorce, remarriage, and
blending of families; increasing numbers of grandparent-maintained and other multigenerational
living arrangements, and other demographic factors.  The author think the specific categories for
children should be retained because of the detail they provide on changing household
composition. 

4.1.5.4.   Fictive Kin

Above, we identified one type of fictive kin: children of a previous spouse who are considered to
be and designated as the stepchildren of the current unmarried partner. In another case, a number
of years ago, the respondent and her husband informally adopted the unwanted baby of an
unrelated teenager, had their own names put on her birth certificate as biological parents, and
raised her in an informal adoption.  They call her their daughter, even though she is not related to
them by blood or marriage.  An adult now, she moved out of their house, had a child, and acted
very irresponsibly.  When the state threatened to take the child from his mother and place him in
foster care, the respondent and her husband went to court to get custody.  She said they are his
“court appointed guardians.”  We don’t have a relationship category for “court appointed



34  Ackerman (2002: 11) notes that Colville Indian women between the ages of 25 and 40
who establish stable residences to raise their children may also take in more distant relatives as
well as unrelated children.  “The adoption of unrelated children is so common that a term
referring to them is used on at least three reservations.  They are called ‘take ins.’” It would be
interesting to learn what relationship category Colville Indians mark for these unrelated children
they take in.
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guardian.”  On the census form, the respondent marks this boy as her grandchild; he is really a
nonrelative.  There were cases of legal guardians among the African American households too.34

Hewner goes on to identify several other types of fictive kin: adopted fictive kin, divorced affinal
relatives (those based on the previous marriage), and divorced consanguineal relatives, by which
she means relatives who are no longer considered to be relatives because of  nonperformance of
roles or some type of falling out.

We don’t know of any research on the extent to which respondents list nonrelatives as relatives
on the census form. This might be an interesting topic to explore.

4.1.5.5.  Definition of Household

There is no clear consensus among the rural white respondents on the meaning of “household.” 
The closest definition, according to Hewner, is that household means a family unit.  It is not a
place where you live and stay.   Hewner found that boarders who used the same door as
household members were viewed as household members while renters using a separate entrance
were not.

4.1.5.6.  Reasons for Living in a Complex Household

According to Hewner,

Complex households in this population were formed for both functional and
economic purposes.  Respondents often formed complex households for
companionship and to pool economic resources.  Often complex households were
formed to assist someone who was not able to manage on their own.  This
included frail elders, children in need of adoption or foster care, and age peers
who were ill. (Hewner 2000a:  32).

She identified three themes in the reasons respondents of these gave for living in a complex
household.  
In eight households, someone else needed it.  In some cases, complex households were formed to
assist a child or grandchild, and in others, temporary complex households were formed to



35 This respondent raises an interesting point.  If the enumeration of a household is
conducted during the summer vacation when college students are home from college, should the
college student be listed on the household census form or not?  Since we start conducting our
census coverage evaluations in July, are some of the erroneous enumerations of college students
possibly the result of doing interviews when college students who were living away at the time of
the census are back home for the summer?
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provide care for an older person.  In eight cases, the respondent chose to form a complex
household, and in eight other cases, it just happened.

4.1.5.7.Mobility in and out of Households since Census Day

According to Hewner’s report, 16 households had some movement of members between
households and/or facilities between April 1, 2000  and their interview date four to ten weeks
later. Of these, two households had permanent moves out.  The fiancé moved into household 419
and a mother moved permanently to an assisted living facility.

In twelve households, persons cyclically moved in or out.  In two of these households, husband
and wife snowbirds returned to their New York homes. In eight other homes, children moved
between shared households.  According to Hewner, the custody arrangements of these children
were very clear so in most cases, there was no problem deciding where they should be counted.
 
In two households, a college student returned home for the summer.  The respondent in 
household 415 was confused about whether this college student should be listed as residing in
this household on the interview day in May when the college student was not supposed to be
listed in this household:

I know when we did it [the actual census form] we didn’t include college children. 
Do you want me to include her–she’s home now, but she was away at college
during the school year.  All right, she’s here today if you don’t want me to go by
April 1.35

 There was one additional household with a person on a cyclical pattern of movement. 

Household  407   The respondent’s husband is an over-the-road truck driver on a weekly cycle. 
During the week, he sleeps in the cab of his truck, but returns to his house to sleep on the
weekend.

According to our residence rules for mobile persons, people who cycle weekly between
residences are to be counted in the place where they spend the most nights, for apportionment
purposes.  In this case, the man sleeps in his truck but parks it in different places each night.  The
residence rule that applies in this case is “Person lives in this household but is temporarily absent
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on Census Day on a visit, business trip, vacation or in connection with a job (e.g. bus driver,
traveling salesperson, boat operator).”

The third category of movers involves those who move out for unknown durations. Three
households fall into this category:  one household already counted above and two others.  In one,
two temporary boarders moved into household 410, but they will be returning to their regular
residences soon.  In another, two young adults moved out - one to move in with grandparents to
provide care and the other to move into his own apartment.  In the last of these households, one
person left to take a job in a distant state.  His residence is currently ambiguous:

Household  425    The respondent and her husband allowed their adult son, his wife, and his child
to move into their large house in New York two years ago to help him out because he was having
financial difficulties. Last August he moved to a distant state for employment purposes.  His wife
and child continued to live in this house during the time the respondent and her husband were
living in the south for the winter. The plan had been for the son’s wife and child to go join him in
the distant state after he had settled in. The respondent and husband  would like their son’s wife
to move out now that their son is settled, but the daughter-in-law has made no plans to move. 
The respondent says that her son sends money back to his wife and calls every day to talk to his
wife and child, but as of now, there are no plans for him to move back here.    Hewner concludes
that this man is  part of the household emotionally and financially, but he’s been gone for more
than half of the year.  The respondent sums it up nicely: 

His status as a household member working elsewhere is hard to classify.  He is
emotionally like a long-distance trucker - very much part of the household from a
distance.

This is a very interesting case from the standpoint of household type and economic status.  As of
Census Day, the only people physically living in the house were the daughter-in-law and her
child.  This would have been classified as a female householder family household and it would
appear this woman was independently supporting her child in a large, expensive house.  We
would have no indication that this woman is married and receiving money for expenses from a
spouse, because he is living in another state and hence is not listed on the form, and we do not
ask marital status on the short form.  We also would have no indication that this woman is being
subsidized by her parents-in-law, who own the house and pay almost all of the bills, with only a
nominal monthly payment from this woman.  Several months later, at the time of the interview,
the owners of the house return and complete the mock census form.  Now the household type
appears to be married couple family of three generations, but they don’t function as such.  The
married couple stays downstairs while the daughter-in-law and grandchild stay upstairs; they
cook and eat separately and rarely mix. The atmosphere is tense.

In summary, the important factors for household type and relationships and accurate enumeration
in the census identified in the rural white ethnographic study include 1) lack of consistency in
how cohabiting couples mark the relationship category for their coresident significant other as
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husband/wife, unmarried partner or some other category; 2) lack of instructions on the census
form that indicate persons in common law marriages should mark themselves as “husband/wife”
rather than as unmarried partner, to be consistent with our technical definitions; 3) lack of a term
on the census form for unmarried partner’s child that means that some households that have a
parent, his/her child, and an unmarried partner may not be identified as family households when
the non-parental adult is designated as Person One on the census form; and 4) lack of a category
to designate persons in one’s care and/or custody, such as in the “adult foster care home”
(household 410).  Each of these factors could affect the accuracy of the distribution of household
types in data products and reports.  Other factors that may or may not affect household type
include 5) “intention to move” at some point in the future may be associated with decisions about
whom to include on the household roster in censuses and surveys; those who are only staying
temporarily, or those whom the householder only wants to stay temporarily, may be omitted from
the census form; and 6) complex households may form to provide care, essential services, and/or
companionship to people who cannot manage on their own, and those who move in temporarily
to provide care may or may not list themselves as household members on the census form.

Based on the results from this study we recommend qualitative and quantitative research to
examine underlying assumptions that answers of  “husband/wife” and “unmarried partner” to the
relationship question are valid and reliable indicators of marital status. We are not aware of any
previous statistical studies that assess the correlations between the marital status question and
these relationship categories. As a result, we recommend conducting: 

quantitative analysis with unedited Census 2000 long form data to determine the
correlations between marital status and these relationship categories for different ethnic
groups.  At present these data are available only in state-level files and a national level
file would need to be developed for this analysis;   

qualitative exploratory research on the meanings of marital status and associated
relationship terms in different ethnic groups and how differences in the meanings and
usages of these terms affect the validity of the household type variable that distinguishes
“married couple” families from “other families;” and

qualitative cognitive testing to compare answers persons give to standard marital and
relationship survey questions with answers they give to retrospective questions designed
to ascertain whether persons are formally married or not and how long they had been
living together.

We also recommend the addition of a new relationship category, “unmarried partner’s child,” to
the relationship question to more accurately reflect the number of unmarried partner households
with children.  One author and Jennifer hunter are conducting research on the feasibility and
appropriateness of another new relationship category, along the lines of “person in custodial
care,” supported by the 2010 Content Research and Development Working Group.



36 This study was done with the same methods and the same core questions as the other
ethnographic studies in this report, but was done two years later.  This new study was done to
replace the earlier African American study done in 2000 by another researcher, which had
methodological issues.

37  Tongue had a few similar cases of grandparents (informally) adopting their
grandchildren when the children’s parents either died or could not care for them. 
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More details on these suggestions will be provided in the concluding section.

4.1.6  African American Complex Households

Holmes and Amissah conducted ethnographic interviews in 25 complex African American
households in southeastern Virginia in the spring and summer of 2002 (Holmes and Amissah
2002, Holmes forthcoming).36   The respondents ranged from low to moderately high income. 
Nine of these households would be characterized as married couple households.  Fourteen of the
households were female householder family households and the remaining two were male
householder family households.

In one of the latter two, the male respondent was living with his nephew and his roommate.  In
the other one, a man was living with his children in a non-complex household.  The average size
of the African American households ranged from two to seven, with a mean of 3.2 persons.

Within these general household types there is a great deal of diversity in the kinds of coresident
relatives, such as grandparents, grandchildren, nieces, nephews, a grandnephew, children, foster
children, and cousins.  Six of the nine married couple households were comprised of married
grandparents who were caring for grandchildren and other relatives’ children or others.

Household 707.  The respondent identifies six people on her mock census form: her husband,
two adopted children, and her grandchildren.  During the open-ended interviewing, it was learned 
that the two adopted children were actually her grand-nephews: her sister’s two grandchildren. 
They have been living here since they were infants. At first they were brought here temporarily in
the hope that their mother (respondent’s niece) would overcome her drug problem and be able to
provide a home for them, but she died.  The father of one of the boys died too; there was no other
family member who came forward to take them in.  The respondent and her husband adopted the
grand-nephews.  More recently, the couple obtained legal custody of their grandchildren and are
raising them because their adult child is not able to care for them.  One of them is less than five
years old.   The husband and wife came  out of retirement and returned to work so that they could
support the children, but she retired again to care for them.37  

Had we just received the completed mock census form this respondent in the mail, we would not
have known if the adopted children were nonrelatives or relatives, or the exact nature of that
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relationship, or the fact that it was a skip generation relationship, and a household extended both
laterally and lineally.  We would also not have learned that this couple has legal custody of their
grandchildren and expects them to live there for a long time.  This information is needed for
identifying households in poverty and accurately describing their characteristics, including
whether they are grandparent-maintained households.

Household 712   The respondent listed her mother as the householder, herself, her husband, three
natural-born children and one person with no relationship marked.  In the open-ended discussion,
Holmes learned that the respondent, her husband and children had moved into her mother’s
house as her mother was recuperating from an operation.  This coresidence with her mother was
mutually beneficial.  They would provide care to the mother during the mother’s convalescence
and, by saving money on housing expenses, would be able to pay off very high medical expenses
from a family member’s illness and start to save money to buy a house.  They became aware of
children from a household nearby who were unsupervised for long hours.  The authorities had
been to that house, but the situation did not improve.  Very late one evening,  a young child from
that neighborhood was out walking in the rain, dazed, and dressed inappropriately.  The
respondent and her husband took him in, cared for him, and called the authorities.  The following
day the judge told them that if they didn’t take legal custody of the child, he would be placed in a
foster home.  They agreed to take legal custody, not knowing that they would be taking on full
responsibility for the child without any financial help for raising him while they were still trying
to pay off their medical bills. Despite this, they have welcomed this child into their family.  
During the interview, the respondent didn’t fill in a relationship for this child on her mock census
form because there was no category that fit this situation.   He was not related to her, but she was
raising him.  Foster child just didn’t fit, so she left it blank.  In everyday life, she refers to him as
her child, though they are not related.

In addition to these two households, Holmes had six others where an adult had legal custody of a
child.  Household 712 was the only one of these eight where the child in legal custody was a
nonrelative; all of the other cases involved relatives: grandparents, aunts, and, in one case, a
sibling, accepting legal custody for one or more children.  

Holmes suggests that there are potentially large policy implications concerning children in legal
custody status. What are the differences between children in legal custody, foster children, and
adopted children and how do these affect the families in which this occurs?  She suggests the
need for research on legal custody and what this entails. She also thinks that we should consider
adding the category of “legal custody” to the relationship question, but it is not clear whether
respondents would be willing to mark a category for informally adopted children that might
indicate there’s no legal status.  This would necessitate changing the instructions from marking
just one relationship to marking more than one, because it is likely that most of the children in
“legal custody” are relatives, rather than nonrelatives.  Craver also suggested allowing
respondents to mark more than one category to overcome the problem of recording a relative as
an “adopted child” on a census form.  The choice of adopted child masks the biological
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relationship and the dynamics within the multigenerational family.  We will discuss this again
later.

In these two cases, African American families responded to family or neighbor crises by stepping
forward and taking on the legal and social responsibility of caring for children who would
otherwise have gone into the formal foster care system.  Holmes says that there is a strong theme
of the obligation to protect children from bad environments running through these interviews. 

She also notes that the role of the extended family is critical to the social functioning of these 
households. While family crises of some members led to the formation of these complex
households, these households reveal expectations, responsibility, role flexibility and mutual
support for kin and nonkin alike.

4.1.6.1.  Definition of “Household”

Holmes points out that the ideal family type in mainstream America is the nuclear family, as
typified by Ozzie and Harriet and their two children on television some decades ago.  Daniel
Patrick Moynihan (1965) compared African American families to this ideal family type and
found a lower proportion of married couple families and a concomitantly higher incidence of
female-headed families.  In his view, the data indicated that African American families and
households were dysfunctional.   Many subsequent studies perpetuated this interpretation of
African American households.

Since then, there has been a paradigm shift in the social sciences in the direction of cultural
relativism: examining African American families, households and networks non-judgmentally in
terms of their particular characteristics and strengths, and resiliency in the face of discrimination.
Carol Stack, an anthropologist, (1974) was one of the early proponents of this view.

Holmes quotes Billingsley:  

The key to understanding African American family structure is to see the whole
picture with its many variations and to note its flexibility. Billingsley (1992: 45). 

One of her respondents had this to say:

A household is any group of people who have consented to live as a family.  I
think given a lot of what exists in African American communities that our
definition of the family is not the Ozzie and Harriet mode.  Our definition of
family tends to mean a close, loving relationship of people who live in the same
house...These relationships may or may not be biological, but at the same time
there are parental and child roles...Relationships exist where people in the
household are committed to taking care of each other and depending on each other
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for their survival.  As a result, more and more African American families are
looking like that.  It is not dysfunctional in the manner that society would ascribe
to the way our families are functioning.  In many ways, because African American
families are more than willing to take on the responsibility of other members of
the family, it has a tendency to be very smoothly functioning, and it works for a
lot of our families.  As a result, this has become and always has been a survival
technique in our community.  This is one of the ways that we can ensure that our
children can grow up to be productive adults and our neighbors’ children become
productive adults.  

It never has been within our culture to operate as nuclear families.  My only
concern is that a lot of us have gotten away from this because we have been so
busy trying to pattern our families after something that is unrealistic for us... As
we get back to the basics, of making sure our community survives, irrespective of
who the parent might be, that is how our community will be even more stable than
it already is. (in  Holmes 2002: 20-21).

When Holmes and Amissah asked their respondents how they thought African American families
were regarded by the white culture, almost all of the respondents in this study said that African
American families are viewed negatively and stereotyped by the media. Holmes quotes one
grandmother:  “It seems they want to think that we are not capable of raising our families the way
they are capable of raising theirs” (Holmes 2002:  22). They were also sensitive and concerned
about the image of the “absentee” or “invisible” black male, Holmes reports, and wanted people
in the dominant culture to learn about the importance of nephews, uncles, brothers, grandfathers,
and nonrelated males in family life.  The researchers report that the perceptions of African
Americans of the negative views and stereotypes of their families by non-Blacks has led to
mistrust and reluctance when African Americans are asked to participate in surveys, censuses and
other research, and may be a source of undercounting.

In asking respondents to define “household,” the researchers found that the concepts of
household and family were often used interchangeably, but household could also include other
relatives and close nonrelatives who were considered fictive kin.  The definition of “household”
that emerged from the African American respondents is conceptualized, not in terms of a specific
dwelling, but rather in terms of how people live and contribute to the overall functioning of the
household.  There are clear expectations that individuals should share in doing chores, pooling
resources, and sharing responsibilities (instrumental tasks), as well as provide emotional and
psychological support (expressive contributions). As one respondent put it bluntly: 

It doesn’t matter what you contribute, but you must contribute. (In Holmes 2002:
22). 
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The theme of survival, sharing of resources and racial identity underscores this definition across
socio-economic levels, according to Holmes. It is a part of the history and culture of African
Americans.

African American households are embedded in extended family and social networks.  All but one
of her respondents talked about the importance of these wider networks in providing support to
their complex households, including financial help for single mothers.  Grandmothers, aunts,
sisters and close female friends  provide emotional support and everyday assistance to children. 
Fictive kinship is extensive in the African American community.  

Several expressed this closeness by referring to their best friends as “sister” and
the children referring to them as “aunt.” The support of other women seems
essential to making things work and managing the responsibility of their
household.  (Holmes 2002: 19).

There is also a strong cultural obligation among African Americans to “lift while you climb,”
according to Holmes. The higher African Americans move up the economic ladder, the wider the
network of kin they are supposed to assist in climbing that ladder too.  She offers the example of
graduation ceremonies at the historically black college where she formerly taught.  Many
relatives attend the ceremony to celebrate with their family member being awarded the degree;
the graduation is the accomplishment of both the graduate and the extended family.

4.1.6.2.  Who is Person One?

In two cases, respondents listed children, instead of a householder, in the space for Person One. 
As a result, all relationships are reckoned from the child, rather than an adult who owns or rents
the housing unit.

In household 725, the respondent listed herself as Person One, then recorded information about
her nieces and a roommate.  As the interview progressed it became clear that this woman should
not have listed herself as Person One, because she had just moved in recently for a temporary
stay and would be leaving within six months after she had straightened out her financial
situation.  Her niece should have been listed as Person One because the niece had lived in the
apartment for a number of years and was taking care of her younger sister.  When queried as to
why she listed herself as Person One, the respondent said it was because she was the oldest one. 
Holmes’ description of this woman’s feelings about her situation  underscores the obligations of
African Americans to provide support to family members:

Aunts provide moral and financial support to children in the family. Over the
years she had been the family member who had taken in relatives and provided
economic support to extended kin.  The respondent characterized her current
living situation as ironic.  She moved in for economic reasons and felt more



38  Limits on the number of persons allowed in a housing unit was also a factor in
undercounting in the Korean and Latino studies, according to Kang and Blumberg/Goerman.
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comfortable living with family than with a possible unrelated roommate (Holmes
interview summary).

4.1.6.3.   Ambiguous Residence

In three African American households there was ambiguity about the residence status of at least
one person.

Household  704   A female householder lives with her two sons and a niece.  Her nephew, the
niece’s brother, is a young adult who is not settled and comes back and forth from another state.
He comes several times a month, occasionally gives her a small amount of money, and receives
his mail there. She does not know what his other address is.   This sounds like a person with no
usual residence who is in danger of not being counted in the census if this respondent doesn’t list
him.  She might not list him; there are limits on the number of people her landlord will allow.  

Household  706  A single young woman lives here with her children.  When her younger sister
walked in, the respondent said that this sister stays here off and on.  The child’s father helps out
with finances and disciplining; one of his relatives came in and went to sleep on the couch during
the interview. How many people really lived here?  This respondent also had limits on the
number of persons allowed in her housing unit and may have deliberately not listed her younger
sister and her boyfriend’s relative on the form to reduce the chance the landlord would learn she
had too many people living there.38

Household 721   The respondent, her husband, and a grandchild live in this home.  At present,
she is taking care of her sick, elderly mother for four months.  This respondent, her brother, and
her sister take turns caring for their mother in their homes for four month intervals.  Her brother
takes care of their mother’s financial affairs and pays most of the bills.  This elderly mother has
no one place where she stays most of the time; she moves among her adult children’s homes at
regular 4 month intervals. It would seem that the place she is living in on Census Day should be
the place at which she should be counted, but the person at that house might not list her because
she is just there temporarily.  

4.1.6.4.  Reasons for Living in Complex Households

The African American households included in this study formed due to divorces, separations,
single parenthood, blended families, caregiving, child neglect, drugs, incarceration and death.  In
many of these cases, relatives, both close and distant, as well as some nonrelatives, opened their
households to take in grandchildren and others directly or indirectly affected by these events,
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even when it meant they came under more stress and they had to make adjustments, such as
coming out of retirement to work again.  As Holmes says, 

The recurring themes of duty, obligation and sacrifice to help family and friends
are a consistent response. There was a unifying theme that when family members
are in need of assistance one has a responsibility to help. (Holmes 2002: 36).

Factors identified in this African American ethnographic study that may affect household type,
relationships, and the accuracy of the census count include: 1) further evidence that the use of the
“adopted child” category can mask biological relationships and the extent of household
complexity (in this case, the laterally extended nature of household 707 due to the adopted
children being “grand nephews”); 2) the emphasis on the wider kin network of grandparents,
aunts/uncles, adult siblings, and others in the African American definition of  “family” over the
ideal of the independent nuclear family model in mainstream American society; 3) the definition
of a household as those who share in doing chores, pooling resources, and sharing
responsibilities as well as providing emotional and psychological support, rather than in terms of
shared space in one physical dwelling, as we have seen in the Navajo and Inupiaq studies; 4) the
new relationship category of “legal custody” that falls between foster child and adopted child, but
is neither of these; 5) fear and mistrust of the government and its motives in collecting data,
based on past patterns of discrimination, and possible omissions of persons to protect access to
housing limiting the number of residents; and 6) errors in determining who is Person One,
through misunderstanding of how to list persons or because of a deliberate choice of a respondent
to mark something different.  

Recommendations arising from this study include incorporating questions about adopted child
and “legal custody” into semi-structured research on the relationship question that will be
conducted in the near future; and more research to identify the potential benefits and adverse
outcomes people take into account in weighing who they will and will not list on the census
form.  

We think there would also be use in further research on how people determine who should be
listed as Person One.  In household 725, the respondent deliberately listed herself as Person One,
even though she arrived recently and would be moving out as soon as possible, because she was
the oldest.  

4.2   How well do the Census relationship question and categories capture emerging
diversity of household types?

4.2.1.  Limitations of the Method of Reckoning All Relationships to Person One Alone

The Census Bureau method of identifying relationships within the house by asking how each
person is related to Person One has definite limitations.   The first limitation is that
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interrelationships among other persons in the household can be masked and not be identifiable
either from the census form itself or in the data we produce.  The second is that the classification
of household type may change, sometimes dramatically, depending on who is listed as Person
One, possibly distorting the distribution of household types that are used in developing programs,
implementing the poverty definition, and allocating funding.  The third is that we may not be able
to ascertain whether Person Two is the biological parent of a coresident child in unmarried
couple households and in some married couple households.

Here are some actual cases where the first two limitations–masking of interrelationships within
the household and alteration of household type–become apparent during interviewing following
the completion of mock census forms by respondents in this study:

In household 407, a rural white woman coresides with her child and her unmarried partner.  He
was listed as Person One, so the woman is marked as his unmarried partner and the child is
classified as an “other nonrelative.”  The woman/child relationship is completely masked.  As a
result, this household is classified as a male householder nonfamily household.  Had this woman
listed herself as Person One, the mother-child link would be identified and the household would
have been classified as a female householder family household.  This very dramatic variation in
household type for the same household is due to reckoning relationships only to Person One in
the situation where her unmarried partner without children of hiw own occurs, we might look at
the ages of the unmarried woman and her child, and consider it very likely that this youngster is
the child of Person Two, but we cannot resolve this conclusively.  We recommend the addition of
a new relationship category to identify masked families such as this: “unmarried partner’s child.”

This household can show us the third limitation of reckoning relationships to Person One if we
now list the woman in this household as Person One.  As noted, the youngster is marked as her
child, revealing the family nature of this household, while the man is marked as an unmarried
partner.  In this case, by reckoning relationships only to Person One, we cannot learn how the
man is related to the child; he could be a nonrelative, but then again he could be the biological
father of the child in this female householder family household. 

Many researchers, policy makers and other data users may erroneously assume that “female
householder family households” listed in census products are single women raising children
without any coresident man–often referred to as “female-headed households”–but this is not
correct.  Some proportion of female householder family households in census tabulations include
a coresident unrelated man who may or may not be contributing money to the household; in some
cases this man might be the children’s biological father.  Thus children in some “female 



39  London points out another caveat in attempting to determine the number of single
mothers from the number of female householder family households from CPS data.  She
distinguishes four living situations of single mothers: 1) mothers who live solely with their
children, 2) mothers living in their parents’ households with their children, 3) mothers and
children cohabiting with an unrelated man, and 4) mothers and children sharing a place with
others.  According to her analysis, in 1995, close to a quarter of single mothers lived in
households where someone else was listed as the householder: a parent, other relative, friend or
partner (London: 1998).   
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householder family households” as well as in some “female householder nonfamily households”
may be living with, and being supported and raised by both biological parents!39

In case 102, four unrelated Latino adults shared a trailer.  The female respondent lists one of the
men as Person One, even though he just recently moved in, is not the owner or renter, and hasn’t
contributed money to the household.  She lists the actual owner of the trailer next, and marks this
woman as the unmarried partner of Person One.  Finally she lists the other man and herself as
roomer/boarders.  By reckoning relationships just to Person One, we do not learn that persons
three and four are also unmarried partners: this relationship is masked.   Our Technical
Documentation does clearly state that in the census we only count one married (or unmarried)
couple per household, so we are aware that we are undercounting the total number of married (or
unmarried) couples in the population, as this case demonstrates.  It should be noted that choosing
the wrong person to be Person One in household 102 altered the household type from what it
should be–female householder nonfamily household–to male householder nonfamily household.

In case 119, a Latino immigrant lives in a trailer with seven other men who are unrelated to him;
this is therefore classified as a male householder nonfamily household.  However, there are two
unrelated sets of brothers in this household.  If one of those five had been Person One, this would
have been classified as a male householder family household. In this case, it is impossible to fully
describe the complexity of this household by reckoning relationships only to Person One; no one
person as reference person would allow the combination of two sets of brothers and three persons
unrelated to anyone else to be identified.

In the following cases, household type remained the same but relationships were masked:

A Navajo grandmother listed her son, daughter, and grandson on her census form.  We might
think it is very likely the grandson is the child of the adult son or the adult daughter, but we can’t
be sure. In the followup interviewing, Tongue ascertained that the grandson is not the son, but the 
nephew of both the adult son and adult daughter.  He came to live with his grandmother when his
mother died.  This is revealed as a laterally extended household, although the Census Bureau
does not currently tabulate this type of household composition.           

A rural white woman listed her husband and her two foster children on the form.  This masks the
fact that the foster children were siblings.
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A fourth problem with reckoning relationships just to Person One is that some respondents chose
the wrong person to be Person One, either by mistake or by design.  Two African American
respondents listed children as Person One, while another listed herself because she “was the
oldest” (she was not an owner or renter and was only staying temporarily).  Two Korean
respondents erroneously listed their nonresident children as Person One because the nonresident
children had signed leases and rented the apartments on behalf of their parents who had no credit
ratings.  One Latino man listed the absentee trailer owner as Person One.  In these Korean and
Latino households, the listing of a nonresident owner/renter as Person One threw off the
household types.  Two Latino women respondents identified men in their households as Person
One, even though they were not the owners or renters, as we saw in one example above.  Several
Navajos identified an inappropriate person as Person One.  In many cases, these errors in
choosing Person One not only led to erroneous classifications of their household type, but also
resulted in errors in the number of persons counted in the household.

These are just a few of the types of household composition that can be masked by collecting
relationships just to Person One.  Martin (1998) also talks about the problem of getting different
rosters and relationships depending on who is the respondent in the household.

Masking of relationships–particularly those in unmarried partner households–can bias the
distributions of  “household type” that are used in many census and survey publications, to
unknown degrees.  Masking can distort household structure data used by researchers, policy
makers, businesses, and others, to determine 1) how money is allocated in federally funded
nutrition and education programs, 2) how poverty is defined and poverty funds are allocated, and
3)  how single parent and  grandparent households, as well as those providing care to coresident
elderly parents are identified and targeted for programs.  

In Wave 2 of SIPP, the interrelationships of all persons in the household are collected in a
household-level grid format that is transparent to the respondent, because SIPP is interviewer-
administered and the instrument is in Computer Assisted Personal Interview (CAPI) format. 
Practically speaking, there is no way to design such a household-level relationship grid for a
mailout form and expect respondents to understand and complete it.

However, it is possible to design individual-level questions to collect the relationship of each
person to everyone else.  This was actually done on the United Kingdom’s 2001 household
census form for England (see Appendix A).  We understand that the United Kingdom Office of
National Statistics did conduct some pretesting of this method and requested copies of their
reports, but did not receive them by the deadline for finalizing this report. 

We recommend development and testing of an individual-level question, along the lines of the
England census form question, to identify all interrelationships in the house as a way to
overcome all of the problems of reckoning relationship to Person One–masking of
interrelationships, variations in basic household type, and lack of ability to identify both
biological parents in unmarried households and in some married couple households.  We are
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quite aware that this would be a big change and that this new way of collecting relationships will
take up considerably more space, but we think the potential payoff in accuracy of relationships
and household types justifies preliminary question development and testing.

4.2.2.   The number and types of relationships that are specified in stand-alone response
categories set limits on the types of complex households that can be identified.   

The relationship categories used by the Census Bureau reflect the relationships in our society
deemed most important to specifically delineate at the time of each census and our norms for
household composition.  These categories express relationships based on kinship and marriage,
cohabitation, and on economic (e.g., housemate/roommate) and/or legal ties (e.g., adopted child,
foster child).  

In the 1970 Census, just five relationship specific relationship categories were printed: household
head, wife, child, roomer/boarder/lodger, and inmate/patient.  Since the 1970 census, our country
has diversified and every subsequent decennial census has had an increase in the number of
relationship types deemed important to delineate specifically with their own stand-alone response
categories (see Table 1).  Most of these changes were to further delineate relationships in nuclear
families and blended families, and to identify grandchildren and unmarried partners.  The
addition of new stand-alone categories for parent-in-law and son-in-law/daughter-in-law made it
possible for Population Division analysts to analyze expanded data and write the first report on
three and four multi-generational households in this country with a lineal focus: grandparent,
parent (or parent-in-law), child (or child-in-law), and grandchild.

While we have been making steady progress in capturing more diverse lineal household types,
we have just begun to explore more diverse lateral living arrangements with relatives such as
nephews/nieces, cousins, brothers-in-law/sisters-in-law, and uncles/aunts.  Evidence to support
expanding the relationship categories to specify more lateral relationships comes from our
complex households ethnographic study as well as from our analysis of  tabulations of Census
2000 data done by Population Division analysts.

Results from this ethnographic study of complex households in six race/ethnic groups identify
both  lineal and lateral extended family households.  For example, a number of the Latino
households were both lineally and laterally extended, including parents of respondents, as well as
brothers-in-law and sisters-in-law, nephews, nieces, and/or cousins.  Some Navajo households
included adult siblings, nieces and nephews, and grandparents and some African American
households included great nieces and nephews, adult siblings, and cousins.   
 
Results from analysis of tabulations of Census 2000 data also suggest the need to add new lateral
relationship categories to the 2010 census form.  In the Census 2000 relationship question, lateral
relationships, such as nephew/niece, uncle/aunt, cousin, and brother-in-law/sister-in-law, as well
as the lineal category for grandparent, were not listed as stand-alone response categories; they fell
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into the general category of  “other relative.”  However, there was a write-in line for “other
relative” and a sufficient number of respondents  availed themselves of the opportunity to specify
these relationships by writing them in that Population Division analysts assigned these
relationship terms to specific post-census coding categories.  

Using these data on write-ins provided by Population Division analysts, we calculated that 51.4
percent of the write-ins to the relationship question in Census 2000 were for the laterally
extended kin categories including nephew/niece, brother-in-law/sister-in-law, cousin, uncle/aunt,
and an additional 1.8 percent were for the lineally extended category of grandparent.  In all 53.2
percent of the write-ins were for categories that delineate lateral and lineal relationships.

Thus there are three very compelling  reasons to add these five relative categories to the
relationship question for the 2010 census: cost savings and the ability to better identify and
describe the growing diversity in this country.  First, moving these most frequently marked write-
in categories from the other relative category and printing each of them as a stand-alone category
should reduce by half the amount of professional staff time and cost thereof that has to be
devoted to recoding write-in responses in the immediate post-census period when so much work
must be done in such a short time.  Population Division is strongly in support of adding these
categories to the relationship question and there is open discussion about dropping the write-in
line altogether.   Second, the addition of these categories will help us to better identify a wider
range of complex household types as our population continues to diversify.  Third, respondent
friendliness will be increased–it is much easier and faster to mark a specific category, such as
brother-in-law, than having to hunt in vain for it, mark the other relative box, and write this in.

4.2.3.  The absence of definitions or instructions for cohabitors on choosing proper relationships
for partners may lead to inconsistencies in marking “husband/wife” and “unmarried partner”
congruent with our official definitions, possibly reducing the quality of data on relationships and
affecting the distribution of household types. 

The ethnographers present considerable evidence that there are inconsistencies in how cohabiting
couples mark relationships for each other and for a child of one of them.

There are three factors that may contribute to this: the first has to do with our categories on the
form not fully matching our official concepts;  the second has to do with different interpretations
of the meanings of “husband/wife” and “unmarried partner” in some subpopulations; and the
third has to do with unwillingness of cohabiting persons to mark “unmarried partner” on a
questionnaire.

First, according to the Census 2000 Technical Documentation, married couple households are
comprised of spouses who live together and husband/wife or spouse include those in formal
marriages and in common law marriages.  On the census form, there is no response category for
“common law husband/wife” and no instruction for common law partners to mark



40  The stigma associated with cohabitation has declined significantly since the 1960s.  In
the late 1980s, according to Bumpass (1990), only one-sixth of young persons disapproved of
cohabitation under any circumstances. At that time, he estimated more than half of persons in
their 30s had cohabited and more than half of recent marriages had been preceded by cohabiting). 
 

81

“husband/wife.”   The official definitions are not fully operationalized on the census form.  Faced
with a choice of “husband/wife” or “unmarried partner” some common law partners may mark
“husband/wife,”  others might mark “unmarried partner,” or something else, or leave it blank. 
Inconsistencies in responses may reduce the accuracy of the data and bias the distributions.

Hewner tells us of her nine respondents who were in cohabiting relationships and how they
varied; just four of the nine recorded themselves as unmarried couples.  The rest marked
categories such as husband/wife, other relative (2), other nonrelative (2), and housemate (1).  

Second, there may be differing cultural connotations of  “husband” and “wife” that may not  
necessarily be bound to formal marriage.  Tongue tells us that among the Navajo, the words
“husband/wife” are used to refer to “the one you are living with,” without the requirement of
formal marriage.   She quotes a Navajo as saying, “If someone is hanging out with someone in a
dating sort of way, then the partner just moves in and we call them married.”  Another says,
“Traditionally they say that once you bring a man home, you’re married.”  Here, there is a
cultural difference in the use of a term that may affect the accuracy of household type.

And, among Latinos, there was variation among respondents in whether the words used on the
Spanish language version of the census form, esposo/esposa, are used solely for couples who are
formally married or also include unmarried couples.  This is also a cultural and linguistic issue
that will be discussed below. 

Hewner gives another reason why cohabitors might mark themselves as married.  In her area,
common law marriages are common; some of the couples she interviewed had been together for
more than 30 years.  To them, “unmarried partner” or “girlfriend” weren’t appropriate for
describing their relationships.

Third, there were two cases where it was documented that respondents were unwilling to mark
the unmarried partner category on the questionnaire, revealing that they were cohabiting. In the
rural white study, one respondent expressed anger that she was forced to either lie (mark
husband/wife rather than unmarried partner) or break the law (by not completing and mailing her
census form). In the Korean study, a man who seemed to be in an unmarried partner situation
would not mark that category or even openly indicate it to the ethnographer, despite friendly
joking and probing by the Korean male ethnographer.  In relating this incident, the ethnographer
states that in Korean culture, such relationships are not disclosed to outsiders.  These two cases
suggest that respondents may not have marked the category because of lingering stigma over
cohabitation.40
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So, lack of instructions on the form as to how to classify common law partners, differing cultural
connotations of  husband/wife and esposo/esposa, and social desirability are some reasons why
cohabitors might be inconsistent in how they classify their relationships.  To the extent that they
mark categories other than “unmarried partner” we are getting inaccurate counts of married
couples relative to other families.

4.2.4.  The Relationship Categories are not Always Mutually Exclusive

While the relationship categories may seem to be mutually exclusive, there are situations in
which this is not the case; two answers may be correct from the viewpoint of the respondents. 
The choice of one or the other may cause household type to vary and sometimes to be masked. 
Craver notes that 40 percent of her Inupiaq mock census forms masked actual relationships and
hence household structure, because biological grandchildren were listed as adopted children on
the census form.  From the marked relationships on the mock census form, these appear to be
two-generation, single parent or married couple households with adopted children, but they are
really skip generation grandparent-maintained households consisting of a divorced, widowed or
married grandparent raising grandchildren.  We understand that Population Division would rather
have respondents mark adopted child than grandchild in cases like this, but this renders the
biological link of grandchild invisible and masks the skip generation nature of the household. 
This seems counter-intuitive to us.

Craver  recommends we try to develop some way to determine if children who are adopted also
have a biological relationship with the householder, and to identify what that relationship is. This
problem of marking adopted child rather than grandchild was not unique to the Inupiat; there
were also cases like this among the rural whites and the Navajo.  Blumberg and Goerman also
point to another situation where the relationship categories were not mutually exclusive:  the case
of the man who marked his niece and nephew as “hijo de crianza” (foster children).  

This practice of marking “adopted child” for grandchildren or other relatives may be leading to
underestimates of the number of multigenerational households in censuses and surveys,
particularly for the Inupiat.   The marking of the “adopted child” category for children informally
adopted is not consistent with the official census definition of adopted children as formally and
legally adopted.  A newly released first-ever report on adopted children (Kreider 2003)
acknowledges that Census 2000 data on adopted children includes children both formally and
informally adopted.  According to this report, Census 2000 recorded 2.1 million adopted children
and 4.4 million stepchildren.  These results were widely reported in the media on the day the
report was released.



41  Stephanie Coontz (2001) also seems to be arguing for the creation of a new caregiver
category for a person spending several days a week at an aging parent’s house providing care.
According to her, one in four households is providing considerable time and care to an elderly
relative, and the majority of householders say they expect to be doing so within the next decade. 

42  Brief descriptions of these types of caregiving households are included in Section
4.1.5.  Household 416 typifies the merged household for caregiving while household 410 is an
example of a board and care facility where “roomer/boarder” doesn’t describe the caregiving
relationship adequately.
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4.2.5.  Two new relationship categories for possible inclusion in the relationship question

Two new relationship types were identified by the ethnographers: caregiving/receiving
relationships and  person under legal custody.

Hewner suggested that a new household-level category be added to the relationship question to
identify caregiver households.41  Her recommendation was based on merged households in her
sample due to caregiving and a household in which a woman was providing board and care for
elderly women that couldn’t be adequately described in the relationship category
“roomer/boarder.”42  

There have been calls for a category reflecting an individual-level, care-receiving relationship
from within the Census Bureau’s Population Division, along the lines of  “person in custodial
care.”   This new category is proposed to cover two situations.  The first includes small group
homes providing board and care to people who are 1) disabled; 2) mentally retarded; 3) mentally
ill; 4) disabled; and 5) recovering from alcohol and drug abuse.  The second may include persons
who are marked on census forms as foster children, but who are age 18 and above, some of
whom may be in adult foster care situations very similar to that provided in household 410
described by Hewner.   Results of exploratory research on this topic have just been reported
(Hunter, Schwede and Aaker 2003).  Development and testing of a new category along the lines
of “person in custodial care” is currently under consideration.
  
Holmes also suggested a new category of relationship.  Hers appears to fall between adopted
child and foster child.  This is “legal custody” and she had eight cases where a “legal custody”
arrangement was found: seven cases for relatives and one for a nonrelative.  She writes that in
Virginia:

“Legal custody” means a legal status treated by court order which vests in a
custodian the right to have physical custody of the child, to determine and
undetermine where and with whom he shall live, the right and duty to protect,
train, and discipline him and to provide him with food, shelter, education, and
ordinary medical care, all subject to residual parental rights and responsibilities. 
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(Commonwealth of Virginia.  Virginia Family and Juvenile Laws and Rules
Annotated.  2001 Edition.  Richmond, Virginia). 

At this time we don’t know how many states have “legal custody” and whether their definitions
are consistent or not.  Holmes suggested that we should consider doing research on the extent and
nature of legal custody arrangements to assess whether legal custody should be added as a
relationship category. She asserts that there are major policy implications arising out of the legal
custody status and how it differs from the foster care and adopted statuses. She also thinks this
may have implications for the undercounting of children in the census.  

As she notes, adding this category would require changing the instructions to allow respondents
to mark more than one relationship category.  Holmes is not the only one to suggest changing the
instructions to allow more than one relationship to be marked for a person.  As noted earlier,
Craver found that Inupiaq adoption of relatives is quite common and that the forced choice of
one category masks important information about the relationships among these persons. 
Blumberg and Goerman noted that the man who marked hijo de crianza (foster child) could also
have marked niece/nephew and suggested other situations where the relationship categories are
not mutually exclusive.  Tongue just mentions in passing that some Navajo grandparents need to
get legal custody of their grandchildren in order to be able to enroll them in
school or get medical service when their parents are away working.   

However, adding a new category for “child in legal custody” would involve changing the
instruction in the relationship question to allow more than one answer; this would be a major
change that could potentially cause a lot of confusion for the majority of respondents who would
only have one relationship to the householder.  Perhaps research should be done to see how
widespread these problems with legal custody and adopted child relationships are.

4.3  Wider Issues Identified in this Study

There are five wider issues running through the ethnographic descriptive summaries studies that
we identify in this section.  They are 1) selected cultural, linguistic, and nationality differences
with census concepts, methods, and procedures; 2) language and translation issues and the need
for pretesting translated forms; 3)  conceptual differences in the definition and application of the
key census concept of  “household”; 4)  mobility patterns and respondents’ conceptions of who is
a household member that may not match our fundamental residence rule concept of “usual
residence”; and 5)  fear and mistrust of the government and pledges of confidentiality that may
affect response and coverage. 
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4.3.1. Selected cultural, linguistic, and nationality differences with census concepts, methods,
and procedures 

Most of the body of this report is devoted to ethnographic descriptions of the six ethnic groups
included in the complex households study: Navajos on the reservation in Arizona; Inupiaq 
Eskimos in Alaska; Latino immigrants in central Virginia; Korean immigrants in Queens, New
York; rural whites in western New York state, and African Americans in southeastern Virginia. 
Some of the most salient differences that may affect the quality of the census are the following:

4.3.1.1.  Latino naming customs  

Each Latino person has two last names.  The first is the name of one’s father, and this is the
principal name.  The second is the mother’s surname.  Non-Latino persons in the U.S. often
wrongly presume that the last one is the primary surname and this can cause problems.  There is
even more variation for Latino women; some continue to use their father’s name as their
principal surname, while others may add their husband’s name, preceded by “de.”  A woman may
thus have three surnames. The child would use both of his parents’ fathers’ names.  This may
result in the mother, father and child in the same household all having different surnames on a
census form. Ethnographers Blumberg and Goerman point out that there is not enough room on
the line for last name on the census form for Latinos to record their full names and respondents
may therefore vary in which names they record. These differences in naming customs and how
they may not be consistently applied on census forms may lead to difficulties and errors in
matching Latinos in reinterviews and coverage evaluations.

4.3.1.2.  Navajo matrilineal kinship system and different kinship terms

The Navajo matrilineal kinship system makes distinctions between relationships on male and
female sides that are not made in the bilateral kinship system used in the overall culture.  As
noted in 4.1.1., the Navajo kinship system differentiates the roles, rights, and responsibilities of
persons on the basis of relationship through the maternal or paternal sides and clan memberships,
whereas the mainstream American kinship system does not distinguish between them.  Paternal
grandparents are not the lateral equivalent of maternal grandparents and Navajos have more
relationship categories to distinguish these than are available in the modal kinship system.  The
grandchild of one’s son is a “nali” and the grandchild of one’s daughter is a “tsui.”  To deal with
the typical relationship question and categories on census and survey forms, such as
“grandchild,” Navajos first have to determine which side the grandchild is on before deciding
what relationship category to mark, sometimes writing in “nali” or “tsui” on the other relative
line, other times leaving the question blank.  The ethnographer notes that when “grandchild” was
checked by respondents on the mock census forms during her interviews, it inevitably meant the
child of one’s daughter, a “tsui,” never a “nali.”   
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Since Indian reservations are enumerated in personal visit interviews rather than by mail, a
special component could be integrated into enumerator training identifying this cultural
difference in kinship terms and specifying unique ways in which enumerators would ask
respondents to distinguish relatives on the male side from those on the female side so that the
enumerator could accurately record relationships.  Some system of data editing for Navajos
might also prove useful in ensuring the comparability of Navajo relationship data to that of the
whole population. 

The Navajos are not the only matrilineal American Indian tribe in the country.  Blumberg points
out (forthcoming) that six of the eight largest American Indian tribes groups are matrilineal.

 There are also patrilineal systems among other American Indian tribes that have similar
mismatches of native and mainstream relationship categories.   Special training of enumerators is
needed to identify these cultural differences and to handle them in a culturally appropriate
manner to get data consistent with those from mainstream American households.

Kang tells us that in the traditional patrilineal kinship system, Koreans have elaborate terms to
distinguish older grandfathers from younger grandfathers.  He did not mention that any
respondents added special modifiers to their census forms when completing them.

4.3.1.3.  Inupiaq customs of grandparents formally or informally adopting their grandchildren 

Craver documents a large number of skip generation households in which grandparents are
raising grandchildren who are considered to be “adopted children,” even though they may not
have been legally adopted through a court.   She notes that these grandparents may consider these
children to be both adopted children and grandchildren, and could mark two relationship
categories, or one or the other.  If the respondents choose to mark them as “adopted children”
rather than grandchildren, the pattern of relationships on the census form makes them appear to
be two-generation households, when in fact they are skip-generation grandparent maintained
households.  Hence this cultural practice may result in inconsistent marking of the relationship
category, over-representing the number of formally adopted children and underrepresenting the
distribution of multigenerational household types.  

4.3.2.  Language and Translation Issues and the Need for Pretesting Translated Forms

The Latino and Korean immigrant studies highlighted a number of issues that came up with the
Census 2000 form that was translated into Spanish and Korean, without pretesting in those
languages.  

These studies show that “foster child” and “adopted child” are culture-bound terms that apply to
specific social and legal institutions in the United States that may either not exist in other
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countries or mean something different.  They may not be understood by people from different
cultures and/or nationalities and may lead to errors in recording of relationships and issues of
cross-cultural validity.  

According to Census Bureau definitions for Census 2000, a “foster child” is a person under 18
who is placed by a government agency in a nonrelated household to receive parental care.
Americans who were born here and others who have become acculturated will understand this.  

The primary example of language and translation issues in this report is of the use of the term,
hijo de crianza for foster child on the Spanish language version of the Census 2000 form.  A
Latino respondent marked hijo de crianza, instead of writing in niece and nephew for his sisters’
children who were living with him.  According to Goerman and Blumberg, the Spanish term, 
hijo de crianza, refers to a child one is raising for a friend or relative and has no connotation of
taking in a unrelated child from a government agency with regular payments for that child’s care,
as shown in the definition above.  The reader may think that this is just one case and it may be
just be a fluke, but the same lack of congruity between hijo de crianza and foster child was
identified in two other recent studies by Carrasco: one with Spanish speaking respondents and
the other with bilingual Census Bureau field representatives.  We are likely to be getting
overcounts of foster children in Latino households because of cross-cultural and linguistic
differences in the meaning of  foster child and hijo de crianza.  Perhaps at least some of the
anomalous 10 to 15 percent of the persons marked as “foster children” who are above 18 years
old in Census 2000 are Latinos who had a Spanish language questionnaire and marked hijo de
crianza.  

Further, the majority of Latino respondents did not perceive any difference between hijo de
crianza and adopted child.  As a result of these problems, our tabulations for Latino foster
children and adopted children may be somewhat skewed. 

The Latino study also showed that the term “hogar” (for household) has strong associations with
home and the nuclear family.  When respondents were asked if it could also be used for extended
families, many agreed.  However, many did not think that the word was appropriate for
households comprised of non-related persons.  Goerman suggests we consider testing hogar and
other words.  

The Latinos also differed in whether unmarried couples should be recorded as esposos, the
translation for spouses.  One Mexican said that this is the way it is recorded in Mexico.  Others
insisted that esposo/esposa was limited to those formally married and marido/mujer
(husband/woman) might be more appropriate for unmarried partners.  However, there was
variation among her respondents and Goerman suggests there might be nationality differences
among Latinos in how these words are used and we need more research on this.  Use of the word,
“quedarse,” (translation for stay) on the census form may be problematic too.



43  Yuling Pan, our new sociolinguist, found a very large problem with the Chinese
translation for “stepdaughter.”  When the word on the form is read by people from some rural
regions of China, it sounds like the word for prostitute.  One of Pan’s early respondents broke out
laughing when she read the term but would not explain the problem.  It was only later that the
problem was identified.  A regular program of pretesting translated forms in languages other than
English would help to identify problems like this before the translated form is finalized and
mailed out.
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Tai Kang also reported that some of the translations on the Korean form were not functionally
equivalent.43  Foster child is a category that doesn’t exist for the Koreans: they have no such
cultural institution in Korea, according to Kang.  Additionally, foster child was translated as
“child under trusteeship,” which in itself is confusing. “Roommate” was just transliterated into
Korean characters, without providing any meaning, and Koreans did not know how to distinguish
among roommate, housemate, roomer and boarder.  He suggests that a gestalt approach be used,
looking for the concept in the other language, rather than trying to do a literal translation.

In Census Bureau documentation, an adopted child is one who has been legally adopted.  As just
discussed, informal adoption has been and continues to be a central part of Inupiaq Eskimo social
organization and forty percent of Craver’s households had children who were adopted, either
formally or informally.  Cases of informal adoption and the marking of the adopted child
category also were documented in the Latino, Navajo, and white studies.  As a result, we may be
getting more children marked as adopted children on census forms than there are formally and
legally adopted children in the population.  This is noted in the newly released report on adopted
and stepchildren in Census 2000 (Kreider 2003).  On the other hand,   Koreans were confused by
the “adopted child” category, because, according to Kang, Koreans will only take into their home
a close relative, not an unrelated person formerly unknown to them.  There may have been
underreporting of adopted children among the Koreans.

Relationship terms have evolved in the context of mainstream American culture and institutions
and may not be easily translatable into foreign language versions of the census form. Literal
translations of key terms into Spanish, Korean, and other target languages can lead to reporting
errors.  Special care needs to be taken in translating conceptually rather than literally, and in
conducting cognitive pretesting of foreign language versions of forms to determine if translated
terms are functionally equivalent before they are used in live censuses.

Cultural, linguistic, and national differences with census concepts, methods, and procedures such
as those presented here need to be identified, explored and taken into account when developing
forms, methods, training, and procedures.
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4.3.3. Conceptual differences in the definition and application of the key census concept of 
“household” 

There is a mismatch between the census definition of “household” and the definitions of
respondents in different ethnic and cultural groups that may lead to miscounting and
misclassification of household types. The Census Bureau definition basically says that a
household consists of all of the people who live in one housing unit.  The number of households
therefore equals the number of housing units.  In this study, we found that many Navajo and
Inupiaq respondents do not identify households in terms of shared physical structure, but rather
on the basis of sharing of domestic functions such as earning and pooling income, cooperating in
subsistence activities, cooking, child care, child raising, and other domestic tasks.  Emotional
closeness is also a key component in determining who is part of one’s household.  The
ethnographers document cases of “households without walls” where persons from more than one
housing unit identify themselves as one household as well as the converse: people sharing one
housing unit who consider themselves to be separate households. This ambiguity in the
boundaries of “household” has been documented by anthropologists, sociologists, economists,
and others.  Wilk and Miller (1997), for example, suggest the basis of the problem is in the
assumption of household corporateness: that there is a clear boundary around those who belong
to the household and those who do not and that this is defined by coresidence.  They suggest
research is needed on 1) degrees of household corporateness, 2) different kinds of household
membership and their associated bundles of rights, obligations, and commitments, and 3)
overlapping and multiple household memberships, with investigation of the types of social ties
(e.g. descent, sexual, and legal)  that bind people to different or distant groups.

 
4.3.4. Mobility patterns and respondents’ conceptions of who is a household member may not
match our fundamental census residence rule concept of “usual residence” 

All six ethnographic summaries in the body of this report include cases in which mobility
patterns led to ambiguity between the household membership status from the perspective of the
respondents and the official membership status according to the census residence rules. We have 
both de jure residence rules, that count people at their “usual residence” where they are most of
the time, regardless of where they are physically staying on Census Day,  and de facto residence
rules for certain places and situations that dictate they must be counted there on Census Day,
regardless of where they feel they belong or where they live most of the time.  There is thus a
fundamental contradiction in our residence rules between where one lives most of the time and
where one is staying on one particular day. There are situations in which it is possible for a
person to be counted correctly in two places at once. Finally, a respondent’s opinion of where
he/she may “belong” may not match either our de jure or de facto rules.  This is a potential
source of miscounts, with either duplications and/or jure or de facto rules.  This is a potential
source of miscounts, with either duplications and/or omissions.
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We identified the following mobility patterns for households in this study: 

• long-distance cyclical mobility to and from Navajo and Inupiaq households for
temporary wage labor jobs;

• cross-national cyclical mobility between households in Latin America and Latino
households in Virginia for wage labor jobs; 

• seasonal cyclical mobility for subsistence activities among the Inupiat or to escape
cold winters among rural whites called “snowbirds;” 

• mobility for purposes of higher education, found in most of the samples;

• frequent movement of children among households for the Navajo and Inupiat for
schooling and other purposes and for joint custody among rural whites; 

• cyclic movement of elderly persons between their own houses and their relatives’
houses (Navajo) and among households of adult children (African American); 

• sporadic movements of tenuously attached persons (African American); and 

• temporary ad hoc moves of indeterminate length into the houses of sick and/or
elderly relatives who can no longer manage for themselves (rural whites and
Inupiat).

The nature and duration of such moves as well as the anchor household respondents’
interpretation of who is a household member may cause ambiguities in determining where a
person should be counted in the census.  It is sometimes not easy to determine where mobile
persons should be counted according to census residence rules, for on the one hand, the
respondent identifies them as household members who live there, but on the other hand, the
persons are not physically staying there “most of the time.”  A number of anomalous cases in
which the determination of residence as where one “belongs” may not always fit the census
residence rule of where one lives “most of the time” or where one is staying on Census Day are
described in the text.

There is wide recognition in the Census Bureau that some of the census residence rules may be a
barrier to full and accurate enumeration.  There has been considerable research on this since at
least the early 1990s and there is an interdivisional working group examining the rules and
considering revisions to them for the next census.  The author is a member of this group. 
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4.3.5.  Fear and mistrust of the government and pledges of confidentiality

Fear and/or mistrust of government and its pledges of confidentiality were themes that ran
through the recruitment, completion of mock census forms by respondents, and interviewing in
the Navajo, immigrant Korean, immigrant Latino, and African American ethnographic studies.  

This may relate to discussions of correlation bias in coverage evaluations resulting from persons
being missed in both the census and in the coverage followup study.   Tongue and Kang had the
most difficulty in recruiting and completing interviews, even though they both used well-known
and respected local Navajo and Korean community leaders as cultural liaisons. In several cases,
he was thrown out of the apartments during interviews by relatives of the respondents who
insisted the interviews by terminated immediately!  Kang documented several cases where
respondents omitted persons from the mock census forms who should have been included
because of fear of deportation or of losing leases restricting the number of residents, or losing
government benefits.  Some Latinos were very concerned about rumors that the Immigration and
Naturalization Service would get access to census forms and expel them from the country. 
Holmes reports that many African Americans believe that mainstream Americans looks down on
their household structure.  As a result some African Americans are mistrustful of government
efforts to learn who lives with them and skeptical about the uses of the data, and this may lead to
lower response rates and underreporting of residents..  

In this study, we also found evidence of underreporting of children among the Latinos and among
some African American households that might have been related to fears of losing housing with
strict limits on the number of permitted residents.  Further, some Navajo and Latino respondents
did not list some children on their mock census forms, saying they were not sure if children
should be included.  This is consistent with estimates of large undercounts of children in
American Indian reservation households and in rural Latino renter household in the 1990 census
(West and Robinson 1999) and undercounts of children in England  (Chambers, Brown and
Diamond 2002).   

These findings point to the need for more detailed analyses of correlation bias for ethnic
subpopulations and for children, especially for foreign immigrants since the September 11
terrorist attacks.
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5.  SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

5.1  Summary

In this report, we provided information on diversification of household types that has occurred in
household structure since the 1960s and identified some of the demographic trends contributing
to these changes.  We identified the purposes of including the relationship question on the census
form and the importance of this question in constructing the variable, “household type.”   We
documented the steadily increasing number and specificity of relationship question categories in
each decennial census since 1970 in Table 1.  We identified critical differences between the
Census 2000 and the American Community Survey (ACS) lists of relationship response
categories in Table 3 and presented evidence to show that the census list of response categories is
clearly the better of the two for documenting the range of household types. We introduced the
concept of complex households and provided a brief review of the literature and ongoing
research related to this topic, and described the complex households research project and its
methods.  

In Section 4.1, we presented targeted ethnographic descriptive summaries related to complex
households for each of the six ethnic groups.  In Section 4.2, we identified issues and limitations 
with the relationship question and household type variable specifically: the method of asking
relationships to Person One only, 2) the number and types of relationships that are specified in
response categories; 3) the absence of definitions or instructions for cohabitors on choosing
proper relationships for partners that may lead to inconsistencies in marking “husband/wife” and
“unmarried partner” congruent with our official definitions, possibly reducing the quality of data
on relationships and affecting the distribution of household types, and 4) relationship categories
that are not always mutually exclusive.

In Section 4.3, we identified and discussed four wider issues running through the studies during
the course of the project: 1) selected cultural, linguistic, and nationality differences with census
concepts, methods, and procedures; 2) language issues and the need for pretesting translated
forms; 3) conceptual differences in the definition and application of the key census concept of 
“household;”   4) mobility patterns and respondents’ conceptions of who is a household member
that may not match our fundamental residence rule concept of “usual residence”; 5)and  fear and
mistrust of the government and pledges of confidentiality that may affect response and coverage. 

5.2  Conclusions and Recommendations

The relationship categories used by the Census Bureau reflect the relationships in our society
deemed most important to delineate at the time of each census and our norms for households
composition.  These categories express relationships based on kinship and marriage,
cohabitation, and on economic (e.g., housemate/roommate) and/or legal ties (e.g. adopted child,
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foster child).    The married couple family with children, typified by the Ozzie and Harriet and
Leave it to Beaver, that was the modal household type in this country in the 1960s is no longer
the most common.   

Since 1970, relationship categories have steadily increased in number and specificity from seven
in 1970 to 15 in Census 2000 reflecting changes occurring in household composition in the
nation’s population.  The changes are a result of demographic factors such as increasing numbers
of divorces, remarriages, and cohabiting couples with children that have created a diversity of
blended family arrangements; increases in grandparent-maintained families; and increases in the
numbers of multigenerational families and households.

It should be noted that alternative household composition patterns based on wider relations with
kin appear to have been the norm in the past and present for some ethnic subpopulations within
the United States that were included in this ethnographic project, such as the Navajo, Inupiat, and
African Americans, as a result of different cultural norms on household composition, economic
conditions, or other factors.  Tongue tells us about Navajo families with grandparents, aunts, and
nieces and nephews and the very frequent movement of people among households on the
reservation as well as outside it.  Craver tells us about the prevalence of Inupiaq skip generational
households where grandparents provide anchor households and often informally adopt their
grandchildren, while children and adults are mobile. Holmes shows us that it is the extended
family sometimes spread across different households, not the nuclear family, that is the important
unit of social organization. Hewner shows us that mostly middle-class whites also form complex
households. 

Other demographic trends that may be contributing to increases in the numbers and types of
complex households include increasing immigration rates and changing migration streams, with
more immigrants coming from Latin America and Asia.  As mentioned in Section 1, there has
been a very rapid increase in the numbers of immigrants, with 11.5 percent of the
noninstitutionalized civilian population being foreign born as of March, 2002.   The larger
average number of adults in foreign born households as well as the larger average overall size of
these households strongly suggests that many of these new households are complex.

Blumberg and Goerman have shown us that recent immigrants may live in very large complex
households with siblings, brothers-in-law and sisters-in-law, cousins, mere acquaintances from
their home country villages, and/or other nonrelatives in order to save money to establish
themselves in this country or to send money back to support family members in their natal or
conjugal family households in their home countries.  Kang demonstrates how Korean immigrants
are attracted to the opportunities and relative cultural homogeneity of Queens, New York and 
that Korean families and individuals need to take in boarders or roommates to be able to afford
housing in a high rent area. They may also form multigenerational households with respondents’
parents brought over from Korea to care for the respondents’ children, do housework, and
perhaps engage in the informal economy while the respondents and spouses go out to work to
support the family.       
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Hence, new demographic trends, coupled with the information in this report, suggest that the
numbers and types of complex households may continue to grow through the decade.  As shown
by the quote from the new Strategic Plan for the Census Bureau, we need to look at new methods
and new questions in response to the growing cultural diversity in this country. 

Recommendations are made in the following areas: 1) relationship question revisions; 2)
new research on the relationship question and household type; 3) language and translation
issues; 4) outreach and training; and 5) new ethnographic research related to coverage.

5.2.1.  Recommended Revisions to the Relationship Question

C Expand the number and precision of response categories in the relationship
question to reflect the growing cultural diversity of this country and its household
composition in the new millennium.  This recommendation is consistent with the
Census Bureau’s pattern in every decennial census since 1970 of expanding the number
and precision of  relationship categories to better reflect demographic changes in the
population.  It is also consistent with the Census Bureau’s new Strategic Plan for 2004-
2008 that recognizes that increasing racial and ethnic diversity:

...will continue to bring new challenges to how the Census Bureau
conducts its work.  It will affect the methods the Census Bureau
uses to collect information, the questions asked, and the
presentation of data.  (Census Bureau 2002: 22).

It is also consistent with recommendations from Population Division.

We believe these reasons are compelling enough to justify the additional space these
categories will require on the 2010 census form where we know that “real estate” is very
precious and extra space is hard to come by.   

• Add niece/nephew, aunt/uncle, cousin, brother-in-law/sister-in-law, and          
grandparent as specific response categories for relatives in the relationship     
question to better reflect the range of complex households.  There are three       
justifications for this.  First, there will be time and cost savings–more than 50
percent of the write-ins to the Census 2000 relationship question were comprised
of these categories; adding them as stand-alone categories will reduce the time
and costs of recoding write-ins.  Second, the addition of these categories will
allow analysts and data users to more  precisely  delineate complex lineally and 
laterally extended and multigenerational family household types.  This may help 
to identify households in poverty and to assist in the equitable distribution of 
funds in federal programs based on household type data.  Third, respondent
friendliness will be increased–it is much easier and faster to mark a specific
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category, such as brother-in-law, than having to hunt in vain for it, mark the other
relative box, and write this in.

• Add “child of unmarried partner” as a specific response category for
nonrelatives in the relationship question to obtain more accurate information
on the numbers and types of unmarried households with children.  This will
mitigate, to some extent, the problem of masking of  the relationship of a child to
an unmarried partner when the nonparental partner is listed as Person One on the
census form.  This is a result of the method of reckoning relationships to Person
One only, and occurs when Person One is the nonparental unmarried partner,
masking the parent-child relationship between Persons 2 and 3.   

C If consistency between the census short form and the American Community
Survey (ACS) form questions is a priority for 2010, modify the new ACS
question along the lines of the decennial short form, not vice versa.  As shown
in Table 3, the American Community Survey relationship question has even fewer
relationship categories than the census form; it cannot distinguish 1) stepchildren
and adopted children from natural born children and 2) parent-in-law from son-in-
law/daughter-in-law, and 3) doesn’t allow any write-in for “other relative,” so that
nephew/niece, uncle/aunt, brother-in-law/sister-in-law, cousin, and grandparent
cannot be disaggregated.  This puts severe limitations on the types of complex
households that can be identified with ACS data.

C Design research and conduct semi-structured interviews on an expanded list of
relationship terms, develop new wording for relationship terms, particularly for
person in custodial care, and conduct cognitive testing.  This has already been
approved and research has commenced soon. 

• Conduct a split-panel test using three alternative versions of the relationship
question and response categories in the 2005 Content Test.  Use the Census 2000
version as a control, with two experimental versions.  The first experimental version
would be the American Community Survey version (which has never been cognitively
tested).  The second experimental version would include changes recommended in this
report, including new printed categories for nephew/niece, uncle/aunt, brother-in-
law/sister-in-law, cousin, grandparent, and child of unmarried partner. Population
Division has also recommended these additions as well as some additional changes. The
recommendation for this split-panel test was made to the 2010 Content Research and
Development Working Group by Schwede last summer and has been accepted and
incorporated into the testing cycle leading up to the 2005 test.
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5.2.2.  Recommendations for New Research on the Relationship Question and Household Type

• Design new research to develop, then test, an individual-level question on a mailout
form to identify all interrelationships in the household, not just relationship to
Person One, as was already done on the 2001 England household census form,
shown in Appendix A.  Individual-level questions collecting all interrelationships in the
household could solve all of the problems resulting from  reckoning relationships to
Person One only: masking of interrelationships, dramatic variations in basic household
type in terms of family/nonfamily and/or male/female householder type; (depending on
who is listed as Person one) and lack of ability to identify both biological parents in
unmarried and some married couple households.  We are quite aware that this would be a
big change and that this new way of collecting relationships would likely take up more
space on the census form, but we think the potential payoff in accuracy of relationships
and household types justifies at least preliminary question development and testing. 

C Design quantitative and qualitative research to assess how accurately the
relationship categories of “husband/wife” and “unmarried partner” differentiate
married couple, male householder, and female householder household types by
comparing with actual marital status.  Ethnographic data from the rural white,
Hispanic, and Navajo studies reported here suggest we might want new research to
examine underlying assumptions that answers of “husband/wife” and “unmarried partner”
to the relationship question are valid and reliable indicators of marital status for the
construction of Household Type.  As a result,  we recommend the following: 

Conduct quantitative testing of the goodness of fit between answers to the
marital status question and answers of “husband/wife,” “unmarried
partner,” and other nonrelative categories to the relationship question, using
Census 2000 unedited long form data files.   We are not aware of any previous
statistical studies that assess the correlations  between the marital status question
and these relationship categories. We suggest conducting statistical testing with
unedited Census 2000 long form data to determine the correlations between
marital status and these relationship categories for different ethnic groups.  At
present these data are available only in state-level files and a national level file
would need to be developed for this analysis.   

Conduct qualitative exploratory research on the meanings of marital status
and associated relationship terms in different ethnic groups and how
differences in the meanings and usages of these terms affect the validity of
the household type variable that distinguishes “married couple” families
from “other families.”  Semi-structured interviews could explore how
respondents in different ethnic groups define marriage, common law marriage,
cohabitation,  living together, husband/wife, spouse, unmarried partner,
girlfriend/boyfriend and other terms people may spontaneously use and how they
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report these relationships on censuses and surveys.   We would include
respondents of different ethnic groups in unmarried couple relationships of long
duration (common law marriages) and shorter durations, as well as those formally
married.  We could include some same sex unmarried couples. According to our
Census 2000 Technical Documentation, “married couple” refers to formal
marriages as well as common law marriages. However, the term “common law
partner” does not appear anywhere on the census form.  How do people in
common law marriages mark the relationship question? What are the differences
between a “common law partner” and an “unmarried partner?” What do people
think “unmarried partner” means and is it the right term to use for “people who
are sharing living quarters and who also have a close personal relationship with
each other?”  What factors determine whether a person in an unmarried couple
report as a husband/wife, as an unmarried partner, or as something else?

Additional questions for research might include:  Do legal definitions of
“common law marriage” differ among  states?  Could we develop a new
relationship category for  “common law partner” to print on the census form that
would reliably distinguish long-term cohabiting couples from formally married
couples on the one hand and short-term cohabiting “unmarried partners” on the
other?  How do differences between “common law partner” and “unmarried
partner”  affect the validity of the household type variable, distinguishing
“married couple” families from other families?

Conduct cognitive testing to compare answers persons give to standard
marital and relationship survey questions with answers they give to
retrospective questions designed to ascertain whether persons are formally
married or not and how long they had been living together.

5.2.3.  Recommendations on Language and Translation Issues

C Increase the scope and size of the new “Language Research” and “Translating
Demographic Surveys” projects to identify linguistic, cultural, cognitive, and
methodological issues in developing foreign language versions of census and survey
forms and develop and test improved foreign language forms.

C Conduct cross-national linguistic research to explore whether there are
dialectical and/or national differences in the usage of key relationship
terms, such as “esposo/esposa” (spouse) and other critical terms, such as
“hogar” (household).  
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 C Adopt a Census Bureau wide policy to research and test data collection
methodologies in languages other than English.  This is under
consideration.

C Develop and test standardized protocols for systematic identification and
assessment of linguistic, cultural, cognitive, and methodological issues in
developing questionnaires in target languages.

C Require target language questionnaires to be pretested before they are
fielded to ensure they are functionally equivalent to the English
instrument. 

5.2.4.  Recommendations on Outreach and Training

C Expand outreach efforts and develop new outreach messages to immigrant Koreans,
immigrant Latinos, and immigrants from other countries to maintain and improve
coverage levels of the foreign born in the post-September 11th  era for the 2004 site
test and beyond.  Mistrust of the government and fear of deportation or loss of benefits
or housing leading to underreporting of persons or refusal to complete and return forms
were mentioned in Kang’s study of Korean households and Blumberg and Goerman’s
study of Latinos conducted in 2000 as part of this project.  Since the September 11, 2001
terrorist attacks  and subsequent crackdowns on illegal immigrants, as well as
identification and questioning of persons from certain foreign countries as a result of the
Iraq war buildup, it is likely that underreporting and nonresponse may be increasing
substantially.  

C Develop special training modules for enumerators on American Indian reservations
and in Alaska Native areas.  That would identify cultural factors that may affect the
way respondents interpret and answer census and survey questions and provide
instructions and procedures on how to help respondents “translate” their answers
into the appropriate Census Bureau categories.  

A special enumerator training module should be developed and tested for Navajo
respondents.   Tongue’s ethnographic study clearly shows that Navajos, with their
matrilineal kinship system, distinguish grandchildren (and other relatives) on the
basis of whether they are on the female or male side; there are different Navajo
relationship terms of “nali” and “tsui.”   Navajo respondents  are confused when
confronted with just one relationship category on the census form for
“grandchild;” Tongue says they invariably mark “grandchild” only when the
grandchild is related through females.  The module should also include
information on how Navajo conceptions of “household” differ from those of the
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census and how enumerators should handle discussions of who should be listed as
household residents on a census form. 
Likewise, a special enumerator training module should be developed and tested
for the Inupiat that would identify the common cultural practice of grandparents
formally or informally adopting their grandchildren and advise enumerators on
how to determine whether the adopted child category, or the grandchild (or other
relative category) should be recorded on the form.   The Inupiaq conceptions of
“household” should also be addressed.

Special modules developed for the Navajo and Inupiaq might serve as starting
templates for modules for other ethnic groups.  The Navajo manual might serve as
a starting template for modules of other matrilineal groups (six of the eight largest
American Indian tribal groups are matrilineal, according to Blumberg) and
perhaps patrilineal groups.  The Inupiaq module could serve as a starting template
for other Alaska Native tribes.

C Plan and conduct targeted ethnographic research in other American Indian and
Alaska Native tribal communities to identify cultural-specific factors that may affect
the quality and comparability of data with other ethnic groups and develop
enumerator training guidelines to address these factors.  

5.2.5.  Recommendations for New Ethnographic Research Related to Coverage and Residence
Rules

• Plan and conduct ethnographic studies of household composition, residence rules,
and coverage by race/ethnic groups in conjunction with the 2004 census tests in
Queens, New York.  The Queens site is of particular interest for ethnographic studies
concurrent with the site test enumeration because of its high concentration of Asians and
Latinos of less-studied nationalities. It should be noted that the Korean study of complex
households included in this report was done in Queens, and could be of direct use in
planning for enumeration of Koreans and possibly other Asians in this 2004 test site.
These concurrent studies might be done along the lines of the ethnographic studies of the
behavioral causes of undercount research done in conjunction with the 1990 census. 
Ethnographic studies of household composition, coverage and residence rules by
race/ethnic groups could also be done later in the decade, either in association with other
tests or as stand-alone studies.  The author is currently writing a proposal for this type of
research in the context of the 2004 site test in Queens.

C Develop and conduct research to identify and assess reasons persons in different
ethnic groups and of different ages might be missed in both the census and in
subsequent followup coverage studies to reduce correlation bias in coverage
estimates.   The purpose would be to provide information that could help expand
estimates of correlation bias to more race/ethnic groups and to women and children. 
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Recent research comparing counts from Census 2000 and the Accuracy and Coverage
Evaluation (A.C.E.) could only examine correlation bias (persons missed in both the
Census and the A.C.E. and hence not included in dual estimations of coverage) for men
who were black and non-black in some age categories (Waite, Kostanich and Long 2003). 
 Mistrust of the government and fear of deportation, discussed above, would presumably
lead to underreporting of immigrant women and children, as well as men.  In this
complex households study, we found evidence of underreporting of children among the
Latinos that might have been related to fears of losing housing with strict limits on the
number of permitted residents.  Further, some Navajo respondents did not include some
children on their census forms.  This is not new: West and Robinson (1999) reported high
undercounts for children in the 1990 Census: 13.8 percent of children in American Indian
reservation households were estimated to be undercounted, as were 17.4 percent of
Hispanic children in rural rental occupied units.   Also, it appears that underreporting of
children is not exclusively a problem with the U.S. Census.  The same problem of
undercounting children in the 2001 census was reported for England (Chambers, Brown
and Diamond 2002) and in Australia according to Paul Williams and Patrick Corr of the
Australian Bureau of Statistics (statement to Residence Rule Working Group on July 30,
2003). 

C Conduct research on Latino naming customs and what surnames they write on
census forms to assess the extent to which Latinos vary in which surname they
record on the last name line, and to identify possible effects of variation on matching
and duplication and omission rates with non-Hispanics (this could be done on a
bilingual Spanish-English form).  Improvements might be made by adding more space
for last name line or making other revisions to improve the accuracy and consistency of
collecting Latino names.

C Plan and conduct new research on persons who have more than one residence
and/or more than one post office box to identify which residence they wish to be
counted at and why.  In some cases, particularly among the Navajo and Inupiat, some
household members leave their homes for the greater part of the year due to economic
necessity but feel they should be counted at their reservation home, no matter how long
they are gone.  

In other cases, some people may be in transitional situations with the intention to change
their residence in the future and therefore may not consider themselves, or be considered
by others in the household, to be household members who should be listed on a census
form.  This could be intentional, as is seen in this report with temporary Latino
immigrants who were saving money to return to their home countries, or unintentional
and situational, as with rural whites documented in this study who moved in temporarily
with ailing relatives to provide care, but intend to move back to their own homes at some
indefinite time in the future when the caregiving situation resolves in some way. 
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In other cases, people with more than one residence, or no clear residence, may make
some rational calculation and decide which of their addresses is in their best interest to
provide, given the data collection, its sponsor, its purpose, and/or the degree to which
they trust the promise of confidentiality.  Such rational decisions might concern gaining
or maximizing benefits, as Tongue suggests,  or minimizing losses of benefits or adverse
outcomes such as being deported, or losing subsidized housing, as Kang, Holmes, and
Blumberg/Goerman suggest.   This might be found on household questionnaires, where a
decision is made on who to list and who to omit, or on Be Counted forms, where a
respondent could choose which of his/her addresses to list on the form.
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APPENDIX A: EXAMPLE OF INDIVIDUAL-LEVEL QUESTION COLLECTING ALL
INTERRELATIONSHIPS IN A HOUSEHOLD ON A MAILOUT CENSUS FORM: THE

UNITED KINGDOM 2001 ENGLAND HOUSEHOLD FORM



44  Instructions to ethnographers are in italic print.  Questions you are to ask as is
or modified are in regular enlarged, bold  type,  set off with quotation marks.
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APPENDIX  B

“COMPLEX HOUSEHOLDS” ETHNOGRAPHIC STUDY PROTOCOL

Section A: Pre-interview formalities44

1.   Introduce yourself.

2.  Give brief description of the study.

• Example of what to say about the project:  

(Modify as needed):  “This is a study about [appropriate ethnic group] households
and who lives or stays together.  The Census Bureau wants to include all
[appropriate ethnic group] people in the census, but currently misses some of them. 
This undercounting results in less federal money coming to your communities than
you should be getting.  To improve the count, the Census Bureau is sponsoring this
research  to better understand  who lives or stays together.”  

           • (If respondent balks, say something like):  “Your answers are important
because we can only interview a small number of  [appropriate ethnic group
persons].  You  represent  other [appropriate ethnic group] people who are
not being interviewed.”

           • Let them know you are not a Census Taker.  Tell them that if they haven’t sent in
their census form, a census taker may come to visit them with a different type of
interview.

3.  Have respondent complete the consent form and you add your signature.  KEEP THIS FORM 
TO  SEND IN.  

• Let Respondents know that answers are strictly confidential (under Title 13 law
mentioned on consent form)

• Tapes will only be used by project staff and yourself, fewer than 5 people.
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*4.  START AUDIO-TAPE (you do NOT have to get approval on tape if you got the signed
consent form). 

5.  Summarize what will be done in the interview; answer questions.

Section B: Completion of Census Form (let the tape continue to run)

1.  Filling in the census form

• While the R is filling out the census form, you give encouragement and support, but
politely refrain from helping the respondent with any questions in any way (to avoid your
influencing their answers).  If they keep asking for help, just say that they should give the
answer they think is right for the question.

• Your role while the R is filling out the form is to observe his/her behavior, note any
comments, questions or exclamations made by the respondent, and write down any
skipped questions or those taken out of sequence.  Include this information in your
interview summary.

• Have respondent complete highlighted sections of the census form. (Make sure the
census form is highlighted, and question 1 has April 1 marked out and the word,
“today” inserted.)

    Page 1  Question 1   number of people living or staying

    Page 1 Question 3  name of one of the persons who owns or rents this
residence

    
    Page 2, person 2 Question 1 Person 2's full name

Question 2 Person’s relationship to householder

    Page 2, person 3 Question 1 Person 3’s full name
Question 2 Person’s relationship to householder

    Page 3, person 4 Question 1 Person 4's full name
Question 2 Person’s relationship to householder

    Page 3, person 5 Question 1 Person 5's full name
Question 2 Person’s relationship to householder

 
    Page 4, person 6 Question 1 Person 6's full name
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Question 2 Person’s relationship to householder

IF THERE ARE MORE THAN 6 PERSONS IN THE HOUSEHOLD, 

• TAKE OUT A NEW CENSUS FORM AND START FILLING IN THE PERSON 2
COLUMN ON PAGE 2 FOR PERSON 7 (You skip to person 2, because person 1,
question 2 doesn’t ask for relationship)

Section C.  Ethnographic interviewing:

• Using the demographics sheet, ethnographers collect on their own, during the interview, 
the following data for EACH PERSON who lives or currently stays in the household:  

  Sex
  Age and date of birth
  Ethnicity (e.g., Spanish/Hispanic/Latino)
  Race
  Marital status (over 15 only)

Highest education completed
Type of employment  
Place of birth   (If  in U.S., go to section D)
In what year did you first come to the U.S.?
Have you lived continuously in the U.S. since then? (If yes, go to              

Section D)
When did you last come to live in the U.S.?

  
   

Section  D:  History of changes in the household since Census Day 

1a.  What are the names of all of the people you listed on this census form?

1b.  “Who of the people you listed were also here in this household  on or about April 1?” 
(Amy asks about March 1).

1c.  “Who was NOT living or staying in this household on or about April 1?” (Amy asks
about March 1)

1d.  (If appropriate, Probe):   “Anyone else?”
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2a.   “Are there any people who were living or staying here on or about April 1 who are no
longer living in this household?”

(If no, skip to the next section.  If yes, ask the following questions, as appropriate)

2b.    “Who is no longer living or staying in this household?”

3a.   “Where (has he/she, have they) gone [e.g., John’s house, Mercy Hospital]?”

3b.    “Why did (he/she, they) leave here?”

3c.    “How long (has he/she, have they) been gone?”

3d.   “(Is this person, Are these  persons)  expected  to come back here to live or stay in the
next six months?” 

3e.  “Does this person usually live here or usually live someplace else?  (If here,         skip to
3g)

3f.   (If elsewhere):  “Where (does he/she, do they) usually live?”
 
3g.   “Did  you list this person on this census form as living or staying here?”

(NOTE in the summary any patterns of movement back-and-forth or among places)

Section E. Questions about periods of movements for this ethnic group

1.  “Is there a time of year when [appropriate ethnic group] people move around a lot?”

2.   (If yes):   “When do they move around a lot?”

3.   (If yes to 1):   “Why do [ethnic group] people move a lot then?”

Section F:  Discussion about R’s answers and probing for people to include or possibly to omit

This is an open-ended section.   See Attachment A for example questions on how to probe for
additional people to include. 
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• The objectives of this section are to 
• learn more about who really lives or stays in the household and 
• identify any additional people the R did not include on the form who should have

been included.

• Each interviewer uses his/her own questions. (We’ll be very interested to learn about the
types of questions you ask, in which order, and what you find does and doesn’t work in
eliciting this information about who should really be included in the household,
according to both the etic residence rules (in your blue folder) and according to your
opinion as an ethnographer.

• Ask for the demographic information on the demographic sheet for each new person who
should have been included on the census form, according to the census residence rules.

Section G: Respondent and official census form

Ask the following questions:

1. “Did someone in your household receive the actual official census form in the mail
or from a person other than myself? (Show them both the short and long forms)?”

2. “Did someone write in the answers on that official  form?” (If no: go to  q. 4)

3. “Who wrote in answers on the official form?  (Skip to 5)

4.       “Why didn’t anyone write in answers on that form?” (Skip to Q. 8) section)

5.  “Did someone in your household mail it back?”  (If no, skip to Q. 7)

6. “About when was the census form mailed back?” (Skip to Q. 8)

7. “Why didn’t someone mail it back?”  
  
8. “If you have any comments on how the Census Bureau could improve the timing or

method of collecting census data from (appropriate ethnic group), please share them
with me.”
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Section H:  The Relationship Grid

• Fill in the relationship grid at this time, asking for the EXACT relationship (e.g.,
biological mother, adopted son, foster daughter, etc.). If there is an emic category given
by the respondent, write that in the block at the TOP of the box.  State the etic
relationship term (from the census form) it is closest to in the BOTTOM  part of the box.

• Be sure to include in your summary a discussion of any differences in etic and emic
relationship terms you found.

Section  I:  Respondents’ beliefs and vocabulary

A.  Probe to learn about respondents’ beliefs about who should be included as part of  a
household.

B.   Elicit native concepts and words to describe attachments to households and what they mean
for membership.

C. [Introduction]:  “In different cultures, people may have different meanings for
relationship terms.  The Census Bureau people are interested in finding out if different
cultural groups interpret some of the relationship words on the census form differently. 
For example, in some cultures, people consider someone other than a biological mother to
also be a mother.  In the next questions, I’m interested in how you as a/an [appropriate
ethnic group person] and other people in your culture would define certain relationship
terms.”

D.  Ask for EACH of  the relationship terms A to S below: 

1. “How would you and other people in your culture define the word  [relationship term,
such as ‘mother’]?”

2. “Do you use this term for anyone in your household or family?” (If no, skip to next
relationship term.)
         
3.  “Do you use this term for anyone else in your household or family?” (If no, skip to next
relationship term)

4.  (IF YES): “Who else do you call [relationship term, such as ‘mother’]?”
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       (The purpose of this is to find out if  the R is using the relationship term to apply to someone
unexpected.  It is not to get a list of all of the sons and daughters, for example,  who live there).

5.  Would you mark this person as a [relationship term] on the census form?

• Ask questions 1-5 above for relationship terms A-S:

A.  “Mother”

B.   “Father”

C.   “Grandfather”

D.   “Grandmother”

E.    “Spouse”

F.    “Husband”

G.   “Wife”

H.    “Son”

I.     “Daughter”

J.    “Sister” 

K.  “Brother”

L.   “Aunt”

M.  “Uncle” 

N.   “Foster parent”

O.  “Foster child”

P.   “Adoptive parent”

Q.  “Adopted child”

R.  “Step-parent”
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S.  “Step-child”

5.  “What does this mean to you:  ‘live’ in a place?”

6.   “What does this mean to you:  ‘stay’ in a place?”

7.   “What does the word “household” mean to you?

Section J.  Vignettes to  differentiate “relative” and “nonrelative” (such as fictive kin) in your
ethnic group:  

Add one or two vignettes that cover a fictive relative situation that can occur within your own
ethnic group and try to get the relationship term that the person would be called (such as
“cousin”).   Here is an example I drew up (Rae and Patti, PLEASE help if this example is not
right.)

Jose came to this country 2 months ago from El Salvador to find work .  He is
living with Maria and her husband in Virginia and pays them some money for the
room.  He is not a blood relative, but he is the son of Maria’s godfather and he
comes from the same village they came from.

              Would you consider Jose to be a relative of Maria?

              (If  yes):  What would you call this relative?

Section K: Assessment of the social and economic functioning of the households

• Social functioning will be in terms of:  

1.  Division of labor by sex, age  

• Type of tie to household (e.g., lives there, eats there, boards there, has a room
there, contributes money, etc.). For this objective, ethnographers may explore ties
of persons outside this household to this household.

• Use your own questions to get at these topics
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• Economic functioning will be in terms of the following types of questions.  (You can
modify or add to these questions).

A question asked of the respondent  about how the household is doing economically, such as the
general one below.  

1.  “How well would you say your household is doing economically?”

• You can ask any followup indicators you think  will  work with your ethnic group
to try to figure out which qualitative economic level to put them in.  Some
examples  that may or may not be appropriate to your own situation  include
“Does everyone in this household have enough to eat?  “Do you have money to
buy enough  warm clothes in the winter?”  “Can you afford to buy a new car (or
pickup)?

2a.  “Does anyone have to leave this household for a period of time to    
work elsewhere?”

2b.  (If yes),  “How many days is this person gone from here to the work area?”

2c.  (If yes to 2a), “What type of work does this person do?”

3.    “Which persons in the household earn money?”

4.     “What does each person do to earn money?”

5.   “About what part of total household income does each person contribute to
the household?

• A qualitative measure of the economic well-being of  the whole household on a
scale of low low, low, low average, average,  high average, and high, compared
to households in the whole country.  

Section L: Reasons for living in a complex household

 Ask questions along the following lines (rephrasing to fit your situation and the respondent
would be good here)

1.  Why do you live in a complex household?  (rephrase to fit your situation)
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2.  Do you expect to continue living with these people for quite awhile? (If yes, skip to
question 3)

2a.  (If  no):  With whom will you live when you leave here?

2b.  Where is that?

3.  If you could live however you want, who would you live with?

Section M:   End interview, pay respondent $35, and get signed voucher (VERY
IMPORTANT)

                    



121

Appendix C
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EXECUTIVE SUMMARY 
 
This evaluation assessed the strengths and weaknesses of administrative data as a supplement or 
substitute for Census population counts.   It compared county and subcounty population counts 
derived from administrative records to Census 2000 results.  The Administrative Records 
Experiment in 2000 enumerated the population in two test sites that included two Maryland and 
three Colorado counties.  The five counties offered distinct challenges to the enumeration 
process.  Top-down and Bottom-Up enumeration method results were compared to Census 
population counts.  The Top-Down method ‘validates’ administrative records addresses and 
assigns household members to Census blocks using Topographically Integrated Geographic 
Encoding and Referencing (TIGER) data.  The Bottom-Up method is more stringent and 
required that each administrative records address match the Census Master Address File.  
Differences were presumed to vary by race, Hispanic origin, age, sex, imputation rates, and 
block-level characteristics, including vacancy and tenure rates.  The results confirm that 
administrative records provide good estimates of Census counts at larger geographies.  Some of 
the key findings include: 
 
• Administrative records provided county-level population counts that ranged from 97 to 

102 percent of Census 2000 counts (using the Bottom-Up method).  And compared to 
Census 2000, more than 70 percent of tracts were within five percent, and 95 percent were 
within 25 percent of Census total population counts.  But only 18 to 39 percent of blocks 
were within five percent of Census population counts.  Age, race, sex, and Hispanic origin 
population counts produced worse results, due to multiple factors.  The deficiencies were 
attributed to the files provided by federal agencies, their applicable dates, and administrative 
records processing operations.  Each source of error can be minimized because of lessons 
learned through this evaluation process. 

 
• The Bottom-Up enumeration method produced more accurate household population 

counts for all counties.  The address-matching process was important because it validated 
addresses found in administrative records.  This led to unmatched addresses being replaced 
by actual Census results. These activities were the most successful components in the 
administrative records processing operations.  Several processes used for the Bottom-Up 
enumeration methodology were not evaluated in this report, including the request for 
physical address, clerical review, and field address verification.  Request for physical address 
and clerical review provided a quality assurance check on the Bottom-Up results.  The field 
address verification process relied on a small sample to develop correction measures and had 
little effect on the final results.   

 
• The youngest age group was consistently undercounted while the oldest age groups 

were overcounted.  Age under- and overcounting were attributed to demographic events, 
including birth, migration, and death, and the timeliness of reporting by agencies providing 
administrative records.  This set of problems can be remedied by synchronizing file extracts 
from all participating agencies to coincide with an exact day, rather than time interval.  
However, age distributions are also affected by state policies in providing birth and death 
records, and Internal Revenue Service (IRS) 1040 and 1099 records that may have alternative 
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address information that fails to place persons at their physical address.  
 
• Most of the race distributions did not accurately replicate Census results, which was 

attributed to weaknesses in the race imputation methodology.   Race imputation is 
perhaps the most deficient operation in the administrative records processing.  For children, 
race information is seldom available because most federal agencies do not record these data.  
It is methodologically more difficult to impute race codes for adults as individuals or small 
areas (including tracts and blocks), compared to counties and states.  However, combining 
administrative records sources and Census 2000 results will produce much better results than 
previously available. 

 
These and other findings have led to the following key recommendations: 
 
• Identify and prioritize the goals, applications, and quality standards of administrative 

records processing.  This issue is important for focusing the work of a limited staff and 
providing assurances that objectives are successfully being met.  Is tract or block-level 
accuracy more important and are there trade-offs that affect the accuracy of demographic 
characteristics?  Should the immediate goal be accurate identification of individuals to 
improve linking with national surveys or would accurate tract-level characteristics be more 
useful?  Should filing address be used when physical address cannot be identified?  And 
what tolerance or level of error is acceptable for administrative records results?  All of these 
conceptual issues should be addressed before further work commences.   

 
• Use the Bottom-Up enumeration method for subsequent administrative records 

processing and improve the master address file records.   Matching addresses between 
administrative records and the Census Master Address File provided significantly better 
results.   The Geography Division will be enhancing the Master Address File, following 
Census 2000 results, and Bottom-Up estimates should also improve.  However, there needs 
to be further research on non-city-style addresses and how to identify corresponding physical 
addresses.  Improved address selection processing can achieve some success, but there is a 
need for additional research on address-related issues.  This evaluation focused on the 
household population and special efforts need to be developed to enumerate group quarters. 

 
• Obtain file extracts from participating federal agencies that best reflect a particular 

date or narrow time period.   Inaccurate age distributions are primarily due to reporting lag 
or synchronicity between administrative files.  First, data processing was based on files that 
were collectively current for Spring, 1999 or December, 1998, but compared to Census 2000. 
The direct consequence of this potential 15-month interval is that persons who died were 
reported in the administrative records, but not Census, while new births were reported in 
Census but not administrative records.  This issue has a similar effect on movers and 
population mobility.  Poor synchronization between federal files also impacts address 
selection processes because some files will have the most recent accurate information and 
others may not.  Finally, race and Hispanic origin distributions may be indirectly affected 
because births were poorly enumerated and migrants tend to be minorities with higher 
fertility rates.
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Additional efforts need to be focused on race imputation and children.  The race 
imputation methods did not perform well.  There is an immediate need for a new race 
imputation methodology that does not rely on model-based methods and accurately imputes 
race and ethnicity for tracts and blocks.  Race and ethnicity generally come from Social 
Security files that fail to document this information in recent birth certificates.  Additional 
data sources must be obtained, possibly through school enrollment data.  Accurate 
demographic characteristics of parents may carry over to children and resolve many of these 
missing race identifiers.  But there are problems using parent information for children. 
Divorced and separated couples with dependent children may have less accurate parent 
information and could be placed at one physical address rather than another.   
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1.  BACKGROUND 
 

1.1   Introduction 

The Administrative Records Experiment in 2000 (AREX 2000) was an experiment in two areas 
of the country designed to learn about the feasibility of an administrative records census (ARC) 
and the use of administrative records to enhance conventional decennial census processes.  The 
first experiment of its kind, AREX 2000 was part of the Census 2000 Testing, Experimentation, 
and Evaluation Program. The focus of the program was to measure the effectiveness of new 
techniques and methodologies for decennial census enumeration.  The test results lead to 
recommendations for further experiments and ultimately the design of the next decennial census.  
 
Interest in an administrative records census dates back to a proposal by Alvey and Scheuren 
(1982), where Internal Revenue Service (IRS) records along with those from other agencies 
would form the core of an administrative record census.  Knott (1991) identified two basic ARC 
models: (1) the Top-Down model that assembles administrative records from a number of 
sources, unduplicates them, assigns geographic codes, and counts the results; and (2) the 
Bottom-Up model that matches administrative records to a master address file, fills the addresses 
with individuals, resolves inconsistencies address by address, and counts the results.  There have 
been a number of other calls for ARC research--see for example Myrskyla, 1991; Myrsklya, 
Taeuber and Knott, 1996; Czajka, Moreno and Shirm, 1997; Bye, 1997.  All of the proposals fit 
either the Top-Down or Bottom-Up model. Knott also suggested a composite Top-
Down/Bottom-Up model.  Administrative records would be unduplicated using the Social 
Security Number (SSN), matched to the address file, and then proceed as in the Bottom-Up 
approach.  In overall concept, AREX 2000 most closely resembles this composite approach.  
 
More recently, direct use of administrative records in support of decennial applications was cited 
in several proposals during the Census 2000 debates on sampling for Nonresponse Followup 
(NRFU).  The proposals ranged from direct substitution of administrative data for non-
responding households (Zanutto, 1996; Zanutto and Zaslavsky, 1996; 1997; 2001), to 
augmenting the Master Address File development process with U.S. Postal Service address lists 
(Edmonston and Schultze, 1995:103).  AREX 2000 provided the opportunity to explore the 
possibility of NRFU support. 
 
The Administrative Records Research Staff (ARR) of the Planning, Research and Evaluation 
Division (PRED) performed the majority of coordination, design, file handling, and certain field 
operations of the experiment.  They were supported by various other divisions within the Census 
Bureau, including Field Division, Decennial Systems and Contracts Management Office 
(DSCMO), Population Division, and Geography Division. 
 
Throughout this report, rather than identifying individual workgroups or teams, we shall refer to 
the operational decisions made in support of AREX 2000 to be those of ARR; that is, we shall 
say that ‘ARR decided to…’ whenever a key operational decision is described, even though, of 
course, ARR staff were not the only decision makers. 
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1.2   Administrative Record Census-Definition and Requirements 
 
In AREX 2000, an administrative record census was defined as a process that relies primarily on 
administrative records to produce the population content of the decennial census short form, with 
a strong focus on apportionment and redistricting requirements.  Title 13, United States Code, 
directs the Census Bureau to provide state population counts to the President for the 
apportionment of Congressional seats within nine months of Census Day.  In addition to total 
population counts by state, the decennial census must provide counts of the voting age (18 and 
over) population by race and Hispanic origin for small geographic areas, currently in the form of 
Census blocks, described in PL 94-171 (1975) and the Voting Rights Act (1964).  These data are 
used to construct and evaluate state and local legislative districts. 
 
AREX 2000 provided date of birth, race, Hispanic origin, and sex, although the latter is not 
required for apportionment or redistricting purposes.  Geographically, AREX 2000 operated at 
the level of basic street address and corresponding Census block code.  Unit numbers for multi-
unit dwellings were used in certain address matching operations and one of the evaluations.   
But, household and family composition were not captured.  AREX 2000 did not provide for the 
collection of sample long form population or housing data, needs that may be met by the 
American Community Survey (ACS) program.  The design did assume the existence of a Master 
Address File and geographic coding capability similar to that available for Census 2000. 
 

1.3   AREX 2000 Objectives 
 
The principal objectives of AREX 2000 were twofold.  The first objective was to develop and 
compare two methods for conducting an administrative records census, one that used only 
administrative records and a second that added some conventional support to the process in order 
to complete the enumeration. The evaluation of the results also included a comparison to Census 
2000 results in the experimental sites. 
 
The second objective was to test the potential use of administrative records data for some part of 
the Nonresponse Followup universe, or for the unclassified universe.  Addresses that fall into the 
unclassified status have very limited information on them—so limited, in fact, that the 
occupancy status of some addresses must be imputed, and, conditional on being imputed 
“occupied”, the entire household, including characteristics, must be imputed.  In order to 
effectively use administrative records databases for substitution purposes, one must determine 
the type of households that are most likely to yield similar demographic distributions to their 
corresponding census households.   
 
Other objectives of AREX 2000 included the collection of relevant information to support 
ongoing research and planning for administrative records use in the 2010 Census, and the 
comparison of an administrative records census to other potential 2010 methodologies.  The 
results of these evaluations will assist in planning future decennial censuses, particularly those 
where administrative records are a primary source of data. 
 

1.4   AREX 2000 Top-down and Bottom-up Methods 
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1.4.1   Top-Down 

The AREX 2000 enumeration was accomplished with a two-phase process.  The first phase 
involved the assembly and computer geocoding of records from a number of national 
administrative record systems, and unduplication of individuals within the combined systems.  
This was followed by two attempts to obtain and code physical addresses (clerical geocoding and 
request for physical address) for those that could not be geocoded by computer.  Finally, there is 
a selection of “best” demographic characteristics for each individual and “best” street address 
within the experimental sites.  Much of the computer processing for this phase was performed as 
part of the Statistical Administrative Records System (StARS), conducted in 1999 (Judson, 
1999). As such, StARS 1999 was an integral part of the AREX 2000 design. 
 
One can think about the results of the Top-Down process in two ways.  First, counting the 
population at this point results in an administrative-records-only census.  That is, the 
enumeration includes only those individuals found in the administrative records, and there is no 
other support for the census outside of activities related to geocoding.  AREX 2000 provides 
population counts from the Top-Down phase so that the efficacy of an administrative-records-
only census can be assessed.  However, without a national population register as its base, one 
might expect an enumeration that used only administrative records to be substantially 
incomplete.  And so a second way to think about the Top-Down process is as a substitute for an 
initial mail-out in the context of a more conventional census that would include additional 
support for the enumeration. 
 

1.4.2   Bottom-up 

The fundamental difference between the Bottom-Up and the Top-Down methods is that the 
Bottom-Up method matches administrative records addresses to a separately developed ‘frame’ 
of addresses, and based on this match, performs additional operations.  In this experiment, an 
extract of the Census Bureau’s Master Address File (MAF) served as the frame.1 
 
The second phase of the AREX 2000 design was to complete the administrative-records-only 
enumeration by correcting errors in administrative records addresses through address verification 
(a coverage improvement analogue), and adding persons missed in the administrative records (a 
non-response follow-up analogue).  This phase matched the addresses found in the Top-Down 
process to the MAF in order to assess their validity and to identify MAF addresses not matching 
administrative records addresses.  A field address review (FAV) was used to verify unmatched 
administrative records addresses, and invalid administrative records addresses were excluded 
from the Bottom-Up selection of best address.  Non-matched MAF addresses were canvassed in 
order to enumerate persons not found in the administrative records addresses.  In AREX 2000, 
the canvassing process was simulated by adding persons found in unmatched Census 2000 
addresses to adjusted administrative-records-only counts, thus completing the enumeration.  
Doing AREX 2000 as part of Census 2000 obviated the need to mount a separate field operation 
to canvass the unmatched MAF addresses.  Considering the Top-down and Bottom-up processes 

                                                 
1 In this report, we use the term ‘MAF’ generally.  Our operations were based on extracts of the Decennial Master 
Address File (DMAF). 
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as part of one overall design, AREX 2000 can be thought of as a prototype for a more or less 
conventional census with the initial mailout replaced by a Top-Down administrative records 
enumeration.  Figure 1.4 provides a conceptual overview of AREX 2000. 
 

Note:  The graphical description presented here is intended to convey the concept of both AREX 
methods when viewed in terms of the Bottom-up method as a follow-on process to the Top-down 
method. 
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Figure 1.4.  Summary Diagram of AREX 2000 Design 
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1.5  Experimental Sites 
 
The AREX 2000 sample includes geographic areas that include both difficult and easy to 
enumerate populations (see table 1.5a).  Two sites were selected that total approximately one 
million housing units and a population of approximately two million persons.  One site included 
Baltimore City and Baltimore County, Maryland (MD).  The other site included Douglas, El 
Paso and Jefferson Counties, Colorado (CO).  The sites provided a mix of characteristics needed 
to assess the difficulties that might arise in conducting an administrative records census.  
Approximately half of the test housing units were selected based on criteria assumed to be easy-
to-capture in an administrative records census and the other half were selected based on criteria 
assumed to be hard to capture.  For example, areas having a preponderance of city-style 
addresses, single-family housing units, and older and less mobile populations were considered 
easier to enumerate.   Demographic characteristics of the sites are given in Table 1.5b: 
 
Table 1.5a Criteria for Selecting AREX 2000 Test Sites 

Criteria Easy-to-Capture Hard-to-Capture 

Address Type City-style addresses with house 
numbers and street names Non-city style address 

Housing Unit Type Single-family housing units  Multi-unit housing (rentals) 

Age Category Older age cohorts (65+) Younger age cohorts (children less than 18 years old)  

Population Type Non-mobile population Mobile population such as mobile homes occupants, 
immigrants, movers 

Race White and Black population Populations not dominated by Whites or Blacks 
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Table 1.5b: Key Demographic Characteristics of the AREX 2000 Sites 
 

 
 

Baltimore 
County, MD 

Baltimore 
City, MD 

Douglas 
County, CO 

El Paso 
County, CO 

Jefferson 
County, CO 

 
United States 

Total Population1 754,292 651,154 175,766 516,929 527,056 281,421,906 

White1 74.4% 31.6% 92.8% 81.2% 90.6% 75.1% 

Black1 20.1% 64.3% 1.0% 6.5% 0.9% 12.3% 

American Indian, 
Eskimo, or Aleut1 0.3%  0.3% 0.4%  0.9% 0.8% 0.9%  

Asian or Pacific 
Islander1 3.2%  1.5% 2.6%  2.7% 2.4% 3.7%  

Other Race1 0.6%  0.7% 1.4%  4.7% 3.2% 5.5%  

Multi-Race1 1.4%  1.5% 1.9%  3.9% 2.2% 2.4%  

Hispanic1 1.8%  1.7% 5.1%  11.3% 10.0% 12.5%  

Median age1 37.7 yrs 35.0 yrs 33.7 yrs 33.0 yrs 36.8 yrs 35.3 yrs 

Crude Birth Rate2 12.6   14.9   19.0   15.7   12.5   14.93   

Crude Death Rate2 9.9   13.1   2.7   5.5   6.0   8.63   

1990-2000 Change4 9.0%  -11.5% 191.0%  30.2% 20.2% 13.2%  

 
Note: all  values include household and group quarters residents 
1 Census 2000 results 
2 1998 rates per 1000; from MD Dept. of Health and Mental Hygiene and CO Dept. of Public Health and Environment 
3 1998 rates per 1000; from www.fedstats.gov 
4 Census 1990, 2000 results 

 
1.6 AREX 2000 Source Files 
 
The administrative records for AREX 2000 were drawn from the StARS 1999 data base.   There 
were six source files with national coverage selected for inclusion in StARS   The files were 
chosen to provide the broadest possible coverage of the U.S. population and compensate for the 
weaknesses or lack of coverage of a given segment of the population inherent in any one source 
file.  At a minimum, the files had to have for each record, a name, Social Security Number 
(SSN), and street address.   
 

 

 
 
 

6 



 

The national level files that contributed to the StARS 1999 database and to AREX 2000, were: 
 

• Internal Revenue Service (IRS) Tax Year 1998 Individual Master File (1040). 

• IRS Tax Year 1998 Information Returns File (W-2 / 1099). 

• Department of Housing and Urban Development (HUD) 1999 Tenant Rental Assistance 
Certification System (TRACS) File. 

• Center for Medicare and Medicaid Services (CMS) 1999 Medicare Enrollment Database 
(MEDB) File. 

• Indian Health Services (IHS) 1999 Patient Registration System File. 

• Selective Service System (SSS) 1999 Registration File. 

 
Table 1.6 displays the primary reason each file was included in the StARS database and the 
approximate number of input records associated with each. 
 

Table 1.6:  AREX 2000 Source File Characteristics 

File Targeted Population Segment Address 
Records 

Person 
Records 

IRS 1040 Taxpayer and other members of the reporting unit with 
current address 120 million 243 million 

IRS W2/1099 Persons with taxable income who might not have filed tax 
returns 598 million 556 million 

HUD TRACS Low income housing population (possible non-taxpayers) 3 million 3 million 

Medicare File Elderly population (possible non-taxpayers) 57 million 57 million 

IHS File Native American population (possible non-taxpayers) 3 million 3 million 

SSS File Young male population (possible non-taxpayers) 14 million 13 million 

 Total 795 million 875 million 

Notes: The variance between the number of address records and person records within the input source files  
is a result of the following source file characteristics: 

1. The number of address records column is generally synonymous with the total record count on the input file. 
2. Each IRS 1040 input record may reflect up to six persons (primary filer, secondary, and dependents). 
3. Each SSS input record may reflect two addresses - defined as current and/or permanent address. 
4. The IRS W-2/1099 file undergoes a preliminary unduplication and clean-up process prior to the initial 

file edit process. 
 

1.6.1   Timing  
 
An important limitation of AREX 2000 is the gap between the reference period for data 
contained in each source file and the point-in-time reference of April 1, 2000 for the Census.  
The time lag has an impact on both population coverage--births, deaths, immigration and 
emigration--and geographic location--housing extant, and geographic mobility.  As an example, 
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both IRS files include data for tax year 1998 with an expected current address as of tax filing 
time close to April 15, 1999.  But the IRS 1040 file identifies persons in the tax unit as of 
December 31, 1998.  Table 1.6.1 shows the reference periods of the files, which generally have a 
cutoff date one year prior to the enumeration of Census 2000.   

 
Table 1.6.1:  AREX 2000 Source File Reference Dates 

Source File Cut-off 
Date 

Requested Cut 
Date Universe 

Indian Health Svc. 04/01/99 04/01/99 All persons alive at cut-off date 

Selective Service Note 2 04/01/99 Males between the age of 18 - 252 

HUD TRACS 04/01/99 04/01/99 All persons on file as of cut-off date 

Medicare Note 3 04/01/99 All persons alive at cut-off date 

IRS 1040 12/98 09/30/991 Individual tax returns for tax year 1998 

IRS W-2 / 1099 12/98 04/01/99 Forms W-2 and all 1099 forms tax year 1998 

 
1.  File Cut date is for posting cycle weeks 1-39 only for IRS 1040, and weeks 1-41 for IRS 1099 files.  Weeks 40-52 

(and 42-52 respectively) were not included in StARS '99.  This file reflects the most current address on file for 
the taxpayer.  It could be an address that has been updated since the 1998 tax return was posted. 

2.  Cut-off date is same as dates used to define universe:  persons born after April 2, 1972 and on (or before) April 1, 
1980. 

3.  Universe also defined as persons with a death date of 12/31/1989 or later. 
 
1.6.2  State, Local, and Commercial Files  

ARR staff decided not to use state and local files and commercially available databases in the 
AREX 2000 experiment.2  Statistical evidence is limited, but various reports from ARR staff 
indicated that state and local files exist in an extremely diverse variety of forms, with equally 
diverse record layouts and content (for historical information, see Sweet, 1997; Buser, Huang, 
Kim, and Marquis, 1998; and other papers in the Administrative Records Memorandum Series).  
Furthermore, ARR staff reported that it was quite time-consuming and intricate to develop the 
interagency contractual arrangements necessary to use state and local files.  Public opinion 
results such as Singer and Miller (1992), Aguirre International (1995), and Gellman (1997), 
convinced ARR staff that public sensitivity to the idea of linking commercial databases with 
government databases (other than for address processing) would be too great, and that such a 
linkage would be unwise.  The American Business Index (or ABI) file was used to identify 
addresses that were commercial rather than residential, and a Group One product, Code One, 
used to standardize addresses. 

In addition to acquisition and processing difficulties, consideration of the use of state and local 

                                                 
2 Such as state and local tax returns, drivers license files, local utilities, assessor’s records. Commercially available 
databases include direct mailing lists, credit card databases, etc. 
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files raises an equity issue in a decennial census context.  Since it is not possible to obtain an 
exact count of the population in its entirety, public perception of fair treatment in the decennial 
census process is important.  This means that the accuracy of the counts must be seen as uniform 
between and within states.  The use of data from only certain states or localities would 
compromise notions that decennial census methods must treat all parts of the country equitably. 

1.6.3  Census Numident  

Census Numident was critical in the creation of the StARS database, and a source of most of the 
demographic characteristics and some of the death data.   Census Numident was created by ARR 
primarily to validate Social Security Numbers (SSNs) used in the administrative records and to 
substitute demographic variables missing from source files.  The Census Numident is an edited 
version of the Social Security Administration’s (SSA) Numerical Identification (Numident) File. 
The SSA Numident file is a numerically ordered master file of assigned Social Security Numbers 
(SSN) that has up to 300 entries for each SSN record, though most SSNs have two records.  Each 
entry represents an initial application for a SSN or an addition or change (referred to as a 
transaction) to the information pertaining to a given SSN.  The SSA Numident contains all 
transactions (and therefore, multiple entries) ever recorded against a single SSN.  The SSA 
Numident available for StARS 1999 reflected all transactions through December 1998.  
 
The Census Numident was designed to collapse the SSA Numident entries to reflect “one best 
record” for each SSN containing the ‘best’ demographic data for each SSN on the file.  
However, all variations in name (including married names, maiden names, nicknames, etc.) and 
date of birth were retained as part of the Census Numident, as Alternate Name Date of Birth 
Files, respectively.  For the Census Numident, selection criteria were established for each Census 
2000 Short Form demographic variable (after minor edits were accomplished in an effort to 
standardize the variables).  The short form variables include date of birth fields, gender, race, 
and Hispanic origin.  Following the edit, unduplication, and selection processes, the SSA 
Numident file was reduced from 677 million records to about 396 million records that comprise 
the Census Numident file. 

1.6.4  What Effect did Race Imputation have on the AREX 2000 Counts? 

AREX 2000 Evaluation Outcomes focuses on single race reports and compares Census single 
race responses to equivalent AREX race categories.  However, the Office of Management and 
Budget (OMB) revised the classification of race and ethnicity categories in 1997, and Census 
2000 includes multiple race and ‘some other race’ (SOR) reports.  AREX race assignment relied 
on a complex decision-making process that addressed the reliability of AREX source records, 
their frequency of occurrence, and a statistical estimation methodology for calculating race 
probabilities.  But the complications in assigning race go beyond the logical and mechanical 
processes of determining the most accurate race of an individual.  Many federal agencies do not 
collect race information, have different race classifications, or changed their classification 
categories over time.   Reconciling these differences in statistical decision models invites errors 
that cannot be avoided.  But some of this decision-making process may require inferences from 
large numbers of individuals onto smaller groups.  The result of such inferences produces its 
own set of errors, because applying aggregate results to individuals invites ‘regression towards 
the mean.’  That is, a best guess is based on an average that may not fit many of those 

 
 
 

9 



 

individuals.  The consequence is that larger aggregate measures, for example counties, may have 
reliable estimates, while tracts and blocks have increasingly greater error rates.   

1.6.5 What Effect did Vital Events have on the AREX 2000 Counts? 

The five test counties have some striking demographic differences between them, despite the 
different enumeration criteria (Tables 1.5a, 1.5b).  The Census population is counted on the same 
day for all households, but administrative records counts may measure the same items on 
different days.  This is due to the cycle of events leading to the recorded administrative record, 
and is affected by the type of demographic process, the intermediate agencies that process that 
data and their processing dates, and whether ARR has received the most recent data extracts.  
With the vital events of birth and death, the event is first recorded by county and state agencies 
before reporting to federal agencies that collect administrative data.  Delays in the reporting 
process can affect the reliability of administrative records.  The mortality rate is quite high in 
Baltimore City, while Douglas County has a high birthrate and low mortality rate.  These rate 
differences may affect population counts for persons aged 0-4, as well as older persons who have 
higher mortality rates.  Inaccurate age counts for the oldest and youngest persons may also have 
an indirect effect on race and Hispanic origin counts.  For example, if most births in Douglas 
County are in Hispanic families and the 0-4 age group counts are unreliable, then Hispanic 
counts may be affected at block, tract, and potentially county levels.   Alternatively, IRS records 
may not cover all persons because they are non-filers, while late-filers may have been excluded 
from some extracts. 
 
Population change between 1990 and 2000 is also a consideration and the AREX counties have 
some key differences.  Baltimore City and County had lower growth rates than the three CO 
counties and the U.S. national average.  There is no explicit means of recording migration in 
administrative records.  Migration is captured by address changes that are dependent upon the 
type of participant and their active involvement in that federal program.   Delayed or lagged 
reporting is likely to affect each of the five counties in different ways and especially at block- 
and tract-levels.  But migration may consist of new inter-regional migrants from other areas of 
the U.S., as well as intra-regional migrants.  There is some evidence of intra-regional migration 
from Baltimore City to Baltimore County, while the CO counties have grown through inter-
regional migration.  Migrating Baltimore City residents may have settled in suburban Baltimore 
County, while migration from other U.S. cities, Central America, and Asia fueled the rapid 
population expansion in CO.  The key issue in these two types of migration is that the population 
composition of inter-regional and intra-regional migrants is likely to differ. 
 

1.7   AREX 2000 Evaluations 
 
Currently, four evaluations are being completed. 
 
The Process Evaluation documents and analyzes selected components or processes of the top 
down and bottom up methods in order to identify errors or deficiencies.  It is designed to catalog 
the various processes by which raw administrative data became final AREX counts and attempts 
to identify the relative contributions of these various processes. 
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The Outcomes Evaluation is a comparison of top down and bottom up AREX counts by county, 
tract, and block level counts of the total population by race, Hispanic origin, age groups and 
gender, with comparable decennial census counts.  This evaluation is outcome rather than 
process oriented. 
 
The Household Evaluation assesses outcomes of the Bottom-Up method, the potential for 
nonresponse substitution and unclassified imputations, and predictive capability. Nonresponse 
Followup substitution assesses the feasibility of using administrative records, in lieu of a field 
interview, to obtain data on non-responding census addresses via the bottom up method. 

 
The Request for Physical Address Evaluation assesses the impact of non-city-style 
addresses.  These addresses present a significant hurdle to the use of an administrative records 
census on either a supplemental or substitution basis is the determination of residential addresses 
and their associated geographic block level allocation for individuals whose administrative 
record address is a P.O. Box or Rural Route.  AREX 2000 tested a possible solution in the form 
of the Request for Physical Address operation.  Several thousand letters were mailed to P.O. Box 
and Rural Route addresses requesting the receiver to reply with their residential address for 
purposes of block level geocoding.  This report documents in detail the planning and 
implementation of the operation.  It also analyzes the results of the operation and assesses its 
potential future use as part of an ARC. 
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2.  METHODOLOGY 
 

2.1 Conceptual Design 
This evaluation incorporates a variety of methods to accomplish its objectives, including 
univariate and multivariate statistical analyses of AREX-Census differences, and 
spatial/ecological maps that examine the distributions of key measures.  AREX 2000 Outcomes 
tries to disentangle the influence of demographic change and AREX processing, coverage and 
data quality issues, while trying to answer the general question: 

 
What factors influenced the accuracy of the AREX county and subcounty results, what actions 
could improve the quality and coverage of administrative records, and what are the limitations 
of administrative records as a reliable source of intercensal population counts? 
 

AREX 2000 Outcomes measures how well AREX simulates Census 2000 results at county and 
subcounty levels and identifies weaknesses in AREX processing.  Key demographic 
characteristics are assessed, as well as differences between Bottom-Up and Top-Down results.  
A series of research questions provides a conceptual outline of the basic elements of the 
evaluation. General questions at larger geographies are posed first: 
 
Q1: How well does AREX measure total Census population at the county level, and how do the 
results differ by whether the Top-Down or Bottom-Up sample was used? 
 
Q2: How do county-level differences between AREX and Census differ by age, race, sex, and 
ethnicity, as well as Top-Down and Bottom-Up differences? 
 
The AREX and Census voting age population counts are compared for voting districts.  This 
comparison provides a rough measure of how well administrative records data could provide 
redistricting information.  The county-level analyses are then repeated for tract and block-level 
comparisons.  Greater differences between AREX and Census counts are more likely at smaller 
geographies.  But focusing on smaller geographies allows more detailed analyses of general 
neighborhood characteristics (e.g., block-level race/ethnic composition) and whether these 
attributes are linked with AREX-Census differences: 
 
Q3: How well does AREX measure the voting age population (age 18+) of state legislative 
districts? 
 
Q4: How well does AREX measure tract-level total, age, race, sex, and Hispanic origin counts, 
as well as block-level totals? 
 
Q5: How did AREX processing and imputation of race codes impact the county and sub-county 
race distributions? 
 
Q6: What are the most important spatial/geographic issues in comparing AREX-Census 
demographic characteristics? 
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The third and final stage of the evaluation is the most detailed and includes a multivariate 
analysis of AREX-Census differences with thematic map analyses: 
 
Q7: What are the key predictors of AREX-Census differences using multivariate regression 
models and how well do these predictors estimate AREX-Census errors? 

Q8: What is the spatial/geographic distribution of AREX-Census regression residuals and what 
unobserved/unmeasured spatial relationships exist in the results? 
 

2.2 Variable Constructs and Measures 
 
The terms ‘undercount’ and ‘overcount’ are used to describe how well AREX counts match 
Census results and have no further connotation.  That is, undercounts and overcounts reflect any 
of several problems, including coverage issues, coding, and processing errors.  Outcome and 
predictor constructs are distinguished and used to highlight AREX-Census and Bottom-Up and 
Top-Down differences.  Variable definitions used in this evaluation include: 
 
Difference 

The simple difference between AREX and Census gauges the county-level over and under-
counts:  
 
 DIFF(Ai,Ci) = Ai -Ci  
 

where:  Ai = AREX tallies in county 

  Ci = Census 2000 tallies in county 
 
Algebraic percent error (ALPE) 

Smaller geographies vary by population size, which can be used to standardize AREX-Census 
differences.  AREX and Census counts are the inputs for calculating the algebraic percent 
difference (or, where one is taken as the standard, the algebraic percent error), for the ith county, 
tract, or block: 

∑
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where:  Ai = AREX tallies in the ith county, tract, or block; and 

  Ci = Census 2000 tallies in the ith county, tract, or block 

There are two problems when computing ALPEs: zero blocks and inflated ALPEs.  Zero blocks 
occur when AREX reports at least one person having a particular characteristic but Census does 
not.  Because Census is being used as the standard and is the denominator for the ALPE 
measure, these zero blocks are undefined.  For the purpose of block comparisons, these zero 
blocks will be omitted from the analyses.  However, county and tract-level counts and 
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comparisons include these blocks because they are aggregated at larger geographies.  The 
regression residual analyses describe the spatial distribution of zero-blocks in the AREX sites. 
 
Inflated ALPEs occur because some blocks have very small denominators that tend to produce 
large ALPEs, despite small differences between AREX and Census.  That is, blocks and tracts 
with smaller populations are more apt to have larger ALPEs.  There are several ways to address 
this issue.  Median block values can be used so that inflation can be minimized.  However, 
inflation will still be present and the use of medians provides less information about 
distributional characteristics.  A second alternative is to trim or topcode large values before 
calculating site-level means.  This alternative sets all values greater than the 95th percentile at the 
95th percentile. A third alternative is to apply weights to all block or tract-level observations that 
equalize the impact of observations on aggregate measures.  For example, blocks with small 
population counts may have larger ALPEs but have the same influence as large populations on 
computed means.  Blocks and tracts with high population densities have a greater influence on 
means, while low density, rural blocks or tracts have a smaller influence.  All of the three 
approaches are imperfect, but applying the second alternative for both tract and block ALPEs 
provides a less-biased estimate of AREX-Census differences. 
 
Shannon-Wiener Index of Diversity 

This measure is widely used for estimating the biodiversity of plant and animal species within 
specified land areas (Krebs, 1989).  It provides a concise index of the county, tract, and block-
level racial/ethnic composition and can be used to calculate separate AREX and Census 
measures. 

∑−= )(plogp)( kekpH  

where:   pk = race/Hispanic proportion in the kth category  
 
Index of Dissimilarity 

This measure combines the features of ALPE and Shannon-Wiener to calculate race/Hispanic 
and age indices (Shryock and Siegel. 1973): 
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where:  i   = age or race subgroup of the jth county, tract, or block; 

Aij = AREX tallies in the jth county, tract, or block; and 

Cij = Census 2000 tallies in the jth county, tract, or block 
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Race 

Both AREX and Census versions of this variable use reported single race values with categories 
White, Black, American Indian (AI), and Asian-Pacific Islander (API).  The Hispanic origin of 
the race categories is ignored.  A small proportion of respondents self-reported multiple races in 
their Census forms.  Limited analyses will examine the influence of multi-race reporting on 
under- and overcounts of AREX results.  Race is used in calculating differences, ALPEs, 
Shannon-Wiener and Dissimilarity Indices. 
 

Hispanic origin 

Both AREX and Census versions of this variable use reported single Hispanic origin values 
(yes/no) and ignore race category.  Hispanic origin is used in calculating differences, ALPEs, 
Shannon-Wiener and Dissimilarity Indices. 

 

Sex 

Used for calculating differences and ALPEs with male and female categories. 

 
Population density 

Population density for blocks and tracts is calculated using Census total population values. 
Quintile groups of increasing population density are used in the multivariate analyses.  The 
cutpoints of these quintiles were obtained from the combined MD and CO blocks.  This allows 
the same quintile cutpoints to be used in both AREX sites and facilitates comparisons between 
the sites.  Because the CO AREX site is more rural, CO blocks and tracts have smaller 
population densities, compared to the MD AREX blocks and tracts.   

Population density = total population of block/tract i / block/tract area of i (in square miles) 

 

Neighborhood characteristics 

Neighborhood categories are distinct for the MD and CO AREX sites.  Neighborhood categories 
are defined from factor analysis results of block characteristics that distinguish differences in 
population demographics, population density, and the availability and type of housing.  
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Vacancy rate 

Vacancy rate uses Census-reported values of housing unit vacancies within blocks and tracts.  
Models use a binary measure of greater than/less than median vacancy rate. 

Vacancy rate = vacant housing units in tract or block i / total housing units in tract or block i 

 
Rental rate 

Rental rate uses Census-reported values of rented units within blocks and tracts. Models use a 
binary measure of greater than/less than median rental rate. 

 

Rental rate =occupied rental units in tract or block i / total housing units in tract or block i 

 
Presence of non-relative household members 

Census-reported number of housing units with non-relative household members. 

Non-relative rate = housing units with non-relative household members in tract or block i / total 
housing units in tract or block i 

Multi-race reporting on Census 2000 

Number of persons claiming multiple races on Census forms.  Models use a binary flag 
indicating the presence/absence of multi-race reports by individuals. 

 

Multi-race rate = individuals claiming multi-race in tract or block i/ total persons in tract or 
block i 

 

2.3 Analysis Plan 
The analysis plan has four segments of increasing complexity that provide summary, bivariate, 
spatial/ecological, and multivariate analyses that control for compositional differences between 
counties.  A brief description of the goals and types of analyses in these categories is shown 
below: 

 
Summary analyses 

This section is intended to be a top-level, descriptive summary of AREX-Census differences, by 
county, voting district, and tract.  County-level counts and proportions are compared and display 
the raw, untransformed numbers not shown in the detailed analyses.  The count differences 
describe the aggregate under- and over-counts of age, race, sex, Hispanic categories, while the 
proportions show the contribution the age, race/ethnicity, sex categories have on the under- and 
overcounts.  Analyses of voting districts, tracts, and blocks emphasize the distributional aspects 
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of AREX-Census differences. 
 
Bivariate analyses 

A second set of bivariate analyses examines how the AREX race assignment and imputation 
methodology affected the race ALPE results.  County, tract, and block ALPEs are analyzed by 
key race decision flag indicators, including the proportion of persons with imputed and non-
imputed race variables.   
 
Spatial/ecological maps 

One important aspect of the bivariate analyses is the ecological variation between blocks and 
tracts.  Thematic maps profile the heterogeneous nature of each AREX site and the spatial 
distribution of key housing and population characteristics of the MD and CO tracts.  The map 
profiles and bivariate results are then used to focus on the spatial aspects of key bivariate 
relationships.  The profile maps include: 

 
• Vacant housing units. 

• Population density. 

• Shannon-Wiener index of diversity for age and race/ethnicity. 

 
Additional maps that describe key AREX-Census tract differences by AREX site include: 

 
• Index of dissimilarity for age groups. 

• Index of dissimilarity for race/ethnicity. 

• AREX-Census ALPEs for total population. 

• AREX-Census ALPEs for persons age 0-4. 

• AREX-Census ALPEs for persons aged 65+. 

• AREX-Census ALPEs for Blacks. 

• AREX-Census ALPEs for Hispanics. 

 
Multivariate analyses 

This section builds on the results of the bivariate analyses to develop predictive models of 
AREX-Census differences.  The block-level, multivariate analyses consider the qualitative 
characteristics of neighborhoods, which are hypothesized to be more or less stable, based on the 
composition and dynamics of households.  Factor analysis is used to distinguish types of 
neighborhoods within each AREX site.  The neighborhood groupings are mutually exclusive 
categories and can be summarized as: 
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Maryland neighborhoods: 

• Larger proportions of Blacks and younger persons (Black-younger). 

• Predominantly older (55+) and White (White-older). 

• Multiethnic neighborhoods with Blacks and Hispanics (multiethnic). 

• Multi-ethnic neighborhoods with Asian-Pacific Islanders, Hispanics, and younger 
persons (multiethnic-younger). 

 
Colorado neighborhoods: 

• Multi-ethnic neighborhoods with Blacks, Asian-Pacific Islanders, and Hispanics 
(multiethnic). 

• Predominantly renters aged 25-34 (young-renters). 

• Older persons in suburban (moderate density) neighborhoods (older-suburban). 

• Neighborhoods with higher mobility (vacancy) rates (transient-vacant). 

 
AREX under- and over-counts are hypothesized as having distinct sets of predictors and are 
estimated in separate regression models of under- and overcounted blocks.  The expected 
predictors of block-level ALPEs are shown below: 

 
   County indicator 

+ Population density  

+ Neighborhood characteristics  

+ High vacancy rate  

+ High rental rate 

+ High non-relatives  

+ White quintile groups  

+ High race proportions (excluding Whites) 

+ High Hispanic proportion 

+ High age group proportions 

+ AREX race imputation variables 

+ Other AREX processing variables 

 
 

The models emphasize Bottom-Up results and the possible causes of error affecting Blacks, 
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Hispanics, and selected age groups.   The selected analyses were based on results from the 
descriptive analyses that follow.  Six models predicting block-level AREX-Census ALPEs are 
estimated with the following outcome and sample characteristics: 

1) total population ALPEs using MD Bottom-Up sample. 
 
2) total population ALPEs using CO Bottom-Up sample. 
 
3) age 0-4 ALPEs using CO Bottom-Up sample. 
 
4) age 85+ ALPEs using MD Bottom-Up sample. 
 
5) Black ALPEs using MD Bottom-Up sample. 
 
6) Hispanic ALPEs using CO Bottom-Up sample. 

 

But the distribution of ALPEs is truncated at –1 (minus one) when the AREX population equal 
zero, and the small Census blocks have inflated overcounts.  To compensate for this difficult to 
transform ALPE distribution, the values are categorized into groups.  Grouping the ALPE values 
and creating subsamples helps reduce the difference in actual and predicted errors, or residuals.  
Each ALPE dependent variable is assigned to one of five subgroups for separate regression 
models, based on their interquartile ranges: 

 
Group 1: greatest ALPE undercount reflecting 12.5 percent of blocks. 

Group 2: next largest ALPEs reflecting 25 percent of blocks. 

Group 3: next largest ALPEs reflecting 25 percent of blocks. 

Group 4: next largest ALPEs reflecting 25 percent of blocks. 

Group 5: next largest ALPEs (greatest overcounts) reflecting 12.5 percent of blocks. 

 
For most of the dependent variables, groups one and two include undercounts while Groups four 
and five are overcounts.  Generally, group three has the smallest ALPE scores (both under- and 
overcount) and includes the zero-score.  Groups one and five are wider intervals and include the 
most extreme values, though outliers were previously topcoded to the 95th percentile. 
 
A preliminary set of models compares the quartile group memberships in categorical regression 
models and includes all blocks with complete data.  This set of models is useful for comparing 
the between-group differences in the blocks, providing indicators of how the demographic, 
imputation, and processing issues affected the accuracy of the AREX counts.   
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Standard, multivariate regression models are then estimated for each of the five groups using the 
narrowed ALPE interquartile ranges as dependent variables.  Blocks with undefined ALPEs, 
where AREX counts exist but Census indicates no persons, are again excluded from the 
analyses. The regression parameter estimates are then used to calculate predicted values and 
residuals (actual block population ALPE – predicted block ALPE) for each of the blocks.   The 
residuals are presented in thematic maps to highlight the ecological issues underlying AREX-
Census deviations and unmeasured/ignored block-level heterogeneity.  Block-level heterogeneity 
is potentially linked with the unobserved social characteristics of AREX-Census differences.   
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3.  LIMITS 
 
Study and Data Limitations 
 
There are three potential sources of error that impact the AREX counts:   
 

• errors in raw administrative records. 

• inaccurate recording of demographic events. 

• ARR processing decisions. 

 
These influences can interact with the accuracy of total counts and age, race/ethnicity, sex 
distributions, and impact whether persons are correctly matched to their block or tract of 
residence.  And while ARR processing decisions attempted to minimize and correct deficiencies 
in the raw administrative records, the resultant data could have been altered but not made more 
accurate after processing decisions were implemented.  The main issues that affect these sources 
of error are summarized by main category. 
 
Errors in raw administrative records 
 
Three processed datasets are used in this evaluation, including Top-Down AREX counts, 
Bottom-Up AREX counts, and Census 2000 results.  Top-down counts were obtained by 
processing administrative records to place persons within their block of residence.  Bottom-up 
counts can be described as processed Top-Down counts that exclude group quarters residents, 
with edited address information and some imputed demographic measures.  The Census records 
in this evaluation exclude group quarters residents and correspond to AREX counties, tracts, and 
blocks.3  Some observed patterns in the AREX files include: 
 

• Most administrative data have limited coverage or cover selected populations; for 
example Medicare records cover the 65+ population very well, while the Social Security 
Administration provides more accurate information for active participants, including 
employed persons and beneficiaries; most administrative records do not fully cover 
children and/or provide limited characteristics. 

• Some administrative data provide information for all age categories but only in selected 
locations; for example, the Indian Health Service provides good information on its 
participants if they live within tribal areas or reservations, but provides no information 
for other locations. 

• Definitions can vary between data sources, locations, and the time when data were 
collected; for example, race definitions have not only changed over time, but some 
agencies collect multiple race and ethnicity characteristics, while agencies in some 
locations may have unique circumstances (APIs in Hawaii and AIs near tribal areas may 

                                                 
3 Bottom-up and Top-Down will be used to refer to these methods and as file names for the remainder of this report. 
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be treated differently); generally, the Social Security Administration provides the most 
consistent and complete coverage of the AREX population and U.S. residents. 

• Under-reporting and non-coverage may occur if persons are not active participants with 
data collectors, especially persons at the lowest socioeconomic levels who may be 
unemployed or disabled, do not have interest-bearing bank accounts, and do not file tax 
returns. 

• Raw administrative records are also likely to have different posting and processing dates, 
so that more recent demographic events may have better or worse coverage, depending 
upon the processing standards of the data-providing agency; the extent of reporting lag 
and differences across the raw administrative files have not been fully evaluated. 

 
Inaccurate recording of demographic events 
 

• New births are often not registered in administrative records because of a lagged 
response by data collectors; new birth data are generally identified through tax returns 
and Social Security records, though these sources do not fully disclose race and ethnicity 
measures. 

• New deaths may also be subject to a lagged response by data collectors, which were 
identified by the Social Security Administration and the Center for Medicare and 
Medicaid Services, (formerly the Health Care Financing Administration); because death 
records are obtained from states having different disclosure rules and processing policies, 
there may be some geographic biases in the accuracy and timeliness of death records. 

• Migration and mobility can be identified through tax returns, but addresses are likely to 
be updated on an annual basis and also be subject to a lagged response; updated address 
records for other data sources have varying accuracy and timeliness. 

 
ARR processing decisions 
 

• Decision rules were made by ARR to unduplicate and match all of the administrative 
records, and the resultant data may be biased by age, race/ethnicity, sex, and household 
address. 

• Demographic imputation processes were implemented to select the best race/ethnicity 
identifiers and fill in missing age and sex characteristics; the resultant identifiers may 
also be biased and/or less accurate than desired. 

• Missing and problematic address information that failed to match the Census Master 
Address File (MAF) underwent further processing; in some cases, persons at these 
addresses were statistically allocated to blocks based on in-person field address 
verification (FAV estimation); in other instances, the actual Census records were pulled 
in to replace these persons in the AREX data (Census pull). 
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4.  RESULTS 
 

4.1 Net Differences in AREX and Census Population Counts  
 
Summary of results: AREX undercounted total household population in four of the five counties 
with algebraic percent errors of 97 to 102 percent of Bottom-Up Census results (Table 4.1).  The 
Bottom-Up results were generally better than the Top-Down results: Bottom-Up had more 
stringent processing specifications and added ‘Census pull’ households for unmatched addresses 
(census pull rates are shown in Table 4.5).  If AREX was unbiased and counted all demographic 
groups in the same way, we could expect undercounts for all demographic categories to have the 
same relative size.  However, older persons aged 65+, especially persons aged 85+, and 
college-aged persons (aged 20-24) were overcounted.  The second important finding is that 
Hispanics in MD and Blacks and APIs in CO were overcounted, but represent small minorities 
in those counties.  Whites were overcounted in Baltimore City and County, where they reflect a 
smaller share of County population, compared to the CO counties. Demographic processes 
affect the accuracy of AREX counts in the youngest, oldest, and college-age age categories.  The 
accuracy of race and Hispanic counts is subject to more complex operational, demographic, and 
administrative processes. 

 
Table 4.1:  Top-down and Bottom-up Counts of Total Household Population by County1 

 Top-down Results   Bottom-up Results

AREX Census        Difference ALPE  AREX Census Difference ALPE 

Baltimore County 696,183 736,652 -40,469 -5.5%  728,205 736,652 -8,447 -1.1%

Baltimore City 570,648 625,401 -54,753 -8.8%  636,729 625,401 +11,328 +1.8%

Douglas County 148,270 175,300 -27,030 -15.4%  169,640 175,300 -5,660 -3.2%

El Paso County 456,891 501,533 -44,642 -8.9%  494,253 501,533 -7,280 -1.5%

Jefferson County 473,495 519,326 -45,831 -8.8%  503,622 519,326 -15,704 -3.0%
 

1AREX Top-Down counts include persons who were later identified in Bottom-Up as group quarters  
 residents; Bottom-Up and Census counts exclude group quarters residents. 
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TOTAL POPULATION (see Table 4.1) 

• AREX (Top-Down) undercounted all five counties with the greatest net undercounts in 
Baltimore City and El Paso and Jefferson Counties 

• Bottom-up undercounts are much smaller than Top-Down undercounts in all five 
counties for total population and demographic characteristics; Bottom-Up showed the 
greatest improvements in Baltimore City and El Paso County 
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F igure 4.1.1b: Net  P opulation Difference by  Sex, County, and Collection 
M ethod-CO

-60000

-40000

-20000

0

20000

40000

60000

Doug las
T/D

Doug las
B/U

El Paso
T/D

El Paso
B/U

Jefferson
T/D

Jefferson
B/U

County and Collection M ethod

N
um

be
r 

of
 P

er
so

ns

M ale
Female

 
 
 

24 



 

 
 
 

25 

• Males and females are undercounted in all five counties (except Baltimore City); female 
undercounts are greater than male undercounts in all five counties for both methods; 
comparing Bottom-Up and Top-Down results, the differential undercount of females is 
smaller in CO than in the MD counties. 

 

AGE     
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• In the MD counties, Top-Down overcounts the 75+ population and undercounts all other 
age groups; Bottom-Up overcounts the 20-24, 25-34, 35-44, and 65+ age groups and 
undercounts all other age groups. 

• In the CO counties, generally, age 20-24 and 65+ age groups are overcounted and other 
age groups are undercounted for both Top-Down and Bottom-Up samples. 

• In both MD and CO, Top-Down undercounts are greatest for the 0-19 age groups and 
show the greatest improvements for Bottom-Up counts. 

• At the oldest ages in the MD counties (somewhat less in CO), the 85+ age group is 
overcounted, while 65-74 and 75-84 age groups are both undercounted and overcounted 
in Top-Down and Bottom-Up; given that mortality rates and increasing overcounts are 
associated with advancing age, the results suggest lagged reporting of deaths by agency 
administrators. 
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RACE    
 

 

 F igure 4 .1 .3a: N et  P opulation D ifference  by  R ace, C ounty, and C ollec tion 
M ethod-M D

-60000

-40000

-20000

0

20000

40000

60000

B alt. C ty  T/D B alt. C ty B /U B altim ore  T/D B altim ore  B /U

C ounty and C ollection M ethod

N
um

be
r 

of
 P

er
so

ns

W hite
B lack
A I
A P I
H ispanic

 

 

 

 

 

 

 

 

 

 

 

 F igure  4 .1 .3b: N et  P opulation D ifference  by  R ace, C ounty, and C ollection 
M ethod-C O
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• In the MD counties, Hispanics were overcounted and other minority race groups were 
generally undercounted in Top-Down and Bottom-Up; Whites and Blacks were 
overcounted in Baltimore City (Bottom-Up) where Blacks are a majority of the 
population. 

• In the CO counties, Blacks and APIs were generally overcounted while AIs and 
Hispanics were undercounted in Top-Down and Bottom-Up. 

 
Some initial insights from the net under- and overcounts are evident in Table 1.5b (section 1.5).  
One general pattern is the relationship between share of minority population and under- and 
overcount.   Hispanics are a smaller proportion in the MD counties and have larger undercounts. 
 Similarly, Whites in Baltimore City and Blacks and APIs in the CO counties were both 
overcounted.  But Hispanics in MD and Blacks and APIs had higher rates of imputation from 
general4 and tax form methods.  That is, the AREX-Census differentials were larger because 
under- and overcounts have smaller population bases (compared to the majority race group) and 
higher potential error rates (from imputation).  Differences between Bottom-Up and Top-Down 
results are likely due to the address-matching requirement of Bottom-Up that eliminates 
potentially inaccurate records, and the added Census pull records, which directly affect the 
AREX-Census comparisons.  Census pull rates were large for Baltimore City and Douglas 
County, but both counties also experienced significant population change between 1990 and 
2000. 

4.1.1 AREX-Census Algebraic Percent Errors 

Summary of results: The county-level ALPE results provide a simple display of aggregate results 
and suggest how analyses of smaller geographies are likely to be affected by administrative 
reporting delays, the impact of the race imputation model, and differences between Top-Down 
and Bottom-Up methods.  Generally, Bottom-Up under- and overcounts were smaller for race, 
Hispanic origin, age, and sex groups.  Males and females are undercounted in four of five 
counties, with female undercounts slightly greater than male undercounts.  Most age groups are 
undercounted, but the magnitude of undercounting is greater for increasingly younger ages, with 
more transient age groups overcounted (the oldest age groups and college-aged persons).  This 
pattern does not appear to be site-specific but seems to be an artifact of administrative record 
processing and reporting lags.  

Blacks and Hispanics tend to be undercounted when they are the largest minority group and 
overcounted when they are not.  AIs have large undercounts while APIs are undercounted and 
overcounted by AREX site, regardless of the proportional size of APIs. The race/ethnicity ALPEs 
can be attributed to deficiencies in the race imputation model.  Coverage rates may also have an 
indirect effect on the accuracy of the race/ethnicity groups because under- and overcounted age 
groups in the MD and CO counties may have larger proportions of particular race/ethnicity 
groups. 

                                                 
4 The general method of imputation was applied to the Personal characteristics File (PCF) and carried over to 
subsequent forms of administrative records files.  Further references to race imputation distinguish PCF vs. tax form 
methods that were applied to children less than 18 years old and acquired from the tax filer in their household. 
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The county-level analysis builds on the AREX-Census count results by examining the algebraic 
percent error (ALPE).  The ALPE measure provides a different view of the county-level results 
because the calculation method uses group totals as bases and provides a standardized gauge for 
comparing differences between Top-Down and Bottom-Up, as well as between counties. 

 

TOTAL POPULATION   
 
 

Figure 4.1.4: Total Population ALPEs by County and Collection Method
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• All county Bottom-Up ALPEs were smaller than Top-Down ALPEs; Bottom-Up ALPE 
improvements were variable: the Jefferson County Top-Down ALPE (-8.8 percent) was   
-3.0 percent in Bottom-Up, while the Baltimore City Top-Down ALPE (-8.8 percent) was 
+1.8 percent in Bottom-Up. 

• The smallest total population Bottom-Up ALPEs were in Baltimore County (-1.1 percent) 
and El Paso County (-1.5 percent); the largest Bottom-Up ALPEs were both in CO in 
Jefferson (-3.0 percent) and Douglas (-3.2 percent) counties. 

 
Bottom-up ALPEs were generally smaller due to more stringent address-matching requirements 
(compared to Top-Down) and Census pull households that replaced unmatched Census addresses. 
The overall effect provided by Bottom-Up was to increase the number of AREX households and 
eliminate unverified households that may place households in the wrong blocks or have 
unsubstantiated demographic characteristics.  All of these operations, as well as estimates from 
the field address verification (FAV) process, may have a greater effect on population totals. 
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SEX      

 
F igure 4 .1 .5a: Sex A L P E s by C ounty and C ollection M ethod-M D
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F igure  4.1 .5b: Sex A L P E s by C ounty and C ollection M ethod-C O
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Figure C3CO: Net  Population Difference by  Age, County, and
Collection Method-CO
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• Male and female Bottom-Up ALPEs were relatively small in all five counties and ranged 

from –4.0 percent to +4.2 percent. 

• Both male and female proportions were undercounted in all counties and generally are 
unbiased, reflecting the magnitude of total county-level proportions; female undercounts 
were slightly worse than male undercounts and had small marginal differences in 
Bottom-Up.    

 
Some women may be less active within the administrative records systems.  For example, some 
retirement studies indicate that lifetime participation in the labor force varies by a woman’s child 
raising and care giving experiences, health status, and race/ethnicity (Flippen and Tienda, 2000). 
The difference between male and female undercounts may also be attributable to delayed 
reporting of mortality because men and women have different survival rates at younger and older 
ages that vary by race and ethnicity. 

 

AGE 
Figure 4.1.6a: Age ALPEs by County and Collection Method-MD
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Figure 4.1.6b: Age ALPEs by County and Collection Method-CO
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• Generally, younger age groups (especially the 0-4 age group) had the largest negative 
ALPEs in all five counties; Bottom-Up ALPEs for the 0-4 age group ranged from  –33.8 
percent in Jefferson County to –23.4 percent in Baltimore City. 

• Older age groups (65-74, 75-84, and 85+) tended to have positive ALPEs that increased 
by increasing age. 

 

Large age-group ALPEs are likely due to the combined effect of errors in the administrative 
record collection process and recording lag from demographic processes.  Infants are likely to 
have poorer coverage due to reporting lag and reporting their births.  Households with five or 
more children, new dependents born between the beginning of tax year 1999 and the April 1, 
2000 date of the Census, and separated or remarried parents who did not claim a child in their 
tax return are also likely to have incomplete coverage of household members.  This is 
demonstrated by the large undercounts for the 0-4 age group.  

College-age persons whose residence may have been reported at a parent’s IRS tax address may 
actually reside on a campus in a different area.  The IRS 1040 tax files also provide incomplete 
information for the 15 months preceding Census day, as these files are limited to 1998 tax year 
records.  The 20-24 year age group also has large ALPE overcounts in the AREX counties. 
Douglas County is an extreme example where the age 20-24 Census population is about half the 
state and national proportions.  But Colorado Springs is the home of the Air Force Academy and 
several universities, despite its small total population.  Persons aged 65+ were generally 
overcounted in all five counties, which may be due to administrative records not capturing 
migration (to new residences and nursing homes) and mortality of older persons.  Despite 
linkages to Medicare records, some older persons (age 65+) appear to have less reliable 



 

information in administrative records because lagged reporting may count persons alive and 
resident who may have died or moved.  This is especially true for persons age 85+ who 
displayed Bottom-Up overcounts for all five counties ranging from about two percent to 36 
percent.  Also, because the 85+ population is a relatively small proportion, the denominators of 
the ALPE calculations are likely to be small and potentially inflate ALPE measures. Generally, 
the 65-74 and 75-84 age group had small positive ALPEs in all five counties. 
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RACE       
 F igure 4 .1 .7a: R ace A L P E s by C ounty and C ollec tion M ethod-M D
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F igure 4 .1 .7b: R ace  A L P E s by C ounty and C ollection M ethod-C O
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• Blacks were overcounted (Bottom-Up) in all three CO counties and Baltimore City 
(where Blacks are the largest minority group). 

• Hispanics were overcounted (Bottom-Up) in both MD counties and undercounted in all 
three CO counties (where Hispanics are the largest minority group). 

• American Indians had the greatest ALPEs in all five counties and were a larger 
proportion in the CO counties; Bottom-Up American Indian (AI) ALPEs ranged from –
34.1 percent in Jefferson County to –11.3 percent in Baltimore City. 

• Asian Pacific Islanders (APIs) were overcounted (Bottom-Up) in all three CO counties 
and Baltimore City (API proportions were similar in MD and CO counties). 

 

Whites and Blacks are overcounted in four of the five counties (Bottom-Up results).  The results 
further support a lack of precision in assigning White and Black races, due to deficiencies in the 
race imputation model and the more lenient processing of the Top-Down data.  Generally, the 
Bottom-Up results had smaller White undercounts in four counties and smaller under- and 
overcounts in CO, compared to the Top-Down results.  The race imputation model exhibited 
‘regression towards the mean’ in assigning Black and White races, because aggregate population 
estimates were used to estimate individual race characteristics.  And for AIs and APIs, the ALPE 
results are somewhat misleading due to the small population bases of the minority races.   

The large race/ethnicity ALPEs (under- and overcounts) were probably affected by poor results 
from the race imputation model.  The overcounting of Whites in Baltimore City and 
undercounting of other races is also indicative of the poor performance of race imputation.  AIs 
had large undercounts in all counties, and despite the moderate to large proportion of imputed 
records, the race imputation model had little effect on the assignment of AI as a race category.5  
This undercounting may be due to a deficiency in the administrative records and their inability to 
accurately capture AI membership.  The AI counts are unique among the race/Hispanic group 
measures as they reflect the smallest race category.  However, unlike other administrative data 
sources, race information from the Indian Health Services provided the most reliable source of 
data, though coverage of AIs was limited to tribal and reservation populations. 

The distinguishing feature between Baltimore City and the other counties is that Baltimore City 
has the greatest proportion of Blacks and other minorities, as well as a large proportion of older 
persons.  The lower socioeconomic status of some Baltimore City residents may inhibit their 
coverage in administrative records because they may be poorly integrated with employers and 
federal agencies.  Unemployment and not having a bank account reduces coverage in IRS 1040 
and 1099 records, as well as being an active participant in Numident records.  And older Blacks 
have been observed to have higher mortality rates than other race/ethnicity groups (Hayward and 
Heron, 1999).  Subsequent analysis of age and race characteristics sheds some light on whether 
socioeconomic status and/or greater mortality contribute to the female undercount in Baltimore 
City.   

                                                 
5The race model uses additional data sources for Hispanics and Asians, compared to Whites and Blacks, and uses 
administrative data from the Indian Health Services for AIs.  Refer to Table 4.5 for imputed proportions by race and 
ethnicity. 
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Hispanic ALPEs had large undercounts in all three CO counties, but neither of the MD counties. 
 Hispanics are a much larger proportion of the total population in CO (5 to 11 percent) but a 
smaller percent and number of the MD population (less than two percent).  The results suggest 
that the undercount may be due to problems with race coding, the race imputation model, recent 
Hispanic migrants to CO (reporting lags in AREX data sources), or persons not appearing in 
administrative records.  For example, casual labor and domestic workers may receive cash 
payment, provide false SSNs, and may not exist in administrative records.  That is, they were 
captured in Census, but migration, type of employment, and AREX processing may be 
associated with their undercounting.  APIs had large undercounts in Baltimore City only, but 
were overcounted in El Paso and Jefferson Counties and had smaller undercounts in the 
remaining counties.  

One problem area with race reporting concerns the source of administrative records for persons 
less than 18 years old.  SSA Numident records are a primary source of race/ethnicity identifiers 
and are generally blank for children.  The Enrollment at Birth Program (EAB) does not record 
race/ethnicity information for new birth certificates and children lacked race identifiers in 
Numident.  Young persons are unlikely to have any of their administrative records updated until 
they begin working, reach driving age, marry, or become eligible for Social Security or Medicare 
benefits under some catastrophic health or family incident.   

An important difference between the Top-Down and Bottom-Up results was the manner in which 
the race imputation model treated children.  In the Bottom-Up process, children were assigned 
the race of the primary tax filer at their address.  The 1998 tax returns linked the householder and 
first four dependents, allowing householder race from SSA Numident to be assigned to 
dependents.  For traditional married families, it is likely that three children plus the spouse were 
linked to the householder.  The PCF imputation methodology was developed from a sample of 
adults from the Current Population Survey (CPS) and part of the improved race assignment in 
Bottom-Up may be due to this additional race imputation process.  While a formal evaluation of 
the revised race imputation methodology has not been conducted, it is assumed that the more 
stringent Bottom-Up address requirements and household race assignment improved the 
accuracy of race assignment for children. 

Differences between Census and AREX county-level counts can be attributed to three general 
causes: 

• Operational factors, including, Bottom-Up/Top-Down processing, allocation from 
collection blocks to tabulation blocks, the race imputation model, and Field Address 
Verification (FAV). 

• Administrative factors and their interaction with demographic events, affecting the 
coverage, accuracy, completeness, and timeliness of administrative data collection by 
federal agencies. 

• Demographic factors, including mortality, fertility, and migration, and their differential 
impact on age groups, sex, and race/ethnicity. 
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4.1.2 Index of Dissimilarity Results 

Summary of results: The county-level dissimilarity indices fortify the results of race and age 
differences and ALPEs: Bottom-Up provided better results than Top-Down and aggregate age 
differences exceeded race/ethnicity differences. 
 

The index of dissimilarity provides a single measure of correspondence between two different 
distributions and summarizes race/ethnicity and age group differences between AREX and 
Census.  A greater index indicates one or more race/ethnicity or age categories differs between 
AREX and Census within the county, but does not distinguish which particular category is 
different.  The indices are sensitive to the number of groups and group ranges used.  There are 
more age groups than race/Hispanic groups so the age dissimilarity index is slightly larger.  This 
section describes county-level results, while subsequent comparisons between county and other 
geographies use identical group definitions to facilitate comparisons across geographies. 

 
 
 
 Figure 4.1.8a: Indices of Dissimilarity for Race/Hispanicity and Age by 

County and Collection Method-MD
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 Figure 4.1.8b: Indices of Dissimilarity for Race/Hispanicity and Age by 
County and Collection Method-CO
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• Bottom-up had smaller indices, compared to Top-Down, and were significantly smaller 
in Baltimore City. 

• The Bottom-Up age dissimilarity index exceeded the race dissimilarity index in all 
counties except El Paso County, which had the smallest Bottom-Up index among the CO 
counties. 

• The Bottom-Up age and race dissimilarity indices were generally greater in all CO 
counties, compared to the MD counties. 

 
These results mirror what was found in the individual age, race, and Hispanic comparisons.  The 
reduction in the race dissimilarity index from Top-Down to Bottom-Up is significant, 
considering that these measures reflect the largest and smallest indices of all calculated county 
indices.  In all comparisons except the Jefferson County age index, the Bottom-Up method 
provided more accurate results than Top-Down.  The AREX race counts approximated Census 
results in Douglas County, while age was better measured in El Paso and Jefferson Counties.  
The Bottom-Up results support that the age dissimilarity index is somewhat constant across the 
counties, suggesting that Bottom-Up was neutral in its treatment of age groups.  However, the 
age dissimilarity index is an aggregate measure and the age-group components may offset each 
other, because one component of the index might be very large and dominate the summed value. 
The treatment of race across counties was varied, and the large reduction in the race dissimilarity 
index in Baltimore City merits further investigation. 

 



 

4.2 State Legislative District Comparisons 
 
Summary of results:  The comparison of state legislative districts and Census results emphasizes 
Bottom-Up household counts, and are compared to Census 2000 results that include persons in 
households.  The state legislative districts show remarkable heterogeneity given the size of each 
district. The number of overcounted districts exceeded undercounted districts in both sites, 
though the undercounted districts had small magnitudes.  The chief difference between county 
and state district results is the exclusion of persons under 18 years old. 
 
The comparison between AREX population estimates of state legislative district Bottom-Up 
counts and Census 2000 household results focuses on the age 18+ populations of the districts.  
This simplified analysis will compare AREX-Census total population differences and ALPEs.  
The legislative districts are composed of census blocks and can flow across county boundaries.   
Consequently, the comparisons focus on districts that are wholly contained or large parts of 
districts that lie within the MD and CO AREX sites.  The comparison is somewhat biased 
because it pits AREX households against all Census persons and excludes GQs.   It is assumed 
that efforts beyond the current administrative records methods in this evaluation will be required 
to accurately count persons in GQs.  Consequently, the AREX household population is used as 
an estimator of district-level total population counts. 
 
The AREX-Census counts, differences, and ALPEs by legislative district are shown in Table 4.2. 
 Disaggregating the county counts reveals the heterogeneity of the district-level counts, as well 
as under- and overcounting by AREX.   All of the county-level AREX counts were less than 
Census, but nearly all of the district-level AREX counts exceeded Census results.  This is due to 
the exclusion of persons under aged 18.  The range of district-level ALPEs is wider than the 
county-level ALPEs.  The results for the CO site were similar to the MD results, as each site had 
several districts with ALPEs exceeding county results. 
 
One criterion for redistricting is equal size, where the total population of each legislative district 
is within five percent of a pre-specified value.  Because some of the districts are incomplete and 
reflect uncounted persons, it is not possible to test the extent that the districts met this criterion.   
However, 80 percent of districts had AREX counts within five percent of the Census values for 
these household counts.   
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Table 4.2: Voting Age Persons (Aged 18+) by State Legislative Voting Districts 

Maryland          Colorado         
Districts AREX Census Difference ALPE  Districts AREX Census Difference ALPE

5B 25612 24039 1573 6.5%  14 46715 45490 1225 2.7%
6 86517 84347 2170 2.6%  15 47993 46800 1193 2.5%
7 69103 69478 -375 -0.5%  16 49796 48705 1091 2.2%
8 88706 86755 1951 2.2%  17 40948 39811 1137 2.9%

10 87760 85051 2709 3.2%  18 51294 50059 1235 2.5%
11 85791 81956 3835 4.7%  19 46848 43703 3145 7.2%

12A 46664 45024 1640 3.6%  20 44413 41225 3188 7.7%
31 7394 7196 198 2.8%  21 45176 43260 1916 4.4%
40 75375 71076 4299 6.0%  22 47870 46754 1116 2.4%
41 82248 77279 4969 6.4%  23 47811 47902 -91 -0.2%
42 80348 80539 -191 -0.2%  24 50252 50433 -181 -0.4%
43 78623 74480 4143 5.6%  25 49300 47623 1677 3.5%
44 82407 78515 3892 5.0%  26 51167 50319 848 1.7%
45 79910 75171 4739 6.3%  27 50308 48495 1813 3.7%
46 84226 81431 2795 3.4%  28 47969 45206 2763 6.1%

TOTAL 1060684 1022337 38347 3.8%  29 49367 47671 1696 3.6%
      33 1280 1244 36 2.9%
      38 209 191 18 9.4%
      43 44542 43917 625 1.4%
      44 45536 44226 1310 3.0%
      45 33210 31680 1530 4.8%

      TOTAL 892004 888306 3698 0.4%
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4.3 Tract Comparisons 
 
Summary of results: The comparison of tract and Census results focuses on Bottom-Up counts. 
The tract-level ALPE results indicated a good correspondence between AREX and Census total 
population counts (72 percent of tracts met the five percent criterion and 99 percent met the 25 
percent criterion), though some tracts had moderate and large ALPE undercounts.  ALPE results 
for sex and age were similar for tract and county analyses, with smaller under- and over-counts 
associated with larger proportions of accurately counted tracts.  Baltimore City had the worst 
results for total and demographic ALPE measures but the most accurate results for Blacks.  
However, Baltimore City also had the largest proportion of census pull records and smallest 
proportion of imputed Black race codes.  For the race/Hispanic minority groups, the relative 
size of the minority population was associated with how well AREX simulated Census results, 
because small minority proportions tended to have more tracts with moderate or large ALPE 
overcounts. Because of methodological differences between the tract and block analyses, the 
general analyses of block-level ALPE distributions are not discussed. 

 
The AREX-Census tract comparisons emphasize ALPE Bottom-Up distributions and use the 
same population demographics described in the county-level analyses.  Because the Bottom-Up 
results were found to be more favorable in the county-level results, Top-Down results are not 
presented.  The tract comparisons provide a unique set of problems if processing errors 
accumulate from the race imputation model, FAV estimation, and allocation from collection to 
tabulation block processes.  For example, if a contiguous group of blocks have under- or 
overcounts and these blocks are aggregated into tracts, then the resultant tract could have a 
significant under- or overcount.  Mean tract errors become inflated because the extreme values 
of some tracts may behave like outliers and inflate site-level descriptive statistics.  All tract value 
differences that exceed the 95th percentile have been topcoded or trimmed to equal the value of 
the 95th percentile.  While topcoding can alter the magnitude of AREX-Census ALPEs, 
cumulative processing errors remain in the data and may seem to conflict with the county-level 
results.  Comparing tract and county ALPE results provides information on the accuracy of tract-
level characteristics relative to counties.  But the main problem with this type of comparison is 
that the ALPE denominator potentially inflates tract-level ALPEs for small population subgroups 
and especially minorities.   See Appendices 3 and 4 for more discussion on tract and block 
incongruities. 
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TOTAL POPULATION   

 
Figure 4.3.1: Distribution of Tracts with Under- and Overcounts of Total 
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• More than 70 percent of tracts had AREX total population counts within +/- five percent 
of Census results (five percent criterion), and more than 95 percent of tracts had counts 
within 25 percent of Census results (25 percent criterion) in four of five counties; 
Baltimore City had the least accurate results with 50 percent of tracts exceeding +/- five 
percent of Census results. 

• A larger proportion of tracts had moderate and large undercounts (less than +/– five 
percent) compared to overcounts (results not shown). 

 
Though the tract-level ALPEs for the total population resemble county-level results, the 
distributions indicate more Baltimore City tracts were overcounted.  It’s unclear whether these 
overcounts are related to persons who were actually uncounted in Census, or more likely, flaws 
in AREX processing.  Households may have been added through the Census pull households that 
replaced unmatched addresses that existed in other tracts or addresses.  
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SEX      

 
Figure 4.3.2a: Proportion of Tracts With Sex ALPEs Below 5%  and 25% : 

Baltimore County
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Figure 4.3.2b: Percent of Tracts With Sex ALPEs Below 5%  and 25% -

Baltimore City
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Figure 4.3.2c: Percent of Tracts With Sex ALPEs Below 5%  and 25% -
Douglas County
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Figure 4.3.2d: Percent of Tracts With Sex ALPEs Below 5%  and 25% -El 
Paso County
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 Figure 4.3.2e: Percent of Tracts With Sex ALPEs Below 5%  and 25% -
Jefferson County
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• A larger proportion of CO tracts had male ALPEs within the five percent criterion, 
compared to females; in both MD counties, and especially Baltimore City, female ALPE 
results were more accurate than male results. 

• Baltimore City had the least accurate correspondence between AREX and Census at both 
five percent and 25 percent ALPE criteria. 

 
The sex ALPE results reflect the tract-level total population counts.  The most important issue is 
whether AREX counted males or females more accurately.  There are several possible 
explanations for why tract-level accuracy varies by sex.  Low-income women in urban areas may 
have weaker links to the economic institutions of larger society and poorer coverage in 
administrative data sources.  Under coverage may also be due to working men and women who 
did not contribute to Social Security and tax rolls.  Older women may have larger undercounts or 
smaller overcounts than older men because older women are more likely to outlive their 
husbands and exist in Census and AREX data.  But older women may migrate near their children 
or other relatives, or enter nursing homes.  That is, older women may be counted in AREX but 
not at the same Census address, and potentially offset expected female undercounts.  
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AGE     

 
 

Figure 4.3.3a: Proportion of Tracts with Age ALPEs Below 5%  and 25% : 
Baltimore County
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Figure 4.3.3b: Percent of Tracts with Age ALPEs Below 5%  and 25% -
Baltimore City
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 Figure 4.3.3c: Percent of Tracts with Age ALPEs Below 5%  and 25% -
Douglas County
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Figure 4.3.3d Percent of Tracts with Age ALPEs Below 5%  and 25% -El Paso 

County
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Figure 4.3.3e: Percent of Tracts with Age ALPEs Below 5%  and 25% -
Jefferson County
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• The 45-54 and 55-64 age groups had the most accurate AREX counts; about 70 to 80 
percent of tracts counted persons aged 45-64 within the  five percent criterion; Baltimore 
City was somewhat worse with less than 60 percent of tracts within the five percent 
criterion.  

• Age groups with the smallest proportion of tracts within the five percent criterion 
included ages 0-4, 20-24, and 85+; age groups 0-4 and 85+ had the smallest proportion of 
accurate tracts at the 25 percent criterion; the results were similar for the 20-24 year age 
group in four of five counties (Douglas County had less than 30 percent of tracts within 
the 25 percent criterion). 

• Generally, about 90 percent of tracts were accurately counted at the 25 percent criterion 
for ages 25-74. 

• The distribution of ALPEs covering ages 5-64 indicate that under- and overcounts are 
affected by moderate differences (five to 25 percent) between AREX and Census counts, 
rather than large errors. 

• For older age groups, there was a strong association between increasing age and 
decreasing accuracy of AREX results at both the five percent and 25 percent criteria. 

• Despite the small proportion of tracts within the five percent criterion for the 65-74 and 
75-84 age groups, about 90 percent of tracts were counted accurately at the 25 percent 
criterion. 

• The 85+ year age group had the largest proportion of overcounts and largest proportion 
of large overcounts (exceeding the 25 percent criterion). 

The tract-level age interval undercounts corresponded with the county-level Bottom-Up results.  
 Age groups 0-4, 20-24, and 75+ were measured less accurately within tracts, and the most 
extreme age groups, 0-4 and 85+ had the smallest proportion of tracts within the five percent or 



 

25 percent criteria.  The substantive implications of the tract-level ALPEs support the county-
level results:  younger age groups tend to be undercounted because they have less exposure to 
administrative record-keeping agencies and the limitations of the IRS 1040 tax records, while 
reporting lag affects the accuracy of tract-level results of older age groups because of lagged 
reporting of mortality and migration.  The linkage between 20-24 year olds and their parents’ tax 
returns, and the generally higher mobility rates for young adults reflects the county-level ALPE 
results, though disaggregation from county to tracts confounds the relationship. 
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RACE/ETHNICITY   

 

Figure 4.3.4a: Proportion of Tracts with Race ALPEs Below 5%  and 25% : 
Baltimore County
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 F igure 4 .3 .4b: P ercent of Tracts w ith R ace  A L P E s B elow  5%  and 25% -
B altim ore C ity
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Figure 4.3.4c: Percent of Tracts with Race ALPEs Below 5%  and 25% -

Douglas County
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Figure 4.3.4d: Percent of Tracts with Race ALPEs Below 5%  and 25% -El 
Paso County
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 Figure 4.3.4e: Percent of Tracts with Race ALPEs Below 5%  and 25% -
Jefferson County
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• Whites had the largest proportion of accurate results in four of five counties, ranging 
from about 45 to 90 percent of tracts meeting the five percent criterion; about 25 percent 
of tracts in Baltimore City had accurate counts for Whites at the five percent criterion. 

• Blacks were counted more accurately in the MD counties and Hispanics were counted 
more accurately in the CO counties, at both five percent and 25 percent criteria; 
Hispanics in the MD counties had a significant proportion of tracts with large overcounts 
(exceeding the 25 percent criterion), while Blacks in the CO counties also had a 
significant proportion of tracts with large overcounts. 

• Generally, race groups with the smallest population proportions had the smallest 
proportion of tracts within the five percent and 25 percent criteria. 

• Baltimore City, with a Black majority, was most accurate in counting Blacks, compared 
to the other race groups. 

• Counties with small proportions of a particular race tended to have more tracts with 
moderate or large overcounts for that race (for example, Hispanics in Baltimore County); 
this caused some county-level results that showed undercounts to appear as tract-level 
overcounts (for example, Hispanics in Douglas County). 

• AIs had the least accurate results of the race groups and the greatest proportions of large 
under- and overcounts (exceeding –25 percent; see appendix). 

 



 

In general, the direction of tract-level mean ALPEs corresponded with county-level results.  
Race categories with small proportions, especially AIs and APIs, were more likely to differ 
between geographies and have different magnitudes when they did correspond.  This was due to 
larger errors in more tracts.  Counties with fewer tracts also had greater errors and less 
correspondence with county-level results, especially Douglas County. 

The accuracy of tract-level race counts is affected indirectly through the age composition of 
tracts, and directly through the race imputation model.  As was found in the review of the age 
category results, the youngest, oldest, and early adult age categories had the least accurate 
results. Because the race categories have very different birth, death, and immigration rates, the 
age category errors are likely to impact the race groups in different ways.  For example, if Black 
and Hispanic fertility rates are greater, compared to other race groups, then Blacks and Hispanics 
may have greater net undercounts for this age group.  Similarly, Black mortality at older ages is 
higher than other race categories and may produce a larger net Black overcount.   

The race imputation model has been found to produce good estimates of national race 
proportions, but poor estimates for small areas.  Some of the tract-level errors may be 
attributable to the poor performance of the race model.  Multivariate analyses that distinguish the 
source of the assigned race are performed in this report and attempt to decompose the influences 
of age composition and race imputation model on race category results.  However, residential 
segregation is likely to produce neighborhood clusters of errors, associated with the race-mix of 
neighborhoods and the number of contiguous blocks and tracts.  Spatial analyses provide further 
elaboration of the distributional characteristics of tract and block-level results and are presented 
in a later section of this report.  

AIs have a separate source of administrative data, though AIs in urban areas not integrated with 
the Indian Health Services are likely to be less accurate.  Despite the moderate to large 
proportion of imputed AI race results, the large undercounts suggest that the race imputation 
model provides an inaccurate assignment of AI race status, compared to the other race groups.  
However, AIs were generally the smallest race proportion and ALPE calculations with small 
denominators produce larger ALPEs.  Whites in Baltimore City had large overcounts that were 
not reflected in county-level results.  One additional problem with the race imputation model is 
its inability to distinguish Whites and Blacks.  This issue is more problematic in Baltimore City 
with its Black majority population. 
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4.4 Block-level ALPEs 
 
The block-level ALPE results describe the accuracy of counts at the smallest geographic level 
and relative to counties and tracts.  The main problem with this type of comparison is the ALPE 
denominator potentially inflates block-level ALPEs for small population subgroups and 
especially minorities.  This inflation is likely to be greater than found in the tract-county 
comparisons.  A second issue affecting comparisons is the exclusion of blocks where census did 
not identify persons with a particular attribute (zero blocks).  Tract and block ALPEs include 
blocks with zero counts because these blocks were collapsed into larger geographies.  However, 
the block-level ALPEs use the reduced sample of blocks and the results may be quite different 
when comparing the ALPEs at various geographies.  

 
F igure 4.4.1: Distribution of B locks with Under- and O vercounts of Total 
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• AREX was more accurate in estimating tracts than blocks in all counties; from about 25 

to 40 percent of blocks were within the  five percent criterion, and about 85 percent were 
within the 25 percent criteria in the five counties; Douglas County had the best results at 
the five percent criterion and Baltimore County was best at the 25 percent criterion. 

• In the MD counties, slightly more blocks had moderate or large overcounts (ALPEs 
exceeding five percent), compared to the CO counties where more blocks had moderate 
undercounts (minus five to –24 percent). 

 
The AREX counts were less accurate at the block-level.  Total population proportions are likely 
to be less accurate at smaller areas due to incorrect assignment of households at tracts and blocks 
that average out for county-level counts.  This is demonstrated by the greater number of 
moderate and large ALPEs and indicates how smaller denominators and AREX processing flaws 
influenced the results.  Though zero blocks were excluded and fewer blocks met the five percent 
criterion, a surprisingly large proportion of blocks met the 25 percent criterion in all five 



 

counties.  Block-level results for sex, age, and race can be found in Appendix 5. 
 

4.5 AREX Processing and Operational Issues 
 
Race assignment can be decomposed into three major categories: 

 
• Most frequent report from source administrative files. 

• Imputed from PCF probability estimates and assigned to adults. 

• Imputed from householder’s race and assigned to children under 18 years old. 

 
Table 4.3 provides a summary of race imputation and Census pull proportions; more detailed 
tables can be found in Appendix 2.  The imputed race assignments may increase AREX-Census 
differences while Census pull improves the apparent accuracy of AREX.  The distribution of 
imputed and Census pull cases fall into several distinct patterns, though later analyses identify 
how the race assignment process affected ALPE results:   

 
• Race imputation was greater in the CO counties, especially for Whites and Blacks. 

• Both MD counties had similar imputation rates, though the rate of Census pull was much 
greater for Baltimore City. 

• Jefferson and Douglas Counties had the greatest imputation rates for total population and 
most of the race categories, while Douglas County and Baltimore City had the greatest 
Census pull rates. 

 
Table 4.5: Summary of Race and Hispanic Origin Imputation Rates by County1 

Race/Hispanic Category Baltimore County Baltimore City Douglas County El Paso County Jefferson County

All persons 12.5% 9.8% 17.1% 16.9% 17.4%

White 12.0% 11.0% 16.8% 16.9% 15.6%

Black 11.7% 8.9% 26.7% 15.3% 31.6%

AI 28.8% 24.2% 26.3% 20.2% 21.1%

API 28.7% 20.7% 28.2% 27.4% 31.2%

Race Unknown 0.2% 0.1% 0.2% 0.8% 0.6%

Hispanic 92.5% 82.6% 84.6% 85.3% 88.2%

Census Pull 6.3% 15.3% 13.5% 9.3% 7.4%
1(Imputed PCF + householder-assigned records to children) / total AREX records 
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4.6 Geospatial Distributions of AREX-Census Bottom-up Differences 
 
Figures 4.6.1a and 4.6.1b show the ALPEs for the total population of each AREX site. The 
intervals used for thematic mapping use a natural-break algorithm (Jenks and Caspall, 1971).  
Selected age and race ALPEs are shown for persons aged 0-4, 85+, Blacks, and Hispanics in 
Figures 4.6.2a-4.6.3b. Indices of dissimilarity in Figures 4.6.4a-4.6.5b provide a general 
perspective on the aggregate age and race characteristics of the AREX tracts.  These final maps 
have different measurement scales and the intervals and color scheme differ from the previous 
maps.  
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Mapped ALPE results for total population 

 
Tgr24005trt00jun29 by pdtotal

Total Population ALPEs-Baltimore County

-0.38  to -0.205   (2)
-0.205 to -0.055   (20)
-0.055 to 0.045  (159)
0.045 to 0.205   (21)
0.205 to 1   (2)

Tgr24510trt00jun29 by pdtotal

Total Population ALPEs-Baltimore City

-0.205 to -0.055   (27)
-0.055 to 0.045  (102)
0.045 to 0.205   (68)
0.205 to 1.1   (3)

Figure 4.6.1a: AREX-Census ALPEs for the Total Population: MD Tracts 
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 Figure 4.6.1b: AREX-Census ALPEs for the Total Population: CO Tracts 

 

 

 

 

 

 

 

 

 

• ALPE results were better in suburban than urban and rural tracts in both AREX sites. 

• Under- and overcounted tracts tended to cluster, suggesting adjacent tracts had similar 
population characteristics.



 

 
 
 

Mapped ALPE results for selected age characteristics 
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Figure 4.6.2b: AREX-Census ALPEs for Persons Aged 85+: MD Tracts 
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Census day enumeration for these age groups.
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Mapped ALPE results for selected race characteristics 
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Figure 4.6.3a: AREX-Census ALPEs for Blacks: MD Tracts 
 
Figure 4.6.3b: AREX-Census ALPEs for Hispanics: CO Tracts
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• Large Black and Hispanic ALPEs occur in urban and rural tracts in both MD and CO 
counties, with large overcounts more frequent in rural areas and large undercounts in 
urban areas. 

• Moderate and large under- and overcounts were similar in both MD and CO counties. 

 
Black overcounts in the MD counties are probably due to errors in AREX processing, especially 
the race imputation model, that incorrectly assigned Blacks to tracts.  These larger overcounts 
tend to be in predominantly rural, White tracts in northern Baltimore County.  Moderate 
overcounts and undercounts are concentrated in Baltimore City and contiguous tracts 
surrounding Baltimore City.  However, there are some tracts with large undercounts, including 
small clusters within Baltimore City and around the Towson area in central Baltimore County.  
The spatial distribution of under- and overcounts in the CO counties is confounded by the large 
rural tracts that appear to weight the graphic presentation.  For Hispanics in CO, there are 
considerably more tracts with large and moderate undercounts, some of which are large clusters 
and others that are isolated.   

The key finding from the Black spatial distributions for the MD counties is that the overcounts 
are probably in error because they appear in largely rural, White areas, while large undercounts 
are not randomly distributed and indicate other underlying causes.  The spatial-race under- and 
overcount patterns could be due to historic settlement and migration patterns that facilitated 
greater racial integration in CO, or differences in the age structures of the two AREX sites.   In 
both sites, age, cohort, and related factors are potential contributors to spatial variations.  

There also appears to be a relationship between urban and rural tracts and under- and overcounts. 
The large overcounts in both AREX sites appear in predominantly rural tracts and provide 
additional support for deficiencies in the race imputation model.  Further investigation would 
provide more details about the impact of resident cohorts, settlement/migration patterns, and age 
structure on the AREX-Census differences.  
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Mapped dissimilarity indices
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Figure 4.6.4a: AREX-Census Index of Dissimilarity for Age: MD Tracts
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Figure 4.6.4b: AREX-Census Index of Dissimilarity for Age: CO Tracts 
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Figure 4.6.5a: AREX-Census Index of Dissimilarity for Race: MD Tracts
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Figure 4.6.5b: AREX-Census Index of Dissimilarity for Race: MD Tracts
63 



 

• Tracts with greater age dissimilarity indices are more clustered in MD than CO counties. 

• Race/Hispanic dissimilarity indices are greater in urban and adjacent areas of the MD and 
CO counties and appear as contiguous tract clusters; in CO, greater race dissimilarity 
indices occur in more urbanized tracts. 

• Most tracts have either high race or age dissimilarity and not both. 

 
The spatial distribution of tract-level dissimilarity indices for age may be related to 
neighborhood cohort characteristics and family formation.  Cohort characteristics reflect 
predominantly Black or White residents who assume households at early ages and remain there 
through retirement.  Family formation reflects children who were undercounted and are also 
likely to be associated with specific cohorts and neighborhoods.   

Despite similar population sizes in Baltimore City and County, 90 percent of the high 
race/Hispanic tract indices in MD are in Baltimore City.  This is primarily due to the large 
minority population in Baltimore City.  However, AREX-Census differences in Baltimore City 
are localized in four tract clusters.   The other notable issue in Baltimore City is that some of the 
low dissimilarity tract clusters are in predominantly Black neighborhoods.  That is, not all 
minorities and Blacks have been poorly represented by AREX counts.  The key issue is what 
non-race/Hispanic attributes are contributing to the greater dissimilarity between AREX and 
Census for minorities.  Tracts with large race/Hispanic or age dissimilarity indices could be 
associated with the price and availability of housing stock, the population demographics in those 
clusters, as well as the non-resident characteristics of those clusters, including schools, 
highways, and commercial districts.  Racially segregated neighborhoods may also be 
contributing to these results in Baltimore City. 
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4.7 Multivariate Analysis 
 
Summary of results: The model results confirm some of the key findings from the univariate and 
bivariate analyses.  Among the mobility variables, both vacancy rate and rental rate were 
associated with under and overcounts. Rental rate had a greater impact on undercounts and 
vacancy rates impacted overcounts in both AREX sites.  There was also a general tendency for 
greater imputation rates to be associated with overcounts.  While the imputation rates did not 
affect total AREX counts, they indicated a characteristic of those blocks may be linked with 
AREX overcounts.  Similarly, presence of multi-race and some other race reports was strongly 
associated with undercounts and overcounts, as indicators of some unobserved characteristic of 
those blocks.  White, Black, and Hispanic presence and proportions had variable associations 
with under- and overcounts.   As observed in the bivariate analyses, large proportions of persons 
under age 5 and 20-24 were associated with undercounts in both sites.  And in CO, large 
proportions of persons age 65+ were associated with overcounts.   
 
4.7.1 Categorical Model Results 
 
The primary goals of the categorical regression models are to identify the key predictors 
associated with under- and overcounts and account for population composition differences 
between counties and AREX sites.  The extensive univariate and limited bivariate analyses are 
confounded by the uncontrolled characteristics of blocks, tracts, and counties.  That is, 
demographic, ecological, and socioeconomic characteristics.   The multivariate models remove 
this confounding so that comparisons can be made between predictor variables and counties. 
 

The model results identify the key predictors of the selected age, race/ethnicity, sex and total 
population ALPEs and assume the Census results to be the ‘truth’ about the AREX population.  
The regression models have been structured to answer the question: What block characteristics 
are most important for understanding differences between AREX and Census results, using the 
Census results as a standard?  A secondary goal of the multivariate models addresses how 
AREX counts can be improved to more accurately depict the Census population.  This can be 
accomplished in two ways.  First, is to understand the operational and administrative deficiencies 
that affect the AREX counts.  The operational deficiencies can be addressed internally by PRED 
through enhanced processing methods.  Addressing administrative deficiencies is more 
problematic because it requires the cooperation of other federal agencies whose requirements 
may be at odds with the Census Bureau’s desired changes.  Another alternative is to use the 
model results and develop correction factors for the AREX counts, based on the Census results.  
This would be most useful for intercensal estimates that employ administrative records, but 
fraught with the usual problems of estimating small areas with statistical methods (Smith and 
Shahidullah, 1993). 
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Comparison of moderate and large under- and overcounts to ‘best’ results 
 
The models use categorical regression methods to compare how the predictors contribute to 
moderate and large deviations from the ‘best’ results or reference group.  The five categories 
based on the interquartile range have the ALPE ranges shown in Table 4.7.1: 
 
Table 4.7.1:  Under- and Overcount Groups for Total Population ALPEs 

Group and Relative Size ALPE Range  

  MD CO 

G1: Large undercount < -14.4% < -16.7% 

G2: Moderate undercount -14.4%  to  -2.3% -16.7%  to  -4.2% 

G3: Reference range -2.3%  to  +5.5% -4.2%  to  +2.0% 

G4: Moderate overcount +5.5%  to +19.8% +2.0%  to +16.2% 

G5: Large overcount > 19.8% > 16.2% 

 

The model results are summarized in Tables 4.7.2 and 4.7.3 (parameter estimates in Appendix 5, 
Tables A5.1-A5.2).  The models compare blocks with moderate and large under- and overcounts 
to a reference group of blocks whose AREX counts are closest to Census results (the ‘best’ or 
reference group).  There are also reference demographic characteristics that were assumed to 
have the smallest ALPE results.  The demographic reference group includes blocks with low 
mobility rates (low vacancy, rental, nonrelatives), mean imputation and Census pull rates, 
suburban or moderate population density, moderate White population proportions, no mention of 
Blacks or Hispanics, and a large proportion of persons aged 45-64.    

While the interpretation of results appears confusing, the focus in this evaluation is a general 
understanding of variables relationships affecting under- and overcounts.  For example, a low 
vacancy rate in MD (less than the median) is associated with a large undercount, relative to the 
‘best’ AREX results.  And there is a clear trend between vacancy rate and under- and overcounts. 
Low vacancy rate is associated with moderate undercounts, though the strength of the 
association is less.  And higher vacancy rates contribute to increasing ALPE overcounts.  Several 
sets of findings can be derived from the model results that answer the questions: 

What effect did a particular variable have on moderate and large under- and overcounts, 
relative to the reference group? 

What trends and relationships exist for a particular variable across the under- and overcount 
groups? 

How did the variable relationships differ between the MD and CO sites, as well as by counties 
within sites? 

Tables 4.7.2 and 4.7.3 provide a summary of the results to help answer these questions. 
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Table 4.7.2: Summary of Categorical Model Results-MD  

  
Large undercounts Moderate undercounts 

Low vacancy rate High rental rate 

High rental rate Large proportion of non-relatives in household 

Small proportion of imputed race Small proportion of imputed race-tax method 

Small proportion of imputed race-tax method Large proportion of imputed ethnicity 

Large proportion of imputed ethnicity Large proportion of Census pull cases 

No multi-race reports Small proportion of low density blocks 

High population density Black presence 

Neighborhoods 3 and 4 Large proportion of persons under age 44 

Large proportion of persons under age 5 and 20-24 Baltimore County 

Small proportion of persons age 65+  

Baltimore City  

  
Moderate overcounts Large overcounts 

High vacancy rate High vacancy rate 

Large proportion of imputed race High rental rate 

Large proportion of imputed ethnicity Small proportion of non-relatives in household 

Large proportion of Census pull cases Large proportion of imputed race 

No multi-race, some other race reports Large proportion of imputed ethnicity 

Small proportion of low density blocks No multi-race, some other race reports 

Neighborhood 3 Low and high population density, Q1, Q2, Q5 

Small proportion of persons under age 20 Small and large proportion of Whites, Q1, Q2, Q5 

 Small proportion of persons under age 20 

  

 
Characteristics Impacting Under- and Overcounts  

Vacancy rate  

Imputed race-tax method   

Imputed ethnicity-large for all models  

Census pull affected moderate under- and overcounts only  

Large proportion of Whites (Q5)  

Age < 5 and 20-24  
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Table 4.7.3: Summary of Categorical Model Results-CO 

 
Large undercounts Moderate undercounts 

Smaller undercounts in El Paso than Jefferson County 
Less in El Paso, more in Douglas than Jefferson 
County 

High rental rate High rental rate 

Large proportion of non-relatives in household Large proportion of non-relatives in household 

Small proportion of imputed race-pcf Large proportion of imputed race-PCF method 

Large proportion of imputed ethnicity Large proportion of imputed ethnicity 

No multi-race reports Large proportion of Census pull cases 

High population density No multi-race, some other race reports 

Large proportion of persons under age 24 High, not low population density 

Large proportion of persons age 65+ Not neighborhood 2 

 Large proportion of persons under age 24 

 Large proportion of persons age 65+ 

  
Moderate overcounts Large overcounts 

High vacancy rate High vacancy rate 

Large proportion of non-relatives in household High rental rate 

Large proportion of imputed race (pcf and tax) Large proportion of imputed race (pcf and tax0 

Large proportion of imputed ethnicity Large proportion of imputed ethnicity 

No multi-race, some other race reports No multi-race, some other race reports 

Not high population density Low population density 

Not neighborhood 4 Small and large proportion of Whites-Q1, Q2, Q5 

Small proportion of persons under age 5, 25-44 No Hispanic presence 

Large proportion of persons age 20-24, 65+ Small proportion of persons under age 19 

 Large proportion of persons age 20-24, 65+ 

  
 

Characteristics Impacting Under- and Overcounts  

Vacancy rate  

Rental rate  

Nonrelatives  

Imputed race-tax and pcf  

Imputed ethnicity-large for all models  

Neighborhood 2- undercounts only  

No Hispanics have large under- and overcounts  

Age <5, 5-19, 65+  
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Piecewise regression models on ALPE values 
 
The analyses in this section treat each subset of cases in an interquartile group as a separate 
multivariate regression model.   The purpose is to minimize the prediction error in the models so 
that regression residuals can be calculated and presented in thematic maps.  The same predictor 
variables used in the categorical models are used for the piecewise ALPE models.  The 
dependent variable in each model is the actual block-level ALPE.  In addition to total ALPE, 
Black, Hispanic, and age ALPE models are estimated.  The model results (see Appendix 5, 
Tables A5.3-A5.8) describe how well total Census counts were estimated by AREX, but also 
show how the most critical race and age categories were affected by mobility, imputation, and 
demographic variations in the AREX sites. 
 

Total Population ALPEs in MD and CO sites: 
 

• The vacancy, rental, multi-race, and some other race variables had smaller effects on the 
actual ALPE measures than indicated in the categorical models. 

• All of the imputation and Census pull measures were associated with large undercounts; 
in MD, the imputation variables were also associated with overcounts. 

• Proportion of Whites was a strong predictor in CO for all ALPE ranges. 

• Age variables were more important in CO than MD, with large proportions of persons in 
the youngest and oldest age groups were associated large undercounts. 

 

Age 0-4 ALPEs in CO counties: 
 

• The tax imputation method and Census pull variables were associated with moderate 
undercounts and the reference or ‘best’ ALPE group. 

• Lack of multi-race and blocks without Black residents were associated with large 
overcounts. 

• Small proportions of age 0-4 persons were associated with overcounts. 

• Large proportions of age 65+ persons were associated with under- and overcounts. 

 

Age 65+ ALPEs in MD counties: 
 

• High vacancy rates were associated with large undercounts. 

• Both tax imputation methods, Census pull, and multi-race presence were associated with 
large undercounts. 

• Low population density (Q1) was associated with moderate and large overcounts. 

• Large proportions of persons age 5-19 were associated with large undercounts. 
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Black ALPEs in MD counties: 

 
• Presence of non-relatives was strongly associated with moderate overcounts. 

• PCF imputation and Census pull variables were associated with large undercounts. 

• Race variables were only associated with undercounts. 

• Low population density (Q1) was associated with overcounts, especially moderate ones. 

• Large proportions of persons aged 0-4 were associated with large undercounts. 

 

Hispanic ALPEs in CO counties: 

 
• Presence of non-relatives and larger proportion of rental units were associated with large 

undercounts. 

• Both tax and PCF methods of imputation were associated with under and overcounts, 
especially moderate overcounts. 

• Presence of multi-race and some other race reports were associated with large 
undercounts. 

• Presence of Blacks was associated with large and moderate undercounts. 

• Both Douglas and El Paso Counties had larger overcounts, compared to Jefferson 
County. 

• Only the age 5-19 group was important and predicted large undercounts. 

 
 

4.7.2 Analysis of Regression Residuals 

The spatial maps in this section identify zero blocks, where population values from Census 2000 
are zero and ALPEs were not calculated, and small vs. moderate/large regression residuals.  
These block-level thematic maps also show tract boundaries and attempt to explain why there 
were differences between the bivariate block and tract-level results.  Moderate and large under- 
and overcounts are not distinguished in order to simplify the presentation. 

 

 
 
 

70 



 

Total Population ALPE Residuals  
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Figure 4.7.1a: Total Population ALPE Residuals-MD 
lation ALPE Residuals-Downtown Baltimore City 
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Figure 4.7.2a: Total Population ALPE Residuals-CO 
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Figure 4.7.2b: Total Population ALPE Residuals-Downtown Denver 
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Figure 4.7.2c: Total Population ALPE Residuals-Downtown Colorado Springs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
• Clustering of blocks with similar attributes (zero-blocks, large and small ALPEs) often 

occurs within tracts (thicker boundary) and appears to affect tract-level results. 

• Most of the zero-blocks affecting total population ALPEs occur in commercial and 
industrial areas. 

 
Figures 4.7.1a-b show the total population results for MD.  Many of the small residuals tend to 
be clustered, indicating similarity between these adjacent blocks, and that statistical adjustment 
methods are more likely to be accurate in these areas.  These clusters are apparent in Baltimore 
County and to a lesser extent in Baltimore City.  The downtown blocks in Baltimore City exhibit 
a more random pattern of small vs. moderate/large residuals.   There are two findings that may 
elaborate differences between block-level and tract-level results.  First, it is not surprising to see 
that zero blocks (likely commercial and industrial areas) tend to be clustered within tracts.  The 
zero blocks are concentrated in Baltimore City but are also present in several regions of 
Baltimore County.  In some tracts, a large number of zero blocks are present (mixed commercial/ 
industrial/residential areas), and the tract-level ALPE results are less stable due to smaller 
denominators in ALPE calculations. This increases the differences between block- and tract-
level distributions due to inflated tract-level results.  That is, the denominator in the mean 
calculations goes from about 8,000-10,000 blocks to 200-400 tracts.  And because of the 
clustering of small vs. moderate/large residuals, some tracts have large numbers of 
moderate/large residuals and suggest larger tract-level residuals.   

The evidence is similar for the CO total population residuals (Figures 4.7.2a-c).  Zero blocks are 



 

concentrated in urban areas and exist in several other regions.   Small residuals also tend to be 
clustered.  Visual inspection between the core urban areas of Denver and Colorado Springs does 
not indicate any differences between the cities.  The CO findings also suggest that variability at 
the tract-level may be higher because of clustering of blocks and smaller denominators in tract-
level calculations.  However, no effort has been made to see if adjacent blocks with 
moderate/large ALPEs tend to offset each other, with similar numbers of positive and negative 
residuals. 
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Black ALPE residuals 

Figure 4.7.3a: Black ALPE Residuals-MD 
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Figure 4.7.3b: Black ALPE Residuals-Downtown Baltimore City 
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• Black ALPE residuals are large and heterogeneous across Baltimore County due to 

segregated residential patterns. 

• The distribution of tracts with large and small residuals is similar in Baltimore City and 
County, excluding the zero-blocks. 

• Despite the greater number of blocks with Black residents in Baltimore City, a larger 
proportion of Baltimore City blocks has moderate residuals, compared to Baltimore 
County (48 percent vs. 38 percent). 

 
Because the analysis of ALPE residuals for Blacks, Hispanics, and the age groups focuses on 
subsets of the total population, there are more zero blocks due to residential segregation patterns, 
compared to the total population maps.  Census 2000 indicates that the majority of blocks in 
northern Baltimore County do not have Black residents.  But the maps also suggest that a larger 
proportion of blocks have moderate and large ALPE residuals, compared to the total population 
ALPE residuals.  This is supported in the distributional breakdown of ALPE residual categories in 
the map legend.  These results also impact tract-level heterogeneity.  In the northern Baltimore 
County tracts with few blocks having Black residents, ALPE residuals are likely to be large (if 
calculated).  And due to the greater proportion of moderate/large ALPEs, potential tract-level 
ALPE residuals could also be more heterogeneous.  The distribution of low vs. moderate/ large 
ALPE residuals is similar throughout Baltimore County, Baltimore City, and urban, downtown 
Baltimore. 
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Hispanic ALPE residuals 
 

Figure 4.7.4a: Hispanic ALPE Residuals-CO 
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Figure 4.7.4b: Hispanic ALPE Residuals-Downtown Denver 

 

Figure 4.7.4c: Hispanic ALPE Residuals-Downtown Colorado Springs 
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• Hispanics tend to reside in urban rather than rural blocks. 

• There is a similar proportion of blocks with large Hispanic residuals as there are large 
Black residuals in MD; however, there is a high proportion of large residuals in Douglas 
and El Paso counties. 

• Hispanics tend to be clustered in urban areas and adjacent suburban areas of CO.  A very 
small proportion of blocks has small ALPE residuals, and most tend to be moderate or 
large residuals across the three counties.  The implication of Hispanic ALPE residuals is 
more extreme than found with Black ALPE residuals: tract-level errors are likely to have 
inflated denominators due to fewer blocks with Hispanic residents while tract-level errors 
are likely to be greater due to the smaller proportion of small Hispanic ALPE residuals. 
This is true in both urban and suburban areas.   
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5.  RECOMMENDATIONS 
 
This section synthesizes findings and describes immediate opportunities for improvement, areas 
of near-term further development, and directions for future research.  Most of the 
recommendations are a direct result of this outcomes evaluation, but companion evaluation 
reports and staff discussions and opinions also influenced this list. 
 
Immediate needs and opportunities for improving the accuracy and utility of administrative 
records: 
 

5.1  Develop clear objectives, benchmarks for success, and timetables for accomplishing 
tasks.  This issue is important for focusing the work of a limited staff and providing assurances 
that objectives are being met.  Some decisions made during the computer processing or 
specifications phases can have unintended negative results.  New methodologies and processes 
require careful evaluation over all phases of work.  Ideally, multiple methods will be compared 
in test runs and the best overall choice selected for implementation.  Are total population counts 
more important than demographic characteristics and should accurate tracts or block measures be 
the focus?   What tolerance or level of error is acceptable for administrative records results?  
Should the immediate goal be accurate identification of individuals to improve linking with 
national surveys or are accurate tract-level characteristics more important?  One strategy may 
include a consortium of federal agencies that would work with Census in an ongoing structured 
format to conceptualize needs, goals, and methods.  A clear set of objectives would then 
facilitate the other recommended tasks for improving the accuracy and utility of administrative 
records. 

   
5.2  Use the Bottom-Up enumeration method and separate household and group quarters 
populations.  The Bottom-Up enumeration method produced more accurate household 
population counts for all counties.  The address-matching process was important because it 
validated addresses found in administrative records.  This led to unmatched addresses being 
replaced by actual Census results. These two activities were the most successful components in 
the administrative records processing.  However, there needs to be further research on non-city-
style addresses and how to identify corresponding physical addresses.  Some addresses are the 
commercial mailing addresses of accountants, lawyers, guardians, and executors and not the 
physical addresses of actual persons in the administrative records.  Address-related research 
should be expanded to improve the accuracy of block and tract population counts, as well as 
persons within households. 
 
This evaluation demonstrated that administrative records provide accurate household population 
counts but ignored the group quarters population.  Part of the strength of the Bottom-Up 
enumeration method is a reliance on accurate household addresses.  Similarly, a transient 
population that resides in group quarters is unlikely to have consistent address records across 
administrative files, while lag time in processing administrative records for transient persons 
affects the accuracy of group quarters population counts.  A separate process, through alternative 
administrative records, sampling or local surveys appears to be the choice for enumerating the 
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group quarters population. 
 
5.3  Obtain administrative records extracts that coincide with a specific day.  A Census 
enumeration counts a population at an exact time and place.  AREX processing was based on 
files that were collectively current for December, 1998 or Spring, 1999, but were compared to 
Census 2000. The direct consequence of this potential 15-month interval is that persons who 
died were reported in the administrative records, but not Census, while new births were reported 
in Census but not administrative records.  Though many of the deficiencies described in this 
report are due to this 15-month interval, birth, death, and migration population counts may still 
be unreliable if files are poorly synchronized. And the address selection process also hinges on 
file consistency.  For example, five files may have the same address but one does not.  But 
address selection may ignore the sixth address because it is inconsistent, though perhaps more 
accurate than the address in the other five sources.  Age distributions are affected by state 
policies on birth and death records and may not cover a specific place and time because of 
reporting lag issues.  Finally, race and Hispanic origin distributions may be affected because 
migrants tend to be minorities and have higher fertility rates.  Both sources of error (eliminating 
the lag interval and file synchronicity) can be quickly rectified through agency relationships and 
better planning. 
 

5.4  Revise the race imputation methodology and discard model-based approaches to race 
imputation.  The current race imputation model is perhaps the most deficient operation in the 
administrative records processing.  Race information is seldom available for children because 
most federal agencies do not record these data.  It is methodologically more difficult to impute 
race codes for individuals or small areas (including tracts and blocks), compared to counties and 
states.   The reason for this is that model-based values reflect sample or aggregate characteristics 
and cannot provide the variability that occurs for individuals or small areas.  Enhancing 
administrative records with Census 2000 may produce better results than previously available.  
However, about eight percent of respondents self-identified as multi-race or some other race and 
did not fit neatly into the five race categories.  Annual births and deaths reflect about two percent 
of the U.S. population.  And the effects of migration are not fully captured using the current race 
imputation methodology.  Taken together, Census 2000 does not address all persons, while 
intercensal population changes need to be correctly enumerated.  
 
Current race/ethnicity imputation methods rely on sample-based algorithms that apply mean 
values (based on subgroups) to individuals in AREX.  Because national samples are used, the 
resultant mean values that are applied to individuals are frequently incorrect and result in 
inaccurate tract and block estimates of race and ethnicity.  Methods that incorporate small area 
demographics that distinguish local vs. national mean values are necessary to improve small area 
estimates.  But there is also significant unobserved heterogeneity that may occur, for example the 
surname list may be more accurate in some areas of the U.S. than others, or the children’s 
imputation methodology may be affected by state policies that pass on demographic information 
to federal agencies.  Census data appended to individual records should improve the accuracy of 
race assignments but may be less useful after 5-9 years.  While Bayesian methods have the 
potential to improve the race imputation model, these methods require further development until 
they can be applied to small area analyses. 
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Areas of near-term further development 
 
5.5  Develop alternative data sources and better methods for accurately counting births 
and deaths.  AREX counts for the oldest and youngest persons suggest that birth and death 
information is not recorded in a timely manner.  Further research is needed to understand 
whether this is due to the agency providing the data or delays prior to their receipt (i.e., other 
agencies, their processing schedules, and state regulations and policies).  Births and deaths are 
recorded in administrative records after they are processed by county and state agencies.  It’s not 
clear how long the lag period is between an event and when it is recorded by federal agencies.  
Obtaining annual birth and death records from the National Center on Health Statistics (NCHS) 
also is affected by reporting lag.  Obtaining records directly from states or from NCHS as it is 
received from states would minimize these lag intervals.  
 
The demographic events of birth and death are extreme analogs to mobility because preceding 
and succeeding records do not exist.  Births and deaths are local events that are administered by 
counties and states before processing at federal agencies.  And because states may vary in the 
efficiency that they process data and their policies, regional variation in the accuracy of 
demographic events may exist in national files.  This issue may be an aspect of the unobserved 
heterogeneity in the accuracy of young and old AREX individuals, impacting block and tract 
results.  But because of the suddenness of these events, the impact of annual vs. frequently 
updated files becomes more important in identifying the most reliable source files for these age 
groups. 
 
5.6  Obtain alternative data for identifying the race and ethnicity of children.  Race and 
ethnicity generally comes from Social Security files that fail to document this information from 
birth certificates that were issued over the last 14 years.  Additional data sources must be sought, 
possibly school enrollment data, though these data have been difficult to obtain.  Accurate 
demographic characteristics of parents may carry over to children and resolve many of these 
missing race identifiers.  But there are some problems with using parent information for children. 
Divorced and separated couples with dependent children may have less accurate parent 
information and could be placed at one physical address rather than another.   
 
5.7  Further evaluate the use of administrative records for redistricting.  Administrative 
records may provide an early source of data for redistricting and reapportionment as close total 
counts were achieved in most legislative districts.  Administrative records provided reasonably 
good total population counts for most legislative districts, despite large AREX-Census 
differences in Census block totals.   
 
State legislative districts are smaller than U.S. and state senate districts and are created by 
aggregating Census tabulation blocks.  Despite large AREX-Census differences in Census block 
totals, AREX provided fairly accurate population counts for most districts.  However, the age, 
race/ethnicity, sex characteristics of districts were not investigated.  The findings of this study 
suggest that block count totals and the age/race distributions can be vastly improved in future 
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administrative records databases and legislative districts will become even more accurate.  This 
may allow redistricting and reapportionment efforts to commence early, reducing time 
constraints, while providing a greater opportunity for public review and comment on proposed 
boundaries.   
 
5.8  Develop a new Hispanic name list.  The race imputation process relies partly on surname 
lists to estimate the likelihood that an individual is Hispanic, Asian-Pacific Islander, or American 
Indian.  While the Asian-Pacific Islander list was recently expanded using surnames from 
Census 2000, the Hispanic surname list requires similar updating.  The surname lists are the only 
person-level identifiers of race and ethnicity outside of those recorded in the administrative 
records sources.   
 
5.9  Research the address selection methodology.   Current address selection methods have 
relied upon latest address date or most frequently recorded address.  But posting dates may be 
the same across administrative files and more accurate in one or more files and less accurate than 
others.  Further, there may be regional differences in the accuracy of addresses.  For example, 
Alaska, Hawaii, Massachusetts, and Louisiana may have distinct address processing procedures 
and deadlines because they are not in the continental U.S. or lack typical county structures.  
Address selection processing should incorporate the validity of the different administrative files 
due to regional variations in the way they are processed. 
 
Directions for future research 
 
5.10  Study and document the internal specifications, methods, etc., of federal agency 
collectors of administrative data.  This recommendation has been briefly mentioned in several 
immediate and near-term recommendations.  There is a clear need to understand and document 
in detail the manner in which the various federal agencies collect their data to understand 
validity and reliability differences across files.   This would allow ‘grading’ of data that could be 
used for weighting and comparing files.  A second possibility is working with federal data 
collectors to change their collection methods in order to promote consistency across files. 
 
5.11  Conduct additional research on transient subpopulations.  Some of these issues were 
handled in Census 2000 through enumeration of special places and a group quarters census.  
Vacancy rates, type of tenure, presence of non-relative household members, and age/race/ethnic 
composition identify blocks that are more difficult to enumerate and require additional effort and 
resources.  These factors may also be linked to non-response followup households that require 
special enumeration and imputation methods and include nursing home and hospital residents, 
and college-aged persons.   College-age individuals are mobile due to their part-time residence at 
school and movement from dorms to temporary housing.  But following school, they are also 
likely to relocate and later purchase a home, marry, and have children.  It becomes problematic 
to identify the best address for persons in this age group, women may change their name, and 
children are born.  Special attention needs to be focused on this age group because address and 
household changes are so tightly linked with each other. 
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5.12  Develop new methods for distinguishing blacks and whites when there is little 
information available.   This problem may be resolved with a highly accurate method of 
identifying and/or imputing race.  Ideally, using administrative records along with household and 
block/tract characteristics can be used to provide improved race measures.  But there may still be 
problems, or race may be better identified in some regions than others.  Alternative methods 
need to be researched that provide independent support for persons being white or black.   
 
5.13  Identify strengths and weaknesses in using the MAF for administrative records.  The 
Census MAF is being used as a ‘gold standard’ for identifying whether administrative records 
addresses are correct or not.  But the administrative records may capture new construction starts 
sooner than the MAF.  Or there could be unknown errors and deficiencies.  It is important for 
subsequent research and processing to identify the strengths and weaknesses in the MAF to 
fortify the enumeration process using administrative records.   
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APPENDIX 1:  PROFILE OF TEST SITES 

A1.1 County demographics 
The ability to accurately measure the resident population using administrative records is likely to 
vary by the age, race, sex, and Hispanic composition of the AREX counties.  These demographic 
groups are likely to have distinct coverage rates within administrative records, as well as 
mobility, fertility, and mortality rates.  The latter rates are also likely to interact with the record-
keeping processes of the federal agencies that collect and maintain the data.  The sites were 
chosen for their varying demographic characteristics to test the feasibility of enumerating the 
population using administrative records.  Table A1.1 provides a detailed breakdown of 2000 
demographic characteristics for the five counties in the AREX test sites.  Some general 
comments on the AREX test sites include: 

• Baltimore and Baltimore City have the largest populations, compared to the less 
populated CO counties. 

• Females exceed males in all five counties; the sex ratio is larger in the CO counties. 
• The MD counties are much older than the CO counties; the age 0-4 age group proportions 

are larger in the CO counties, while the older age groups are larger in the MD counties. 
• Baltimore City, and to a lesser extent, Baltimore County, have large Black populations; 

Hispanics are the largest minority population in CO, followed by APIs. 

Table A1:  Demographic Breakdown of the Census 2000 Household Population for AREX Counties  

 Baltimore County Baltimore City Douglas County El Paso County Jefferson County 
Total 736,652 625,401  175,300  501,533  519,326  

White 548,776 74.5% 196,427 31.4% 162,639 92.8% 408,167 81.4% 471,107 90.7% 
Black 147,226 20.0% 404,198 64.6% 1,663 0.9% 31,875 6.4% 4,126 0.8% 
AI 1,923 0.3% 2,097 0.3% 716 0.4% 4,725 0.9% 3,971 0.8% 
API 23,631 3.2% 9,168 1.5% 4,488 2.6% 13,954 2.8% 12,330 2.4% 
Hispanic 13,433 1.8% 10,712 1.7% 8,825 5.0% 56,677 11.3% 51,346 9.9% 

Age 0-4 45,179 6.1% 41,593 6.7% 16,949 9.7% 39,006 7.8% 33,213 6.4% 
      5-19 147,393 20.0% 135,558 21.7% 41,376 23.6% 115,404 23.0% 111,655 21.5% 
      20-24 41,740 5.7% 43,627 7.0% 5,478 3.1% 32,596 6.5% 28,901 5.6% 
      25-34 100,363 13.6% 89,525 14.3% 28,552 16.3% 75,205 15.0% 70,672 13.6% 
      35-44 122,116 16.6% 97,983 15.7% 38,007 21.7% 90,039 18.0% 96,357 18.6% 
      45-54 107,499 14.6%  81,691 13.1% 26,235 15.0% 68,878 13.7% 84,174 16.2% 
      55-64 67,187 9.1% 53,630 8.6% 11,597 6.6% 37,709 7.5% 46,190 8.9% 
      65+ 105,175 14.3% 81,794 13.1% 7,106 4.1% 42,696 8.5% 48,164 9.3% 

      65-74 54,768 7.4% 43,533 7.0% 4,784 2.7% 24,988 5.0% 28,025 5.4% 
      75-84 40,114 5.4% 29,618 4.7% 1,959 1.1% 14,211 2.8% 15,900 3.1% 
      85+ 10,293 1.4% 8,643 1.4% 363 0.2% 3,497 0.7% 4,239 0.8% 

Male 349,319 47.4% 288,070 46.1% 87,478 49.9% 248,764 49.6% 257,876 49.7% 
Female 387,333 52.6% 337,331 53.9% 87,822 50.1% 252,769 50.4% 261,450 50.3% 
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A1.2 Spatial and ecological issues affecting AREX tracts 
 
Summary:  Though it appears that tracts with moderate/high population density have more 
vacant and/or rental units, this is not true for all tracts in the MD and CO AREX counties.  Some 
higher density tracts may have more desirable neighborhoods and fewer vacant units.  Similarly, 
there is evidence that suburban and rural tracts may have less stable net migration of residents.  
In some cases, new home construction may be related to vacant units, however, the spatial maps 
do not identify new home subdivisions. 
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Figure A1.1a: Number of Vacant Housing Units: MD Tract
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Figure A1.1b: Number of Vacant Housing Units: CO Tracts
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ibuted across the AREX counties.  Some of the highlights include: 

rge numbers of vacant units coincide with high-density population tracts, 
 not true for all tracts, especially around Denver in Jefferson County. 

er of tracts have vacant housing units, especially in downtown Baltimore 
eral tracts having clusters of moderate and high numbers of vacancies in 
unty. 

rge land area of the CO tracts, there are few tracts with large numbers of 
g units; most of the vacant units are in El Paso county, within and around 
ings. 

l issues impact how well administrative records accurately measure the 
of sub-county regions and their proximity to each other, and can have a 

ographic group counts.  Counties with a large number of vacant housing 
vide poorer estimates because of the reporting lag between a moving 
l agencies recording of population mobility.  Residents of these areas may 
otentially less-covered populations.  Similarly, transient population groups, 
and military personnel, can flow into and out of other residences and group 
ents, and especially women, are more likely to enter or exit nursing homes, 
ral population.  This group also experiences higher mortality rates that may 
, due to reporting lag in recording mobility or deaths.  

A1-4



A1.3  Demographic diversity of AREX tracts 
 

Summary:  Age diversity is greater in urban and suburban tracts of MD, while race/Hispanic 
diversity is greater in urban and suburban tracts of CO.  The Black population in Baltimore City 
is highly segregated and appears to be as homogeneous as mostly White tracts in the other 
counties.  Some tract counts are harder to measure accurately, particularly those where multi-
race reporting occurs and large numbers of non-relative household members live (not shown).  
These harder to measure attributes tend to affect the same tracts.  

 

   

Figure A1.3a: Shannon-Wiener Diversity Index for Age-MD Tracts 
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Figure A1.3b: Shannon-Wiener Diversity Index for Age-CO Tract
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Figure A1.4a: Shannon-Wiener Diversity Index for Race-MD Tracts 
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Figure A1.4b: Shannon-Wiener Diversity Index for Race-CO Tracts
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cteristics of tract residents and the type, price, and availability of housing 
t or repel new in-migrants and affect tract-level coverage rates.  The 

sity index measures the number of race/Hispanic groups and their 
 within a tract, but does not distinguish whether a tract is predominantly 
level diversity using Census 2000 results is shown above in Figures 
an be summarized:  

ties, the most diverse tracts exist in the southern, more urban section of 
n portion of Baltimore City with a large proportion of Blacks appears to 
iform as the White, northern portion of Baltimore County. 

ties, diversity is concentrated in urban areas and several bordering tracts; 
 also reflect tracts with a large proportion of Hispanics and smaller White 
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APPENDIX 2:  RACE IMPUTATION 

 
General description of the race imputation process 
 
The race imputation process used logistic model results estimated from linked CPS-SSA 
Numident files, as well as Hispanic and Asian surname files and IHS records (see Bye, 1998 for 
complete details).  The general model algorithm used the Numident, IHS, and surname 
identifiers to predict the matched CPS race codes.  The type of Numident record, frequency of 
consistent race reports, geographic identifiers, and foreign birth indicators were also for 
calculating race probabilities.  The calculated probabilities were then processed through a hot 
deck procedure for the final race assignment. 
 
Persons under the age of 18 frequently lacked complete information and had blank race 
assignments in their Numident records.  More problematic is that CPS did not include persons 
under age 15 years and the original model results did not address this younger age group.  
Consequently, the race information was incomplete and potentially inaccurate for minor children 
and a second stage imputation process was applied.  The derived race assignment of the primary 
tax filer was applied to all children.  While this second stage may address problems with 
children’s records, it may also assign race from inaccurate race identifiers of some householders.  
 
Table A2 provides the results of the race assignment process and imputed race codes by type of 
assignment: 

 
 

Table A2:  Race Assignment and Imputation Rates by Method, Race, and County  
     

Imputation Method     
Most Frequent Report1 Baltimore County Baltimore Douglas El Paso Jefferson 
All Persons 81.0% 74.8% 69.0% 72.9% 75.8% 
  White 82.5% 75.2% 40.2% 74.6% 77.6% 
  Black 79.9% 75.8% 61.3% 77.2% 59.5% 
  AI 55.7% 54.1% 35.5% 38.3% 36.3% 
  API 64.4% 56.4% 56.7% 64.5% 61.2% 
  Hispanic 1.2% 2.1% 1.8% 5.5% 4.4% 

     
Imputed Primary Tax Filer Race (applied to persons under 18)2  
All Persons 9.4% 7.9% 13.1% 10.1% 9.7% 
  White 9.1% 6.7% 13.3% 10.2% 9.8% 
  Black 10.8% 8.6% 13.2% 12.0% 10.1% 
  AI 8.3% 7.5% 11.2% 9.9% 9.0% 
  API 8.8% 4.9% 10.3% 9.2% 9.7% 
  Hispanic - - - - - 
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PCF Probability Model (applied to all adults)2    

All Persons 3.1% 1.8% 4.1% 6.8% 6.3% 

  White 2.9% 4.3% 3.6% 6.7% 5.7% 

  Black 0.9% 0.3% 13.6% 3.3% 21.5% 

  AI 20.5% 16.7% 15.1% 10.3% 12.1% 

  API 19.9% 15.8% 17.9% 18.1% 21.5% 

  Hispanic 92.5% 82.6% 84.6% 85.3% 88.2% 
1Most frequent race report / total AREX records 
2Imputed records / total AREX records 
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APPENDIX 3:  TRACT AND BLOCK INCONGRUITIES 
 
Technical factors affecting tract and block differences 
 
The relationship between level of geography and the accuracy of AREX counts is more 
complicated than it appears.  For total population counts, county-level results can be 
hypothesized as more accurate than tract-level results, which in turn are expected to be more 
accurate than block-level results.  And this relationship was supported by total population values 
across the geographic levels.  However, statistical, computational, and substantive issues affect 
this relationship when looking at sparse populations that are likely to be distributed in a 
heterogeneous fashion across counties.   
 
Table A3.1 (next page) is a listing of blocks for a single tract that focuses on AI residents and 
indicated AREX overcounted Census by 250 percent.1  Each record shows the block level 
Algebraic Percent Error (ALPE) and AREX and census counts and difference for that block.  
This single tract covers 34 blocks, but only three have AI residents, based on Census results, 
while AREX indicates one block has AI residents.  However, there are four blocks with AI 
residents, according to AREX, but three are zero-blocks for Census.  Because of the 
computational problems, the block level results have two blocks each with 100 percent 
undercounts of census.  But the five AREX persons who were not counted at the block-level 
contributed to a 267 percent overcount at the tract-level (11-3)/3.2   
 
There is reason to be skeptical about the validity of the AREX overcounts for Census zero 
blocks.  AREX overcounts may indicate a single person in a block is an AI but one would expect 
at least two or three AIs in a block, reflecting family members and neighbors with similar 
backgrounds living in the same neighborhood.  The validity of these overcounts is important 
when considering the accuracy of the various geographic levels.  One would expect the greatest 
accuracy at the county-level, because AREX overcounts could be ‘absorbed’ by the larger 
population counts.  At the tract level, AREX overcounts are included in calculations, but tract-
level denominators are sometimes small, resulting in inflated ALPE overcounts and highly 
skewed distributions that are sometimes U-shaped.  At the block-level, AREX overcounts are not 
included in the distributions and calculations because the zero-blocks render these as undefined.  
This is problematic for small populations and sparse distributions, especially AIs and persons 
75+ or 85+.   
 

                                                 
1 Actual tract numbers have been dummied to ensure confidentiality. 
2 This ALPE exceeds the 95th percentile and was topcoded to 2.5. 
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Table A3.  Block Counts of American Indians for a Sample Tract 
 

                                                Tract                 Block    ****AI Block counts*****        
            Block         Blks/tract           ALPE                ALPE     AREX  Census    Difference 
   1234501.47      34         2.5          .      0     0        0      
   1234502.47      34         2.5         -1      0     1       -1       
   1234503.47      34         2.5          .      0     0        0     
   1234504.47      34         2.5          .      0     0        0       
   1234505.47      34         2.5          .      0     0        0       
   1234506.47      34         2.5          .      0     0        0       
   1234507.47      34         2.5         -1      0     1       -1       
   1234508.47      34         2.5          .      0     0        0       
   1234509.47      34         2.5          .      0     0        0       
   1234510.47      34         2.5          .      .     0        .      
   1234511.47      34         2.5          .      0     0        0       
   1234512.47      34         2.5          .      0     0        0       
   1234513.47      34         2.5          .      1     0        1       
   1234514.47      34         2.5          .      0     0        0       
   1234515.47      34         2.5          .      0     0        0       
   1234516.47      34         2.5          .      0     0        0      
   1234517.47      34         2.5          .      0     0        0       
   1234518.47      34         2.5          .      0     0        0      
   1234519.47      34         2.5          .      0     0        0       
   1234520.47      34         2.5          .      0     0        0      
   1234521.47      34         2.5          .      0     0        0       
   1234522.47      34         2.5          .      0     0        0      
   1234523.47      34         2.5          .      0     0        0       
   1234524.47      34         2.5          .      0     0        0       
   1234525.47      34         2.5          .      0     0        0       
   1234526.47      34         2.5          .      0     0        0      
   1234527.47      34         2.5          .      0     0        0       
   1234528.47      34         2.5          .      0     0        0       
   1234529.47      34         2.5          .      0     0        0       
   1234530.47      34         2.5          .      0     0        0     
   1234531.47      34         2.5          .      4     0        4       
   1234532.47      34         2.5        0.000    1     1        0     
   1234533.47      34         2.5          .      5     0        5       
   1234534.47      34         2.5          .      0     0        0       
 
       Tract Total                                                                        11            3                   8 
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APPENDIX 4:  BLOCK-LEVEL ANALYSES 
 
Block-level demographic ALPEs 
 
Summary of Results:  The block-level ALPE results provided the least accurate measure of total 
population (26 to 38 percent of blocks met the five percent criterion and about 85 percent met 
the 25 percent criterion), compared to tract and county results.  But block results were better 
than tract ALPEs for sex and selected age groups (0-4, 20-24, 65+, older age groups).  Race 
groups with larger populations provided better estimates of Census counts at the five percent 
criterion, but all block-level ALPEs were worse using the 25 percent criterion.  The block-level 
results exclude zero blocks and mean county ALPEs are affected by smaller denominators, an 
especially important issue for small population groups that reside in few blocks. 

 
Figure 4.4.1: Dist

0%

20%

40%

60%

80%

100%

Baltimore
County

Pe
rc

en
t o

f B
lo

ck
s

 
The block ALPE results descri
relative to counties and tracts. 
denominator potentially inflate
especially minorities.  This inf
comparisons.  A second issue a
not identify persons with a par
blocks with zero counts becaus
the block-level ALPEs use the
when comparing the ALPEs at

 

 

(Figure repeated from section 4.4)

ribution of Blocks with Under- and Overcounts of Total 

Population

Baltimore Douglas El Paso Jefferson

County

50% or more
25% to 49%
5% to 24%
-5% to 4%
-25% to -6%
-50% to -26%
-51% or less

ALPEs

be the accuracy of counts at the smallest geographic level and 
 The main problem with this type of comparison is the ALPE 
s block-level ALPEs for small population subgroups and 
lation is likely to be greater than found in the tract-county 
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TOTAL POPULATION 
 

• AREX was more accurate in estimating tracts than blocks in all counties; from 26 to 38 
percent of blocks were within the five percent criterion, and about 85 percent were within 
the 25 percent criterion in the five counties; Douglas County had the best results at the 
five percent criterion and Baltimore County was best at the 25 percent criterion. 

• In the MD counties, slightly more blocks had moderate or large overcounts (ALPEs 
exceeding five percent, compared to the CO counties where more blocks had moderate 
undercounts (minus five percent to –24 percent; distributions not shown). 

 

The AREX counts were less accurate at the block-level.  Total population proportions are likely 
to be less accurate at smaller areas due to incorrect assignment of households at tracts and blocks 
that average out for county-level counts.  This is demonstrated by the greater number of 
moderate and large ALPEs and indicates how smaller denominators and AREX processing flaws 
influenced the results.  Though zero blocks were excluded and fewer blocks met the five percent 
criterion, a surprisingly large proportion of blocks met the 25 percent criterion in all five 
counties. 

 
 
SEX 
 

 Figure A4.1a: Proportion of Blocks With Sex ALPEs Below 5%  and 25% -
Baltimore County
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 Figure A4.1b: Proportion of Blocks With Sex ALPEs Below 5%  and 25% -
Baltimore City
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Figure A4.1c: Proportion of Blocks With Sex ALPEs Below 5%  and 25% -
Douglas County
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Figure A4.1d: Proportion of Blocks With Sex ALPEs Below 5%  and 25% -
El Paso County
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Figure A4.1e: Proportion of Blocks With Sex ALPEs Below 5%  and 25% -
Jefferson County
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• The accuracy of AREX sex results at the five percent criterion was better for blocks than 
tracts. 

• From 39 to 55 percent of male and female ALPEs were within the five percent criterion 
in the five counties; from 91 to 94 percent of blocks were within the 25 percent criterion. 

 
Male and female undercounts were similar at all geographic levels and reflected the total 
population results.  This similarity suggests that AREX processing was neutral towards whether 
individuals were male or female.  However, males and females have different demographic rates 
(migration and mortality) at different points in the life-cycle, which may account for the small 
differences in the male and female AREX results.   

 
 

AGE 
 
 
 
 
 
 Figure A4.2a: Proportion of Blocks with Age ALPEs Below 5%  and 25% -

Baltimore County
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Figure A4.2b: Proportion of Blocks with Age ALPEs Below 5%  and 25% -
Baltimore City
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Figure A4.2c: Proportion of Blocks with Age ALPEs Below 5%  and 25% -
Douglas County
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Figure A4.2d: Proportion of Blocks with Age ALPEs Below 5%  and 25% -
El Paso County
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Figure A4.2e: Proportion of Blocks with Age ALPEs Below 5%  and 25% -
Jefferson County
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• Age ALPE results support previous findings from tract and county results: AREX counts 
were within five percent of Census counts more often for the age 25-74 groups than 
younger age groups. 

• The age ALPE results for age 25-64 age groups were much worse for blocks than tracts 
in all counties at both five percent and 25 percent criteria; however, block-level results 
were better for the age 0-4, 20-24, and 65+ age groups at the five percent criterion. 

• Old age ALPEs at the five percent criterion were much better for blocks than tracts; 
though a smaller proportion of blocks had ALPEs of less than five percent, compared to 
tracts; results for the 75-84 and 85+ age groups were as good or better than for the 65-74 
age group. 

 
In general, the block-level results for age were less accurate than the tract-level ALPE results.  
Besides having smaller denominators for ALPE calculations, blocks with zero population counts 
are excluded from the analyses.  But if AREX performs poorly in some blocks and those blocks 
are contiguous, it suggests that some block-level ALPE results may be better than corresponding 
tract ALPEs.  That is, errors may be smaller in blocks but cumulated into larger ALPEs within 
tracts.  This may be the case for the 0-4, 20-24, and 65+ age groups because a larger proportion 
of blocks (compared to tracts) met the five percent criterion. 
 

 
RACE / ETHNICITY 

 

Figure A4.3a: Proportion of Blocks with Race ALPEs Below 5%  and 25% -
Baltimore County
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Figure A4.3b: Proportion of Blocks with Race ALPEs Below 5%  and 25% -
Baltimore City
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Figure A4.3c: Proportion of Blocks with Race ALPEs Below 5%  and 25% -
Douglas County
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Figure A4.3d: Proportion of Blocks with Race ALPEs Below 5%  and 25% -
El Paso County
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Figure A4.3e: Proportion of Blocks with Race ALPEs Below 5%  and 25% -
Jefferson County
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• In general, ALPE results at the five percent criterion were better for blocks than tracts; 
but race groups with smaller populations were less accurately counted by AREX. 

• All race groups had fewer blocks meeting the 25 percent criterion, compared to tract 
results. 

• In the MD counties, a smaller proportion of blocks were within the five percent criterion 
for Whites and Blacks, compared to tracts; but a larger proportion of each of the other 
race groups was within the five percent criterion. 

 
The expected pattern of smaller geography and less accurate AREX counts is supported by the 
AREX results at the 25 percent criterion.  But there is a general tendency for some race groups to 
be counted more accurately at the block rather than tract-level.  This again suggests that 
cumulative errors may be occurring at tract and county levels, and is especially evident for AIs 
and APIs. 
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APPENDIX 6:  GLOSSARY OF TERMS AND DEFINITIONS 
 

ALPE Algebraic Percent Error, formed from Census and AREX counts 
using Census results as the standard. 

ABI American Business Information; ABI is a commercially available 
list of residential and business addresses covering the entire U.S. 

AI American Indians. 

API Asian and Pacific Islanders. 

AREX 2000 Administrative Records Experiment in 2000. 

Bottom-up Bottom-up method of processing AREX counts that includes 
MAF address verification and variable imputation. 

Census-pull For addresses that failed to match the MAF, the bottom-up 
process replaced some of these addresses with actual Census 2000 
records. 

Code-1 Code-1 is a commercially available software product used to 
standardize and match addresses to other address lists. 

FAV estimation For addresses that failed to match the MAF, the bottom-up 
process replaced some of these addresses using estimated counts 
derived from a sample of households that were authenticated by a 
field address verification (FAV) process. 

GIS Geographic information system. 

Hispanic origin Hispanic origin of any type, based on administrative reports, 
surname processing, country of origin, and Hispanic origin of 
householder. 

Hot deck assignment The race imputation process used statistical models to calculate 
expected race probabilities for each person.  The hot deck 
assignment was based on an algorithm that compared the 
calculated probability with a randomly drawn number to 
determine whether a calculated probability was large enough to 
be assigned to a particular race category. 

Index of Dissimilarity Index of summed differences between AREX and Census counts 
based on either race/ethnicity or age groups. 

MAF or Master Address File The master list of verified household addresses used to conduct 
Census-related activities. 

Multi-race rate Derived from Census: based on reported number of race 
responses. 

Neighborhood characteristics Estimated from factor analyses that distinguish four types of 
AREX neighborhoods in each AREX state; derived from 
demographic, housing unit, and population density variables. 

 
A6-1



 

 
A6-2

Non-relative rate Derived from Census: proportion of households with non-relative 
members. 

NRFU Nonresponse follow-up; households that could not be enumerated 
through usual Census enumeration methods. 

Numident The electronic roster of participants in any of the social programs 
maintained by the Social Security Administration, compiled from 
SSN applications, name changes, and corrections. 

Overcount AREX counts that are greater than Census counts, expressed as 
differences or ALPEs. 

PCF probability model The personal characteristics file (PCF) used a probabilistic race 
imputation methodology based on logistic regression models and 
hot deck assignment. 

Population density Population per unit area, expressed as persons per square mile. 

PRED Planning, Research, and Evaluation Division. 

Race AREX race values are based on ‘generally accepted’ race 
categories that are derived from complex AREX processing rules; 
Census race measures use self-reported race from Census forms 
and exclude persons claiming some other race or multi-race. 

Rental rate Derived from Census: proportion of housing units identified as 
rental units. 

Shannon-Wiener Index of 
Diversity 

Summed index of age or race components using AREX-only 
measures to distinguish regions with more or less diverse 
populations. 

StARS Statistical Administrative Records System. 

Top-down Top-Down Administrative Records counts that includes block-
coding but no further enhancements. 

TIGER Topologically Integrated Geographic and Cartographic Encoding 
and Referencing database of all U.S. regions and Puerto Rico. 

Undercount AREX counts that are less than Census counts, expressed as 
differences or ALPEs. 

Vacancy rate Derived from Census: proportion of housing units identified as 
vacant. 
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EXECUTIVE SUMMARY

In 1997, the Office of Management and Budget introduced significant changes in methods for
collecting and reporting race data in government surveys and censuses, including allowing
respondents to report one or more races, and reversing the sequence of the race and Hispanic
origin items.  Other changes in format, categories, and wording were also introduced in Census
2000.   In order to evaluate the net effects of all the changes, 1990 questions on race and
Hispanic origin were replicated in a national experiment conducted during Census 2000.

During Census 2000, the Alternative Questionnaire Experiment 2000 mailed 1990-style short
forms to an experimental sample of 10,500 households. The 1990-style form preserves 1990
question wording, categories, order, and format, but incorporates some recognizable elements of
the 2000 design.  A control panel of about 25,000 households received Census 2000
questionnaires.   Mail return rates were very similar for both panels (72-73 percent). All
experimental data were keyed and processed separately from the production census.  For this
report, data for both forms were edited by applying a simplified version of the pre-edits used in
Census 2000 production.  Missing data were not imputed or allocated, as they would be in fully
edited census data.  Results reported here may differ for fully edited and imputed data.  Results
of the experiment are generalizable only to the Census 2000 mailout-mailback universe. 
Excluded are mail nonrespondents enumerated in nonresponse followup, and segments of the
population enumerated in other operations (such as American Indians on reservations and Alaska
Natives).

Comparisons of results from the two panels show that Census 2000 questionnaire changes
substantially improved the completeness of race and Hispanic origin reporting in mail
questionnaires.  Item nonresponse (i.e., blank or uncodable responses) for Hispanic origin was
3.33 percent in Census 2000-style questionnaires, compared to 14.46 percent in 1990-style
questionnaires. Item nonresponse for race was 3.27 percent in Census 2000-style questionnaires,
compared to 5.95 percent in 1990-style questionnaires.   (For Hispanics, the reduction in race
item nonresponse was very large, from 30.53 percent to 20.79 percent in 2000-style
questionnaires.)

The Census 2000 questionnaire design also affected race reporting.  Not surprisingly, reports of
two or more races more than doubled (.82 percent to 2.03 percent) in response to the “mark one
or more” instruction.  There were more reports of Native Hawaiian and Other Pacific Islander
race, and fewer reports of Some other race.  Contrary to what might have been expected, there is
little evidence that allowing respondents to report more than one race reduced single race
reporting in the 5 major race categories (White, Black, American Indian and Alaska Native,
Asian, Native Hawaiian and Other Pacific Islander).  The exception is a reduction in reporting of
White by non-Hispanics.

The effects of questionnaire changes on Hispanic race reporting were substantial.  Reporting as
White was higher by about 10 percentage points (48.98 percent, compared to 39.88 percent), and
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reporting as Some other race was lower by the same amount (39.03 percent to 51.47 percent), in
Census 2000-style forms.  This result is consistent with prior research and probably reflects the
effect of the new “one or more” option and the reversed item sequence. The results confirm the
vulnerability of Hispanics’ race reporting to question order and context effects.

Despite the reversed sequence of Hispanic origin and race and question wording differences, the
same percentage  (slightly over 11.1 percent) reported as Hispanic in both forms.  This result
implies that any changes from 1990 to 2000 in the fraction of the population identifying as
Hispanic are not due to changes in design of the mail questionnaire.  However, there were
questionnaire effects on reporting of detailed Hispanic origin.  The 2000-style questionnaires
elicited fewer reports of specific Hispanic groups, and more reports of general Hispanic identity
(e.g., Hispanic, Latino, Spanish) than the 1990-style questionnaires.

Comparisons of 1990 and 2000 census data must take into account the confounding effects of
questionnaire changes on race reporting.  For example, the changes in the design of the mail
questionnaire would result in an increase from 1990 to 2000 in Hispanics’ reporting of White
race, and a decline in reporting of specific Hispanic groups, even in the absence of any true
changes in the racial or ethnic composition or identifications of the population.  These
questionnaire effects may mask true population changes, or may masquerade as change when
none has occurred.

Recommendations:

C Conduct additional research into the reliability and causes of differential form
effects on race reporting by Hispanics and non-Hispanics.

C Conduct additional research to develop more robust race measurement methods
that are less vulnerable to methodological effects, especially for Hispanics.

C Conduct experimental research to evaluate the effects of other methodological
influences on race reporting, including mode of interviewing and interviewer effects.

C Conduct additional research on the effects of examples on race and Hispanic
reporting. 

C Conduct research on the effects of changes in coding, pre-editing, editing, and
imputation procedures on the comparability of race and Hispanic data.

C In future censuses, conduct replication studies embedded in the census to evaluate
and calibrate the effects of questionnaire design changes (or other important
changes in methods) on short form and long form data.
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1.  BACKGROUND

In 1997, the Office of Management and Budget (OMB) introduced significant changes in
methods for collecting and reporting race data in government surveys and censuses, including
allowing respondents to report one or more races.  In order to evaluate the effects of the OMB
changes and other changes introduced in Census 2000, 1990 questions on race and Hispanic
origin were replicated in a national experiment conducted during Census 2000.  Data from 1990-
style and Census 2000-style mail questionnaires are compared to address two questions. 

• Does mail response data quality (as measured by  item nonresponse) differ between
questionnaire versions for race and Hispanic origin items? 

• What are the effects of questionnaire differences on race reporting?  Do race and Hispanic
origin distributions for mail returns differ between 1990 and 2000 versions of the
questionnaire?

The most significant change in Census 2000 was to allow reporting of one or more races.  The
change culminated several years of research and consultations and a large national field test that
evaluated alternative question formats (Census Bureau, 1997; Gerber, de la Puente, and Levin,
1998).  Based on the research, the instruction was modified.  The Census 2000 question is,
“What is this person’s race?  Mark [X] one or more races to indicate what this person considers
himself/herself to be.”  (The 1990 census had asked, “Race.  Fill ONE circle for the race that the
person considers himself/herself to be.”) The anticipated effect of the change is increased
reporting of two or more races, and (possibly) reduced reporting in single race categories.

In 1990, race was followed (two items later) by Hispanic origin.  A second major change in
Census 2000 was to reverse the sequence of race and Hispanic origin questions.  (This change is
also required by the new OMB guidelines.)  Research showed that when race came first, some
Hispanic respondents looked for, but did not find, a category to identify themselves in the race
question, and so reported “Other race” and wrote in a Hispanic group (see, e.g., Kissam, Herrera,
and Nakamoto, 1993).  The sequence also affected nonresponse to the Hispanic origin item,
which was skipped by many non-Hispanic respondents who apparently thought it was redundant
or did not apply to them.  (In 1990, most people who skipped Hispanic origin were non-
Hispanics;  McKenney et al., 1993.)  In order to address these problems, the Census Bureau in
1987 began experimenting with reversing the item sequence (Martin, DeMaio, and Campanelli,
1990).  Asking Hispanic origin first would reduce the apparent redundancy, and allowing
Hispanic respondents to first report their Hispanic identity would reduce the likelihood they
would report it again in the race item.  Several national field tests confirmed that reversing the
order and adding an instruction to answer both questions reduced Hispanic item nonresponse by
half, on average (Bates et al., 1995; see also Census Bureau, 1996; 1997).  The reversed sequence
also reduced Hispanics’ reporting of  Some other race.  In Census 2000, Hispanic origin preceded
race and an instruction to “Please answer both questions...” was added. 
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A third major set of changes involved the format of the questionnaire.  Extensive developmental
work and cognitive testing were conducted to improve the user-friendliness of the mail
questionnaire.  The matrix format used in 1990 was replaced with a columnar, individual space
format, the separate roster of household members was eliminated, and white space and
contrasting color background were used to define answer spaces and improve navigation (Jenkins
and Dillman, 1997).  Respondent friendly design improved response rates in national tests by
about 3 percentage points (Dillman, Sinclair, and Clark, 1995).   The research did not examine
the effects of format changes on race and Hispanic origin data, but improvements in item
response rates were expected.  Additional graphics design changes (an official Census 2000 logo,
icons illustrating census uses, color) were introduced in the hope of boosting response, and the
form was shortened by providing space for fewer people per household than in 1990.

Fourth, race categories were modified.  The OMB split the 1990 “Asian or Pacific Islander”
category into “Asian” and “Native Hawaiian or Other Pacific Islander” in 2000.  “Hawaiian” was
changed to “Native Hawaiian,” and “Other Asian” and “Other Pacific Islander” were offered
separately rather than as a combined category. Asian categories were alphabetized.  Separate
categories for “Eskimo” and “Aleut” were eliminated, and “Alaska Native” was added to the
American Indian category.   Based on a recommendation of the Census Advisory Committee on
the American Indian and Alaska Native Populations, “American Indian” was spelled out rather
than abbreviated “Indian (Amer.)” as in 1990.  A separate write-in space was added for the Some
other race category.  The effects of category changes are unknown and expected to be slight,
assuming specific races can be collapsed to comparable categories in both forms. 

Fifth,  question wording changes were introduced.  The race item was rephrased as a question,
and the wording of the Hispanic origin item was changed from “Is this person of
Spanish/Hispanic origin?” in 1990 to “Is this person Spanish/Hispanic/Latino?” in 2000.  In
1990, but not 2000, the form included examples of “other Spanish/Hispanic” groups and “other
Asian or Pacific Islander” groups next to the write-in spaces for these entries.  The effect of the
wording changes was expected to be slight.  Dropping the examples may affect reporting of
specific groups. 

The purpose of this report is to evaluate the combined effects of these changes on race and
Hispanic origin reporting, by administering the 1990 and 2000-style forms to samples of
randomly selected households during Census 2000.  This experiment makes it possible to
attribute differences (within the limits of sampling error) in responses provided by the two
samples to the effects of the questionnaire, and to rule out the effects of population changes
between 1990 and 2000 and of differences in the way the censuses were conducted.  The design
of the experiment does not permit estimates of the separate effects of specific design features,
although prior research often sheds light on which design feature accounts for data differences. 
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2.  METHOD

2.1 Sample design

This report compares two short form mail questionnaire treatments that were administered in
Census 2000 as part the Alternative Questionnaire Experiment 2000 (AQE) and the Response
Mode and Incentives Experiment (RMIE).

The AQE sample of approximately 15,000 addresses received either a 1990-style short form
questionnaire (about 10,000 households) or a Census 2000-style short form questionnaire (about
5,000 addresses).  Sample cases were distributed equally between high coverage areas (HCAs),
which are expected to have low proportions of minorities and renters, and low coverage areas
(LCAs), which are expected to have a high proportion of minorities and renters.  (This implies
that addresses in the LCAs were sampled with a higher probability of selection than addresses in
the HCAs.) 

To increase sample size and improve reliability, the AQE control panel was supplemented with
mail returns from the control panel for the Response Mode and Incentives Experiment (RMIE)
(Guarino, 2001).   These households also received Census 2000 mail short form questionnaires,
just as the AQE control panel did. The RMIE control group sample of approximately 20,000
addresses was selected from the same universe using the same stratification, except the sample
was allocated proportionately to the HCA and LCA strata.  This implies that addresses in the two
strata had equal probabilities of sample selection.  All addresses in the RMIE control group
received Census 2000 short form questionnaires.

Addresses on the Decennial Master Address File in the mailout/mailback areas of the country at
the time sample selection took place served as the universe for sample selection (Woltman,
1999).  Consequently, addresses in non-mailback areas (mostly rural areas, either where the
forms are dropped off or where the housing units are listed at the time of personal visit
enumeration) were excluded from sample.  This excludes certain population groups of interest
for this analysis, including American Indians living on reservations and Alaska Natives. 
Addresses that were added later as a result of coverage improvement operations were not
included because they were not available at the time of sample selection.  Addresses in the
Accuracy and Coverage Evaluation were excluded from sample so as not to overburden these
households.  A systematic sample by state, stratum (the high coverage and low coverage areas),
and treatment was selected.  

2.2  Experimental treatments

The following treatments were compared in order to evaluate the combined effects of
questionnaire changes on race and Hispanic responses:
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2.2.1 Census 2000 treatment 

Census 2000-style mail short form questionnaires were mailed to households designated for the
Census 2000 treatment.  The forms were identical to those used in Census 2000; see  Figure 1.

2.2.2  1990 treatment  

The 1990-style form preserves 1990 question wording, categories, order, type size, matrix
format, etc. but incorporates some recognizable elements of the 2000 design (color, logo, “Start
here” instruction,  envelope and letter).  Any questions not included in the Census 2000 short
form, such as marital status, were dropped.  Figures 2 and 3 (in Appendix 1) show facsimiles of
the 1990-style form, and Appendix 1 summarizes the design features that differ between the two
forms.  

The questionnaires were mailed out according to the Census 2000 schedule, with every sampled
address mailed an advance letter, a questionnaire, and a follow-up postcard.   For respondents in
the AQE or the RMIE, the responses provided on the mail forms were their census data.
Telephone Questionnaire Assistance operators were trained to answer questions about the
instruction (in the 1990-style form) to select one race category from respondents who wanted to
report more than one.  Households which did not return a mail questionnaire were followed up as
part of the Census 2000 nonresponse operation (or, in the RMIE, using special nonresponse
procedures).  They are not included in this analysis.

2.3 Data coding and processing

Except for the form differences, all experimental cases were administered and processed in the
same manner. 

Questionnaires from both treatments were mailed back to the National Processing Office in
Jeffersonville, Indiana, where they were keyed and processed.  (Production Census 2000 data
were returned to the geographically designated processing office, where they were imaged.)  Data
for both forms were edited by applying a simplified version of the pre-edits used in Census 2000
production.  (Appendix 2 summarizes the coding and pre-edit procedures.)  A minimum amount
of information must be present to count as a valid enumeration of a person (two of six short form
items, including name).  Analysis is based on 57,339 valid person records: 40,723 on 2000-style
forms and 16,616 valid persons on 1990-style forms.  Race data were coded and pre-edited using
a simplified version of Census 2000 procedures (Census Bureau, 2000; see Appendix 2). Write-in
responses were coded to determine whether they represent a valid race (and if so, which race or
races) or are redundant, erroneous (e.g., a person’s name is occasionally written in), fictitious or
uncodable (e.g., “human”) answers.  In general, a write-in takes precedence over a checked box
when it is inconsistent with the box, but both write-ins and marked boxes are used to classify
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race.  Similarly, write-in responses in the Hispanic origin item were coded and used along with
the check-boxes to classify Hispanic origin.  Missing data were not imputed or allocated, as they
would be in fully edited census data.  In 1990, but not 2000, a content edit followup operation
was conducted to obtain more complete responses in households which provided insufficient
data. 

2.4 Analysis

All cases are weighted to reflect correct sampling probabilities by stratum, and are nationally
representative of areas in the mailout-mailback universe.  Standard errors and t-statistics are
computed using VPLX’s stratified jackknife replication method (Fay, 1998) to take account of
the stratified design and the clustering of people within households.  The report uses " = .05, but
also indicates differences significant at the .10 level.  Standard errors are given in parentheses in
the tables.

3.   LIMITATIONS

Results of the experiment are generalizable only to the Census 2000 mailout-mailback universe. 
Excluded are mail nonrespondents enumerated in nonresponse followup, and segments of the
population enumerated in other operations (such as American Indians on reservations and Alaska
Natives).

The design of the experiment does not permit estimation of separate effects of specific design
features.

The sample size is relatively small, so statistical inferences about small differences between
forms, or small population groups (such as detailed Hispanic groups) may not be reliable.

A simplified, automated version of the Census 2000 coding and pre-editing procedures was
applied to data from both treatments.  Different procedures were used in the 1990 census, so data
from the 1990-style questionnaires were not pre-edited and coded as they would have been in
1990.  Missing data were not imputed or edited.  

Differences in coding, pre-editing, and processing may result in differences between results
reported here and 1990 or 2000 census data. Thus, these results can support conclusions about
differences between 2000-style and 1990-style mail questionnaires in the quality and content of
response data they produce, but cannot be used to draw conclusions about differences in final
data quality.   



1The RMIE stratum return rates are calculated using a different algorithm to identify blank forms,
and hence are not exactly comparable to the other rates reported in Table 1.  If the same algorithm
were used, the effect would be to increase the RMIE stratum return rates very slightly.
2Only the differences between the two AQE panels could be tested for statistical significance.
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4.  RESULTS

4.1  Mail Return Rates

The rates in Table 1 are weighted and exclude undeliverable addresses and duplicate forms
(Dajani and Scaggs, 2001; Guarino, 2001).  Blank forms (defined as households having less than
two answers for the first two persons) were treated as nonresponses. 

Of the 10,499 1990-style questionnaires mailed out, 72.6 percent (excluding undeliverable
addresses) were returned, while 73.1 percent of the 5,252 households in the AQE control panel
returned 2000-style questionnaires.  Of the 19,639 households in the RMIE panel, 12,787 or 71.5
percent returned Census 2000 questionnaires as of April 26, 2000, when the nonresponse
universe was identified (Guarino, 2001).  Return rates do not differ between 1990-style and
2000-style panels for the AQE.  The return rate for the RMIE panel appears slightly lower than
either AQE panel, perhaps because the return rate calculations for the RMIE panel exclude mail
returns after April 26th, 2000.  (AQE mail returns were accepted through late May or early June.)

Weighted return rates for experimental panels, by stratum (Table 1)

Panel N of responding

households

All areas Stratum

HCA LCA

1990-style (AQE) 6,357 72.6% 76.1% 57.6%

Census 2000  (AQE) 3,253 73.1% 75.9% 60.8%

Census 2000 (RMIE) 12,787 71.5% 74.8% 58.2%

There is no difference in return rates for the AQE panels in the HCA stratum, but there is in the
LCA stratum.  The Census 2000 panel had a higher return rate (by 3.2 percentage points, p<.05)
than the 1990-style panel. Within each stratum, the RMIE panel had slightly lower return rates
than the Census 2000 AQE panel1.

The slight differences among the return rates are probably due to slight differences in the
calculations for the RMIE and the AQE.   In general, return rates for all three panels are very
close, overall and within stratum.2  We conclude that return rates for the 1990-style and 2000-
style forms differ slightly, if at all, and should not bias panel comparisons.  

Census 2000 AQE and RMIE panels are combined for analysis. 
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4.2  Reporting of Hispanic Origin

Table 2 presents the distribution of Hispanic origin by form, after coding and pre-editing as
described above and in Appendix 2, and including missing data.  Data are missing if no box is
checked, and no codable write-in entry is present.  

Percentage of people reporting as Hispanic in mail questionnaires in Census 2000 AQE, by
form type (Table 2)

Form type

2000-style 1990-style t2000-1990

TOTAL 100.00% 100.00%

Hispanic 11.17 

(.2928)

11.14

 (.4510)

                         .05   

Non-Hispanic 85.50

 (.3153)

74.39

 (.6217)

                     15.8**

Missing 3.33

 (.1396)

14.46

 (.4891)

                    -21.9**

**p<.05

Table 2 shows that nearly identical fractions of people were reported as Hispanic in 2000 and
1990-style forms—11.17 and 11.14 percent respectively.  The fraction reported as not Hispanic is
much larger in the 2000-style questionnaire, while the rate of missing data in 2000-style forms is
one quarter of the rate in 1990-style forms.  In past censuses, most people for whom origin is
missing have been non-Hispanic.  Under this assumption, the results suggest the 2000-style
questionnaire did not affect reporting as Hispanic, except to reduce the number of non-Hispanics
who would have left the item blank in a 1990-style questionnaire.  However, the distributional
effect ultimately would depend on how the missing data were edited and imputed.

The difference in rates of missing data is very large, and was expected based on  previous tests of
the effects of item sequence and an added instruction.  In the 1990 census, the rate of missing
data would not have been as high as shown in Table 2, because a content edit followup operation
would have obtained the missing information for a sample of cases (10 percent of mail return
short form content edit failures went to followup).

4.3 Reporting of Detailed Hispanic Origin

After Census 2000, questions arose about whether dropping the examples that appeared in the
Hispanic origin item in the 1990 census (see Figs. 1 and 3) may have resulted in less complete
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identification of groups such as Salvadorans and Guatemalans in Census 2000.  In 1990,
examples were printed above the box for “other” write-ins:

“Yes, other Spanish/Hispanic (Print one group, for example: Argentinean, Colombian,
Dominican, Nicaraguan, Salvadoran, Spaniard, and so on.)”

In 2000, the examples were dropped:

“Yes, other Spanish/Hispanic/Latino— Print group”   Examples may have affected reporting
because they illustrated the intended specificity of response.  They may also have stimulated
reporting of the specific example groups.

These possible effects are examined in Table 3, which shows form differences in Hispanics’
reports of membership in detailed groups.  Such reports may be given by checking off one of the
three boxes associated with a specific group, or by printing a group in the space next to “other
Spanish/Hispanic/Latino.”  In Table 3, Hispanic write-in or check-box entries are classified into
four categories:  

C groups with check boxes (Mexican, Puerto Rican, Cuban), for which specific cues appear
in both forms;

C groups listed as examples in the 1990 but not the 2000-style form (Argentinian,
Colombian, Dominican, Nicaraguan, Salvadoran, Spaniard);

C all other specific groups with no check boxes and not listed as examples, for which cues
appear in neither form; and

• write-ins of general descriptors, such as “Hispanic,” “Latino,” or “Spanish.”

In addition, some write-in entries were blank or uncodable.



9

Detailed Hispanic Origin, by form type (Table 3)

2000-style 1990-style t2000-1990

Total persons identified as Hispanic 100.00% 100.00%

“Check box groups”:  Hispanic groups with separate check

boxes in both forms (sum of 1-3)  

70.25%

(1.25)

73.23%

(1.77)

-1.37

1  Mexican, Chicano, Mexican Am. 54.26%

(1.38)

58.68%

(2.02)

-1.81*

2  Puerto Rican 11.42%

(.83)

11.01%

(1.28)

.27

3  Cuban 4.58%

(.54)

3.54%

(.67)

1.21

“Example groups”:  listed as examples in 1990-style form but

not Census 2000 (sum of 4-9)

6.41%

(.63)

11.16%

(1.17)

-3.58*

4  Argentinian .24%

(.10)

.32%

(.15)

-.45

5  Colombian 1.34%

(.28)

1.89%

(.42)

-1.08

6  Dominican 2.59%

(.43)

2.76%

(.63)

-.22

7  Nicaraguan .52%

(.17)

.57%

(.19)

-.21

8  Salvadoran 1.39%

(.31)

2.28%

(.49)

-1.52

9  Spaniard .32%

(.12)

3.33%

(.73)

-4.06*

All other specific Hispanic groups 4.20

(.50)

8.68%

(1.23)

-3.38*

Write-in is general descriptor (“Hispanic” / “Latino” /

“Spanish”)

11.90%

(.88)

1.90%

(.42)

10.32*

Hispanic, no write-in (or write-in uncodable) 7.25%

(.66)

5.03%

(.79)

2.15*

Unweighted N 5,163 3,091

*difference between forms significant at p < .05
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The overall fraction of Hispanics who checked the Mexican, Puerto Rican, or Cuban box (or who
wrote in one of these groups) does not differ significantly between forms (70.25 percent and
73.23 percent in the 1990 and 2000-style forms, respectively).  However, significantly fewer
Hispanics checked the Mexican box (or wrote in Mexican) in 2000-style forms than in the 1990-
style forms.  This difference is probably not due to the effects of examples or the wording of the
response category, which are identical in both forms (“Yes, Mexican, Mexican-Am., Chicano”). 
It may be a question wording effect resulting from dropping the word “origin” in the Census
2000 questionnaire.  It is possible that some people who have origins in Mexico do not self-
identify as “Mexican” in the sense implied by the Census 2000 question wording.

Overall, significantly more Hispanics reported in one of the “example groups” in the 1990-style
form (11.16 percent, compared to 6.41 percent in the 2000-style form).  Most of the difference,
however, is due to a large difference in reporting of “Spaniard” (.32% reported “Spaniard” in
2000-style forms compared to 3.33% in 1990-style forms).  Excluding reports of “Spaniard,”
6.08% reported an “example group” in 2000-style forms, compared to 7.82% in 1990-style forms
(t=1.56, p<.10).  Except for the difference in reports of “Spaniard,” none of the form differences
for specific example groups is statistically significant at the .05 level.  More Hispanics report as
Salvadoran in the 1990-style form (2.28 percent compared to 1.39 percent in the 2000-style
form); the difference is significant at the .10 level in a one-tailed t-test (t = 1.52).   

Finally, significantly larger numbers of Hispanics reported in one of the remaining non-
checkbox, non-example groups in 1990-style forms (8.68 percent compared to 4.20 percent in
2000-style forms).

For three categories of Hispanic groups (those with separate check boxes, those listed as
examples, and the remaining groups), then, the 1990-style form elicited more reports of specific
Hispanic groups than the 2000-style questionnaire.  The consistency of the effect suggests that
the examples improved respondents’ understanding that a specific response was intended. 
Overall, about 92 percent of Hispanics reported a specific group in 1990-style forms, compared
with 80 percent who filled out 2000-style forms.  In the latter, Hispanics tended to describe their
ethnicity in general rather than specific terms.  About 12 percent gave Hispanic, Latino, or
Spanish as their “group,” compared with about 2 percent in the 1990-style questionnaire.  There
were also significantly more blank or uncodable write-in entries in the 2000-style questionnaire.

4.4  Race Reporting

Table 4 reports race item nonresponse rates, by form type and Hispanic origin.  The first row
shows that, overall, race is missing at a lower rate in 2000-style forms than in 1990-style forms. 
(Race is missing if no box is checked and no codable write-in entry is present.)   Race item
nonresponse rates are significantly lower for both Hispanics (20.79 percent compared to 30.53
percent) and for non-Hispanics (.60 percent compared to 1.5 percent).  Race nonresponse is
higher in 2000-style forms for people who were also missing information on Hispanic origin. 
(There are many fewer such people in 2000-style forms, as shown in Table 2.)
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Race nonresponse rates by form type and Hispanic origin  (Table 4)  

% of people missing data on race

Hispanic Origin 2000-style 1990-style t2000-1990

Total population 3.27%

(.1590)

5.95%

 (.3265)

-7.34**

Hispanics 20.79%

(1.1361)

30.53%

(1.8871)

-4.42**

Non-Hispanics                                                          .60%

(.0580)

1.53%

(.1756)

-5.03**

Hispanic origin missing               13.18%

(1.3853) 

 9.72%

 (1.0462)

2.00**

**p<.05

More complete response to the race item in the 2000-style form is unexpected.  Bates et al.
(1995) found the order reversal and added instruction did not affect the race nonresponse rate.  

Even with the reduction in item nonresponse compared to the 1990-style form, race nonresponse
remains very high for Hispanics, who are far more likely to leave the item blank than non-
Hispanics. 

Table 5 presents distributions by form of the five major race groups—White, Black, American
Indian and Alaska Native, Asian, and Native Hawaiian and Other Pacific Islander—and Some
other race.  Multiple responses are combined in a “Two or more  races” category.  (Multiple
responses within a major category, such as Vietnamese and Chinese, are classified as single race
reports.)  

Missing or uncodable responses are excluded from Tables 5-7.  These distributions thus
approximate distributions that would be obtained were missing data imputed. 
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Race, by Form Type  (Table 5) 

Form type t-statistic

 2000-style 1990-style t2000-1990

TOTAL 100.00% 100.00%

White 78.21 

 (.3719)  

78.93 

(.5893)

-1.018

Black 11.35

 (.2847)

11.22

 (.4231)

.250

American Indian and Alaska Native .48

  (.0549)

.50

 (.0776)

-.230

Asian 4.04

   (.1884)

4.06

 (.3282)

-.033

Native Hawaiian and Other Pacific Islander .17

   (.0428)

.05

 (.0246)

2.33**

Some other race 3.72

   (.1871

4.42

 (.2992)

-1.97**

Two or more races 2.03

   (.1131)

.82

  (.1045)

7.86**

**p<.05

Table 5 shows three statistically significant form effects.  First, as expected, reports of two or
more races are more numerous in 2000-style questionnaires, due to the new “one or more”
instruction.  Nearly 1 percent report two or more races in the 1990-style form, however, despite
the instruction to report one.  In the 1990 census, multiple reports would have been edited to a
single race category.

Second, the Native Hawaiian and Other Pacific Islander category, while tiny, is larger in the
2000-style forms than in the 1990-style form.  This may be artifactual.  The combined “Other
Asian and Pacific Islander” category in the 1990 form was split into two in the Census 2000
form.  People who marked “Other API” in the 1990-style form with no write-in entry are counted
in Table 5 as Asians, but some may be Pacific Islanders.  It is also possible that the questionnaire
design changes helped Pacific Islanders find a category to identify their race.

Third, the percentage reported as Some other race is lower in 2000-style forms, consistent with
research on effects of item sequence and adding an instruction.  Contrary to what might have
been expected, there is little or no evidence that the “one or more” option reduced single race
reporting in the five major categories.  There is a very slight, statistically insignificant reduction
in the percentage reported as White.  The percentages identifying with the major race groups are
nearly the same or higher in the 2000-style questionnaire. 
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Tables 6 and 7 show that negligible distributional differences at the aggregate level mask some
larger effects for Hispanics and non-Hispanics.

Race, by Form Type: Hispanics  (Table 6) 

Form type t-statistic

 2000-style 1990-style t2000-1990

TOTAL 100.00% 100.00%

White 48.98

 (1.5656)

39.88

 (2.3463)

3.23**

Black 2.07

 (.3719)

2.32

 (.6003)

-.34  

American Indian and Alaska Native 1.48

 (.3767)

.72

 (.2900)

1.61  

Asian .58

 (.2219)

.88

 (.4309)

-.60  

Native Hawaiian and Other Pacific Islander .01

 (.0072)

.15 

(.1212)

-1.14  

Some other race 39.03

 (1.5565)

51.47

 (2.4192)

-4.32**

Two or more races 7.84 

(.7311)

4.59

 (.8595)

2.88**

**p<.05

Table 6 shows that 48.98 percent of Hispanics are reported as White in 2000-style forms,
compared with 39.88 percent in 1990-style forms.  By the same difference of about 10 percentage
points, reports of  Some other race are lower, 39.03 percent versus 51.47 percent.  These large
differences are probably due to the effects of reversing the order of Hispanic and race items, as
well as the “one or more” option. The results are consistent with earlier research showing that
reversing the sequence of race and Hispanic origin increased Hispanic reporting in White race
and reduced reporting in Some other race. 

The 2000-style form also elicits more reports of American Indian among Hispanics, although the
difference is not statistically significant at the .10 level in a two-tailed test.  (The difference is
statistically significant for the LCA stratum, in which 2.08 and .79 percent identified as
American Indian in the 2000 and 1990-style forms, respectively; these results are not shown.) 
The difference may be due to South and Central American Indians more readily identifying with
“American Indian” than with the less clear “Indian (Amer.)” in the 1990-style form.
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Finally, Table 7 shows a different pattern of form differences for non-Hispanics and those whose
origin is not ascertained.  Reports of White race are slightly lower (p<.10) in 2000-style forms,
apparently due to the option of reporting more than one race.  The percentages reporting as
Black, Asian, or Some other race do not differ between forms.  A larger fraction report as Native
Hawaiian and Other Pacific Islander in 2000-style forms.  A slightly smaller fraction report as
American Indian and Alaska Native in 2000-style forms, but the difference is insignificant,
perhaps due to the small sample size for this group.

Race, by Form Type: Non-Hispanics or Hispanic Origin not ascertained (Table 7) 

Form type t-statistic

 2000-style 1990-style t2000-1990

TOTAL 100.00% 100.00%

White 81.15

 (.3669)

82.43

 (.5682)

-1.87*

Black 12.28

 (.3066)

12.02

 (.4539)

.47

American Indian and Alaska Native .38

 (.0461)

.48 

(.0805)

-1.12

Asian 4.39

 (.2052)

4.34

 (.3542)

.12

Native Hawaiian and Other Pacific Islander .18

 (.0471)

.04 

(.0195)

2.74**

Some other race .17 

(.0304)

.20 

(.0581)

-.52

Two or more races 1.45

 (.0980)

.48 

(.0819)

7.56**

*p<.10   **p<.05

5.  CONCLUSIONS AND RECOMMENDATIONS

Census 2000 questionnaire changes substantially improve the completeness of race and Hispanic
origin reporting in mail questionnaires, compared to the 1990 design.  In addition, the Census
2000 questionnaire design affects race reporting.  Reports of two or more races more than double
in response to the “mark one or more” instruction.  There are more reports of Native Hawaiian
and Other Pacific Islander race, and fewer reports of Some other race.

There is surprisingly little evidence that allowing respondents to report more than one race
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reduces single race reporting in the 5 major categories.  The exception is a reduction in reporting
of White by non-Hispanics. 

For some race groups, an absence of form differences at the aggregate level masks differential
effects for Hispanics and non-Hispanics.  Compared to 1990-style forms, 2000-style forms elicit
more reports of White race among Hispanics (the probable effect of the reversed item sequence),
and fewer among non-Hispanics (probably due to the “one or more” option), resulting in no
overall form difference in the fraction reported as White.  The data hint at increased reporting as
American Indian and Alaska Native by Hispanics and reduced reporting by non-Hispanics in
2000-style forms, but samples are too small to be sure.  There is also the suggestion of reduced
reporting as Native Hawaiian and Other Pacific Islander by Hispanics and increased reporting by
non-Hispanics in 2000-style forms, but only the latter difference is statistically significant.

These results imply that the questionnaire changes made in Census 2000 had different effects
upon race reporting by Hispanics and non-Hispanics.  These differential questionnaire effects
merit additional investigation, first to determine their reliability and second, to evaluate their
causes.

  

C Recommendation: Conduct additional research into the reliability and causes of
differential form effects on race reporting by Hispanics and non-Hispanics.

The effects of questionnaire design changes on Hispanic race reporting are fairly dramatic. 
Reporting as White increases 10 percentage points, and reporting as Some other race decreases
by the same amount in Census 2000-style forms.  This result reflects the “one or more” option
and the reversal in item sequence, and is consistent with prior research. The results confirm the
vulnerability of Hispanics’ race reporting to question order and context effects.  They leave open
the question of how vulnerable Hispanics’ (or others’) race reporting is to other methodological
effects, for example, mode of interviewing, which have not been evaluated using experimental
designs.

  

C Recommendation: Conduct additional research to develop more robust race
measurement methods that are less vulnerable to methodological effects, especially
for Hispanics.

C Recommendation: Conduct experimental research to evaluate the effects of other
methodological influences on race reporting, including mode of interviewing and
interviewer effects. 

Despite the reversed sequence of Hispanic origin and race and question wording differences, the
percentage reporting as Hispanic appears to be identical in the two forms.  This result implies
that changes from 1990 to 2000 in the fraction of the population identifying as Hispanic are not
due to changes in design of the mail questionnaire.  
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On the other hand, the experiment does offer evidence that the questionnaire affected reporting of
detailed Hispanic origin.  Hispanics who filled out 2000-style mail questionnaires were less
likely to report a specific Hispanic group and more likely to report a general descriptor (such as
Hispanic, Latino, or Spanish) than those who filled out 1990-style questionnaires.  Although the
cause of the effect is uncertain, it is probably due to the combined effect of question wording and
the elimination of examples in the Census 2000 questionnaire.  The examples next to the write-in
box provided cues about the type of answer intended by the question in the 1990-style form. In
the Census 2000 questionnaire, the instruction to “print group” right after the “Yes, other
Spanish/Hispanic/Latino” response category may have suggested to some respondents that they
should print whichever of these three terms they preferred.  However, the hypothesis of example
effects does not account for the higher reporting of Mexicans in the 1990-style form.  This
difference requires a different explanation, because the specific examples (Mexican, Mexican
Am., Chicano) are identical in both forms.  The wording change from “Is this person of
Spanish/Hispanic origin?” to “Is this person Spanish/Hispanic/Latino?” may have contributed to
the reporting difference.  The Census 2000 question appears directed to an overarching
identification as Hispanic (or Spanish or Latino), and the absence of specific Hispanic examples
would reinforce this wording effect.  Because the experiment was designed to evaluate the effects
of all the wording and design differences between the 1990 and 2000 mail questionnaires, it is
not well suited to isolating the causes for this or other differences.

C Recommendation: Conduct additional research on the effects of examples on race
and Hispanic reporting.   

This report is exclusively focused on the effects of questionnaire design changes on race and
Hispanic reporting, holding constant the effects on the data of differences in pre-editing, coding,
editing, and imputation procedures used in 1990 and 2000.  The effects of these potential
influences on race and Hispanic data also merit investigation.

C Recommendation: Conduct research on the effects of changes in coding, pre-editing,
editing, and imputation procedures on the comparability of race and Hispanic data.

The questionnaire design effects documented in this report may confound comparisons of 1990
and 2000 census data.  The degree of confounding cannot be inferred directly from the analysis
reported here, which is restricted to mail short forms and does not employ fully edited data. 
However, it can be inferred from the experimental evidence that the differences in the design of
1990 and 2000 mail short forms would have resulted in an increase from the 1990 to the 2000
census in Hispanics’ reporting of White race, and a decline in their reporting of detailed Hispanic
groups, in the absence of true change in the racial or ethnic composition or identifications of the
population.  The percentage of Hispanics who reported as White (alone) was 51.7 in 1990 and
47.9 in 2000 (U. S. Census Bureau, 2001).  The questionnaire effect would have led more
Hispanics to report as White in Census 2000.  Therefore, we can infer that the decline in White
reporting would have been even larger had the 2000-style questionnaire not increased Hispanics’
reporting as White, compared to a 1990-style questionnaire.  We can also infer that any measured
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decline from the 1990 to 2000 census in reporting of detailed Hispanic origins is overstated; the
decline would have been less if the 2000-style questionnaire had not resulted in less detailed
reporting.  While it might be tempting to conclude that a decline in detailed Hispanic reporting
was due to Hispanics’ changing self-identifications, any such change can be attributed (at least in
part) to changes in the design of the mail questionnaire.  These confounding effects of
questionnaire design differences must be taken into account when comparing 1990 and 2000
census data.

The potentially confounding effects of the questionnaire design changes upon comparisons
between 1990 and 2000 census data could not be identified and measured without a replication
study based on an experimental design.

C Recommendation: In future censuses, conduct larger replication studies embedded
in the census to evaluate and calibrate the effects on the data of questionnaire design
changes (or other important changes in methods).

Future censuses should conduct replication studies to evaluate the effects of questionnaire design
changes on long form as well as short form items, and should employ larger samples than were
available for the Census 2000 AQE, in order to improve estimates of questionnaire effects for
small groups.
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Appendix 1: Design Features of the 1990-Style Short Form

The intent in this experiment was to replicate features of the 1990 short form design that may
affect data content and quality compared to the design of the 2000 form.   The form also had to
resemble, at least superficially, the Census 2000 form, which was recognizable through exposure
in the advertising campaign.   (See Figures 1-3 for facsimiles of the 1990-style and the Census
2000 short forms used in the experiment.)

The 1990-style form that was administered is, in effect, the heart of the 1990 short form in a
2000 shell.  The experimental form preserves essential 1990 design features (question wording,
order, and format) in a form which duplicates 2000 content (that is, the same questions are
included) and incorporates elements of the 2000 design. The table below compares the design
features of the 1990-style form with 1990 and 2000 census forms.  Shading indicates which form
(2000 versus 1990 census) the 1990-style form most closely resembles.

Compared to Census 2000 Short Form Compared to 1990 Short Form

Questionnaire Content Identical–includes the same set of

questions as Census 2000

Not comparable–marital status, whole

household UHE, 7th person, many housing

items eliminated

Question wording and

sequence

Different–1990 wordings, categories,

and sequence are used

Identical to 1990  question wordings, with

minor/necessary changes:

“1990"  to “2000" ,  “Sunday” to

“Saturday”.  Due to elimination of marital

status, race and Hisp. Origin are separated

by one item, not two.

Question formats Different–1990 formats are used Matrix format is comparable to 1990,

except 7 th person eliminated.

Question formats are identical.  Format for

year of birth modified slightly to allow for

year 2000 births.

Instructions Different–except the “Start Here”

instruction, and the absence of an

instruction book, which follow 2000.

Roughly comparable–some instructions

eliminated, or minor changes.  “Start

Here” instruction added.  Instruction book

eliminated.

Structure of form Identical–folds and  size are identica l to

the bifold 2000 form

Different–the “flap” is eliminated; the

roster is on the front page.

Color The form uses the same colors as the

2000 form

Placement of color shading replicates

1990 use of color.

Writing implement Different Same–use black pencil

Other design features Logo, heading on the front page are

identical to the 2000 form.

Typeface is the same as 2000.

Black registration marks and “census use

only” boxes were eliminated.  Type size

similar to 1990.

Letter, envelope,

implementation

Identical to 2000, except return

envelope is yellow instead of white and

is sent to J’ville

Letter is separate; in 1990, letter was the

front of the q’aire.  ‘90 envelope did not

include mandatory message.
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Front page of Census 2000-style questionnaire (Figure 1)
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Front page of 1990-style questionnaire (Figure 2)
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Race and Hispanic questions in 1990-style questionnaire (Figure 3)
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Appendix 2.  Summary of Data Preparation, Coding and Pre-Edit Procedures Applied to
Data

A.  Initial file preparation.  AQE and RMIE: Raw data files for the experimental panels were
prepared by DSCMO using data capture specifications designed and approved for each panel. 
For the 1990-style panel, DSCMO developed special recoding instructions to facilitate
incorporation of respondent data into production Census 2000 processing.   Except for these
recodes, data were entirely unedited.

RMIE control panel.  Both data and programs to create the files and calculate response rates for
the RMIE control panel were provided by Jennifer Guarino (PRED).  The programs were
modifed (i.e., to produce a person-level file and to combine all the RMIE subpanels into one
control panel, rather than produce household-level files for each panel) for the different purposes
of this analysis.

AQE panels:  The initial AQE files were prepared by Mary Ann Scaggs and Aref Dajani (SRD),  
who also calculated response rates. 

B.  Identification of valid persons.  Blank person records were not eliminated during the initial
file creation, rather all 6 potential person records were retained for each form.  Production census
processing applies the DCAR edit to determine if sufficient data are present to represent a valid
person record.  A data defined person record includes at least two of the following short form
items: Name (at least 3 legal characters), relationship, sex, age or date of birth, Hispanic origin,
race.     In the creation of the final analysis files, a simplified version of the DCAR edit was
applied to eliminate blank person records and those with insufficient data.  Application of the
edit selected 57,339 person records for the final analysis file.   

C.  Correcting data capture errors.  

1.  For panels 2 and 4 (1990-style questionnaire), DSCMO did not capture information about
multirace responses, but rather recorded a “+” when such responses appeared.  There were 133
such cases.  In order to capture the information, the images for the corresponding questionnaires
were examined  and the 133 cases were corrected to capture all write-in entries and marked
boxes.

2. Inspection of questionnaire images and comparison with raw data for individual cases revealed
systematic data capture errors that affected all the data for certain race categories for AQE and
RMIE Census 2000 panels.  In the raw data files, 

RACECB07 was supposed to represent Japanese, but instead represented Other Asian.

RACECB08 was supposed to represent Korean, but instead represented Japanese.

RACECB09 was supposed to represent Vietnamese, but instead represented Korean

RACECB10 was supposed to represent Other Asian, but instead represented Vietnamese.

The data were corrected to correspond to the data capture specifications. 
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D.  Coding and pre-editing race responses.

The raw data (corrected as described in C) contained a series of 0-1 variables corresponding to
each possible race category that might have been marked.  In addition, verbatim entries for all
write-in spaces were captured.  I pre-edited and coded these data in a fashion that somewhat
simplifies but is consistent with Population Division’s pre-edit and coding procedures  applied to
production Census 2000 race data.  POP codes write-in entries into detailed race codes, which are
further grouped into the 5 major race categories and Some other race (see Population Division,
2000).  The criterion for allocating a specific detailed group to a major race category is the “90%
rule” based on analysis of 1990 race and ancestry data.  The rule is that, if 90 percent or more of
a group reported as a certain race in 1990, then write-ins of that group are assigned to that race
(e.g., because over 90 percent of people who reported their ancestry as Jamaican reported their
race as Black in 1990, a write-in of Jamaican is classified as Black race).  If a group has no
dominant racial composition, it is classified as Some other race.  A brief description of how the
Census Bureau classifies specific groups into major race categories is as follows:

White includes write-in entries of European ethnicities (e.g., Irish, Italian) as well as Arab
ethnicities (e.g., Lebanese, Syrian, Afghan).

Black includes Sub-Saharan African and Caribbean ethnicities (e.g., Ethiopian, West Indies)

American Indian and Alaska Native includes specific Indian, Alaskan, or Canadian tribes, as well
as general mentions of “American Indian” or “Native American.”

Asian includes Asian ethnicities or nationalities (e.g., Pakistani, Asian Indian, Japanese,
Filipino).

Native Hawaiian and Pacific Islander includes Hawaiians and other groups from the Pacific
Islands (e.g., Palauan, Tahitian).

Some other race includes race write-in entries of Hispanic or Latin American groups or
nationalities (e.g., Chicano, Bolivian, Cuban, Spanish, Puerto Rican), groups without a dominant
racial identity (e.g., mentions of United Arab Emirates, Guyanese, Moroccan, South African,
Bermudan, Brazilian), and responses indicating an unspecified racial mixture (e.g., Biracial,
Mulatto, Creole, Mestizo, Amerasian; but “Biracial black and white” is classified as White race
and Black race, not as SOR).

Only the major race groupings were coded. The same procedures were applied to data from both
the 1990-style and 2000-style questionnaires.  Missing data were not imputed or edited.

The sources that were consulted during the pre-edit and coding process were the questionnaire
images, accessible through FEITH software, and POP experts (in particular, Art Cresce) on the
codes and pre-edit rules.  

The following steps were followed:

1.  Automated coding of individual write-in entries.  A SAS program was written to recognize
text strings in the write-in spaces, and coded them to the major race categories.  This program
was used to separately code multiple write-in entries for each of the three race write-in spaces
(two spaces in the 1990-style form). Coding was only done to the major race groups, not to
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detailed race codes.  A single entry could be coded in more than one major race category (e.g.
“Japanese and White” would be classified as Asian race and as White race).   Variables were
created to reflect the major race groups represented by all write-in entries.  The development of
the program was done iteratively, and the uncodable entries examined to account for misspellings
and to capture and code as many meaningful responses as possible   In addition, spot checking of
actual responses against assigned codes was done to ensure reasonable accuracy.  Questionable
entries were referred to POP experts for resolution.  (Certain entries, e.g., “human,” “American,”
“pink”, are considered uncodable.)

2.  Generic Indians.  Write-in entries of just “Indian” are ambiguous and cannot be assigned to a
major race category.  Such write-in entries were identified , images for the corresponding
questionnaires were inspected, and codes assigned.  

3.  Pre-edits for consistency.  A respondent’s mark in a checkbox for a specific race also
determines racial classification, but is usually given less priority than the write-in when the two
conflict.  The Census Bureau performs several pre-edits between write-in and checkbox entries
for consistency.  The following pre-edits were applied to these data.  (Numbers in parentheses
indicate the number of times the edit was performed on the combined dataset of 57,339 persons.)

a.   Forms which contain generic write-ins of “Indian” were examined and classified
appropriately based on information about the household as a whole.  In the absence of additional
information, generic “Indian” is classified as Some other race (N=15). 14 generic Indian writeins
were recoded to Asian Indians, based on inspection (see 2, above). 

b.  In 2000-style questionnaires, if the Other Asian checkbox is marked and an entry inconsistent
with Other Asian is provided in the write-in space, then the Other Asian checkbox is blanked
(e.g., if Other Asian is marked but “Hispanic” is written in, Other Asian is blanked.  (This is a
simplification of the actual census pre-edit, which in such cases would not blank the Other Asian
box if there were other persons in the household coded as an Asian race.  A similar caveat applies
to pre-edits 3, 4, 5, 6.)  (N=39)  If the Other Asian box is marked and there is no write-in entry
(or the entry is uncodable, such as “human” or “American”) then the Asian classification is
retained.

c.  A comparable pre-edit is applied to the Other Pacific Islander box and write-in for 2000-style
forms (N=24).

d.  In the 1990-style questionnaire, if the Other API box is marked and an entry inconsistent with
Other API is provided in the write-in space, then the Other API checkbox is blanked. (N=40)

e.  A pre-edit comparable to b is applied to the American Indian or Alaska Native box and write-
in (N=19).   (Except an entry of "Mexican" in the AI&AN write-in space would not result in the
AI&AN box being blanked, but would be coded as Mexican Indian in the AI&AN category.)

f.  If the Some other race box is marked and its write-in entry is inconsistent with SOR
classification, the Some other race box is blanked. (E.g., if a respondent checks SOR and writes
in “Polynesian”, Polynesian is coded as Pacific Islander race and the SOR box is blanked.)

However, if the SOR box is marked and there is no write-in entry (or the entry is uncodable, such
as “human”) then the SOR classification is retained.  (N= 357) 

g.  If the Black (but not the White) box is checked and White ethnicities (e.g., English) are
written in, the White ethnicities are disregarded (N=13).

h.  If the White (but not the Black) box is marked and Black ethnicities (e.g., Jamaican) are
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written in, the Black ethnicities are disregarded (N=1).

i.  If race is blank (or uncodable) and the Hispanic origin item contains a race write-in (see
below), it is used to classify race (N=14). 

As noted, the pre-edits applied in this analysis are a simplified version of the actual census pre-
edit and coding process.  Some were not applied because there were no relevant instances in
these data.  (For example, in the census if all checkboxes were marked, the checkboxes would be
blanked and race would be imputed.)

4.  Creation of final race variables.

After coding write-ins and performing the above pre-edits, a geometric variable (RACEOMB)
was created based on both the codes assigned to write-in entries and the (pre-edited) marked
boxes.  (Thus, for example, writing in a group classified as “American Indian” in any of the
write-in spaces OR checking the American Indian box (with no write-in or an AI writein) would
lead to assignment of American Indian race.)  This variable captures information about all major
race combinations that were reported.   For this report, responses of two or more races were
collapsed into a single category. 

E.  Coding and pre-editing Hispanic Origin responses

Hispanic origin write-in responses are also coded and used to classify detailed Hispanic group,
using the Census Bureau’s coding scheme.    A respondent’s mark in a checkbox (with certain
pre-edits applied) also determines classification.

1.  Coding write-in responses.  All write-in responses for the item (including writeins of a major
race group, if there was no Hispanic group written in) were coded into a specific Hispanic group,
or (if mentioned) a major race category, using a SAS program that recognized character strings.  
Entries of Spanish-speaking countries or generic Hispanic or Latin entries are considered as
Hispanic, while Brazilian, Portuguese, Filipino are not considered to be Hispanic.  (Such entries
would have been classified as Some other race reports.)  If multiple groups were reported, only
one was coded (which would have been the one furthest down the list of  applicable character
strings;  preference was given to a report of a Hispanic group over a race group, and to a specific
Hispanic report over a general one).   (In the census, multiple Hispanic group write-ins would not
have been coded in either specific category, but in a “multiple group” category.)

2.  Pre-edit  

a.  If “other Hispanic group” is marked and a race is written in the write-in space, then the “other
Hispanic” box is blanked.  (N=64)  

b.  If  “not Hispanic” is marked, but a Hispanic write-in is provided for the race item, then not
Hispanic is blanked and the case is coded Hispanic.  (N=63)  

A pre-edit that was applied in the census but was not applied here is that if a person marked
Hispanic, but had reported their race as Filipino, Brazilian, or Guamanian, Hispanic was blanked.

3.  Final Hispanic origin

Based on coded write-ins and pre-edited check-boxes, a variable (HO) was created that classified
respondents as Hispanic, not Hispanic, or missing.  Unlike the race item, multiple responses were
not allowed.
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EXECUTIVE SUMMARY

This report describes an experiment in Census 2000 to improve household coverage by making the
roster instructions presented on the short form more understandable and more likely to be read.  
Census residence rules are difficult to communicate to respondents because they may exclude core
household members, and include persons who are not considered to be members.  In addition, census
residence rules do not follow any simple logic which is easily expressed to respondents.   Previous
experiments with alternate roster formats or with presentation of the residence rules have indicated
that the presence of residence rules on the form (whether in extended or abbreviated form) has some
effect on one category of  coverage errors: erroneous enumerations. (Pausche, 1994, Alberti, 1997.)  
However, neither of these studies showed any effect on the rate of omissions.  Cognitive testing of
decennial census forms has indicated that many respondents do not read the roster instructions
(Gerber et al, 1997.)

Our hypothesis was that making the roster instructions more understandable and formatting them to
enhance readability would improve household coverage.  A series of experimental roster formats
were designed and cognitively tested.  The experimental panel and the control panel consisted of
5,200 mailout cases each, stratified into high and low coverage areas, with oversampling of the low
coverage areas.  The best of these roster formats became the experimental panel (Attachment A) in
this experiment, which was fielded along with a control short form (Attachment B).  Coverage was
measured by a specially developed telephone coverage reinterview.  The reinterview sample
consisted of  cases that had completed and returned the census form, had phone numbers, and  were
not sent to large household followup.  These cases were subsampled in the high coverage area
stratum.  The total sample size for the reinterview was 4,218 households. 

Design features of the experimental roster instructions included:
• Double-banked, bulleted instructions (including some modifications in wording)
• Person-count box in Question 1 placed after the instructions
• Inclusion of a direction to read the instructions
• Enclosing the roster instructions and Question 1 in an outlined box

Our findings relate to specific questions presented below.

Did the experimental instructions affect mail response rates?

Alteration of the instructions would not be acceptable if mail response rates were decreased.  The
mail return rate for the experimental panel was 73.52 percent.  The mail return rate for the control
was 73.07 percent.  These mail return rates are not statistically significantly different.
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Did the experimental instructions affect response to Question 1?

It is critical that the box where respondents record the number of persons in their households be
completed, since it serves to flag missing person-level data and to cue large household followup.
Any increase in item nonresponse in this item would be unacceptable. The response for this item is
significantly higher in the experimental form (99.20 percent) than in the control (98.22 percent) at
the 0.01 level of significance. 

Did the experimental instructions affect omissions?

Omissions are persons who should have been listed on the census but were not. Such persons would
be identified in the reinterview. We are concerned both with the omission rates and their
demographic characteristics.

There is no significant difference between the form types.  However, the experimental form had a
statistically significantly lower omission rate for Hispanics in the low coverage stratum, dropping
from 3.23% to 1.00%. With a sixty-nine percent lower omission rate, the difference was statistically
significant at the 0.05 level of significance.

Did the experimental instructions affect erroneous enumerations?

Erroneous enumerations are persons who are included on the census forms although they are not
legitimate census day residents. They include persons who have spent most of their time elsewhere,
or who were in group quarters where they should have been counted on Census Day. Examples are
college students living away from home and persons in the military stationed elsewhere.  

The coverage reinterview allowed us to learn in detail what kinds of persons are erroneously
enumerated on both forms. Following intended questionnaire logic, the number of persons who were
erroneously enumerated on both forms was 92, with approximately half in the control and half in the
experiment.  However, there were a number of cases in which interviewers had followed an incorrect
path which often gave us enough information to assess enumeration status. When these were
considered, there were 128 erroneous enumerations. 

Demographic characteristics for erroneously enumerated persons were compared on the basis of
gender, age, race, ethnicity, and relationship to the householder.  After comparing demographic
characteristics for erroneous enumerations specifically, the one statistically significant finding is that
the percentage reported as age 18 to 35 higher in the experiment in low coverage areas. Although this
finding is  significant, it reflects minuscule cell counts, and for this reason, we believe that this result
might not be replicated in a larger sample. It is possible that other demographic characteristics would
have demonstrated statistically significant differences with a larger incidence of erroneous
enumerations. 
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Recommendations:

• These graphical means of presenting residence instructions should be implemented to
encourage respondents to read the instructions.

• Further research should be conducted to examine the effectiveness and limitations
(including possible overuse) of integrating instructions and specific questions using an
outline box.

• Further research should be conducted in order to examine the relationship between
graphical presentation and meaning in self-administered questionnaires.

• Differences between the effectiveness of these techniques in high and low coverage areas
suggest that social factors (such as educational attainment) may influence the
effectiveness of particular graphical techniques.  Further research is needed to expand
our understanding of these phenomena.

• Additional research should be conducted to better understand the way in which
respondents naturally read questionnaires.
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1. Background

The aim of this paper is to describe an experiment in the decennial census to improve household
coverage by making the roster instructions presented on the short form more understandable and
more likely to be read.

The problem of creating a household roster is common to many household surveys. Its importance
lies in creating an appropriate list of persons about whom data is to be collected. However, the
specific design and data demands of particular surveys often create specific rules of inclusion for
various categories of individuals. For example, the roster may exclude certain persons who are
considered core household members, or may include persons who are away for certain reasons but
not for others. These rules, created to fulfill specific analytic or data requirements, do not necessarily
mirror the way in which respondents would report on the membership of their households if left to
themselves (Gerber, 1994; Gerber and Bates, 1994; Martin and Griffin, 1994).  This creates the
particular problem which the research described below attempts to examine:  If there is a gap
between the way in which respondents would naturally report their households and the data
requirements of the survey, how can these requirements best be communicated to the respondent? 
This paper reports on developmental work to create a means of communicating decennial residence
rules to respondents, and an experiment mounted in the census to test a revised form (Attachment A)
against the Census 2000 form (Attachment B).  This research was part of the Census 2000
Alternative Questionnaire Experiment.  For this experiment, unedited and unimputed data were used.

This problem is particularly relevant for the decennial census, which is required not only to count the
population, but to count it in the correct location as well. This has led to a complex network of
decennial residence rules, which govern such issues as where college students should be counted;
how to deal with the enumeration of persons connected with households who also have been present
in institutional settings such as jails or hospitals; or distinguishing between the enumeration of crews
of marine vessels vs. those on inland waterways. These rules do not follow any simple logic, and are
far too lengthy to expect respondents to absorb in full. In addition, previous research has indicated
that a number of these rules are clearly counterintuitive for respondents (Gerber et al., 1996).
Classroom  pretesting of the decennial questionnaire also indicates that respondents may not read the
instructions (Gerber et al., 1997). 

Since so much of the decennial census is collected in self-administered mode, the primary way of
influencing respondent behavior to follow the residence rules lies in how the rules are worded and
formatted on the questionnaire. This problem in communication consists of several elements. First,
the roster instructions must be understandable to respondents. Second, the placement and format of
the instructions on the page must encourage respondents to read the instructions. A third element,
over which we have little control, is that respondents must be willing to follow the instructions, once
they have read and understood them.

1



Past research on the design of the decennial mail questionnaire has looked at coverage issues. The
1994 Census Test attempted to improve coverage using a set of extended roster probes rather than
instructions. However, this experimental form did not result in significant differences in gross error
rates when compared with the control.  Erroneous enumerations are persons counted on the roster,
but should not have been counted, according to the residence rules.  The erroneous enumeration rate
for the experimental form was significantly smaller at the national level than the similar rate for the
control. Omissions are persons omitted from the roster, but should have been included, according to
the residence rules. No differences were found in the rate of omissions between the two (Pausche,
1994). In the National Content Test, three design versions were tested: a standard control with a full
set of rules and a roster, a household count form with an abbreviated set of rules, and a household
count box with no rules at all. Findings indicated that the estimated erroneous inclusions were
greater in the forms with no rules than in the forms that present them in abbreviated form in
households in High Coverage Areas. Thus, the presence of the rules can be demonstrated to have an
effect on erroneous enumerations.  The largest category of these erroneous enumerations was college
students (Alberti, 1997).  Both experiments found no differences in omission rates as a result of
questionnaire design factors.  Cognitive research has also been conducted to improve the wording of
residence rules on the decennial questionnaire (Eisenhower et al, 1999). In approaching this work,
our hypothesis was that we could improve coverage by affecting the reading behavior of respondents. 
That is, we hypothesized that improvements in coverage could be created by increasing respondents’
attention to and understanding of the residence rules.  Our expectation was therefore that the
experimental panel would show fewer erroneous enumerations and fewer omissions than the control,
Census 2000.

2. Methods

2.1 The redesign of the roster instructions:

In cooperation with our contractor, Westat, a series of cognitive interviews were undertaken to test
and improve the format and wording of the decennial roster instructions.  This section describes the
results of the developmental research leading to the creation of the experimental roster.  The aim of
this research was to create and test new formats for the roster instructions without materially
changing the content of those already adopted for inclusion on Census 2000.  In addition, since we
were required not to change any decennial content, innovations in this experiment were required to
observe the spacing available on the census short form.

2.1.1 Respondents.

Because readability was an important factor in the development of the experimental form, half of the
respondents in the cognitive study had less than a high school level of education. In addition, half of
the respondents were living in “complex households;” i.e., households with members who were not
all from the same nuclear family.  This requirement resulted from previous research indicating that
temporary, tenuously attached, or peripheral household members are often excluded from household
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rosters. (Gerber et al. 1994, Gerber et al. 1996, Gerber et al, 1997.)  Testing was accomplished in two
rounds.  There were 30 respondents in the first round of testing and 31 in the second round of testing. 
Respondents were interviewed using the following methods:

• Concurrent think-aloud:  respondents were asked to say aloud what they were thinking and
doing as they opened the package and completed the form.  This procedure was used during
Round I of testing.

• Retrospective think-aloud:  In Round II probing occurred after respondents completed
Question 1 in the questionnaire.

• Respondents were asked to provide definitions of some terms of relevance to the research.

• A list was made of all persons who the respondent could have included on the form, but did
not include for one reason or another.

• Respondents were asked to complete a “Situations Test” in which they responded to a series
of hypothetical situations asking them to determine if a person described in each situation
should be counted according to census residence rules.

• Respondents were asked to rank order the various experimental forms on a variety of
dimensions, including “eye-catching,”  “attractive format,”  “understandable directions,” and
“helpful directions.”

2.1.2 Test Formats. 

The following formats were tested in the first round of research:

• Box Format:  In this version, Question 1 was placed in logical position, after the residence
instructions.  The question, instructions and answer box were placed within an outlined box,
with a shaded ground.

• Double-Banked Format:  Question 1 appeared, (also in logical position,) at the foot of the
residence instructions, which were presented in two columns, labeled as “”Count these
people” and “Do not count these people.”

• Arrow version: Placing the response box in logical order, after the instructions, visually
separates it from its response box.  In order to connect the rules visually to the response box
for Question 1, a set of arrows extended from the instructions to the response box. 

Round II formats compared two alternate versions of the residence instructions with the control.  The
experimental formats included the Box Format (with some changes in wording,) the Census 2000
control and an additional version:
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• The control:  Census 2000 presented the residence instructions as a vertical list of rules
separated by the phrases “Include” and “Do not include”.  In this version, the person-count
box was placed directly after Question 1, and before the instructions.

• Hybrid Format:  incorporated features of the Box and Double-Banked versions.  (This version
had an outline around a double banked list of rules.)

2.1.3 Cognitive Findings.

Cognitive findings from the first round of testing indicated that the Arrow Format, while it was eye-
catching, was often confusing to respondents.  As a result, it was dropped from the second round of
testing.  Both the Box and Double-Banked versions were quite effective in drawing the attention of
respondents.  The shaded ground and box outline which were used was effective in setting Question
1 off from the rest of the page, and unifying the tasks of reading the instructions and answering
Question 1.  Perhaps because of this, most respondents at least skimmed the rules before entering an
answer in the person-count box.  Respondents liked the Double-Banked form because they found the
information easy to obtain, and it appeared distinctive.  However, a small number of respondents had
strong negative reactions to the Double Banked format, since they found that the text was harder to
read.

In the second round of cognitive testing, respondents who completed both the Box version and the
Hybrid formats generally indicated that they read or scanned the instructions before providing a
response to Question 1.  They reported being able to find information relevant to their unique
situations easily.  The Control (Census 2000) elicited the most problems in response.  Specifically all
but two of the respondents provided an answer to Question 1 prior to reading the directions.  Two
were required to change their answers to Question 1 after encountering the directions, which they
found frustrating.  Most respondents, however, proceeded directly to Question 2 without looking at
the instructions at all.  In rating the three forms on the dimensions described above, the respondents
found both the Box and Hybrid formats to be more eye-catching and understandable than the
Control.

Some changes in wording were also developed in the course of this cognitive research. First, some
respondents did not understand the purpose of the instructions, and did not know what task they were
connected with.  It was therefore decided to include an instruction prior to Question 1 to direct them
to read the instructions before answering.  Other findings about content included:  

• Respondents preferred to include the concept of “foster children” along with an inclusive
statement asking them to list all children.  The placement of the concept of “foster children”
along with “roommates and boarders” struck them as wrong. 

• Respondents preferred the terms “include” and “do not include” to “count” and “do not
count.”  These terms, used in Census 2000, were retained. 
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• The term “correctional facility” was correctly identified by English-speaking respondents as a
place where people undergo punishment for crimes.  However, some thought it indicated a
less severe institution than a prison.  In addition, it was not familiar to some persons whose
first language is not English.  As a result, the example “jail” was added to the term
“correctional facility.”

• The terms “housemate” and “roomer” were unfamiliar to some respondents.  The terms
“roommate” and “boarder” were familiar, and were therefore adopted for the experimental
format.

2.2 Format Adopted for the Experiment:

The changes that were made included the following: 

The instructions were placed in the logical order, between the first question and the answer box
attached to it. The first question asks people to calculate the total number of persons living or staying
in the household. This number serves as a control for the number of persons whose names are
actually listed in the form. In Census 2000, the answer box for this question is placed directly after
the question itself (in order to make sure that it was found by respondents). However, this made the
roster instructions appear after the answer box, where presumably they might not be found until after
the respondent had already created an answer. In order to integrate the instructions with the first
question and the answer box (which was now separated from it) the entire sequence of the question,
instructions and answer box was enclosed in a black line. The colored ground of the form was
darkened somewhat in order to make the box stand out.

A direction to read the rules was introduced before the first question. This direction also attempted to
give respondents the idea that census might have ideas about who was a resident that differed from
their own. This was communicated in the phrase “according to our guidelines.”

The rules were somewhat reworded in order to make them more understandable to respondents. In
particular, the language of the instructions was made more inclusive. For example, respondents were
puzzled that the Census 2000 instructions only mentioned newborns and foster children: they wanted
to see an instruction to list all children on the form.  They also sometimes wanted to see an
instruction to list everyone in the household. Census 2000 only provides instructions about selected
categories of persons that are considered to be at risk of undercoverage.

The residence instructions were reformatted to appear in two bulleted lists, side by side within the
instructions box. Respondents had the impression that the bulleted lists were shorter and contained
less text. In addition, the double banking of the two lists brought the instructions to avoid erroneous
enumerations (particularly the instruction about college students living away) to the top, right under
the question. This was intended to make the instructions about erroneous enumerations easier for
respondents to find.  
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2.3 The Telephone Reinterview Instrument:

The reinterview was designed to establish the most accurate possible roster for Census Day, April 1,
2000.  This required the following steps:

First, a roster was collected for the current household membership. This step was taken as an aide for
respondents’ memories. Because it was necessary to key roster data from the mail portion of the
questionnaire and transfer it to the reinterview instrument, the reinterview was not fielded until late
July 2000. Therefore, a lag of four months or more had taken place since the respondents had
completed Census 2000. We anticipated considerable memory decay. One technique of managing
this was to begin with something easier to remember, the roster as of the time of the reinterview, and
then to work backwards by asking about changes in the household since April 1. 

The next step was to remove persons who had not lived there on April 1, and to ascertain if
additional persons had moved out since April 1. The respondents were then asked an extended series
of probes to assist in the discovery of additional persons who should have been included in the April
1st roster. These included probes about categories of persons thought to be frequently excluded from
census rosters, and would constitute typical “omissions” from a census roster. The probes included
questions about the following persons:

• Children:  newborns, foster children, step children and children in joint custody 

• Other relatives (cueing “aunts, uncles, grandparents, cousins, or any other kinds of relatives”) 

• Non-relatives (cueing “someone who rents a room from you or a friend staying with you
temporarily while looking for a place to live”) 

• Mobile persons (cueing “any persons who were either temporarily away or moving around the
beginning of April”) 

• Persons with no usual residence (cueing “people staying there who had no other permanent
place to stay, even if you do not consider them to be regular members of your household”). 

This created an extended list of persons who were recalled by the respondent to have been connected
with the household on April 1, but their true residence status had to be established by an additional
set of questions. These questions were designed to discover erroneous enumerations in the list of
names provided to us in the reinterview. Thus, respondents were probed to discover if any of the
names they had provided to us were college students living away, members of the military living
elsewhere, or persons who were in group quarters such as nursing homes, prisons or mental hospitals
at the time of the census.
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A final check on the residence status of persons still on the roster was then necessary. For each
individual who had not been crossed off as an erroneous enumeration, two questions were asked.
First, the reinterview asked if each individual had “another place to live or stay around the beginning
of April.”  If they had no other place, and had been reported as living or staying there at the time of
the census, they were counted as true residents. If another place to live or stay was reported, an
additional question was asked: “On April 1st (were you/was Name) living or staying at that other
place most of the time”.   If the answer to this was yes, we assumed that the sample household was
not their primary place of residence, and they were not regarded as true residents.

Once we had established the roster of persons who we considered to be the true residents as reported
to us in the reinterview, it was necessary to compare this list to the list provided on the census form.

During the main portion of the reinterview, the census roster was hidden from telephone interviews
under a taped flap of paper.  However, at this point, the interviewers opened the flap and reconciled
the two lists of names. (Interviewer training had stressed the importance of not breaking this tape
earlier in the interview, and both supervisors and interviewers later indicated that these instructions
had been followed.) Persons who had not yet been mentioned in the interview were identified. The
possibility still existed that these names had been placed on the census roster in error, so it was
necessary to establish the true residence status of these additional persons. Questions were asked
about such persons to establish if they had another place where they stayed most of the time, were
away in college or the military, or were in group quarters in April 2000.  At this point we had enough
information to establish what we accepted as the true residence status of each name provided in the
reinterview and in the original census form. It was only necessary to collect demographic 
information on true residents who had been identified as true residents only in the reinterview.

2.4 The Reinterview Sample:

The experimental and control panels consisted of approximately 5,200 mailout cases each. The
national sample was stratified into high and low coverage areas (HCA and LCA), with oversampling
of the low coverage areas. Overall, the high and low coverage area strata consisted of approximately
5,200 cases each. 

The Westat sample consisted of cases that completed and returned the census form, had complete
phone numbers for follow up, and had six or fewer persons listed in the household.  The reinterview
sample consisted of all cases in the low coverage area and all subsampled cases (subsampled
randomly at a rate of 50%) in the high coverage area.  

2.5 Estimation, Variance Estimation, and Significance Testing:

Households were sampled randomly at different rates within the two geographic strata for the
reinterview.  Weights were calculated by dividing the universe size by the sample size, where the
universe is defined as the census mailout households in the United States.
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Omission rates were calculated by dividing the number of omissions by the number of persons in the
April 1st roster.  Erroneous enumeration rates were calculated by dividing the number of erroneous
enumerations by the number of persons in the census roster.  Each of the four quantities used in
calculating these rates is random. To compare rates across strata, standard errors were calculated
using the statistical replication method of the stratified jackknife. As each household can have a
variable number of erroneous enumerations, omissions, census persons, and April 1st persons,
clusters were incorporated into the variance estimation at the household level.

Statistical significance testing was conducted on pairs of strata or treatments using a t-test that
incorporates the covariance between the numerators and denominators in the calculation.  The
normal approximation to the t distribution was used to calculate p-values and establish statistical
significance. A Bonferroni correction was made for multiple comparisons in the significance testing.
The correction took account for analysis conducted by panel (control vs. experiment) for all areas, by
panel for high coverage areas, and by panel for low coverage areas.

3. Limitations

Several restrictions were placed on the experiment. First, since we did not have a large number of
experimental panels available, the redesigned rules were tested as a package. We therefore cannot
separate the effects of wording vs. reformatting of the rules in our analysis.  Second, since this
experiment took place in the live Census, we could not radically alter the content of the rules. Third, in
reformatting the rules, we were limited in our ability to change the placement or size of the residence
instructions, since they had to fit into set decennial content. The coverage implications of these
presentations of the rules were investigated using a telephone coverage reinterview. In order to establish
the true residence status of all individuals listed on the census form, we had to capture the Census 2000
data (after the census closeout date), before a reinterview could occur to establish errors in coverage.
This led to an unavoidable delay between the respondents’ creation of the two rosters we wished to
compare. 

An additional limitation to the experiment was that we were only able to use part of the mail
universe. We did not have the resources to accomplish our own large household follow up in the
experiment. Therefore, census forms that were returned with more than six persons on the roster
were diverted into large household followup and did not remain part of our sample.

Due to the design of the experiment and reinterview, results can only be projected to the mail
universe. In addition, approximately 280 cases were not eligible for reinterview because there was no
telephone contact information. Due to a probable combination of sampling (1,737 cases),  our
inability to interview in Spanish (134 cases), our inability to reinterview large households (265
cases), and a high number of noncontacts (1,126 cases), our overall demographic proportion of
Hispanics may not match those in the Decennial Census. 
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4. Results
In assessing the functioning of the new residence instructions, the following elements must be taken into
consideration: mail return rates, response rates to the first question on the census form, omission rates,
and erroneous enumeration rates.

4.1 Response Rates:

Improvements in coverage must not affect the overall performance of the form. Thus, any deterioration
of the mail return rate, even if accompanied by improvements in coverage, would not be acceptable. The
mail return rate for the experimental panel was 73.52 percent. The mail return rate for the control was
73.07 percent. These mail return rates are not statistically significantly different. The mail return rates
for the two panels in the High Coverage Area was approximately 76 percent and in the Low Coverage
Area, approximately 59 percent.  Differences in the rates between the two panels were not statistically
significantly different, either in the High Coverage Area or the Low Coverage Area.

Overall, the total sample size sent out for reinterview was 4,218 households: 2,128 cases in the control
and 2,090 cases in the experiment.  There were 2,958 completed interviews: 1,497 completed cases in
the control and 1,461 cases in the experiment.  The Westat reinterview response rate was approximately
70%.  This represents a response rate of 70.35% in the control and 69.90% in the experiment.
Noninterviews included noncontacts, refusals, and language problems. There were 134 cases which
could not be completed because of language problems, primarily Spanish-speaking respondents.

4.2 Response Rates to the First Question on the Census form:

One of the alterations in the experimental version of the form was the placement of the box where
respondents were to record the number of persons in their households. It is critical that this item be filled
by respondents since it serves to flag missing person level data and to cue large household followup. Any
increase in item nonresponse in this item would be unacceptable. Table 1 shows that the response for
this item is significantly higher in the experimental form than in the control. This demonstrates that the
format integrating the instructions with the first question were highly effective.

Table 1:  Percent of Respondents Who Answered the First Question on the Census
Panel Stratum

All Areas HCA LCA
Control 98.22% 98.58% 96.26%
Experiment 99.20% 99.40% 98.04%
Total 98.71% 98.99% 97.14%

Control vs. Experiment: Statistical Comparison p < .01 p < .05 p < .05
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4.3 Demographic Characteristics of Correctly Enumerated Persons:

We have no direct way to tell who was included on the form as a result of the experimental intervention:
therefore we must look at the overall demographic composition of the households to estimate what kind
of individuals were being brought in by the experimental and control forms. This analysis follows what
we know about the kinds of persons likely to be omitted from census rosters:  young minority males and
non-relatives were of particular interest to us.  Tables 2.A and 2.B display the statistically significant
findings.

There appears to be no difference between control and experimental panels in either stratum for age,
gender or race. In the low coverage area, there were significantly more persons of Hispanic origin in the
experiment than in the control.

Table 2.A:  Percentage Reported As Hispanics
Panel Stratum

All Areas HCA LCA
Control 8.36% 4.77% 25.44%
Experiment 10.42% 5.91% 31.66%
Total 9.38% 5.33% 28.51%

Control vs. Experiment: Statistical Comparison p < .05 Not Signif p < .01

Also, slightly more people reported living with relatives in the experiment than in the control.
Relationship is only asked for Persons 2-6; i.e., not for Person 1 in the household.

Table 2.B:  Percentage of Persons Reported As Living With Relatives
Panel Stratum

All Areas HCA LCA
Control 90.12% 90.73% 87.37%
Experiment 92.37% 93.02% 89.48%
Total 91.21% 91.84% 88.41%

Control vs. Experiment: Statistical Comparison p < .10 Not Signif Not Signif

4.4 Omissions:

Omissions are persons who should have been listed on the census but were not. Such persons would be
identified in the Westat reinterview. We are concerned both with the omission rates and their
demographic characteristics.
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There is no significant difference in overall omissions between the form types. The omission rate for the
control was 1.13% and the omission rate for the experiment was 1.21%.  However, the experimental
form had a statistically significantly lower omission rate for Hispanics in the low coverage stratum. The
omission rate for Hispanics by form type and strata is presented in Table 3.A.

Table 3.A.:  Omission Rates for Hispanics by Panel and Strata
Panel Stratum

Total HCA LCA
Control 3.54% 3.90% 3.23%
Experiment 2.55% 4.26% 1.00%
Total 3.00% 4.09% 2.02%

Control vs. Experiment: Statistical Comparison Not Signif Not Signif p < .05

When looking at the kinds of persons who were omitted completely and who were found by the coverage
reinterview, it can be determined what kinds of persons the two forms still miss. Any differences that
are found can be an indication of how the form is functioning.

After comparing demographic characteristics for omitted persons, the one statistically significant finding,
as shown in Table 3.B., is that the percentage reported as White was higher in the control in high
coverage areas. Although this finding is significant, it reflects minuscule cell counts, and for this reason,
we do not believe that this result would be replicated in a larger sample.  It is possible that other
demographic characteristics would have demonstrated statistically significant differences with a larger
sample of omissions.

The factor "White only" was used to dichotomize race results in a very small sample, especially for
omissions and erroneous enumerations.  Similar analyses were not conducted on other racial groups
because statistical significance was likely to be artifactual in such small samples.

Table 3.B:  Percentage of Omitted Persons Reported As "White Only"
Panel Stratum

Total HCA LCA
Control 58.42% 92.31% 13.33%
Experiment 39.67% 47.06% 21.95%
Total 48.86% 66.86% 16.92%

Control vs. Experiment: Statistical Comparison Not Signif p < .01 Not Signif
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4.5 Erroneous enumerations:

Erroneous enumerations are persons who are included on the census forms although they are not
legitimate census day residents. They include persons who have spent most of their time elsewhere, or
who were in group quarters where they should have been counted on Census Day. Examples are college
students living away from home and persons in the military stationed elsewhere.

No significant differences are found in erroneous enumerations by panel. The erroneous enumeration
rate for the control was 0.40% and the erroneous enumeration rate for the experiment was 0.39%.

The coverage reinterview allowed us to learn in detail what kinds of persons are erroneously enumerated
on both forms. Following intended questionnaire logic, the number of persons who were erroneously
enumerated on both forms was 92, with approximately half in the control and half in the experiment.
However, there were a number of cases in which interviewers had followed an incorrect path which often
gave us enough information to assess enumeration status. When these were considered, there were 128
erroneous enumerations. 

Demographic characteristics for erroneously enumerated persons were compared on the basis of gender,
age, race, ethnicity, and relationship to the householder.  After comparing demographic characteristics
for erroneous enumerations specifically, the one statistically significant finding is that the percentage
reported as age 18 to 35 is higher in the experiment in low coverage areas (see Table 4.A below).
Although this finding is  significant, it reflects minuscule cell counts, and for this reason, we believe that
this result might not be replicated in a larger sample. It is possible that other demographic characteristics
would have demonstrated statistically significant differences with a larger incidence of erroneous
enumerations.

Table 4.A: Percentage of Erroneous Enumerations Reported as Age 18 to 35
Panel Stratum

Total HCA LCA
Control 47.87% 55.56% 29.79%
Experiment 48.45% 44.44% 58.14%
Total 48.15% 50.05% 43.64%

Control vs. Experiment: Statistical Comparison Not Signif Not Signif p < .05

To consider the effect of age on erroneous enumerations, we categorized age into three groups: 0-17, 18-
35, and 36+. These categories were selected to consider the effect of mobility for children, young adults
including college students, and the rest of the population. We did not restrict college age to a narrower
focus because we were also interested in other highly mobile young adults. We uncovered statistically
significant differences only in the 18 to 35 age group.
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It is interesting to look further at the distribution of reasons given for erroneous enumerations for the 57
cases included in age 18 to 35. Although we cannot explain the significant findings, the distribution of
reasons is suggestive for further research on erroneous enumerations. 

Table 4.B shows that there are a number of college students in low coverage areas. This is not usually
assumed. The table also shows that the largest number of erroneous enumerations are not accounted for
by the categories of erroneous enumerations which are usually included in residence rules research, such
as college, military, and various group quarters institutions. This suggests that highly mobile people
account for a substantial proportion of erroneous enumerations. This confirms previously conducted
qualitative research that has demonstrated that young adults in this age group may be highly mobile for
other reasons than college.

Table 4.B: Frequency of Reasons Givens for Erroneous Enumerations for Persons Age 18 to 35

Total
Control

HCA
Control 

LCA
Experiment

HCA
Experiment

LCA
College 23 3 6 5 9
Military 4 1 2 0 1
Institution (GQ) 2 0 0 0 2
Unknown 28 6 6 3 13
Total 57 10 14 8 25

5. Recommendations and Conclusions

The experimental format for the residence instructions shows promise. It lowered the omissions rate for
Hispanics in the low coverage stratum, while not affecting the mail back response rate. In addition, the
experimental format significantly improved item response in the box recording the number of persons
in the household.  Lowering the number of omissions for Hispanics, especially in areas with low
coverage, can have a beneficial impact in lowering the undercount.

It is unclear why Hispanics were the only segment of the population substantially affected by the change
in the questionnaire. Further research would be necessary to disentangle the reasons for the effects that
were seen here. Because only two panels were available to us, there is no way to tell whether the lower
number of omissions were due to verbal changes or to changes in format which promoted the reading
of the form. Additional research would be necessary to find ways to improve respondents performance
with regards to erroneous enumerations.

Specific recommendations include the following:

• These graphical means of presenting residence instructions should be implemented to encourage
respondents to read the instructions.
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• Further research should be conducted to examine the effectiveness and limitations (including
possible overuse) of integrating instructions and specific questions using an outline box.

• Further research should be conducted in order to examine the relationship between graphical
presentation and meaning in self-administered questionnaires.

• Differences between the effectiveness of these techniques in high and low coverage areas suggest
that social factors (such as educational attainment) may influence the effectiveness of particular
graphical techniques.  Further research is needed to expand our understanding of these
phenomena.

• Additional research should be conducted to better understand the way in which respondents
naturally read questionnaires.
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Surveys of Privacy Attitudes 

Eleanor Singer, John Van Hoewyk, and Roger Tourangeau, 
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Darby Miller Steiger, Margrethe Montgomery, and Robert Montgomery, 
The Gallup Organization 

EXECUTIVE SUMMARY 

The Census Bureau has commissioned four studies of public attitudes toward the census, 
toward data sharing by government agencies to improve the accuracy of the enumeration or 
reduce burden, and toward issues of confidentiality and privacy. A fifth study--actually the first 
in the series--was proposed by the Census Bureau but conducted by the Joint Program in Survey 
Methodology at the University of Maryland in consultation with the Census Bureau, with 
funding from the National Science Foundation. An important motivation for these surveys was 
to gauge public support for data sharing in Census 2000. 

Two of the five studies surveyed the telephone population over 18 in the 48 contiguous 
states and the District of Columbia; two surveyed the telephone population in all 50 states and 
the District of Columbia; and the fifth surveyed the telephone population of Puerto Rico. 

The first study was carried out by students at the University of Maryland and the 
University of Maryland Survey Research Center. The second study, which largely replicated the 
1995 study, was carried out by Westat in 1996, primarily in order to determine how public 
opinion on these matters had changed in the space of a year (Kerwin and Edwards, 1996). 

The third and fourth surveys were carried out by The Gallup Organization as a 
subcontractor to the University of Michigan. The surveys were carried out between July and 
October of 1999 and between April and July of 2000. The time periods were chosen to coincide, 
first, with the period just before the launching of an intensive publicity campaign about the 2000 
census, and second, with the period immediately following the delivery of census forms in 
March 2000. Several weeks later, in a search for information that might shed light on the low 
census return rate from Puerto Rico, the Census Bureau commissioned a separate small survey of 
Puerto Rican telephone households, using the Spanish-language questionnaire that had been 
prepared for the 1999 and 2000 studies. The first four surveys used list-assisted random digit 
dialing and surveyed the noninstitutionalized population 18 and over residing in telephone 
households; the Puerto Rico survey was likewise done using random digit dialing but without 
list-assistance. The response rate to the 1999 and 2000 mainland surveys were 61.9 percent and 
61.1 percent, respectively; the response rate for Puerto Rico was 57.9 percent. 

Below, we summarize the findings under four main headings: Trends in Responses, 
1995-2000; Change in Attitudes, 1999-2000; Attitudes and Behavior; and Attitudes toward the 
Census in Puerto Rico. 
Trends in Responses, 1995-2000 
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C	 One distinct pattern of attitude change is apparent with respect to knowledge and 
awareness of the census, measured by questions that asked how important it was to count 
the population, whether people had heard of the undercount, whether they were aware of 
the uses of the census and of the census long form, and how important it was to cooperate 
with the census. These questions show small fluctuations between 1995 and 1999, and 
then large changes between 1999 and 2000, all in the direction of greater knowledge and 
awareness. Undoubtedly, this pattern is attributable to what has been referred to as the 
“census climate”--the huge amount of media attention generated by the census in the 
decennial year. Other things being equal, these responses are likely to return to “normal” 
by the middle of the decade. 

C	 Another pattern of responses characterizes questions tapping knowledge specifically 
about Census Bureau confidentiality practices--questions that inquire into knowledge of 
laws, or beliefs about practices. All of these questions showed small but significant 
trends in the direction of greater accuracy. With two exceptions, most of these are rather 
evenly spread over the five years and do not appear to be attributable to the Census 
Bureau’s public relations campaign. The exceptions are correct responses to the question 
whether other agencies can get identified census data, which increased from 12.2 percent 
to 17.3 percent between 1999 and 2000, and a decline in incorrect responses to the 
question whether the Census Bureau is required by law to keep information confidential. 

C	 Paralleling this pattern of an increase over time in knowledge about the Census Bureau’s 
confidentiality practices is a significant increase over time in the percentage saying they 
would be bothered “a lot” if their census data were shared with anyone outside the 
Census Bureau, as well as a decline in approval of data sharing for all three of the 
purposes asked about (to reduce the undercount, to eliminate the census, and to replace 
the long form). 

C	 Expressed willingness to provide one’s Social Security number declined between 1996 
and 1999, with no further change in 2000. 

C	 Increased disapproval of data sharing was not paralleled either by increasing distrust of 
the uses to which census data might be put, or by increasing concerns about privacy in 
general, or by declining trust in government. Two of three questions about possible 
misuse of census data showed a significant decline in distrust between 1999 and 2000. 
The question asking whether people trust the Census Bureau to keep data confidential (if 
they correctly perceived that there were laws governing confidentiality) showed no 
significant change. The question asking whether the census short form is an invasion of 
privacy showed a small significant decline between 1995 and 2000, and an index of 
general concerns about privacy also declined slightly but significantly between 1995 and 
2000. Finally, people’s trust in “the government in Washington” showed a small, 
significant increase between 1996 and 2000 after declining from 1995 to 1996. 

Change in Attitudes, 1999-2000 
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C	 A number of significant changes in attitudes occurred during the ten months separating 
the two surveys. People’s awareness of the uses to which the census is put increased, as 
did the importance they attached to it. Although there was no change between 1999 and 
2000 in the percentage--a fifth of the population--who considered the census an invasion 
of privacy, there was a significant decline in the belief that census data were likely to be 
misused, and a significant increase in the percentage of those perceiving, correctly, that 
other government agencies could not get census data identified by name and address. 
The percentage of those who knew that the Census Bureau is required by law to protect 
the confidentiality of the data it collects (or forbidden by law to disclose it) also increased 
significantly. These changes are, in all likelihood, attributable to publicity about the 
census commissioned or stimulated by the Census Bureau, since in most cases they 
reverse or dramatically accelerate trends apparent from 1995 to 1999. 

C	 At the same time, a number of related questions showed no significant change between 
1999 and 2000, even though the messages disseminated by Census Bureau might have 
been expected to have an impact on responses to at least some of them. First, and 
perhaps most important, there was no significant increase in the percentage of those who 
said they think the government protects the confidentiality of the data. (Given the other 
findings cited here, we are inclined to interpret the absence of change in responses to this 
question as signifying that it tapped an element of trust rather than awareness or 
knowledge about the law.) Nor was there a significant increase in the percentage of those 
saying they trust the Census Bureau to keep data confidential. This question was asked 
only of those who answered, correctly, that the Census Bureau is required by law to 
protect the confidentiality of the data it collects (or prevented by law from disclosing it), 
percentages that did show a significant increase between the two years. Nor was there 
any change in the generalized trust which people expressed in the federal government. In 
general, that is, people’s feelings proved to be much more impervious to change than 
their knowledge or beliefs. 

C	 A series of questions pertaining directly to willingness to have the Census Bureau use 
data from other agencies to fix the undercount, eliminate the need for a census altogether, 
or eliminate the need for answering questions on the long form either showed no change 
between 1999 and 2000 or, in the case of willingness to have agencies share data to 
eliminate the census, showed a significant decline. Similarly, willingness to provide 
one’s Social Security number in order to facilitate such sharing showed no significant 
change between these two years. It is hard to know how to interpret these findings. A 
significant decline in willingness to have agencies share data, and to provide one’s Social 
Security number, had been apparent since 1995 or 1996. The fact that this trend appears 
to have been halted, if not reversed, between 1999 and 2000 is perhaps attributable 
indirectly to the impact of the Census Bureau’s outreach campaign. 

C	 Finally, there does not appear to have been an increase between 1999 and 2000 in 
concern about either privacy in general or census-related information. An indicator of 
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generalized privacy concerns actually showed a small but significant decline between 
1999 and 2000. 

C	 Better educated respondents in 1999 and 2000 were more knowledgeable about the 
census and considered it more important than those with less education; they expressed 
fewer privacy concerns and were less likely to see the census as an invasion of privacy or 
to believe census information will be misused. They were significantly more likely to 
believe that other agencies cannot get identified census data and that the Census Bureau 
protects data confidentiality; they were more willing to have agencies provide data to the 
Census Bureau to eliminate the long form and to provide their Social Security number to 
make this possible. 

C	 Nonwhites were significantly more concerned about privacy than whites, less likely to 
believe the Census Bureau protects confidentiality; less likely to be willing to have 
agencies share data to reduce the undercount, and less willing to provide their Social 
Security number. At the same time, they were more likely to see the census as important 
than whites. 

C	 Self-identification as Hispanic had nonsignificant relationships to many variables, but 
those that were significant tended to resemble those of the better-educated. 

C	 Gender had inconsistent effects on the attitudes measured. Women were less 
knowledgeable about the census but considered it more important than men do. They 
were more concerned about privacy in general but less likely to believe that answers to 
the census would be misused. And though they were significantly more likely than men 
to favor data sharing under certain circumstances, they were less willing to provide their 
Social Security number to facilitate this. 

C	 The effects of age were also somewhat inconsistent. Older people were significantly 
more knowledgeable about census uses. They had significantly higher scores than 
younger people on the general privacy index (i.e., they were more concerned about 
privacy), but were significantly more likely to believe that other agencies cannot get 
identified data and less likely to consider the census an invasion of privacy. Nevertheless, 
they were significantly less likely to trust the Census Bureau to uphold confidentiality 
laws (and less likely to trust government in general). They were significantly less likely 
than younger people to approve of any form of data sharing, yet they were significantly 
more willing to provide their Social Security number to facilitate such sharing. 

C	 Like older people, those with higher incomes had significantly greater concerns about 
privacy and were significantly less likely than those with lower incomes to trust the 
Census Bureau to uphold confidentiality laws. Yet they were also significantly less likely 
than those with lower incomes to think responses to the census would be used against 
people. Their answers to the data sharing questions are inconsistent. 

C	 Those reporting exposure to both positive and negative publicity were more 
knowledgeable about the census and considered the census more important than those 
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reporting no exposure; they were also more likely to believe that the Census Bureau 
protects confidentiality and to think that everyone has an obligation to cooperate with the 
census. But they also had significantly more concerns about privacy. 

C	 Those reporting only negative exposure differed very little from those reporting both 
positive and negative exposure, but they were less likely to believe the Census Bureau’s 
confidentiality assurances and to endorse the obligation to cooperate with the census. 

C	 In contrast, those reporting exposure to positive publicity only differed significantly on 
most variables from those reporting exposure to both positive and negative publicity, in 
all likelihood because they received their information from Census Bureau sources rather 
than the mass media. They considered the census more important and were more trusting 
of the Census Bureau’s confidentiality assurances, as well as more likely to provide their 
Social Security number. 

Attitudes and Behavior 

C	 2906 of 3676 respondents to the 1999 and 2000 surveys provided a potentially matchable 
address to the Census Bureau. Of these, the Census Bureau matched 2182, or 75 percent, 
at the household level. The analysis of attitudes and behavior is based on these 2182 
respondents, who constitute 59.7 percent of the original sample. 

C	 Return rates among those whose addresses could be matched to census files were 85.6 
percent in 1999 and 86.2 percent in 2000, which is higher than for the population as a 
whole (final return rates are not yet available from the Census Bureau). 

C	 Among the demographic characteristics, age and education were significant in predicting 
return of the census form in both the 1999 and 2000 surveys, with older respondents and 
better educated respondents more likely to return the census form. Form type was also 
highly significant; those receiving the long form were only about half as likely to return 
the census form as those receiving the short form. In addition, in the 2000 sample, 
nonwhites were significantly less likely to return their census form, as were respondents 
from the Northeast; and in the 1999 sample, women were significantly more likely to do 
so. 

C	 Among respondents interviewed in 2000, the belief that the census may be misused by 
law enforcement agencies, and concerns about privacy, significantly predicted the return 
of the census form. Among respondents interviewed in 1999, willingness to provide 
one’s Social Security number, and the need to impute income, were significant 
predictors. 

•	 Self-reported exposure to positive publicity about the census positively affected change 
in knowledge, beliefs, and attitudes toward the census and the Census Bureau, but we 
found no direct effect on census returns. 

C	 Because of the large number of unmatched respondents, we also examined predictors of 
“matchability”--the likelihood that a respondent’s address would be matched in Census 
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Bureau files. The predictors varied somewhat from year to year. Among the 
demographic predictors, age was predictive in 1999; Hispanic ethnicity and income were 
significant in 2000. Region also had significant effects. 

C	 In both 1999 and 2000, those who considered the census an invasion of privacy were less 
likely to be matched, whereas those who were willing to provide their Social Security 
number and who approved of using administrative records to reduce the undercount were 
significantly more likely to be matched. Thus, the findings in this section probably 
understate the extent to which concerns about privacy and confidentiality negatively 
affect cooperation with the census. 

C	 Clearly, there is no one-for-one relationship between attitudes and behavior. 
Nevertheless, privacy attitudes do significantly affect behavior, not only in returning the 
census form but also in providing addresses to a survey organization. 

Attitudes toward the Census in Puerto Rico 

C	 Residents of Puerto Rico considered the census more important; believed it was more 
important to ask the demographic questions; were less likely to see asking about 
demographic characteristics as an invasion of privacy; and expressed a stronger 
obligation to cooperate with the census than the rest of the United States population. Not 
unexpectedly, they were less aware of census uses, of the 1990 undercount, and of the 
existence of a long census form. 

C	 Respondents in Puerto Rico were less likely to believe that the Census Bureau shares 
identified data with other government agencies and far more likely to believe that it 
protects data confidentiality. 

C	 Respondents in Puerto Rico were more likely than other United States respondents to 
favor data sharing for all three of the uses asked about: reducing the undercount, 
eliminating the census, and eliminating the need for the long form. They were also more 
willing to provide their Social Security number. 

C	 In general, respondents in Puerto Rico expressed less concern about privacy and more 
trust in government. 

C	 In sum, attitudes toward the census, and toward privacy and confidentiality, expressed by 
the Puerto Rico sample do not appear to account for the lower than expected response 
rate to the 2000 census in Puerto Rico. It is possible that the attitudes expressed do not 
truly reflect the attitudes held. It is also possible that nonrespondents to the survey--the 
43 percent of the sample who did not answer the survey, and those (roughly one third of 
the population) who do not own a telephone--may hold attitudes quite different from 
those reported here. 

Conclusions and Recommendations for Future Research 
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C	 Except in the period surrounding the decennial census, when publicity about the census is 
at its height, knowledge and beliefs about the Census Bureau and attitudes toward 
privacy and confidentiality show only small year-to-year changes. 

C	 Knowledge, beliefs, and attitudes are all responsive to self-reported exposure to both 
positive and negative publicity about the census. 

C	 Approval of data sharing among federal agencies, as well as willingness to provide one’s 
Social Security number to facilitate such sharing, have declined consistently since 1995 
to an extent greater than would be expected from the trend in privacy-related attitudes. 

C	 Beliefs about Census Bureau confidentiality practices and concerns about privacy are 
reliable predictors of behavior, predicting both census returns and the ability to match 
respondents’ survey answers to their census form. 

Given these general conclusions, we recommend the following research by the Census Bureau: 

C Continue to monitor trends in knowledge, beliefs, and attitudes, but less frequently. 

C	 Between 2001 and 2005, design, conduct, and analyze small-scale research that develops 
and then tests more effective ways of communicating the Census Bureau’s confidentiality 
practices to the general public. 

C	 Conduct qualitative research on impediments to trust in the Census Bureau and in the 
government more generally, and on ways in which feelings of trust might be enhanced. 

C	 Conduct methodological research that attempts to quantify the impact of nonresponse on 
the substantive findings reported in the surveys of privacy attitudes. 

•	 Because attitudes toward privacy and confidentiality account for only a small part of the 
variance in census mail returns, design and conduct research to identify and reduce other 
response barriers. 

BACKGROUND
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The Census Bureau has commissioned four studies of public attitudes toward the census, 
toward data sharing by government agencies to improve the accuracy of the enumeration or 
reduce burden, and toward issues of confidentiality and privacy. A fifth study--actually the first 
in the series--was conducted independently by the University of Maryland with Census Bureau 
input. An important motivation for these surveys was to gauge public support for data sharing 
in the 2000 census. 

Two of the five studies surveyed the telephone population over 18 in the contiguous 
United States; two surveyed the telephone population in the fifty states and the District of 
Columbia; the fifth surveyed the telephone population of Puerto Rico. 

The first study was conducted in 1995 by the University of Maryland’s Joint Program in 
Survey Methodology in consultation with the Census Bureau (Presser and Singer, 1995; Singer 
and Presser, 1996). The second study, which largely replicated the 1995 study, was carried out 
by Westat in 1996, primarily in order to determine how public opinion on these matters had 
changed in the space of a year (Kerwin and Edwards 1996; Singer, Presser, and Van Hoewyk, 
1997; Singer and Presser 1997; Presser, Singer and Van Hoewyk, 2000). 

The third and fourth surveys were carried out by The Gallup Organization as a 
subcontractor to the University of Michigan. The surveys were carried out between July and 
October of 1999 and between April and July of 2000. The time periods were chosen to coincide, 
first, with the period just before the launching of an intensive publicity campaign about Census 
2000, and second, with the period immediately following the delivery of census forms in March 
2000. Several weeks later, in a search for information that might shed light on the low census 
return rate from Puerto Rico, the Census Bureau commissioned a separate small survey of Puerto 
Rico telephone households, using the Spanish-language questionnaire that had been prepared for 
the 1999 and 2000 studies. 

This report consists of five chapters. The first describes the methods used in the 1999-
2000 studies, pointing out changes from those used in the two earlier studies. The second 
analyzes trends in key responses over the four studies. The third examines changes in attitudes 
between 1999 and 2000, when the Census Bureau launched an extensive and expensive public 
relations campaign designed to provide reasons for responding to the census and to address the 
public’s confidentiality concerns. This analysis controls for a variety of demographic 
characteristics. It also examines the effects of exposure to negative publicity about the census 
which erupted during the first week after the census forms had been delivered to households. 
The fourth chapter examines predictors of returning the census form, using the results of a 
matching procedure carried out by the Census Bureau and controlling for respondents’ 
demographic characteristics. Finally, Chapter 5 presents the results of the Puerto Rico survey, as 
well as key comparisons with results for the continental U.S. 
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1. METHODS 

This chapter describes the methods used to conduct the 1999 and 2000 surveys, including 
the survey of Puerto Rico. It describes the development of the survey instrument, the sampling 
design, the data collection process, the response rate, and weighting activities. 

1.1 Survey Instrument 

The survey questionnaire used in 1999 and 2000 was essentially the same as that used in 
1996, with a few exceptions. Because so many people in the earlier surveys had indicated they 
did not know whether the Census Bureau shared identified responses with other agencies, and 
those who did profess to know overwhelmingly chose the wrong answer, several experimental 
variations were introduced into the 1999 questionnaire to probe this issue further. Also, because 
some of the privacy-related questions first asked in 1995 were dropped from the 1996 survey to 
save time, these questions were added back in 1999 and 2000 in order to provide measures of 
change in these attitudes. Finally, some of the experiments with question wording and order 
which were shown not to affect responses in 1996 were dropped from the 1999 and 2000 
instruments. 

In an effort to increase the response rate beyond that obtained in 1996, the instrument 
was translated into Spanish to permit interviewing Spanish-speaking respondents in their native 
language. The translation was checked for accuracy at the University of Michigan, and bilingual 
interviewers were assigned to respondents who preferred to be interviewed in Spanish. 

The instrument was then programmed into Gallup’s computer-assisted telephone 
interviewing (CATI) system, which includes standard software for managing random digit dial 
(RDD) samples, household enumeration and respondent selection, and questionnaire 
management. The survey called for several wording experiments. In all of these, respondents 
were randomly assigned to experimental conditions. 

1.2 Sample Design 

Both the 1999 and the 2000 surveys were conducted with samples of individuals aged 18 
or older in U.S. households. These samples were drawn using a list-assisted RDD method. 

Gallup used a list-assisted probability design that gave equal probabilities of selection to 
all telephone numbers in eligible blocks of telephone numbers. Blocks are sets of 100 
consecutive telephone numbers that share their first eight digits. The eligible blocks were ones 
that serve areas within the fifty states and the District of Columbia and that contain at least one 
listed residential number. This technique provides coverage of virtually all of the residential 
telephone households in the continental United States (approximately 94 percent). 

The sample is created by first selecting 100-banks systematically from the frame of 
eligible banks. The number of banks selected was equal to the sample size. (The use of 
systematic sampling ensures that no more than one number is selected for the sample from any 
given bank.) The last two numbers are then randomly generated to create a full ten-digit 
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telephone number. This method ensures that every possible telephone number within all eligible 
banks has an equal probability of selection. For the 1999 survey, a sample of 4,830 numbers was 
selected from the frame. Because that sample yielded only 1,681 completed interviews instead 
of the anticipated 2,000 interviews, a larger sample 5,936 numbers was drawn for the 2000 
survey. 

For the Puerto Rico sample, the target population comprised adults aged 18 or older 
living in Puerto Rico. Since information on the number of directory-listed residential telephone 
numbers is not available at the exchange or at the 100-bank level in Puerto Rico, it was not 
possible to use a “list-assisted” sampling procedure. Instead, the sample of telephone numbers 
was drawn using a pure RDD method. For the purpose of RDD sampling, the sampling frame 
was constructed by including all active exchanges in Puerto Rico. Survey Sampling, Inc. (SSI) 
identifies the active exchanges based on information received from Telcordia and each telephone 
exchange is assigned to the county or municipality it services. All individual telephone numbers 
in the sample were then created using a 4-digit randomization process by adding a randomly 
generated 4-digit combination to a valid (or active) area-code/exchange combination (6-digits). 
No stratification (by Urban/Rural or by any other characteristics) within Puerto Rico was used 
for sampling telephone numbers. 

Sampling with a 4-digit randomization process does not yield the same high working 
telephone number rates that SSI's other list-assisted sampling methods used in United States 
yield. To help increase the dialing efficiency of Puerto Rico sample, the selected sample was 
screened using SSI's sample screening service. This appears to have caused some minor variation 
in the percentage of the sample chosen from different Federal Information Processing Standards 
codes relative to the general population. The overall telephone coverage rate of households in 
Puerto Rico is about 63.5 percent. For Puerto Rico, a sample of 3,375 numbers (after screening) 
was drawn to yield 500 completed interviews. The working number rate on the sample was 37 
percent. 

For all three surveys, all eligible respondents (adults age 18 or older) were enumerated 
by gender, from oldest adult to youngest adult, with a random respondent selected from those 
listed. 

1.3 Training and Data Collection 

Immediately prior to data collection for the 1999 survey, a four-hour training session was 
conducted to prepare twenty interviewers for the administration of the survey. Gallup project 
staff prepared training materials to familiarize interviewers with all aspects of the task. These 
materials included an interviewer’s manual which described the background and purpose of the 
project, provided answers to commonly asked questions, and presented question-by-question 
specifications. 

The training session was split into several components. First, Gallup project staff and 
University of Michigan project staff reviewed the background of the project and described the 
methods to be used to collect the information, including special methods that were being 
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implemented to achieve high response rates (see section on Response Enhancement for a 
discussion of these methods). Because the respondent selection procedure was somewhat 
complex, the interviewers then engaged in a role-playing activity to practice respondent selection 
procedures. Next the interviewers read through the questionnaire as a group, with Gallup project 
staff highlighting specific questions that might require the interviewer to have extra knowledge. 
Gallup project staff then reviewed the importance of achieving high response rates and asked 
interviewers to react to several scenarios in which potential respondents might express 
reluctance to participate in the survey. 

Finally, interviewers split into dyads to practice administering the questionnaire. Within 
each dyad, one trainee performed the role of the interviewer while the other acted as the 
respondent. Interviewers were monitored by the trainers, and problems related to administering 
the questionnaire were discussed at the end of the session. 

Several weeks into the data collection, the interviewing team was reconvened for a 
special training session on how to respond to reluctance. The training session followed the 
format of a focus group, with Gallup project staff asking the interviewers to provide feedback on 
the types of reluctance they had heard so far. Once a complete list was generated, the 
interviewers were asked to brainstorm the best methods for responding to each type of 
reluctance. Data collection began for the 1999 survey on July 14, 1999 and lasted approximately 
12 weeks. 

While most of the interviewers who worked on the 1999 survey also returned to work on 
the 2000 survey, some additional interviewers needed to be trained for that survey. All 
interviewers, regardless of whether they had worked on the earlier survey or not, were asked to 
attend a two-hour training session. In addition to the methods described above, interviewers who 
had worked on the 1999 survey were asked to lend their experiences to help train those who had 
not. Data collection for the 2000 survey began on April 7, 2000 and lasted approximately 
thirteen weeks. 

For the parallel study of Puerto Rico, a team of seven Spanish-speaking interviewers was 
trained by Gallup project staff prior to beginning data collection. The team was taken through 
the same training procedures as the English-speaking team for the 1999 survey. Puerto Rico 
data collection began on May 16, 2000 and lasted approximately eight weeks. 

1.4 Response Rate Enhancements 

In order to maximize the response rate achieved on these surveys several techniques were 
implemented that the survey literature suggests can increase response rates (Brick et al; 1997). 

Prenotification by first class letter:  A reverse directory look-up was performed on all sample 
telephone numbers in the U.S. to try to locate an address for the household. Addresses 
were located for roughly 33 percent of the sample in 1999 and 42 percent in 2000, when 
a manual look-up was used to supplement the automated search. If an address was found, 
a prenotification letter signed by the director of the Census Bureau was mailed out on 
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July 12, 1999 and on March 31, 2000. Both letters informed the household that a Gallup 
interviewer would be calling. Because of interviewer workload issues, portions of the 
2000 sample were not worked immediately following the mailing of the prenotification 
letter. To counter the possible effects of a respondent not recalling the letter that was 
mailed, a second advance letter was sent on May 15, 2000 to sample numbers that had 
not been contacted as of that date. Because no reliable reverse directories exist in Puerto 
Rico, address look-ups could not be performed there, and no advance letter could be sent. 

Answering machine message at first attempt: Leaving a message at the first contact only has 
been found to be effective, relative to not leaving any message at all. Leaving a message 
seems to serve the purpose of separating the call from telemarketers. Leaving longer 
messages may even substitute for the prenotification letter. Interviewers were asked to 
leave an answering machine message on the first attempt on a number. Interviewers left 
the following message: “Hello, this is (FIRST NAME) calling from The Gallup 
Organization. We are conducting a study for the U.S. Census Bureau to find out your 
opinions on whether government agencies keep information about people private. I will 
call back again so we can get your help in this important research. Thank you.” 

Modify introduction: Since most reluctant respondents refuse within the first 2-3 sentences of 
the introduction, it is important to mention in those sentences anything that is helping to 
get the respondent to stay on the line. This is generally believed to be: 1) the sponsor of 
the study, 2) the organization conducting the interviews, 3) the topic of the survey, and 4) 
why the survey is important. The initial survey introduction on this study mentioned 1,2, 
and 3. More details about the importance of the survey were given if the respondent had 
not received the prenotification letter. 

Transition between introduction and enumeration:  Asking respondents to report about the 
composition of the household, especially at the beginning when rapport is just being 
developed, can be seen as intrusive. It is useful therefore to place some “buffer” items 
before the enumeration that are relatively neutral and may be of some interest to the 
respondent. Questions about participation in government surveys were added before the 
enumeration to engage the respondent. 

Lengthen the field period: There are several advantages to a longer field period. The main 
benefit is that it allows for more time to conduct refusal conversion and finalize 
noncontacts. The 1996 Survey of Privacy Attitudes extended the original six week field 
period to eleven weeks, increasing the response rate from 58 percent to 64 percent. The 
1999 survey had a field period of approximately twelve weeks to allow ample time to 
work the sample. The 2000 survey lasted approximately thirteen weeks, and the Puerto 
Rico study lasted approximately eight weeks. 

Targeted priority mailing for refusals: Since most refusals fall into two or three categories 
(e.g., “no time,” “not interested”), a special letter was developed that emphasized 
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particular arguments why the respondent should cooperate and sent to respondents via 
priority mail. Interviewers on this study were asked to record reasons for reluctance, and 
then a targeted letter was mailed out via priority mail to any case for which an address 
was available. For the 1999 survey, the letter was mailed on August 18, 1999 and on 
September 20, 1999. For the 2000 survey, the letter was mailed on May 15, 2000 and 
June 14, 2000. Letters were not mailed to the Puerto Rico sample, as addresses were not 
available for that sample. 

We were able to convert 62 percent of reluctant respondents who received a letter, 
compared with 42 percent of those who did not. (Since these respondents differed in 
other ways, we cannot attribute the difference in conversion only to the letters; nor can 
we be certain that sending them by priority mail was more effective than an ordinary 
letter would have been.) 

Specialized interviewer training for reluctant respondents:  Intense training on how to handle 
reluctant respondents can result in significant improvement in cooperation rates. Several 
weeks into data collection in 1999, the interviewers were reconvened for a special 
training session to focus on dealing with reluctant respondents. The training included 
both lecture and a set of role-playing activities that emphasized quickly answering 
respondents’ concerns. Only the best interviewers within the team were allowed to 
recontact refusals for refusal conversion. 

1.5 Response Rates 

The final outcomes of call attempts to the sampled telephone numbers for the three 
surveys are listed below. The response rates are calculated by dividing the number of completed 
interviews by the sum total of interviews, refusals, other nonresponse, and the estimated number 
of eligibles among the noncontacts. 

1999  2000  Puerto Rico 

Sampled numbers 4,830 5,936 3,375 
Ineligible 
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 Nonresidential 
Nonworking 

Noncontacts 
No answer 
Answering machine 

Eligible numbers 
Language problem 
Refusal 
Other nonresponse 
Completes 

Response rate 

896 1,101 487 
983 1,262 1,465 

415 502 311 
24 6 9 

50 184 24 
288 67 114 
493 836 286 

1681 1978 679 
61.9% 61.1% 57.9% 

1.6 Development of Base Weights 

The two fifty-state studies were weighted using slightly different methods. Each is 
described below. 

1.6.1 1999 Survey 

C Procedure 1

The first weight was simply the number of adults in the household:


wi 
1 = Sh . 

C Procedure 2 

To compensate for unreachable households (those with no telephone number) and to 
adjust for nonresponse, weight one was then adjusted to a set of control totals using raking 
(Iterative Proportional Fitting.) The adjustment was done using four classification variables 
derived from interviews, sex, race, education, and age, and one from the sample frame, census 
region. The control totals were derived from the Current Population Survey (CPS) March 1999 
(Total U.S. Noninstitutionalized Civilians 18+.)  All missing values of these variables were 
imputed for weighting purposes. 

The second weight is therefore the base weight multiplied by the adjustment factor 
obtained from the raking procedure: 

wi 
2 = Fi

PS wi 
1 

C Procedure 3 

The third weight is a normalized version of the second weight, where each weight was 
divided by the mean of all the weights, that is: 

14 



2 
3 wi=wi n 2 , 

wi∑ 
i=1 n 

where n is the sample size. 

1.6.2 2000 Survey 

The weights for the 2000 study were calculated in a very similar fashion to the 1999 
weights. However, in 2000, respondents were also asked how many residential telephone 
numbers their household had. The first weight was adjusted to account for the number of 
residential telephone numbers in the household, yielding: 

1 Shwi = ,
Th 

where Th  is the number of residential telephone numbers in the household. Households with 
more than one telephone number have a greater probability of selection into the sample and were 
adjusted accordingly. For cases where the number of residential telephone numbers was not 

determined, it was assumed that Th = 1. 

1.6.3 Puerto Rico 

For the Puerto Rico study the weights were constructed very similarly to the weights for the 
2000 study. 

Procedure 1 

For the first weight, the base weight was simply the number of residential telephone numbers in 
the household, divided by the number of adults: 

1 Shwi = 
Th 

, 

where Th is the number of residential telephone numbers for the household, and Sh is the number 
of adults. For cases where the number of residential telephone numbers was not determined, it 
was assumed that Th = 1. 
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C Procedure 2 

For the second weight, the base weight was w1. This base weight was then adjusted for 
nonresponse by raking it to a set of control totals. There were two variables used, the 
Metropolitan Statistical Area (MSA) code, which had seven possible values, and a combined sex 
by age variable, which had 2 x 14 = 28 possible values. The control totals were taken from two 
sources. The MSA telephone population was estimated by multiplying MSA telephone 
household figures from SSI by the ratio of total Puerto Rico population to telephone households. 
Total Puerto Rico population and the sex by age control totals were taken from the 2000 U.S. 
Bureau of the Census International Data Base, Table 094 (Midyear Population, by Age and Sex.) 

The second weight is the base weight multiplied by the adjustment factor calculated from 
the raking procedure: 

wi 
2 = Fi

PS wi 
1 

C Procedure 3 

The third weight is a normalized version of the second weight, where each weight was divided 
by the mean of all the weights, that is: 

2 
3 wi=wi n 2 , 

wi∑

i=1 n 

where n is the sample size. 

1.7 Analysis of Random vs. Nonrandom Portions of the 1999 Sample 

After completion of the field period for the 1999 survey, it was discovered that 239 
households, all of whom had refused initially, had been interviewed without a proper screening 
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procedure having been implemented because of a programming error which simply brought up 
the first interviewing screen. As a result, these 239 were essentially a “convenience” sample, 
with the interviewer talking to anyone who happened to answer the telephone and was willing to 
do the interview. Gallup interviewers subsequently called the household back and retrieved 
household size for all but 29 of the 239 interviews, but because the specified field period had 
elapsed, they did not attempt to interview a randomly selected respondent. 

The nonrandom portion of the sample was grossly unrepresentative with respect to 
gender; even after poststratification to CPS distributions, it consisted of 57 percent women and 
43 percent men. However, none of the demographic characteristics we measured differed 
significantly between the two portions of the sample once they were adjusted by 
poststratification. 

A variety of exploratory analyses were performed to see whether the two parts of the 
sample differed from each other in their responses to key questions. Responses to 31 questions 
were examined--Q. 7a1, 7c1, 7a2, 7c2, 7a3, 7f3, 7a4, 7f4, 9a, 9b, 10, 12, 13, 19, 20, 21, 22a, and 
26-34; some of these contain subquestions. Of these, eight--7a1, 9a-b, 21, 26, 29a, 29f, 30, and 
33--showed significant differences. With one exception, the same questions differed 
significantly between the two portions of the sample whether we looked at unweighted or 
weighted proportions.1 

In general, there was a tendency for the nonrandom portion of the sample to profess 
greater ignorance in response to some of the questions asked (e.g., fewer had heard about the 
undercount, and more answered “Don’t know” in response to the question about whether other 
government agencies can get access to census data). At the same time, they also tended to 
express greater concerns about privacy: they were more likely to say they were “very worried” 
about privacy, more likely to agree that the government knows “too much” about them, more 
likely to say they never or almost never trust the government in Washington, and less likely to 
say they would be willing to give their social security number (SSN) to the Census Bureau to 
facilitate data sharing. 

The problem of how to handle the nonrandom portion of the sample with respect to the 
time series comparisons created a difficult challenge, since both excluding and including these 
respondents risked introducing error. We therefore considered whether, although the two 
portions of the sample differed from each other, the total sample, excluding the nonrandom 
respondents, would differ from the total sample that included them. For this purpose, we 

1  We also tried shifting nonrandomly selected persons from one-person households to the 
random portion of the sample, since by definition they could not differ from a respondent 
selected randomly. The questions showing significant differences did not change, however. 
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adopted a procedure proposed by Curtin and used in Curtin, Presser, and Singer (2000). The 
sample, including the nonrandom respondents, was randomly split into two halves in such a way 
that they would be of equal size after the nonrandomly selected respondents were dropped from 
one half, and the nonrandom respondents would constitute 14.3 percent of the half-sample, 
which is their proportion in the sample as a whole. 

This exercise revealed that the two independent half samples--that containing the 
nonrandom respondents, and that excluding them--did not differ significantly on any of the 31 
variables. Accordingly, these 239 respondents have been included in the analyses in this report. 
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2. TRENDS IN RESPONSES, 1995-2000 

In contrast to 1995-96, when very few of the measured attitudes showed significant 
change, such change was apparent in virtually all of the attitudes when the period from 1995-
2000 was considered. In part, the statistical significance is due to the doubling of sample size 
with the addition of two surveys. There are substantive reasons as well, however. First, many 
questions showed greater changes from 1996 to 1999, when the elapsed time period was three 
times as long, than between 1995 and 1996. Second, other responses showed dramatic changes 
between 1999 and 2000, when the “census climate” (a multi-million dollar publicity campaign 
designed to encourage people to cooperate with the census) came into play. Whether the latter 
changes will persist in subsequent years is an interesting question that cannot be addressed by 
the data at hand. 

2.1 Knowledge about and Attitudes toward the Decennial Census 

Respondents to all the surveys were asked several questions about their attitudes toward 
the decennial census and the undercount. The first question asked, “How important do you think 
it is to count the people in the United States?”  The distributions for all four years of the survey 
are shown in Table 2.1. The question clearly shows the effect of the “census climate,” with the 
percentage responding “extremely important” increasing from 34.4 percent to 45.5 percent 
between 1999 and 2000.2 

Table 2.1 
Perceived Importance of the Census: By Year 

How important do you think it is to count the people in the United States? 
1995 1996 1999 2000 

% 
Extremely Important 32.0 30.8 34.4 45.5 
Very Important 40.0 43.6 46.3 40.6 
Somewhat Important 19.8 19.3 15.8 10.5 
Not Too Important  8.2  6.4  3.4  3.4 

% % % 

N (weighted) 1415 1207 1663 1962 
Source: Question 1. 

2 All percentages and N’s in this report are based on weighted data. When changes 
between pairs of cells are noted, the statement is based on a test of significance between the two 
cells. Although most such changes are significant at the 0.05 level, some (notably for cells with 
small numbers of respondents) are significant at 0.10. 
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Respondents were also asked how important it was for the Census Bureau to ask the 
demographic questions included on the short form (i.e., gender, race, Hispanic origin, age, and 
marital status in 1995-96, and all except marital status in 1999-2000). There is no clear pattern to 
the changes shown in Table 2.2, with 77.8 percent regarding these questions as important in 
1995 , and 77.4 percent doing so in 2000. 

Table 2.2


Perceived Importance of Items on the Short Form: By Year


How important do you think it is for the Census Bureau to ask about age, race, sex, Hispanic 
origin, and marital status? 

1995 1996 1999 2000 

% % 

Very Important 40.2 42.7 42.4 45.1 

Somewhat Important 37.6 36.7 36.5 32.3 

Not Too Important 12.6 12.3 12.6 11.9 

Not Important at All  9.6  8.3  8.5 10.7 

N (weighted) 1407 1197 1659 1953 

% % 

Source: 1995, Question 16a and 16b (combined); 1996, Questions 17a and 17b (combined); 
1999/2000, Questions 17a and 17b (combined). In 1999/2000, Hispanic origin and marital status 
were not asked about. 

Several questions were designed to measure awareness of the census. One question 
informed respondents that the census was “used to decide how many representatives each state 
has in Congress” as well as “how much money communities get from the government,” and then 
asked whether they had heard of either of these uses. The results, shown in Table 2.3, show a 
small significant increase from 1995 to 1996 and then a very large increase, from 51.7 percent to 
70.6 percent, between 1999 and 2000. 

20




 Table 2.3 
Awareness of Census Uses: By Year 

[The census] is used to decide how many representatives each state has in Congress... [and] how 
much money communities get from the government. Have you heard about either of these 
uses of the census? 

1995 1996 1999 2000 

% % % % 

Yes 

No 

46.7 51.0 51.7 70.6 

53.3 49.1 48.3 29.4 

N (weighted) 1434 1207 1672 1967 

Source: 1995, Question 10; 1996-2000, Question 8. 

Respondents were also told about the census undercount, and their awareness of this issue 
was assessed by means of two versions of the question. One version asked whether they had 
heard about “some communities” being undercounted; the other asked whether they had heard 
about “big cities and cities with large minority populations” being undercounted. Table 2.4a, 
which shows the results for “some communities,” shows a significant increase from 1995 to 1999, 
and another significant increase in 2000; Table 2.4b, which shows the results for big cities with 
minority populations, shows no change for the first three years but a dramatic increase, from 43.8 
percent to 56.7 percent, between 1999 and 2000. 

Table 2.4a


Awareness of Undercount in “Some Communities”: By Year


Have you heard about some communities getting fewer representatives or less money because 
they were under-counted? 

1995 1996 1999 2000 

% % % % 

Yes 

No 

36.2 37.9 41.2 48.7 

63.8 62.1 58.8 51.3 

N (weighted) 765 601 799 967 

Source: 1995, Question 11a; 1996-2000, Question 9a. 
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Table 2.4b 
Awareness of Undercount in “Big Cities”: By Year 

Have you heard about big cities and cities with large minority populations getting fewer 
representatives or less money because they were under-counted? 

1995 1996 1999 2000 

% % % % 

Yes 

No 

44.6 42.5 43.8 56.7 

55.4 57.5 56.2 43.3 

N (weighted) 652 603 869 982 

Source: 1995, Question 11b; 1996-2000, Question 9b. 

In 1995, and again in 1999 and 2000, respondents were asked about their level of 
agreement with the statement, “Everyone has an obligation to cooperate with the census.” The 
trend in responses, shown in Table 2.5, clearly shows the influence of Census Bureau publicity 
between 1999 and 2000, with the percentage of those strongly agreeing with the statement 
increasing from 50.4 percent to 66.4 percent between 1999 and 2000. In spite of the publicity, 
however, some eight percent of the population disagree that citizens have an obligation to 
cooperate with the census. 

Table 2.5


Obligation to Cooperate with Census: By Year


Please tell me if you strongly agree, somewhat agree, somewhat disagree, 
or strongly disagree. Everyone has a responsibility to cooperate with the 

Census? 
1995 1999 2000 

% % % 
Strongly Agree 53.9 50.4 66.4 
Somewhat Agree 37.1 36.5 26.0 
Somewhat Disagree  5.5  8.1  4.6 
Strongly Disagree  3.4  4.5  3.0 
N (weighted) 1426 1666 1969 

Source: 1995, Question 27h; 1999-2000, Question 29g. 
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Finally, Table 2.6 shows the results of asking whether respondents consider the 
demographic questions asked on the census short form an invasion of privacy. We return to this 
question in chapter 3, where we examine attitude change specifically between 1999 and 2000, and 
also consider the impact of exposure to varying kinds of publicity about the census. 

Table 2.6


Opinions Toward the Census as an Invasion of Privacy: By Year


Do you feel it is an invasion of your privacy for the Census Bureau to ask your age, race, sex, 
Hispanic origin, and marital status along with your name and address? 

1995 1996 1999 2000 

% % % % 

Yes 

No 

23.5 19.0 23.0 20.9 

76.5 81.1 77.0 79.1 

N (weighted) 1429 1201 1660 1966 

Source: 1995, Question 15; 1996, Question 16; 1999/2000, Question 16. In 1999/2000, Hispanic 
origin and marital status were not asked about. 

2.2 Beliefs and Attitudes about Confidentiality 

It was hypothesized that one important reason for opposing data sharing by other agencies 
might be the belief that the Census Bureau in turn shared its confidential files with other agencies. 
The early surveys in this series clearly showed a great deal of both uncertainty and misinformation 
on the part of the public concerning the Census Bureau’s practices with regard to sharing identified 
information. Accordingly, in both the 1999 and 2000 surveys, we tried to probe the public’s 
understanding by adding several questions to the series. 

Two major changes were made. First, if people answered “Don’t know” to the question, 
“Do you think other agencies, outside the Census Bureau, can or cannot get people’s names and 
addresses along with their answers to the census, or are you not sure?” they were asked, in a 
follow-up question, to guess. The same was true if they answered “Don’t know” to the question 
asking whether the Census Bureau protects the confidentiality of the information it collects about 
age, sex and race.3 

3  The question about confidentiality was asked for the first time in 1996; hence, trends 
are shown for three years only. 
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Second, one third of the sample was asked both the question about whether other agencies 
“can get” identified data, and whether the Census Bureau protects the confidentiality of the 
information it collects. (One third was asked only about confidentiality; the other third, only about 
other agencies.) In order to balance order effects if they existed, one half of this subsample was 
asked first about confidentiality and then whether other agencies can get the data, and half the 
respondents were asked the questions in the reverse order. Then, everyone in this randomly 
designated third of the sample was asked what “protecting confidentiality” meant to them. 
Responses to this question were open-ended. 

In order to examine trends in answers to the two questions about Census Bureau practices--
the one asking whether other agencies can get data identified by name and address, the other 
asking whether the Census Bureau protects confidentiality--we examined three versions of the 
1999-2000 questions. We first looked at those respondents who were asked only one question or 
the other. Second, we looked at those respondents plus those who were asked the question first in 
the sequence. Finally, we looked at all respondents who answered the question, regardless of the 
order in which it was asked. In every case, however, we looked only at respondents who answered 
the question without being asked to guess at the correct response, since this question was only 
added in 1999. 

Regardless of order, the results were essentially the same as those shown in Tables 2.7 and 
2.8, which combine the responses of those who answered only one question and those who 
answered the question first.4  For both questions, there is an increase between 1996 and 2000 in the 
proportion giving the correct response--from 6.1 percent to 17.3 percent in the case of “can get,” 
and from 12.9 percent to 25.1 percent in the case of confidentiality. For both questions, there is a 
decline in the percentage responding “Not Sure” between 1996 and 2000, but only in the case of 
“can get” is there a corresponding decline in the percentage giving the incorrect response (that 
other agencies can get the data, or that the Census Bureau does not protect the confidentiality of 
the data it collects). 

4 The order in which the two questions are asked does affect the percentages giving the 
correct response to each question, as well as the proportion responding Don’t Know. For details, 
see Tourangeau, Singer, and Presser, 2001. 
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Table 2.7 
Beliefs Regarding Sharing of Census Responses: By Year 

Do you think other government agencies, outside the Census Bureau, can or cannot get 
people’s es and addresses along with their answers to the census, or are you 

not 

1995 1996 1999 2000 

% % % 

Other Agencies Can Get Names 50.1 47.1 43.9 42.0 

Other Agencies Cannot Get Names  9.2  6.1 12.2 17.3 

nam
sure? 

% 

Not Sure 40.7 46.8 44.0 40.7 

N (weighted) 1443 317 830 989 

Source: 1995, Question 7; 1996, Question 7_1; 1999-2000, Question 7a1 or 7a3. 

Table 2.8 
Beliefs Regarding Protection of Confidentiality: By Year 

Do you think the Census Bureau does or does not protect the 
confidentiality of this information, or are you not sure? 

1996 1999 2000 

% 

Protects Confidentiality 12.9 22.8 25.1 

Does Not Protect Confidentiality  9.6 11.5  9.4 

Not Sure 77.5 65.7 65.5 

N (weighted) 289 827 975 

% % 

Source: 1996, Question 7_3; 1999-2000, Question 7a2 or 7a4. 

Depending on the order in which the questions are asked, the percentage of those 
guessing correctly varies from one fifth to one quarter for respondents asked whether other 
agencies can get identified data, and between two fifths and one half for those asked whether the 
Census Bureau preserves confidentiality (data not shown; see Tourangeau, Singer, and Presser, 
2001). Although the order in which respondents are asked these questions matters, what is more 
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striking is the difference between the two questions in those guessing correctly, even though 
both questions in principle refer to the same phenomenon. 

When we asked respondents what “confidentiality” meant to them, the most frequent 
response by far was that the information would not be sold, shared, or forwarded; other 
responses referred to information not being released, or information remaining private, 
confidential, or protected (Table 2.9). The explanation for discrepancies between answers to the 
two questions, then, may lie in respondent uncertainty about whether sharing identified data with 
other government agencies (as opposed, for example, to sharing it with agencies or individuals 
outside the government) “counts” as a breach of confidentiality, but we have no data allowing us 
to test that hypothesis. (Alternatively, it is possible that respondents interpreted the “can get” 
question to be a question about the ability of other agencies to collect the kind of information 
currently being collected by the Census Bureau!) 

Table 2.9 
Meaning of Confidentiality to Respondent: By Year 

The Census Bureau is interested in what people think “protecting 
confidentiality”means. When I asked you whether or not the Census Bureau 
protects eant by “protecting 

confidentiality”? (open-ended) 
confidentiality, what did you think I m

Information will not be sold / 
shared / forwarded 

Personal information will not be 
released 

Remains confidential / private / 
protected 

Other 

D. K. 

N (weighted) 

1999 2000 

% 

48.0 33.6 

18.9 16.3 

16.8 38.5 

9.9 6.7 

6.4  5.1 

527 635 

% 

Source: 1999-2000: Questions 7e1 and 7e2. 
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After reporting their beliefs about whether or not personal responses to the census are 
shared, respondents were asked how sure they felt about these beliefs. Tables 2.10 and 2.11 
show the responses of those who are certain the Census Bureau shares data, separately for 
respondents who were asked whether other agencies can get the data and for those asked whether 
the Census Bureau protects confidentiality. 

Table 2.10


Certainty that Census Responses Are Shared: By Year


How sure are you that other government agencies can get people’s names and 
addresses along with their answers to the census: very sure, fairly sure, not 
too sure, or not sure at all? 

1995 1996 1999 2000 

% % % 

Very Sure 58.3 61.0 57.2 48.4 

Fairly Sure 32.6 35.6 33.5 37.1 

Not Too Sure  7.0  0.4  8.1  8.3 

Not Sure at 
All 

2.1  3.0  1.2  6.2 

N (weighted) 723 149 236 272 

% 

Source: 1995, Question 7b; 1996, Question 7b (but restricted to respondents who 
received 7_1); 1999-2000, Question 7d3. 
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Table 2.11


Certainty that Census Bureau Does Not Protect Confidentiality: By Year


How sure are you that the Census Bureau 
this information: very sure, fairly sure, not very sure, or not sure at all? 

1996 1999 2000 

% 

Very Sure 22.1 25.0 27.0 

Fairly Sure 45.4 46.9 35.5 

Not Too Sure 22.5 21.4 24.4 

Not Sure at All  9.9  6.7 13.2 

N (weighted) 92 56 61 

does not protect the confidentiality of 

% % 

Source: 1996, Question 7b1; 1999-2000, Question 7d4. 

Between 1999 and 2000, there is a significant drop in the proportion of those who are very 
sure that the Census Bureau shares data with other agencies (Table 2.10). The proportion of those 
who are certain the Census Bureau does not protect confidentiality shows no significant change 
during this period, but in every year the proportion of those who are certain that other agencies 
can get data is greater than the proportion who are certain the Census Bureau does not protect 
confidentiality. 

Tables 2.12 and 2.13 show the responses of those who are very sure that the Census 
Bureau protects the data. Those who believe other agencies cannot get identified data show a 
sharp drop in certainty between 1999 and 2000, from 37.6 percent to 23.0 percent (Table 2.12). 
The change between 1996 and 1999 in the proportion who are very sure that the Census Bureau 
protects confidentiality is significant, but there is not further change from 1999 to 2000 (Table 
2.13). 
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Table 2.12


Certainty that Census Responses Are Not Shared: By Year


How sure are you that other government agencies cannot get people's names 
and addresses along with their answers to the census: very sure, fairly 

sure, 

1995 1999 2000 

% % 

Very Sure 34.1 37.6 23.0 

Fairly Sure 24.8 21.2 31.4 

Not Too Sure 21.4 26.4 23.4 

Not Sure at All 19.8 14.8 22.2 

N (weighted) 130 74 109 

not too sure, or not sure at all? 

% 

Source: 1995, Question 7a; 1999-2000, Question 7c3. 

Table 2.13


Certainty that Census Bureau Protects Confidentiality: By Year


How sure are you that the Census Bureau protects the confidentiality of this 
information; very sure, fairly sure, not too sure, or not sure at all? 

1996 1999 2000 

% % 

19.5 31.5 30.4 

Fairly Sure 57.3 55.4 60.8 

Not Too Sure 12.0  9.6  5.6 

Not Sure at All 11.2  3.6  2.9 

N (weighted) 186 130 164 

% 

Source: 1996, Question 7a1; 1999-2000, Question 7c4. 

29




Respondents who thought that other agencies could get identified data, or who believed 
the Census Bureau does not protect confidentiality, were also asked whether they thought this 
happened only under unusual circumstances or whether it happened routinely. Table 2.14 shows 
trends in the proportion saying that such sharing with other agencies happens routinely. There is 
a large increase in the proportion responding that such sharing occurs only in “unusual” situations 
between 1999 and 2000, and a corresponding drop in the proportion of those responding that it 
occurs “routinely.” In contrast, the change in the proportion responding that the government fails 
to protect confidentiality only in unusual situations is not significant (Table 2.15). These 
discrepancies once again suggest that these questions have different meanings for respondents. 

Table 2.14


Beliefs Regarding the Frequency of Information Sharing: By Year


Do you think other government agencies get people's names and addresses along with their 
answers to the census only in unusual situations, or does this happen routinely? 

1995 1996 1999 2000 

% % 

Unusual Situations 20.3 19.0 22.3 34.4 

Routinely 68.2 69.1 72.8 58.3 

Don’t Know 11.5 12.0  4.9  7.3 

N (weighted) 722 373 237 272 

% % 

Source: 1995-1996, Question 7c; 1999-2000, Question 7e3. 
Note: When "don't know" is given as an explicit response option, or when "don't know" 
responses total more than 10 percent, the distribution of such responses is shown in the tables. 
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Table 2.15


Beliefs Regarding the Frequency of Failing to Protect Confidentiality: By Year


Do you think the Census Bureau does not protect the confidentiality of this 
information only in unusual situations, or does this happen routinely? 

1996 1999 2000 

% % 

Unusual Situations 23.0 25.0 26.6 

Routinely 69.4 68.1 66.0 

Don’t Know  7.6  6.9  7.5 

N (weighted) 94 58 61 

% 

Source: 1996, Question 7c1; 1999-2000, Question 7e4. 

Finally, respondents were asked how much it would bother them if their individual 
responses were shared with other agencies, or if the Census Bureau did not keep data confidential. 
Responses are shown in Tables 2.16 and 2.17. Both questions show a significant increase 
between 1996 and 1999 in the proportion saying they would be bothered “a lot.” Thus, while 
there was some change in cognition about Census Bureau practices with respect to confidentiality 
during these years, there was also a marked increase in public concern about this issue. 
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Table 2.16 
How Bothered If Census Responses Were Shared: By Year 

How much would it bother you if another government agency, outside the Census Bureau, 
got your name and address along with your answers to the census? Would it bother you 

a lot, some, a little, or not at all? 

1995 1996 1999 2000 

% % % % 

A Lot 36.8 38.7 45.4 45.6 

Some 21.9 23.4 23.9 20.1 

A Little  9.8 11.1  9.6 12.5 

Not at All 31.6 26.9 21.2 21.8 

N (weighted) 1367 587 548 634 

Source: 1995-1996, Question 7d; 1999-2000, Question 7f3. 

Table 2.17 
How Bothered If Census Bureau Did Not Protect Confidentiality: By Year 

How much would it bother you if your answers to the census were not kept 
confidential? Would it bother you a lot, some, a little, or not at all? 

1996 1999 2000 

% % % 

A Lot 

Some 

A Little 

Not at All 

36.6 46.4 49.6 

18.0 18.6 17.7 

10.7 12.6 13.0 

34.7 22.4 19.7 

N (weighted) 580 547 656 

Source: 1996, Question 7d1; 1999-2000, Question 7f4. 
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Near the end of the 1996 interview, respondents were asked whether the Census Bureau 
was forbidden by law from sharing identified data with other agencies, or (in a split-ballot 
version) whether the Census Bureau was required by law to keep the data confidential. These 
questions were repeated in 1999 and 2000. Trends in responses to the “forbidden by law” 
question are shown in Table 2.18, which shows a large increase in the proportion giving the 
correct response between 1996 and 1999, and a further proportional increase between 1999 and 
2000. At the same time, incorrect responses also increased between 1996 and 1999, but this trend 
was reversed in 2000, perhaps as a result of Census Bureau publicity. Table 2.19, which shows 
responses to the “required to keep confidential” question, shows a similar trend, although in every 
year the proportion believing that there is a law requiring confidentiality is much larger than the 
proportion believing that there is a law forbidding data sharing with other agencies. This is 
further evidence that the meaning of the two questions, intended as equivalent, is not the same. 

Table 2.18


Is Census Bureau Forbidden By Law from Sharing Information: By Year


As far as you know, is the Census Bureau forbidden by law from giving other 
government agencies information identified by name or address? 

1996 1999 2000 

% % % 

Yes, Forbidden 

No, Not Forbidden 

Don’t know 

28.3 43.3 48.9 

17.1 29.7 19.0 

54.6 27.0 32.1 

N (weighted) 579 762 973 

Source: 1996, Question 22a; 1999-2000, Question 24a. 
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Table 2.19 
Is Census Bureau Required to Keep Information Confidential: By Year 

As far as you know, is the Census Bureau required by law to keep 
information confidential? 

1996 1999 2000 

% % 

Yes, Required 51.1 71.3 76.0 

No, Not Required 11.6 15.7  7.5 

Don’t know 37.3 13.0 16.5 

N (weighted) 636 912 1004 

% 

Source: 1996, Question 22b; 1999-2000, Question 24b. 

In all three years, respondents who indicated that there were laws forbidding data sharing 
or requiring confidentiality were asked whether they trusted the Census Bureau to obey these 
laws. Table 2.20 shows trends in responses to this question (because responses did not differ 
depending on which version of the preceding question the respondent received, they have been 
combined in this table). The small fluctuations in the percentage saying they would trust the 
Census Bureau are not statistically significant. But, coupled with the increase in awareness of the 
relevant laws, this means that a larger number of people trusted the Census Bureau in 2000 than 
did so in 1996. 

Table 2.20 
Trust Census Bureau to Keep Information Confidential 

(Those Who Know the Law Only): By Year 

Do you trust the Census Bureau to keep information confidential? 

1996 1999 2000 

% 

Yes 66.7 69.3 67.8 

No 33.3 30.7 32.2 

N (weighted) 464 957 1197 

% % 

Source: 1996, Question 22a1; 1999-2000, Question 24b1. 
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Near the end of the questionnaire, respondents were asked three questions designed to 
measure the prevalence of suspicions sometimes voiced about the misuse of census data for law 
enforcement purposes. The first of these, asked in 1995, 1999, and 2000, asked, “Do you believe 
the police and the FBI use the census to keep track of troublemakers?” The percentage of those 
giving the correct response increased significantly, form 52.1 percent to 63.5 percent, between 
1999 and 2000. The second question, asked only in 1999 and 2000, asked, “How about to locate 
illegal aliens? Do you believe the census is used for that?”  The percentage saying Yes declined 
significantly, from 50.3 percent in 1999 to 42.1 percent in 2000. Finally, respondents in 1999 and 
2000 were asked, “Do you agree or disagree that people’s answers to the census can be used 
against them?”  The percentage agreeing declined from 39.2 percent to 37.3 percent, but this 
change was not statistically significant. 

2.3 Attitudes toward Use of Administrative Records 

The Census Bureau had considered using administrative records from other government 
agencies to help reduce the problem of the undercount in the 2000 census. Consequently, it was 
very much interested in ascertaining the views of the public on this issue, and especially trends in 
opinions over time. 

2.3.1 Attitudes toward Using Administrative Records to Reduce the Undercount 

In order to measure public attitudes, the surveys first informed respondents about the 
existence of the undercount, and then asked how they felt about specific federal agencies sharing 
data with the Census Bureau in order to “identify people who are missed in the census.” Only 
two of the agencies were asked about in all four surveys. Trends in responses to the question 
about the Social Security Agency (SSA) are shown in Table 2.21; trends in responses to the 
question about the Internal Revenue Service (IRS) are shown in Table 2.22. The third agency 
asked about varied from year to year. In 1995 it was the Immigration and Naturalization Service 
(INS); in 1996, it was the Food Stamp Office (FSO); in 1999 and 2000 it was “agencies providing 
public housing assistance.” Responses to questions about these agencies are shown in Table 
2.23.5 

5 Percentages shown average responses over the three orders in which questions were 
asked. Order of asking affects responses to the third agency asked about, but not those to either 
the SSA or the IRS. See Tourangeau, Singer, and Presser, 2001. 
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Table 2.21


Opinions Toward the SSA Sharing Short Form


Information with the Census Bureau: By Year


Would you favor or oppose the Social Security Administration giving the Census Bureau the 
name, address, age, sex, and race of all the people for whom they have information in their 
records? 

1995 1996 1999 2000 

% % % % 

Favor 

Oppose 

76.8 76.1 64.6 65.3 

23.2 23.9 35.4 34.7 

N (weighted) 1371 1159 1643 1925 

Source: 1995, Question 12a, b, or c, depending on order; 1996-2000, Question 10, 12, or 13, 
depending on order. 

Table 2.22


Opinions Toward the IRS Sharing Short Form


Information with the Census Bureau: By Year


Would you favor or oppose the Internal Revenue Service giving the Census Bureau the name, 
address, age, sex, and race of all the people for whom they have information in their 
records? 

1995 1996 1999 2000 

% % % % 

Favor 

Oppose 

70.5 69.3 54.0 55.2 

29.5 30.7 46.0 44.8 

N (weighted) 1366 1167 1619 1925 

Source: 1995, Question 12a, b, or c, depending on order; 1996-2000, Question 10, 12, or 13, 
depending on order. 
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Table 2.23


Opinions Toward Other Agencies Sharing Short Form


Information with the Census Bureau: By Year


1995 1996 1999 2000 
% % % % 

Favor 
Oppose 

78.2 75.1 65.5 67.7 
21.8 25.0 34.5 32.3 

N (weighted) 1336 1159 1610 1906 
Source: 1995, Question 12a, b, or c, depending on order; 1996-2000, Question 10, 12, or 13, 
depending on order. In 1995, the agency asked about was the INS; in 1996, the FSO; and in 
1999-2000, “agencies providing public housing assistance.” 

There is a twelve percentage point drop in approval of the SSA sharing data with the 
Census Bureau between 1995 and 1999; virtually all of this drop occurs between 1996 and 1999, 
and the level of approval remains constant between 1999 and 2000 (Table 2.21). The same pattern 
is apparent in Table 2.22, which shows trends in approval of the IRS sharing data, except that the 
decline in approval between 1996 and 1999 is even greater. Levels of approval for other agencies, 
which are shown in Table 2.23, parallel those for the SSA. 
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Table 2.24 shows the percentage approving data sharing by all three of the agencies 
mentioned. Here we can see a small drop in approval between 1995 and 1996, from 62.6 percent 
to 58.7 percent and then another decline to 43.8 percent and 44.3 percent in 1999 and 2000, 
respectively, by which time such sharing of administrative data is approved by only a minority of 
the population. 

Table 2.24


Opinions Toward All Three Agencies Sharing Short Form Information 

with the Census Bureau: By Year


1995 1996 1999 2000 
% % % % 

Favor All Three 
Oppose At Least One 

62.6 58.7 43.8 44.3 
37.4 41.3 56.2 55.7 

N (weighted) 1269 1106 1568 1843 

Source: “Yes” to Questions 12a, b, and c in 1995, and to Questions 10, 12, and 13 in 1996-
2000.The SSA and the IRS were asked about in all four years, and, in addition, the INS was 
asked about in 1995, the FSO in 1996, and “agencies providing public housing assistance” in 
1999-2000. 

A number of other questions on the survey are relevant to the issue of data sharing, and 
most show similar trends. First, it is clearly of importance to know how strongly beliefs about data 
sharing are held. For example, if approval has dropped but those opposed don’t feel very strongly 
about this, the change in belief would have less significance than if the beliefs are strongly held. 
Tables 2.25 and 2.26 show the strength of belief of those who oppose data sharing by the SSA and 
IRS, respectively. There is no significant change between 1995 and 2000 in the percentage very 
strongly apposed to data sharing by either the SSA or the IRS. 
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Table 2.25 
Strength of Opposition to Data Sharing by SSA: By Year 

How strongly do you feel about this: very strongly, somewhat strongly, not too strongly, or not 
strongly at all? 

1995 1996 1999 2000 

% % % 

Very Strongly 58.3 56.6 55.2 52.8 

Somewhat Strongly 29.6 36.0 32.5 40.0 

Not Too Strongly  8.9  4.9 10.0  5.7 

Not Strongly at All  3.2  2.5  2.2  1.5 

N (weighted) 101 87 166 217 

% 

Source:1995, Question 12a1, for those opposed to data sharing by SSA; 1996-2000, 

Question 11, for those opposed to data sharing by SSA.


Table 2.26 
Strength of Opposition to Data Sharing by IRS: By Year 

How strongly do you feel about this: very strongly, somewhat strongly, not too strongly, 
or 

1995 1996 1999 2000 

% % 

Very Strongly 57.6 70.8 58.0 63.1 

Somewhat Strongly 26.8 23.1 32.9 31.0 

Not Too Strongly 12.3  5.0  7.3  5.4 

Not Strongly at All  3.3  1.1  1.9  0.5 

N (weighted) 135 114 241 282 

not strongly at all? 

% % 

Source: 1995, Question 12a1 for those opposed to data sharing by IRS; 1996-2000, 

Question 11 for those opposed to data sharing by IRS.
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Strength of favoring data sharing by the SSA, shown in Table 2.27, shows a significant decline 
between 1995 and 2000 of about ten percentage points in those very strongly in favor of the 
proposal, offset by a corresponding rise in those favoring it “somewhat strongly.” Opinion 
favoring data sharing by the IRS shows a somewhat different pattern (Table 2.28). The percentage 
of those very strongly in favor declines by almost 12 percentage points between 1995 and 1999, 
but then increases, in 2000, from 22.8 percent to 28.5 percent. 

Table 2.27


Strength of Favoring Data Sharing by SSA: By Year


How strongly do you feel about this: very strongly, somewhat strongly, not too 
strongly, or not strongly at all? 

1995 1996 1999 2000 

% % % 

Very Strongly 39.5 35.4 28.2 29.1 

Somewhat Strongly 44.6 47.5 55.1 53.2 

Not Too Strongly 13.7 11.9 14.7 12.4 

Not Strongly at All  2.2  5.2  2.1  5.4 

N (weighted) 370 272 356 394 

% 

Source: 1995, Question 12a1 for those favoring data sharing by SSA; 1996-2000, 
Question 11for those favoring data sharing by SSA. 
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 Table 2.28 
Strength of Favoring Data Sharing by IRS: By Year 

How strongly do you feel about this: very strongly, somewhat strongly, not too 
strongly, or not strongly at all? 

1995 1996 1999 2000 

% % % 

Very Strongly 34.4 32.0 22.8 28.5 

% 

Somewhat Strongly 

Not Too Strongly 

51.9 44.9 56.2 54.1 

10.6 17.6 17.6 14.4 

Not Strongly at All 3.0  5.5  3.4  2.9 

N (weighted) 327 280 293 402 

Source: 1995, Question 12a1 for those favoring data sharing by the IRS; 
1996-2000, Question 11 for those favoring data sharing by the IRS. 

2.3.2 Attitudes toward Using Administrative Records to Replace the Short Form 

So far, questions have addressed the use of information from other government agencies to 
augment information gathered by means of the census short form. We also, however, asked how 
respondents regarded the possibility of enumerating the population by using only records already 
in the possession of other government agencies, which would relieve everyone of the necessity for 
completing and returning a census short form. 

Trends in the percentage of those favoring a records-only census are shown in Table 2.29. 
Support for this proposal declined by approximately seventeen percentage points between 1995 
and 2000, and is much lower in every year than the proportion favoring the use of administrative 
records to reduce or eliminate the undercount. 

41




 Table 2.29 
Opinions Toward a “Records Only” Census: By Year 

Would you favor or oppose the Census Bureau getting everyone’s name, address, 
age, sex, race, [and marital status] from the records of other government agencies, 
so no one would have to fill out a census form? 

1995 1996 1999 2000 

% % % % 

Favor 

Oppose 

59.0 54.7 46.5 42.3 

41.0 45.3 53.5 57.7 

N (weighted) 1338 1137 1629 1915 

Source: 1995, Question 13; 1996-2000, Question 14. 

Respondents who reported that they opposed the exclusive use of records as a way to 
enumerate the population were subsequently asked if they would favor this procedure if it saved 
money. The nonsignificant change between 1995 and 1996 was followed by a significant decline 
between 1996 and 1999 (Table 2.30), with no further change between 1999 and 2000. Those who 
opposed a records-only census were also asked whether they would favor such a practice if it led 
to a more accurate count. Under this condition, the percentage favoring the use of records is 
significantly higher in every year, but the fluctuations from year to year are not significant (Table 
2.31). 
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Table 2.30 
Opinions Toward a “Records Only” Census, If It Costs Less: By Year 

If counting the population by combining information from different agencies costs 
less than sending out census forms, would you favor or oppose the Census 

Bureau s name, address, age, sex, race [and marital status] from 
the ent agencies? 

1995 1996 1999 2000 

% % % 

Favor 36.8 38.4 26.6 29.4 

Oppose 63.2 61.6 73.4 70.6 

N (weighted) 452 406 665 848 

getting everyone'
records of other governm

% 

Source: 1995, Question 14a; 1996-2000, Question 15a. 

Table 2.31


Opinions Toward a “Records Only” Census If It Increases Accuracy: By Year


If getting information from different agencies led to a more accurate count than 
sending out census forms, would you favor or oppose the Census Bureau getting 
everyone's name, address, age, sex, race [and marital status] from the records of 
other government agencies? 

1995 1996 1999 2000 

% % % 

Favor 44.4 48.8 42.6 43.2 

Oppose 55.6 51.2 57.4 56.8 

% 

N (weighted) 493 449 757 938 

Source: Question 15b. 

Those who remained opposed to a records-only census even if it were more accurate and 
cost less were asked about the reason for their opposition in an open-ended question. In 1996, the 
first time this question was asked, only about 16 percent of the sample continued to oppose a 
records-only census under these conditions. In 1999, some 23 percent of the sample remained 
opposed. The most frequent reasons given in 1999 for opposing the use of records to enumerate 
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the population included concerns about privacy/confidentiality (about 22 percent of those who 
were opposed); a belief that such a census would not be accurate (about 17 percent of those 
opposed); and a belief that the information would be shared or sold (about 11 percent of those 
opposed). About three percent said that giving the information should be voluntary (which is 
counter to the law governing the decennial census). In 2000, the percentage remaining opposed to 
a records-only census was 24 percent, and the number citing privacy/confidentiality concerns had 
increased to 29 percent of those opposed (though the percentage worried that the information 
would be shared or sold--which is also a privacy/confidentiality concern--had dropped to six 
percent, so the difference between years may be due to coding rather than to actual opinion 
change). Those citing lack of accuracy as a reason for their opposition remained fairly constant, at 
19 percent. The percentage opposed to a records-only census because of a belief that providing 
information should be voluntary had doubled in 2000, to six percent, since 1999.6 

2.3.3 Attitudes toward Record Sharing as a Means of Collecting Long-Form Information 

About one sixth of the population receives a longer questionnaire (the so-called long form) 
during the decennial census, which asks questions about such things as jobs and income in 
addition to the basic questions needed to enumerate the population. During the 2000 census, the 
long form became the object of brief but intense negative publicity.7  Whether as a result of this 
negative publicity or for other reasons, preliminary reports indicated that differences in response 
rates between the long and the short form increased from five percent in 1990 to 11 percent in 
2000 (Steven A. Holmes, “Defying Forecasts, Census Response Ends Declining Trend,” New York 
Times, September 20, 2000”). 

Since 1995, the Survey of Privacy Attitudes has inquired whether people would be willing 
to have government agencies share data with the Census Bureau in order to make possible 
elimination of the census long form. This would reduce respondent burden but, like the use of 
agency records to collect short-form information, it may also raise public concerns about privacy. 

Only about one fifth of the population said they were aware of the existence of the long 

6  In 1996, 37 percent cited privacy/confidentiality concerns; 20 percent believed a 
records-only census would be less accurate; 13 percent thought the information might fall into 
the wrong hands or be misused; and five percent said it should be up to the individual citizen. 

7This negative publicity peaked during the first week of April. On April 7, the U.S. 
Senate passed a nonbinding resolution urging that “no American will be prosecuted, fined , or in 
any wy harassed by the federal government” for not answering certain questions on the form, 
including one about race (D’Vera Cohn, “Senate Vote Suggests Census Reply Choices,” 
Washington Post, April 8, 2000, A02: see also, for example, Haya El Nasser, “Census Shaken by 
Grumbling,” USA Today, April 10, 2000, 4A; and D’Vera Cohn, “Census complaints Hit 
Home,” Washington Post, May 4, 2000, A09). 
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form in 1996, down somewhat from 1995, and that figure had declined to some 17 percent in 1999. 
But by the time of the 2000 survey, which went into the field the week after census forms were 
delivered to every U.S. household, some 59 percent claimed awareness of the existence of the long 
form (Table 2.32). However, increased awareness did not translate into increased favorableness to 
having government agencies such as the IRS share data with the Census Bureau in order to 
eliminate the need for the long form. The percentage favoring data sharing for this purpose 
declined from 52.2 percent in 1995 to 42.9 percent in 2000, at an average of about two percentage 
points per year (Table 2.33); and those who oppose sharing of long-form information feel much 
more strongly than those who favor it (Tables 2.34 and 2.35). At the individual level, the 
relationship between awareness of the long form and favorableness to having government agencies 
share data with the Census Bureau in order to eliminate the long form was significant in only one 
of the four years (1996), with those more aware significantly more favorable toward sharing. 

Table 2.32


Awareness of the Long Form: By Year


Did you know that most households got the short form but that some households were sent a 
long form? 

1995 1996 1999 2000 

% % % % 

Yes 

No 

28.2 22.1 16.8 59.0 

71.8 77.9 83.2 41.0 

N (weighted) 1416 1211 1664 1959 

Source: 1995, Question 17; 1996-2000, Question 18. 
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Table 2.33


Opinions Toward IRS Sharing Long Form Information 

with the Census Bureau: By Year


Would you favor or oppose the IRS giving the Census Bureau information on things like 
people’s jobs and income, along with their name and address? 

1995 1996 1999 2000 

% % % % 

Favor 

Oppose 

52.2 50.8 44.3 42.9 

47.8 49.2 55.7 57.1 

N (weighted) 1365 1178 1645 1924 

Source: 1995, Questions 18 and 19; 1996-2000, Questions 19 and 20. 

Table 2.34


Strength of Favoring the IRS Sharing Long Form Information 

with the Census Bureau: By Year


How strongly do you feel about this [favoring the IRS giving the Census Bureau information on 
things like people’s jobs and income, along with their name and address]? 

1995 1996 1999 2000 

% % % % 

Very Strongly 

Somewhat Strongly 

Not Too Strongly 

Not Strongly at All 

36.8 35.5 23.6 32.9 

50.1 48.0 58.1 52.6 

11.0 13.9 16.5 13.5 

2.1  2.5  1.9  0.9 

N (weighted) 452 191 255 291 

Source: 1995, Question 18a, if respondent favored in Question 18; 1996-2000, Question 19a, if 
respondent favored in Question 19. 
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Table 2.35


Strength of Opposing the IRS Sharing Long Form Information 

with the Census Bureau: By Year


How strongly do you feel about this [opposing the IRS giving the Census Bureau information 
on things like people’s jobs and income, along with their name and address]? 

1995 1996 1999 2000 

% % % % 

Very Strongly 

Somewhat Strongly 

Not Too Strongly 

Not Strongly at All 

64.9 70.3 65.7 65.8 

26.4 26.4 29.3 29.2 

7.5  2.8  3.7  3.9 

1.2  0.5  1.3  1.0 

N (weighted) 425 212 300 383 

Source: 1995, Question 18a for those who opposed in Question 18; 1996-2000, Question 19a, if 
respondent opposed in Question 19. 

Table 2.36 compares the level of support for the IRS sharing long form data with the 
Census Bureau with the level of support reported earlier for sharing short form information. 
Clearly, the public is more reluctant to permit sharing of sensitive long-form data than it is to 
permit sharing of the basic information needed to produce a count of the population. 

Table 2.36


Percent Favoring IRS Sharing Short Form versus Long Form Information


with the Census Bureau: By Year


1995 1996 1999 2000 

% % % % 

Favors IRS sharing 
short form information 
with the Census Bureau 

70.5 69.3 54.0 55.2 

Favors IRS sharing long 
form information with 
the Census Bureau 

52.2 50.8 44.3 42.9 

Source: Tables 2.22 and 2.33. 
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Table 2.37 examines the relationship between responses to the question whether other 
agencies can get Census Bureau data identified by name and address, and willingness to have the 
IRS and public housing agencies share long-form information with the Census Bureau. For this 
purpose, responses are classified as either favoring data sharing by both agencies, or opposing 
such sharing by at least one agency. There is essentially no relationship between responses to 
these questions in 1999, but in 2000, those who answer Don’t Know to the question whether other 
agencies can get responses are significantly more likely to favor data sharing.8 

Table 2.37 
Opinions Toward the Sharing of Long Form Data with the Census Bureau 

as a Function of Beliefs Regarding Other Agencies Obtaining Census Responses: By Year 

Do you think other government agencies, outside the Census Bureau, can or cannot get people’s 
names and addresses along with their answers to the census or are you not sure? 

Can  Cannot  Not Sure/DK 

1999 2000 1999 2000 1999 2000 

% % % % % % 

Favors both agencies giving the Census 
Bureau data for long form 

35.4 32.4 35.7 31.5 34.0 42.6 

Opposes at least one agency giving the 
Census Bureau data for long form 

64.6 67.2 64.8 68.5 66.0 57.4 

N (weighted) 351 393 98 167 349 374 

Source: Questions 19 and 20 (combined) by questions 7a1 and 7a3. 

The relationship between beliefs that the Census Bureau protects the confidentiality of 
information and willingness to have the IRS share long-form information is shown in Table 2.38. 
Unlike the previous table, this one shows a strong relationship in 1999 as well as 2000 between 
beliefs that the Census Bureau protects the confidentiality of the information it collects and 
willingness to have the IRS and public housing agencies share information with the Census 
Bureau. Those who believe the Census Bureau does protect data confidentiality are significantly 
more willing to have other agencies share data with the Census Bureau; the same was true in 
1996. 

Table 2.38 

8 In 1996, when the Food Stamp Office was asked about instead of public housing 
agencies, there was also no relationship between responses to these questions. 
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 Opinions Toward the Sharing of Long Form Data with the Census Bureau as a 
Function of Beliefs Regarding Census Bureau Protecting Confidentiality: By Year 

Do you think the Census Bureau does or does not protect the confidentiality of this [household demographic] 
information or are you not sure? 

Does  Does Not  Not Sure/DK 

1999 2000 1999 2000 1999 2000 

% 

Favors both agencies giving the 
Census Bureau data for long form 

49.8 47.5 21.6 25.0 36.5 30.9 

Opposes at least one agency giving the 
Census Bureau data for long form 

50.2 52.5 78.4 75.0 63.5 69.1 

N (weighted) 182 231 93 89 519 600 

% % % % % 

Source: Questions 19 and 20 (combined) by questions 7a2 and 7a4. 

2.4 Attitudes toward Privacy 

Near the end of the interview, respondents were asked questions regarding their general 
concerns about privacy. For example, respondents were asked how much they agreed or 
disagreed with the following two statements, “People’s rights to privacy are well protected” and 
“People have lost all control over how personal information about them is used.” Some of these 
questions were asked in all four years; most were asked only in 1995, and then again in 1999 and 
2000. 

Responses to these questions are summarized in Table 2.39. To save space, only the 
proportion strongly agreeing with each question is shown in the table. These questions show 
little consistent change between 1995 and 2000. The proportion saying they were “very worried” 
about their personal privacy increased significantly between 1995 and 2000. The proportion 
“agreeing strongly” that the government “knows too much” declined significantly between 1995 
and 2000, whereas the proportion “agreeing strongly” that people have lost control over personal 
information and saying their telephone had ever been tapped increased significantly in those 
years. The remaining items show no significant change in either direction. 

Table 2.39 
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 General Attitudes toward Privacy: By Year 

Question a 1995 1996 1999 2000 

% % 

How worried about privacy (very 
worried) 

22.0 - 25.7 25.0 

Privacy rights well protected 
(strongly agree) 

13.1  9.3 12.8 13.8 

People have lost control over 
personal information (strongly 
agree) 

40.3 44.2 42.1 44.1 

% % 

Must regulate computers to protect 
privacy (strongly agree) 

59.6 - 58.7 58.5 

Government knows too much about 
me (strongly agree) 

52.5 - 42.7 42.7 

Ever victim of privacy invasion? 
(Yes) 

27.3 - 28.6 28.2 

Telephone ever tapped? (Yes) 10.0 - 14.3 17.2 

N (weighted) ~1430 ~1170 ~1670 ~1970 
a The seven questions were the following: “In general, how worried would you say you are about 
your personal privacy: very worried, somewhat worried, not very worried, or not worried at all” 
(Q.26); “Please tell me if you strongly agree, somewhat agree, somewhat disagree, or strongly 
disagree. People’s rights to privacy are well protected”(Q.29c); “Please tell me if you strongly agree 
. . . People have lost all control over how personal information about them is used” (Q.29d); “Please 
tell me if you strongly agree . . . If privacy is to be preserved, the use of computers must be strictly 
regulated” (Q.29e); “Please tell me if you strongly agree . . . The government knows more about 
me than it needs to” (Q.29f); “Have you personally ever been the victim of what you felt was an 
invasion of privacy?” (Q.27); and “Do you believe your telephone has ever been tapped--that is, 
someone has been able to listen in on all your phone calls without your knowing about it?” (Q.28). 
Question numbers refer to the 1999 and 2000 surveys; questions were asked in the same relative 
order in 1995 and (if asked) in 1996. 

Respondents were also asked to weigh possible gains in efficiency from the use of 
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administrative records against possible loss of privacy. Specifically, they were asked, “Sharing 
information between different government agencies saves time and money, but it also means 
some loss of privacy for the individual. Do you think the benefits of saving time and money 
outweigh the loss of privacy?”9 The proportion saying the benefits of saving time and money 
outweighed possible privacy losses dropped from 44.9 percent in 1996, the first time this 
question was asked, to 40.0 percent in 1999, remaining unchanged in 2000. 

Table 2.40 
Views as to the Relative Importance of Saving Time and 

Money versus Protecting Privacy: By Year 

Sharing information between different agencies of government saves time 
and money, but it also means some loss of privacy for the individual. Do 
you think the benefits of saving e and money outweigh the loss of 
privacy? 

1996 1999 2000 

% % 

Yes 44.9 40.0 41.1 

No 55.1 60.0 58.9 

N (weighted) 548 1607 1881 

tim

% 

Source: 1996, Question 23a; 1999-2000, Question 25. 

2.5 Alienation from Government 

Respondents were also asked questions related to their alienation from government. One 
question asked for respondents’ level of agreement with the statement, “People like me don’t 
have any say about what the government does.” Another question assessed agreement with the 
statement, “I don’t think public officials care much what people like me think.” Answers to 
these questions are shown in Tables 2.41 and 2.42 for the four years 1995, 1996, 1999, and 2000. 
Both questions show a significant increase in agreement (either “somewhat” or “strongly” ) 
between 1995 and 1996, and then a decline in subsequent years. 

9 It might be argued that what is lost is not privacy but the confidentiality of information 
given to one agency and now shared with another. 
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Table 2.41 
Beliefs in Personal Influence on Government Actions: By Year 

People like me don’t have any say about what the government does. 

1995 1996 1999 2000 

% % 

Strongly Agree 32.0 33.5 30.1 30.7 

Somewhat Agree 27.2 29.4 26.6 24.9 

Somewhat Disagree 24.4 25.3 22.6 24.5 

Strongly Disagree 16.4 11.8 20.7 19.9 

N (weighted) 1407 1202 1645 1948 

% % 

Source: 1995, Question 27f; 1996, Question 24a; 1999-2000, Question 29a. 

Table 2.42 
Beliefs Regarding the Concern Government has for 

Citizens’ Views: By Year 

I don’t think public officials care much what people like me think. 

1995 1996 1999 2000 

% % % 

Strongly Agree 33.5 35.9 33.6 35.0 

Somewhat Agree 31.9 35.2 33.8 31.1 

Somewhat Disagree 23.3 20.8 21.5 21.4 

Strongly Disagree 11.2  8.1 11.0 12.5 

N (weighted) 1416 1206 1652 1943 

% 

Source: 1995, Question 27g; 1996, Question 24b; 1999-2000, Question 29b. 
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Two other questions, one asked in all four years, the other in 1995 and then again in 1999 
and 2000, are relevant to trends in alienation. The first question asked, “How much do you trust 
the government in Washington to do what is right?”  The other asked, “How about the people 
running the government--would you say you have a great deal of confidence, only some 
confidence, or hardly any confidence in the people running the government?”  Responses to 
these questions are shown in Tables 2.43 and 2.44. The tables show a small but significant 
increase in trust and confidence between 1995 and 2000. 

Table 2.43 
Trust in Government: By Year 

How much do you trust the government in Washington to do what is right? 
1995 1996 1999 2000 

% % 
Just about Always  3.5  3.3  5.0  6.2 
Most of the Time 21.0 18.0 24.0 24.0 
Some of the Time 56.5 53.8 52.3 48.7 
Almost Never 19.0 25.0 18.6 21.0 
N (weighted) 1425 1205 1666 1970 

% % 

Source: 1995, Question 29; 1996, Question 25; 1999-2000, Question 30. 

Table 2.44 
Confidence in People Running the Government: By Year 

How about the people running the government - would you say you have a 
great deal of confidence, only some confidence, or hardly any 

confidence at all in the people running the government? 
1995 1999 2000 

% % 
A Great Deal  5.2  8.2  8.6 
Only Some 63.9 69.6 65.9 
Hardly Any 31.0 22.2 25.5 
N (weighted) 1418 1656 1960 

% 

Source: 1995, Question 28; 1999-2000, Question 31. 
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2.6 Willingness to Provide Social Security Number 

Table 2.45 shows that the percentage of people willing to provide their Social Security 
number to the Census Bureau to facilitate record sharing declined dramatically between 1996 
and 1999, from 68.3 percent to 55.1 percent, remaining unchanged in 2000. 

Table 2.45 
Willingness to Provide Social Security Number: By Year 

The Census Bureau is considering ways to combine information from 
Federal, state, and local agencies to reduce the costs of trying to count 
every person in this country. Access to Social Security bers 
makes it easier to do this. If the census form asked for your Social 
Security number, would you 

1996 1999 2000 

% % 

Yes 68.3 55.1 55.9 

No 31.7 44.9 44.1 

num

be willing to provide it? 

% 

N (weighted) 1172 1641 1937 

Source: Question 21. 

The decline in willingness is apparent even among those who consider the census 
important. Whereas in 1996, 76.4 percent of those who considered the census “extremely” 
important were willing to provide their SSN, this was true of only 65 percent of those in 1999 
and 58.2 percent of those in 2000 (Table 2.46). Thus, even though the percentage of those 
regarding the census as extremely important increased significantly between 1996 and 
1999/2000, this increase did not translate into increased willingness to provide one’s Social 
Security number. The relationship between willingness to provide one’s SSN and awareness of 
census uses showed a similar decline over time (Table 2.46). 
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Table 2.46 
Willingness to Provide Social Security Number, by Attitudes 

toward the Census and Data Sharing: By Year 

Willing to provide SSN 

1996 1999 2000


Attitude toward Census % % 

Believes counting population is extremely 
important 

76.4 65.0 58.2 

Is aware of census uses 73.2 61.1 58.2 

Would favor SSA giving Census Bureau 
short form information on people missed in census 

76.9 67.1 67.1 

Would favor IRS providing Census Bureau 
with information requested on the long form 

81.3 71.4 70.3 

Would favor a “records only” census 74.0 60.3 61.9 

N (weighted) ~1200 ~1600 ~1900 

% 

Source: Questions 1; 8; 10, 12, or 13 for SSA; 14; 19 or 20 for IRS; 21. 

Willingness to provide one’s Social Security number declined significantly from 1996 to 
1999 among those who favored record sharing, with no further decline apparent in 2000. Thus, 
even though people who were more aware of census uses, who considered the census extremely 
important, and who favored data sharing were significantly more willing to provide their SSN to 
the Census Bureau than their counterparts who were less aware and who did not favor data 
sharing (data not shown), sentiment for providing one’s Social Security number declined 
significantly among all of these groups between 1996 and 2000. 

Table 2.47 shows the relationship between various privacy attitudes and willingness to 
provide one’s Social Security number. Large majorities of those who trust the Census Bureau, 
who agree that privacy rights are well protected, and who do not regard the items on the short 
form as an invasion of privacy are willing to provide their SSN to the Census Bureau. But the 
same large decline in willingness is apparent between 1996 and 1999, even among those who 
trust the Census Bureau and do not regard the census as an invasion of privacy. 

55




Table 2.47 
Willingness to Provide Social Security Number, by Attitudes 

toward Privacy: By Year 

Attitude toward Privacy 

Willing to provide SSN 

1996 1999 2000 

% % % 

Believes the five items on short form 
are not invasion of privacy 

73.3 61.5 62.5 

Trusts Census Bureau not to give 
out / keep confidential census responses a 

80.8 62.3 65.2 

Would be bothered “a lot” if another 
agency got their census responses b 

54.3 43.4 44.3 

Agrees privacy rights are well protected 79.7 65.4 65.7 

N (weighted) ~1200 ~1600 ~1900 

Source: Questions 16, 22a1, 7d/7d1, 21, and 24c in 1996; Questions 16_2, 24a1, 
7f3/7f4, 21, and 29c in 1999-2000. 

a Weighted N for this question is 449 in 1996, 942 in 1999, and 1182 in 2000. 
b Weighted N for this question is 579 in 1996, 1079 in 1999, and 1265 in 2000. 

Table 2.48 shows the relationship over time between demographic characteristics and 
willingness to provide one’s Social Security number to the Census Bureau. Only the three 
characteristics with significant relationships to willingness in any of the three years are shown in 
the table. In all three years (1996, 1999, and 2000), women were less willing to provide their 
SSN than men. Race was significantly related to willingness in two of the three years. 
Education was significantly associated with willingness in all three years, with the best educated 
more willing than other groups to provide their Social Security number, just as they are less 
concerned about privacy generally and more sympathetic to data sharing. However, willingness 
to provide SSN declined over time among all four educational categories. 
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Table 2.48 
Willingness to Provide Social Security Number, by 

Demographic Characteristic: By Year 

Demographic Characteristic  Willing to provide SSN 

1996 1999 2000 
%  (N) %  (N) %  (N)

Gender: 
Women 65.5 51.4 52.5 

Men 71.4 59.0 59.5 

Race: 

White 68.4 58.1 57.2 

Black or African 
American 

63.4 43.1 46.0 

Other  76.0 46.1 62.9 

Education: 

(602) (850) (997) 

(571) (791) (939) 

(974) (1315) (1507) 

(136) (208) (201) 

(51) (107) (134) 

Less than High School 71.2 55.0 55.0 

High School Graduate 63.9 51.6 50.3 

Some College 68.7 51.9 59.8 

College Graduate or
More 

76.8 62.5 61.2 

(138) (192) (230) 

(459) (628) (745) 

(315) (370) (454) 

(247) (451) (508) 

Source: Questions 2, 4, 21 and D1. 

2.7 Summary: Patterns of Change 

One of the striking findings of a comparison between the 1995 and 1996 surveys was the 
absence of significant change in most of the measures directly related to the census and the 
Census Bureau (Singer, Presser, and Van Hoewyk, 1997). Furthermore, there was no particular 
pattern to those changes (5 of 22 questions about the Census Bureau were significant at the .10 
level) that did occur. At the same time, there were significant changes in attitudes of trust in 
government, concern about privacy, and feelings of political efficacy, all of which changed 
significantly in the direction of less trust, less efficacy, and greater concern about privacy in the 
course of a year. 
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But, from the perspective of five years, many of the small changes that failed to register 
as statistically significant over the space of a year turn out to be significant over-time trends, 
whereas some of what appeared as short-term change appears, in retrospect, to have been merely 
fluctuation. In this section, several different patterns of attitude change are distinguished. 

One distinct pattern of change is apparent with respect to knowledge and awareness of 
the census, measured by questions that asked how important it was to count the population, 
whether people had heard of the undercount, whether they were aware of the uses of the census 
and of the census long form, and how important it was to cooperate with the census. All of these 
questions show small fluctuations between 1995 and 1999, and then large changes between 1999 
and 2000, all in the direction of greater knowledge and awareness. Undoubtedly, this pattern is 
attributable to what has been referred to as the “census climate”--the huge amount of media 
attention generated by the census in the decennial year. Other things being equal, these responses 
can be expected to return to “normal” by the middle of the decade, and to resemble those in 
1995. 

Another pattern of responses characterizes questions tapping knowledge specifically 
about Census Bureau confidentiality practices--questions that inquire into knowledge of laws, or 
beliefs about practices. All of these questions show small but significant trends in the direction 
of greater accuracy. With two exceptions, most of these are rather evenly spread over the five 
years and do not appear to be attributable to the Census Bureau public relations campaign. The 
exceptions are correct responses to the question whether other agencies can get identified census 
data, which increased from 12.2 percent to 17.3 percent between 1999 and 2000, and a decline in 
incorrect responses to the question whether the Census Bureau is required by law to keep 
information confidential. 

Paralleling this pattern of an increase over time in knowledge about the Census Bureau’s 
confidentiality practices, however, is a significant increase over time in the percentage saying 
they would be bothered “a lot” if their census data were shared with anyone outside the Census 
Bureau, as well as a decline in approval of data sharing for all three of the purposes asked about. 
Expressed willingness to provide one’s Social Security number declined between 1996 and 
1999, with no further change in 2000. 

Interestingly enough, these changes are not paralleled either by increasing distrust of the 
uses to which census data might be put, or by increasing concerns about privacy in general, or by 
declining trust in government. Two of the three questions about possible misuse of census data 
show a significant decline in distrust between 1999 and 2000. The question asking whether 
people trust the Census Bureau to keep data confidential (if they correctly perceived that there 
were laws governing confidentiality) shows no significant change. The question asking whether 
the census short form is an invasion of privacy shows a small significant decline between 1995 
and 2000, but other questions asking about general privacy concerns show little consistent 
change. Finally, people’s trust in “the government in Washington” shows a small, significant 
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increase between 1996 and 2000 after declining from 1995 to 1996. 

3. CHANGE IN ATTITUDES, 1999-2000 

As already noted, the Census Bureau engaged in an extensive outreach campaign, starting 
in October 1999, to persuade the U.S. population that returning census forms was in their best 
interests, and that nothing bad would happen to them as a result. However, again as already 
noted, some negative publicity erupted almost simultaneously with the mailing of the census 
forms to U.S. households, raising questions about the sensitive nature of some of the information 
requested on the long form (see note 7, above). In this chapter we examine changes in attitudes 
that took place between 1999 and 2000 and what effects, if any, both positive and negative 
publicity had. 

3.1 Which Attitudes Changed? 

We begin by looking at whether or not some key variables asked in 1999 and 2000 
changed significantly during the roughly ten months between surveys. Note that these are cross-
sectional changes; we do not have data on individuals, and do not know how the persons 
surveyed in 1999 might have answered in 2000, or vice versa. 

To measure change, we constructed 13 indicators of key attitudes. Five of these 
indicators combine responses to more than one question; eight consist of responses to single 
questions, although sometimes responses to alternative versions of a question are combined. In 
this section, we first describe the particular attitude and its measurement, and then report whether 
or not the attitude changed significantly between 1999 and 2000, and in what direction, in the 
absence of any controls. 

Knowledge about the census. To measure knowledge about the census, we asked four 
questions. First, in Q.8, we asked, “The census is used in many different ways. It is used to 
decide how many representatives each state has in Congress. The census is also used to decide 
how much money communities get from the government. Have you heard about either of these 
uses of the census?” If respondents answered Yes to Q. 8, they were asked Q. 8a: “How much 
would you say you know about how the Census is used--a lot, something, a little, or almost 
nothing?” Q. 9, administered in split-ballot form, asked, “In the 1990 census about five million 
people were not counted. Some communities/big cities and cities with large minority 
populations were more likely to be undercounted than others. As a result, undercounted 
communities got fewer political representatives and less money from the government than they 
should. Have you heard about some communities/big cities and cities with large minority 
populations getting fewer political representatives or less money BECAUSE they were 
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undercounted?10” 
If respondents answered Yes to this question, they were asked 9(1):“How much would 

you say you know about the census undercount--a lot, something, a little, or almost nothing?” 
An index running from two to ten was constructed from the responses to these questions, with 
ten indicating greater knowledge. 

The mean score on the Knowledge index was 4.578 (S.D.=2.465) in 1999 and 5.241 
(S.D.=2.334) in 2000; t= - 8.301, df=3485, p<.001, indicating a highly significant gain in 
knowledge about census uses between 1999 and 2000. 

Importance of the census. This index consists of the sum of responses to Q.1, “Every 
year the Census Bureau counts the people in the United States. How important do you think it is 
to count the people in the United States--extremely important, very important, somewhat 
important, not too important?” and Q. 23, “As I said earlier, some communities/big cities with 
large minority populations were more likely to be undercounted in the census than others. As a 
result, undercounted communities get fewer political representatives and less money from the 
government than they should. Do you think this problem is very serious, somewhat serious, not 
too serious, or not serious at all?” High scores indicate that the respondent attaches greater 
importance to the census count. 

In 1999, the mean score on this index was 6.317 (S.D.=1.236); in 2000, it was 6.549 
(S.D.=1.235); t=- 5.65, df= 3653; p<.001, indicating a small but significant increase in the 
importance attached to counting the U.S. population. 

Concern about privacy. We measured general concern about privacy by combining 
responses to five questions tapping general (i.e., not specifically census-related) concerns. The 
index consists of the sum of Q. 26: “In general, how worried would you say you are about your 
personal privacy: very worried, somewhat worried, not very worried, or not worried at all”; Q. 
29c: “Please tell me if you strongly agree, somewhat agree, somewhat disagree, or strongly 
disagree. People’s rights to privacy are well protected”; Q. 29d: “Please tell me if you strongly 
agree . . . People have lost all control over how personal information about them is used”; Q. 
29e: “ Please tell me if you strongly agree . . . If privacy is to be preserved, the use of computers 
must be strictly regulated”; and Q. 29f: “The government knows more about me than it needs 
to.” Scores were reversed for Q. 29c. High scores indicate high concern about privacy. (scoring 
on 29c was reversed). 

The mean score on the Privacy Index was 15.130 (S.D.=2.819) in 1999 and 14.918 

10  Response distributions to the two versions of the question diverged somewhat in 2000. 
In 1999, 41 percent said they had heard about the undercount in “some communities” and 44 
percent said they had heard about it “in big cities”; in 2000, the corresponding percentages were 
49 percent and 57 percent. 
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(S.D.=2.944) in 2000; t=2.20; df=3653, p<.05. Thus, general concern about privacy declined 
slightly but significantly between 1999 and 2000. 

Census an invasion of privacy. In addition to the general questions above, we also asked 
specifically, in Q.16, whether or not respondents considered the questions asked on the census 
short form an invasion of privacy: “Do you feel it is an invasion of your privacy for the Census 
Bureau to ask your age, race, and sex along with your name and address?” 

In 1999, 23.0 percent of respondents said that they considered the questions an invasion 
of privacy; in 2000, this response was chosen by 20.9 percent, a difference that was not 
statistically significant. 

Census information misused. Three questions in 1999 and 2000 assessed whether or not 
people believed census information was misused. Q. 32 asked, “Do you believe the police and 
the FBI use the census to keep track of troublemakers?” Q. 33 asked, “How about to locate 
illegal aliens? Do you believe the census is used for that?” Q. 34 asked, “Do you agree or 
disagree that people’s answers to the census can be used against them?” The index of census 
misuse consisted of the sum of the Yes /Agree answers to these questions. 

In 1999, the mean score was 1.365 (S.D.=1.075); in 2000, it was 1.179 (S.D.=1.091); 
t=5.17, df=3653, p<.001, indicating that people were considerably less likely to think census 
information would be misused by law enforcement agencies after the census forms were mailed 
than they had been before the start of the public information campaign in 1999.11 

Believe other agencies can get data. Near the beginning of the interview, respondents 
were asked in alternative ways whether they believed the Census Bureau kept data confidential. 
A random subsample was asked, in Q. 7a3, “The questions I just asked are on the census form 
along with the household’s address. The person in the household who fills out the form must list 
the full name of everyone who lives there along with each person’s age, sex, and race. Do you 
think other government agencies, outside the Census Bureau, can or cannot get people’s names 
and addresses along with their answers to the Census, or are you not sure?” Another random 
subsample was asked this question first, in 7a1, and then asked whether or not the Census 
Bureau protected the confidentiality of the data. In this analysis, we combine the responses of 
those who were asked only whether other agencies could get the data and those who were asked 
this question first, before the question on protecting confidentiality. 

In 1999, 12.2 percent said No to this question; the rest thought the records would be 
made available, or did not know. By 2000, this percentage had increased to 17.3 percent, a 

11  All three questions showed a decline in agreement between 1999 and 2000, although 
only the decline in the first two was statistically significant. 
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significant increase (chi-square=9.30, df=1, p<.01) in those giving the correct response, although 
these are still a small minority of all respondents. 

Believe the Census Bureau protects data confidentiality. A different random subsample 
of respondents was asked, in Q. 7a4, “The questions I just asked are on the census form along 
with the household’s address. The person in the household who fills out the form must list the 
full name of everyone who lives there along with each person’s age, sex, and race. Do you think 
the Census Bureau does or does not protect the confidentiality of this information, or are you not 
sure?” Another random subsample was asked this question first, in Q.7a2, and then asked 
whether they thought other agencies could get identified data. In this analysis, we combine the 
responses of those who were asked only whether the Census Bureau protects confidentiality, and 
those who were asked this question first. 

The percentage of those who believe the Census Bureau protects the confidentiality of 
the data rose from 22.8 percent to 25.1 percent between 1999 and 2000, a difference that was not 
statistically significant (chi-square=1.34, df=1). 

Trust census to keep data confidential. Near the end of the interview, respondents were 
asked, in split-ballot form, whether the Census Bureau was forbidden by law from giving other 
agencies census information identified by name or address/required by law to keep data 
confidential (Q. 24a/b). The percentage of those saying the government was forbidden from 
giving identified information to other agencies increased from 43.3 percent in 1999 to 48.9 
percent in 2000; the percentage of those saying the government was required to keep data 
confidential increased from 71.3 percent in 1999 to 76.0 percent in 2000 (both changes are 
significant at .001). Those answering each question correctly were then asked, in Q. 24a1/b1, 
“Do you trust the Census Bureau not to give other government agencies information identified 
by name and address/to keep the data confidential?” Responses to the two questions were 
combined for this analysis. 

The percentage saying they would trust the Census Bureau declined from 69.3 percent to 
67.8 percent between 1999 and 2000, a difference that was not statistically significant (chi-
square=0.542, df=1). 

Trust government. Trust in the federal government was measured by the sum of 
responses to two questions. Q. 30 asked, “How much do you trust the government in 
Washington to do what is right?  Just about always, most of the time, some of the time, or almost 
never?” Q. 31 asked, “How about the people running the government--would you say you have 
a great deal of confidence, only some confidence, or hardly any confidence at all in the people 
running the government?” 

The mean of this index was 3.962 (S.D.=1.148) in 1999 and 3.987 (S.D.=1.197) in 2000; 
t= - 0.657, df=3598, ns. Thus, there was no change in the public’s generalized trust in 
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government during the period of time separating the two surveys. 

Willingness to have agencies share data to fix undercount. For this index, we used the 
answer to Q. 10: “Now I will ask you about a proposal to fix the undercount. It involves using 
records from a number of government agencies to identify people who are missed in the census. 
One of the agencies is the Social Security Administration/Internal Revenue Service/Agencies 
providing public housing assistance. People who have a Social Security record/tax return/public 
housing agency record could then be counted. Would you favor or oppose giving the Census 
Bureau the name, address, age, sex [and race] of all the people for whom they have information 
in their records?” A random third of the sample was asked first about each of the three agencies; 
subsequent questions probed their attitudes toward the sharing of information by the other two. 
For this analysis, we used only the information about the first agency asked about; results do not 
change if we look at the results separately for each agency. 

The percentage willing to share data for this purpose in 1999 was 64.0 percent, and in 
2000, 64.7 percent, a nonsignificant increase (chi-square=0.170, df=1). Thus, there was no 
change in willingness to have other agencies share data with the Census Bureau in order to 
reduce the undercount between 1999 and 2000, although this willingness had declined 
substantially between 1996 and 1999 (cf. Chapter 2, Tables 21, 22, and 23). 

Willingness to have agencies share data to eliminate census. We also asked, in Q. 14, 
“Another proposal is to do away with census forms entirely. No one would be asked to fill out a 
form. Instead, the Census Bureau would count the entire population by getting information from 
other government agencies. Would you favor or oppose the Census Bureau getting everyone’s 
name, address, sex, age, and race from other government agencies, so no one would have to fill 
out a census form?”  By implication, because of the reference to “counting” the population and 
because of the information that would be obtained, this question referred to elimination of the 
short census form. 

The percentage favoring data sharing in order to eliminate the short census form was 46.5 
percent in 1999 and 42.3 percent in 2000, a decline significant at .01 (chi-square=6.22, df=1), 
continuing a decline that began in 1996 (cf. Chapter 2, Table 2.29). 

Willingness to have agencies share data to eliminate the long form. Finally, we asked 
(Q. 19/20), “Other government agencies such as agencies providing public housing 
assistance/the IRS already have some of the information asked on the long form. It has been 
proposed that they give this information to the Census Bureau. Combining information from 
agencies would mean that everyone could fill out the short form instead of some people having 
to fill out the longer form. To make this possible, would you favor or oppose the agencies 
providing public housing assistance/IRS giving the Census Bureau information on things like 
people’s jobs and income, along with their name and address?” In 1999, 49.5 percent expressed a 
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willingness to have government agencies share data under these conditions; in 2000, 47.5 
percent expressed such willingness, a nonsignificant decline (chi-square=1.48; df=1). For this 
analysis, we used responses to the first agency asked about. 

Willingness to give Social Security number.  Following the questions about willingness 
to have agencies share data in order to facilitate the census count, people were asked, in Q. 21, 
“The Census Bureau is considering ways to combine information from Federal, State, and local 
agencies to reduce the costs of trying to count every person in this country. Access to Social 
Security numbers makes it easier to do this. If the census form asked for your Social Security 
number, would you be willing to provide it?” Thus, the question about SSN was asked 
specifically in the context of combining information from several government agencies. 

The percentage increase from 55.1 percent to 55.9 percent between 1999 and 2000 was 
not statistically significant (chi-square=0.27, df=1); and both percentages were significantly 
lower than they had been in 1996, when some 68.3 percent of the sample had indicated 
willingness to provide their SSN under identical circumstances. 

Cooperate. Q. 29 asked respondents to indicate the extent of their agreement or 
disagreement with the statement, “Everyone has an obligation to cooperate with the census.” In 
2000, 66 percent agreed strongly that people should cooperate, a significant change from 1999, 
when only 50 percent endorsed this response option. 

Summary of change, 1999-2000. It is clear from the foregoing summary that a number 
of significant changes in attitudes occurred during the ten months separating the two surveys. 
People’s awareness of the uses to which the census is put increased, as did the importance they 
attached to it. Although there was no change in the percentage--a fifth of the population--who 
considered the census an invasion of privacy, there was a significant decline in the belief that 
census data were likely to be misused, and a significant increase in the percentage of those 
perceiving, correctly, that other government agencies could not get census data identified by 
name and address. The percentage of those who knew that the Census Bureau is required by law 
to protect the confidentiality of the data it collects (or forbidden by law to disclose it) also 
increased significantly. These changes are, in all likelihood, attributable to publicity about the 
census commissioned or stimulated by the Census Bureau, since in most cases they reverse or 
dramatically accelerate trends apparent from 1995 to 1999. 

At the same time, a number of related questions showed no significant change between 
1999 and 2000, even though the messages disseminated by the Census Bureau might have been 
expected to have an impact on responses to at least some of them. First, and perhaps most 
important, there was no significant increase in the percentage of those who said they think the 
government protects the confidentiality of the data. (Given the other findings cited here, we are 
inclined to interpret the absence of change in responses to this question as signifying that it 
tapped an element of trust rather than awareness or knowledge about the law.) Nor was there a 
significant increase in the percentage of those saying they trust the Census Bureau to keep data 
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confidential. This question was asked only of those who answered, correctly, that the Census 
Bureau is required by law to protect the confidentiality of the data it collects (or prevented by 
law from disclosing it), percentages that did show a significant increase between the two years. 
Nor was there any change in the generalized trust which people expressed in the federal 
government. 

A series of questions pertaining directly to willingness to have the Census Bureau use 
data from other agencies to fix the undercount, eliminate the need for a census altogether, or 
eliminate the need for answering questions on the long form, either showed no change between 
1999 and 2000 or, in the case of willingness to have agencies share data to eliminate the census, 
showed a significant decline. Similarly, willingness to provide one’s SSN in order to facilitate 
such sharing showed no significant change between these two years. It is hard to know how to 
interpret these findings. A significant decline in willingness to have agencies share data, and to 
provide one’s SSN, had been apparent since 1995 or 1996. The fact that this trend appears to 
have been halted, if not reversed, between 1999 and 2000 is perhaps attributable indirectly to the 
impact of the Census Bureau’s outreach campaign. 

Finally, there does not appear to have been an increase between 1999 and 2000 in 
concern about either privacy in general or census-related information. An indicator of 
generalized privacy concerns actually showed a small but significant decline between 1999 and 
2000. And responses to Q. 7f3 and 7f4, which asked, “How much would it bother you if another 
government agency, outside the Census Bureau, got your name and address, along with your 
answers to the census?”and “How much would it bother you if your answers to the census were 
not kept confidential?” showed sizable increases in concern from 1995 (or 1996, the first time 
the question about confidentiality was asked) to 1999, and no significant change thereafter. 

3.2 Predictors of Attitudes, 1999-2000 

In an attempt to specify more precisely what factors affect attitudes toward the census, 
toward data sharing, and toward confidentiality, we examined predictors of each of the beliefs or 
attitudes defined above. For each dependent variable, that is, we investigated the impact of a 
series of independent predictor variables: Year of survey (1999 or 2000); gender; age (logged); 
education (5 categories); nonwhite race; Hispanic ethnicity; income; and a variable indicating 
whether or not income had to be imputed,12 which we found to have strong correlations with 

12  We also ran these regressions without this variable. Only seven of 91 coefficients 
changed from “significant” to “nonsignificant,” or vice versa. Two of these involve income, 
which becomes a significant positive predictor of willingness to provide SSN and a significant 
negative predictor of considering the census an invasion of privacy; three involve age, which 
becomes nonsignificant with respect to these same two variables but becomes a significant 
negative predictor of considering the census extremely important; one is the coefficient for 
nonwhites, which becomes a significant negative predictor of trust in the Census Bureau in the 
absence of the variable signifying a failure to provide income; and the final one is female, which 
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confidentiality concerns. In each case, we used logistic or ordinary least-squares regression, as 
appropriate. When such regression results are reported, the analyses also impute for item-
missing data using the multiple imputation strategy described by Raghunathan and colleagues (in 
press).13 We do not examine the impact of one attitudinal variable on another, since all of them 
were measured simultaneously. 

Table 3.1 summarizes the results of thirteen such regression equations. The dependent 
variables are shown across the top of the table; the predictor variables are shown along the side. 
Each cell indicates the significance level of a predictor variable with respect to a particular 
dependent variable (with all of the other predictor variables included simultaneously in the 
equation), as well as the direction of the effect. Thus, for example, responses in 2000 differ 
significantly from those in 1999 with respect to knowledge about the census, with respondents in 
2000 exhibiting greater knowledge than those in 1999. 

With demographic variables included as controls, only five of the year-to-year changes 
were statistically significant: knowledge about the census and beliefs about its importance; the 
belief that other agencies cannot get identified census data; the belief that census data can be 
misused by law enforcement agencies; and willingness to have other agencies share data in 

order to eliminate the census. The first four variables changed significantly in the direction of 
greater accuracy between 1999 and 2000; changes in the last indicate less willingness to have 
administrative agencies share data in order to eliminate the census--which perhaps reflects the 
success of the Census Bureau’s efforts to encourage participation in the (conventionally 
conducted) 2000 census. One variable that was significant in the absence of demographic 
controls--the index of general privacy concerns--shows no significant change when demographic 
variables are added to the equation, but in general the results do not differ from the bivariate 
results. 

becomes a nonsignificant predictor of trust in government. 

13The imputations were created through a sequence of univariate regressions with the 
covariates including all other variables observed or imputed for the individual. The type of 
regression used (i.e., linear versus logistic) depended on the variable to be imputed. The 
sequence of imputing missing values was continued in a cyclic manner, each time overwriting 
the previously imputed values to build more interdependence and exploit the correlational 
structure of the data. 

66 



 Table 3.1 
Table 3.1 

Predictors of Attitudes toward Privacy, Confidentiality, and Data Sharing (N ~ 3654) 

Knowledge Agencies Census Share to Share to Share to 
Demographic about Importance Trust Cannot Get Protects Trust Invasion Census Privacy Reduce Eliminate Eliminate Census Provide 
Characteristic Census of Census Government Data Data Census of Privacy Misued Index Undercount Census Long Form SSN 

Year a *** *** ns *** ns ns ns *** ns ns *** ns ns 
(-) (-) 

Female *** *** * ns ns ns ns ** *** *** * ns *** 
(-)b (-) (-) 

Age (logged) *** ns *** * ns *** ** ns *** ** *** *** ** 
(-) (-) (-) (-) (-) (-) 

Education *** *** ns *** * ns *** *** * ns *** ** *** 
(-) (-) (-) (-) 

Nonwhite ns c *** ns * *** ns *** *** *** *** ns ns *** 
(-) (-) (-) (-) 

Hispanic ns *** *** *** ns ** ns *** ns ns ns * ** 
(-) 

Income *** ns ns ns ns *** ns *** ** * * ns ns 
(p = .11) (-) (-) (-) 

(-) 
Income Imputed *** *** *** ns * *** *** *** *** *** *** *** *** 

(-) (-) (-) (-) (-) (-) (-) (-) (-) 

* p <.10; ** p <.05; *** p <.01. 
a Only the years 1999 and 2000 were modeled, with 1999 the omitted category. 
b A minus (-) sign means that the direction of the relationship was negative. 
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With one exception, a behavioral indicator of privacy concerns-- the need to impute for 
income--is significantly related, in predictable ways and even in the presence of a series of 
control variables, to the dependent variables being modeled, which provides good evidence for 
their validity. And some demographic variables are also related in consistent ways to dependent 
variables conceptually related to each other. Better educated respondents, for example, know 
more about the census and consider it more important than those with less education; they have 
fewer privacy concerns and are less likely to see the census as an invasion of privacy or to 
believe census information will be misused. They are significantly more likely to believe that 
other agencies cannot get identified census data and that the Census Bureau protects data 
confidentiality; they are more willing to have agencies provide data to the Census Bureau to 
eliminate the long form, and to provide their SSN to make this possible. 

The attitudes of nonwhites are also quite consistent. Nonwhites are significantly more 
concerned about privacy than whites, less likely to believe the Census Bureau protects 
confidentiality; less likely to be willing to have agencies share data to reduce the undercount, 
and less willing to provide their SSN. At the same time, they are actually more likely to see the 
census as important than whites are. 

The effect of self-identification as Hispanic has nonsignificant relationships to many 
variables, but those that are significant tend to resemble those of the better-educated. 
Interestingly enough, Census Bureau officials were quoted as suggesting that the higher over-all 
mail response rates in the 2000 census could be attributed to improved performance by Hispanic 
households (cf. Steven Holmes, loc. cit.). 

Some effects of gender are nonsignificant, but those that are significant are to some 
extent inconsistent with one another. Women are less knowledgeable about the census but see it 
as more important than men do. They are marginally more likely to express trust in government. 
They are more concerned about privacy in general but less likely to believe that answers to the 
census will be misused. And though they are significantly more likely than men to favor data 
sharing under certain circumstances, they are less willing to provide their Social Security number 
to facilitate this. 

The effects of age and income are also somewhat inconsistent across the set of dependent 
variables examined. Older people are significantly more knowledgeable about census uses, and 
they also have significantly higher scores than younger people on the general privacy index. 
They are significantly more likely to believe that other agencies cannot get identified data and 
less likely to consider the census an invasion of privacy, but they are significantly less likely to 
trust the Census Bureau to uphold confidentiality laws (and less likely to trust government in 
general). They are significantly less likely than younger people to agree to any form of data 
sharing, yet they are significantly more willing to provide their Social Security number to 
facilitate such sharing. 
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Like older people, those with higher incomes have significantly higher scores (greater 
concern) on the privacy index and are significantly less likely than those with lower incomes to 
trust the Census Bureau to uphold confidentiality laws. Yet they are also significantly less likely 
than those with lower incomes to think responses to the census will be used against people, and 
their answers to the data sharing questions are inconsistent (although the latter are significant at 
the .10 level only). 

3.3 The Impact of Media Exposure on Attitudes in 2000 

So far, we have considered changes between 1999 and 2000, as well as some of the 
factors affecting attitudes toward confidentiality, data sharing, privacy, and the census during 
those years. In this section, we consider the effect on those attitudes of self-reported exposure to 
positive and negative publicity about the census, controlling for date of interview as well as the 
same set of demographic predictor variables included in the preceding section. This analysis is 
limited to the 2000 survey only, since the questions about media exposure were not asked in the 
preceding year (and there was little, if any, information about the census in the media). 
Furthermore, because these questions were only added after the survey was in the field, 233 
people who were not asked these questions are excluded from the analysis. 

Three questions were asked about exposure to information about the census. First, 
respondents were asked, “Since Census Day, April 1, have you seen or heard anything in the 
news media about the census?” Those who said they had were then asked, “What have you 
heard?” Those who said they had heard something and gave answers indicating exposure to 
encouragement to fill out the form, the importance of accuracy, the importance of being counted, 
people being missed in the census, response rates, making a difference for the community or 
government, obligation to return the form, census workers making personal calls, deadlines, or 
general information or advertisements about the census were coded as having been exposed to 
positive information about the census. We hypothesized that those exposed to positive 
information would be more knowledgeable about the census, more likely to consider it 
important, and more likely to say there was an obligation to cooperate with the census; we did 
not make predictions concerning exposure to positive publicity and privacy attitudes. Just about 
half the sample said, in 2000, that they had heard or read something positive about the census. 

Following the open-ended question above, respondents were asked , “Since April 1, have 
you seen or heard anything in the news media about not returning the census long form, or about 
not answering some of the questions on the long form?”  Those who answered Yes to this 
question, or who answered No, but mentioned privacy or confidentiality issues in answer to the 
preceding open-ended question, were coded as having been exposed to negative publicity about 
the census; 41.9 percent said they had heard something negative about the census. 
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Of course, being exposed to negative publicity did not preclude exposure to positive 
publicity, or vice versa; on the contrary, we would expect a great deal of overlap between the 
two. We found that 30.4 percent of the sample had been exposed to neither positive nor negative 
publicity; 19.5 percent, to negative publicity only; 27.7 percent, to positive publicity only; and 
22.3 percent, to both positive and negative publicity. 

Before reporting on the effects of exposure, we examine differences on the dependent 
variables between respondents who were interviewed early in the field period, and so were not 
asked the questions about exposure, and those who were interviewed later. Gender, education, 
age, ethnicity, race, and income were included as control variables in each of the equations, 
along with a variable indicating whether or not income had to be imputed for the respondent. 

Respondents interviewed early in the field period differed significantly from those 
interviewed later on only three variables, with a fourth significant at 0.11. They were 
significantly more willing to have agencies share data with the Census Bureau in order to 
eliminate the undercount; they were significantly more willing to give their SSN to facilitate 
such matching; and they were significantly more likely to report that they had returned their 
census form. They were also more knowledgeable about the census than respondents 
interviewed later (p=0.11). The picture is of respondents somewhat more knowledgeable about 
the census and more cooperative, both with the census itself and (perhaps) with the survey. 

Because of these differences between the two groups, it is possible that the analysis that 
follows understates the effect of positive publicity about the census on people’s attitudes and 
behavior. Nevertheless, as we show below, the effect of such publicity is considerable. 

Table 3.2 summarizes the effects of different kinds of self-reported exposure to publicity 
on the same set of dependent variables described above, relative to no exposure, which is the 
omitted category. A fourteenth dependent variable, perceived obligation to cooperate with the 
census, was also included. The set of demographic control variables described above was 
included in these regressions, as controls, as was the variable indicating whether or not income 
had to be imputed for the respondent. Also modeled was a variable indicating how many days 
after the start of the field period the respondent had been interviewed, since we assumed that the 
effects of publicity might wane as the field period lengthened. For simplicity, the effects of 
these other variables are not shown.14 

14Date of interview was significantly related to only four of the dependent variables 
included in the analysis. With demographic variables controlled, people interviewed later were 
significantly less knowledgeable about the census and significantly less likely to be willing to 
have agencies share data in order to eliminate the long form; they were significantly more likely 
to say other agencies cannot get census data identified by name, and they expressed significantly 
more trust in government. These differences suggest no consistent pattern for those interviewed 
earlier vs. those interviewed later. 
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Table 3.2 
Effects of Exposure to Positive and/or Negative 

Publicity on Beliefs and Attitudes about the Census 

Belief/Attitude  Positive/Negative 
Beta 

Knowledge  1.498*** 

Importance  0.159* 

Privacy Index  0.494** 

Census an Invasion 
of Privacy 

0.294* 

Census Misused  -0.157** 

Census Protects Data  0.526** 

Agencies Cannot 
Get Data 

0.556** 

Share Data to 
Reduce Undercount 

-0.082 

Share Data to 
Eliminate Census 

-0.049 

Share Data to 
Eliminate Long Form 

0.068 

Trust Census Bureau  -0.017 

Trust Government  -0.015 

Willingness to 
Provide SSN 

-0.279** 

Cooperate  0.546*** 

(SE) 

(0.145) 

(0.083) 

(0.195) 

(0.168) 

(0.073) 

(0.235) 

(0.261) 

(0.144) 

(0.143) 

(0.140) 

(0.159) 

(0.083) 

(0.141) 

(0.151) 

Positive Only 
Beta 

1.025*** 

(SE) 

(0.138) 

0.384*** (0.077) 

-0.418** (0.179) 

-0.235 

-0.194*** 

0.610*** 

0.261 

0.245* 

0.182 

0.169 

0.436*** 

0.267*** 

0.178 

0.496*** 

(0.166) 

(0.067) 

(0.218) 

(0.254) 

(0.136) 

(0.129) 

(0.128) 

(0.158) 

(0.076) 

(0.131) 

(0.137) 

Negative Only 
Beta 

0.723*** 

0.084 

0.301 

0.219 

-0.038 

-0.024 

-0.048 

-0.114 

0.116 

-0.087 

-0.013 

0.061 

-0.124 

0.167 

(SE) 

(0.149) 

(0.086) 

(0.201) 

(0.172) 

(0.075) 

(0.261) 

(0.294) 

(0.148) 

(0.145) 

(0.144) 

(0.168) 

(0.086) 

(0.145) 

(0.150) 

* p < .10 ** p < .05  *** p < .01 

On nine of fourteen variables, those who reported being exposed to positive publicity 
only differed significantly from those exposed to no publicity, all in the direction one would 
predict. They scored significantly higher on the knowledge index and were significantly 
more likely to consider the census important, to trust the government, to think the Census 
Bureau protects confidentiality, to trust the Census Bureau to protect confidentiality, and to 
be willing to have agencies share data with the Census Bureau in order to reduce the 
undercount; they were also significantly less likely to think that the census is misused and 
they had lower scores on the privacy index (i.e., they were less concerned about privacy). 
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They also were significantly more likely to agree strongly that everyone has an obligation to 
cooperate with the census. 

Those who reported exposure to both positive and negative publicity also differed 
significantly from those who reported no exposure on nine dependent variables. Like those 
exposed to positive publicity only, they were more knowledgeable, considered the census 
more important, were more likely to think the Census Bureau protects confidentiality, less 
likely to think the census is misused, and more likely to agree strongly that everyone has an 
obligation to cooperate with the census. In addition, they were more likely than those 
reporting no exposure to believe that other agencies cannot get identified data. 

However, unlike those who reported exposure to positive publicity only, those who 
reported exposure to negative as well as positive publicity were significantly more likely than 
those who reported no exposure to consider the census an invasion of privacy; they scored 
significantly higher on the privacy index; and they were significantly less willing to provide 
their Social Security number. 

In order to gain a better understanding of the effects of exposure to positive publicity 
alone, and of negative publicity alone, on knowledge about and attitudes toward the census, 
we ran a separate set of regressions in which self-reported exposure to both positive and 
negative publicity was the omitted category. From this analysis, it is clear that those who 
report exposure to positive publicity only differ significantly on most variables from those 
reporting exposure to both positive and negative publicity, whereas those exposed to any 
negative publicity do not differ very much from those reporting exposure to negative publicity 
only. 

The results are summarized in Table 3.3. Those reporting exposure to positive 
publicity only are significantly less concerned about privacy, significantly less likely to 
consider the census an invasion of privacy, consider the census more important, are 
significantly more willing to have other agencies share data to reduce the undercount, 
marginally more willing (p = 0.11) to have agencies share data to eliminate the census, 
significantly more willing to give their SSN, to trust the Census Bureau, and to trust the 
government, than are those reporting exposure to negative as well as positive publicity. 
Interestingly enough, they are also significantly less knowledgeable than those reporting 
exposure to both negative and positive publicity. 
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Table 3.3


Effects of Exposure to Positive or Negative Publicity


Only, Compared with Exposure to Both Positive and 

Negative Publicity, on Beliefs and Attitudes about the Census


Belief /Attitude  Positive Only 
Beta 

Negative Only 
Beta 

Knowledge  -0.473*** (0.146)  -0.775*** (0.161) 

Importance  0.225*** (0.084)  -0.074 

Privacy Index  -0.912*** (0.197)  -0.193 

Census an Invasion of Privacy  -0.529*** (0.177)  -0.075 

Census Misused  -0.037  0.119 

Census Protects Data  0.084  -0.550** 

Agencies Cannot Get Data  -0.295  -0.604** 

Share Data to Reduce Undercount  0.327**  -0.032 

Share Data to Eliminate Census  0.231  0.165 

Share Data to Eliminate Long Form  0.102 -0.155 

Trust Census Bureau  0.453*** (0.166)  0.004 

Trust Government  0.282*** (0.084)  0.076 

Willingness to Provide SSN  0.457*** (0.144)  0.155 

Cooperate  -0.050  -0.378** 

(SE) (SE) 

(0.093) 

(0.217) 

(0.183) 

(0.074) (0.081) 

(0.216) (0.258) 

(0.259) (0.302) 

(0.148) (0.159) 

(0.143) (0.158) 

(0.140) (0.155) 

(0.176) 

(0.092) 

(0.156) 

(0.157) (0.168) 

* p < .10  ** p < .05  *** p < .01 

Those reporting exposure to negative exposure only, on the other hand, differed on 
very few variables from those reporting exposure to both kinds of publicity. Like those 
reporting positive exposure only, they were significantly less knowledgeable about the 
census. They were also significantly less likely to believe that other agencies cannot get 
identified data, significantly less likely to believe that the Census Bureau protects data, and 
significantly less likely to say that everyone has an obligation to cooperate with the census. 
On these last three variables they do not differ significantly from those reporting no exposure 
at all. 
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In sum: those reporting exposure to both positive and negative publicity were more 
knowledgeable about the census and considered the census more important than those 
reporting no exposure; they were also more likely to believe that the Census Bureau protects 
confidentiality and to think that everyone has an obligation to cooperate with the census. But 
they had significantly more privacy concerns than those reporting no exposure. Those 
reporting negative exposure only differed very little from those reporting exposure to positive 
as well as negative publicity, except that they were less likely to believe the Census Bureau’s 
assurances of confidentiality and less likely to endorse an obligation to cooperate with the 
census. In contrast, those reporting exposure to positive publicity only differed significantly 
on most variables from those reporting exposure to both positive and negative publicity. 
They considered the census more important and were more trusting of the Census Bureau’s 
confidentiality assurances, as well as more willing to provide their Social Security number. 

The relationships between attitudes and self-reported exposure to publicity are quite 
clear, and they remain after controls for a series of demographic variables. But, given the 
nonexperimental design, it is impossible to tell whether publicity has a causal effect on 
attitudes, or whether, instead, the relationships arise from selective exposure or selective 
retention. 
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4. ATTITUDES AND BEHAVIOR 

So far, we have considered trends in privacy attitudes over time, as well as changes in 
those attitudes that took place specifically in response to positive as well as negative publicity 
about Census 2000. Those attitudes are important in their own right, but they are also 
valuable as potential indicators of behavior in relation to requests by the Census Bureau. 
Because the Census Bureau matched 1999 and 2000 survey responses to its Master Address 
File(and subsequently to the Hundred Percent Unedited Census File (HCUF) using the MAF 
ID), it was possible to examine the relationship between attitudes and behavior, which 
previous surveys, undertaken in non-census years, were not able to do. 

At the conclusion of the interview, all respondents to the 1999 and 2000 (n = 3655) 
surveys were asked by The Gallup Organization interviewers for their address “in case the 
Census Bureau wants to do any follow-up research”. (If the address had already been 
obtained prior to the survey, the interviewer merely verified it with the respondent.) In 1999, 
Gallup obtained 1399 addresses from 1677 respondents, or 83.4 percent; in 2000, they 
obtained 1682 addresses from 1978 respondents, or 85 percent. 

The process of assessing census participation among the survey respondents involved 
two steps. First, on receiving the survey respondent file (n = 3655) from the University of 
Michigan and The Gallup Organization, the Geography Division matched addresses against 
the MAF in order to append the MAF ID number to the respondent file. After discounting 
survey records having no address information (574) and those with insufficient information 
(175) for an address match (e.g., those with a ZIP Code only), 2906 records remained eligible 
for matching. Of these, 2725 were processed as city-style addresses and 181, as rural 
addresses (where the telephone number also was a match key). 

Through city-style address matching processes, the Geography Division matched 2327 
addresses to the MAF , and 398 remained unmatched. Of the matched addresses, 1606 were 
from automated exact matches, 532 from automated equivocated matches, and 189 from a 
clerical match. Of the rural addresses, 58 were successfully matched and 123 were not. 
Considering the universe of 2906, the Geography Division successfully matched 2385 records 
(82 percent) and appended MAF ID’s to the respondent file: 521 (18 percent) were not 
matched. 

In the second step, the Planning, Research, and Evaluation Division matched the MAF 
ID’s that were appended to the respondent file (2385) against state-level partitions of the 
HCUF and provided HCUF variables to the University of Michigan. The Planning, Research, 
and Evaluation division successfully matched 2182 records. Depending on the universe one 
uses, this constitutes 75 percent of 2906 or 91 percent of the 2385. There were 203 unmatched 
records in this step, meaning that the respondent file contained MAF ID’s not in the HCUF. 

About 90 percent of these unmatched records were not in the Decennial Master Address File 
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and therefore not in the HCUF. 

Thus, the analyses in this section are based on the 2182 of 3655 respondents (59.7 
percent) who provided an address that was matched by the Census Bureau. Because this is a 
very low percentage,15 we also consider, later in this chapter, the extent to which respondents 
who either did not supply an address or whose address could not be matched differ on 
attitudinal and demographic characteristics from those whose address was successfully 
matched by the Census Bureau. 

4.1 Mail Return Rates among Respondents 

All but four respondents in 1999, and all but four in 2000, were designated to return 
their census form by mail. These eight respondents are excluded from the analyses that 
follow. Among respondents interviewed in 1999 and designated for mail return, 85.6 percent 
whose addresses were matched by the Census Bureau returned their census form by mail; in 
2000, this percentage was 86.2 percent. This was considerably higher than the rate of 76.1 
percent reported in Singer, Mathiowetz, and Couper (1993)--an indication that those who 
provided their addresses in 1999 and 2000 were generally more cooperative respondents.16 

Of those interviewed in 1999, 16.6 percent received the long form, compared with 
19.6 percent of those interviewed in 2000. In both years, the return rate varied according to 
which form had been received. For those interviewed in 1999, it was 87.1 percent for the 
short form vs. 78.3 percent for the long form, or a difference of 8.8 percentage points; for 
those interviewed in 2000, it was 87.8 percent vs. 80.9 percent, or a difference of 6.9 

15  For example, for their analysis of privacy and confidentiality as factors in response to 
the 1990 census, Singer, Mathiowetz and Couper (1993) used respondents to the Survey of 
Census Participation, carried out in the summer of 1990 by the National Opinion Research 
Center (NORC) with a response rate of 89.8 percent. Respondents to this survey had been linked 
to decennial census information as part of a larger project on survey participation (see Groves 
and Couper, 1992); 97.6 percent of the addresses were successfully matched at the household 
level. For details of the match operation, see Couper and Groves (1992). Since the Survey of 
Census Participation was face-to-face survey, good addresses were available for all or most all 
respondents. 

16An alternative way of computing a return rate, based on the Census Bureau’s 
Nonresponse Follow-up Universe variable (NRU), yields a slightly lower return rate: 79.9 
percent in 1999 and 80.9 percent in 2000. NRU takes into account the date of return, classifying 
all census forms received after April 19 as non-returns. We have included all returns, regardless 
of the date, and have even included one CATI and two Be Counted returns in the analyses 
reported in this section, but we ran all analyses with both dependent variables and comment on 
differences as appropriate. 
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percentage points.17  For all mail returns, preliminary reports indicate a difference of 11 
percentage points between the long and the short form (Holmes, loc cit.) 

4.2 Predictors of Mail Return18 

In order to determine the effect of attitudes on behavior, we estimated a logistic 
regression equation with probability of return as the dependent variable and form type, six 
demographic variables, and eleven attitudinal variables as predictors.19  Another behavioral 
indicator, refusal or inability to provide income on the survey, was also included as a 
predictor. 

Results are shown in Tables 4.1 and 4.2 separately for 1999 and 2000. The effect of 
form type is highly significant in both years; with other variables controlled, those receiving 
the long form were only about half as likely to return the form by mail as those receiving the 
short form. 

Age and education were significant in both years. In the 1999 but not the 2000 
sample, women were significantly more likely to return their census form. In the 2000 but not 
the 1999 sample, nonwhites were significantly less likely to do so, as were respondents from 
the Northeast. 

Contrary to expectation, belief that census data may be misused was a significant
positive predictor of returning the census form among respondents interviewed in 1999,
though the effect is relatively small (odds ratio of 1.17;p<0.10). Willingness to provide one’s
SSN was also a significant positive predictor in 1999, and failure to provide income, a 
significant negative predictor. 

As we would expect, belief that the census may be misused for law enforcement 

17The differences between long and short forms are larger if the NRU variable is used: 
14.6 percent in 1999 and 13.7 percent in 2000. 

18All remaining analyses are based on weighted and imputed data. The chapter in Lane et 
al. (2002), based in part on these data, uses unweighted data rather than the weighted data shown 
in tables 4.1-4.4. As a result, the parameter estimates and standard errors vary somewhat from 
those shown here, as do the significance levels of some of the variables. 

19For a definition of the attitudinal variables, see Section 3. 
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purposes was a highly significant negative predictor of census returns among respondents 
interviewed in 2000, as was a greater concern about privacy (a higher score on the Privacy 
Index), though the effect of the latter variable was relatively small (odds ratio of 0.941; 
p<0.10). Thus, concerns about privacy and about the possibility of the census being misused 
appear to be predictive of cooperation with the 2000 census, findings that replicate those 
reported by Singer, Mathiowetz, and Couper in 1993. 

Among respondents interviewed in 2000, willingness to have agencies share data in 
order to eliminate the census was also negatively related to returning the census form. This is 
consistent with evidence presented in Section 3, which suggests that respondents answer this 
question in terms of “eliminating the census” rather than willingness to have agencies share 
data. That is, respondents who were opposed to eliminating the census as traditionally 
conducted were more likely to return their census form.20 

Table 4.1 

20These results change slightly when the return variable based on NRU is substituted in 
the analysis. In 1999, income becomes a significant predictor of return, whereas being female is 
no longer significant, and none of the attitudinal variables are significant. In 2000, income 
becomes a significant predictor of return, whereas none of the regional variables are significant. 
Obligation to cooperate, and trust in the government in Washington, become significant 
predictors of return, whereas the Privacy Index is no longer statistically significant. 
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Demographic and Attitudinal Predictors 

of Census Mail Returns, 1999


Variable Parameter 
Estimate 

Standard 
Error 

Intercept  -1.075 1.395 

Form type (long)  - 0.810*** 0.221 

Female  0.456** 0.193 

Age (logged)  0.774*** 0.265 

Nonwhite  0.237 0.265 

Hispanic  0.299 0.351 

Income  0.090 0.078 

Education  0.216** 0.100 

Northeast  - 0.006 0.297 

Midwest  0.231 0.284 

South  0.314 0.262 

Privacy Index  - 0.042 0.038 

Invasion of Privacy  0.036 0.275 

Knowledge about Census  0.059 0.047 

Importance  - 0.025 0.083 

Census Misused  0.156* 0.092 

Share to Reduce Undercount  - 0.259 0.225 

Share to Eliminate Census  0.229 0.199 

Share to Eliminate Long Form  0.128 0.204 

Willing to Give SSN  0.340* 0.202 

Trust Government  - 0.081 0.093 

Obligation to Cooperate with Census  - 0.099 0.203 

Income Imputed  0.683** 0.347 
* p < .10
  ** 	 p < .05 

Table 4.2 
*** p < .01 
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Demographic and Attitudinal Predictors 
of Census Mail Returns, 2000 

Variable Parameter 
Estimate 

Standard 
Error 

Intercept 

Form type (long) 

Female 

Age (logged) 

Nonwhite 

Hispanic 

Income 

Education 

Northeast 

Midwest 

South 

Privacy Index 

Invasion of Privacy 

Knowledge about Census 

Importance 

Census Misused 

Share to Reduce Undercount 

Share to Eliminate Census 

Share to Eliminate Long Form 

Willing to Give SSN 

Trust Government 

Obligation to Cooperate with Census 

Income Imputed 

- 0.769 1.239 

- 0.571*** 0.194 

- 0.083 0.175 

1.097*** 0.237 

- 0.652***  0.205 

0.048 0.297 

- 0.011 0.070 

0.239*** 0.087 

- 0.596** 0.265 

- 0.135 0.258 

0.032 0.239 

- 0.061* 0.036 

0.131 0.239 

0.007 0.040 

0.001 0.077 

- 0.221*** 0.081 

- 0.250 0.213 

- 0.361** 0.179 

- 0.110 0.188 

- 0.098 0.194 

0.065 0.076 

0.311 0.195 

- 0.012 0.276 

*  p = .10  **  p < .05  *** p < .01 

4.2.1 The Effect of the Public Relations Campaign on Census Returns 
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Given the importance placed by the Census Bureau on the public relations campaign 
to stimulate returns to the 2000 census, we examined the impact of self-reported exposure to 
positive and negative publicity on mail returns. The analysis was limited to the 2000 sample, 
and excluded the 233 respondents who had not been asked about self-reported exposure as 
well as those who could not be matched to the Decennial Master Address File. 

We first examined the zero-order relationship (i.e., the relationship without any 
control variables) between self-reported exposure to positive publicity and census returns. 
Regardless of whether we defined positive exposure as exposure to positive publicity only, or 
exposure to both positive and negative publicity, there was no significant relationship to the 
respondent’s likelihood of having returned the census form. ( For self-reported exposure to 
positive publicity only, F= 0.22, df=1, p=0.636; for self-reported exposure to positive or to 
positive and negative publicity, F=0.00, df=1, p=0.954.) This was true even when we 
substituted a measure of return based on the NRU variable (see footnote 16 in Section 4) for 
that based on the variable showing mail check-in source (i.e. no return, mailback, CATI, 
Internet, or Be Counted). 

A further exploration of the effect of self-reported exposure on returns, based on the 
four-category definition (i.e., no exposure, positive only, positive and negative, negative 
only), indicates that those reporting exposure to negative publicity only were significantly 
more likely to return their census form than those reporting no exposure (F=3.57, df=1, 
p=0.059), whereas those reporting positive exposure only, or positive as well as negative 
exposure, did not differ significantly from those reporting no exposure.21  The return rates for 
the four groups were as follows: No exposure, 80.9 percent; positive only, 83.4 percent; 
exposure to positive and negative exposure, 88.5 percent; exposure to negative publicity only, 
89.9 percent. The significance of this relationship survived the addition of demographic and 
attitudinal controls. 

This finding suggests that respondents who remembered reading or hearing negative 
publicity about the census were not, as a result, deterred from returning their census form. 
The relationship between exposure to negative publicity and census returns may be spurious, 
reflecting the fact that respondents who were more attentive to the media were both more 
likely to return their census form and to be exposed to negative publicity about the census. 
Unfortunately, we have no way of testing this hypothesis. 

As a final check on the findings concerning the relationship between self-reported 
exposure and census returns, we decomposed the variance in census returns into four blocks 

21 The model F value was not significant (p=0.249), but when the return rate based on 
NRU was used, both the model F value and the coefficient for negative exposure were 
statistically significant; in both cases, p<.05. 
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of variables: demographic characteristics and form type; positive attitudes toward the Census 
Bureau and the census (i.e., obligation to cooperate, importance, and knowledge, which we 
know were affected positively by the public relations campaign); concerns about privacy and 
confidentiality; and attitudes toward data sharing, entered in that order. Self-reported 
exposure was not included in this analysis. The significance of the incremental variance 
explained by each block of variables was assessed by Hosmer and Lemeshow’s likelihood 
ratio R2 (1989:148), which can be considered an analogue of the measure of variance 
explained calculated from an ordinary least-squares regression. 

For the 1999 sample, the variance explained by demographic characteristics and form 
type alone was 4.4 percent; none of the other blocks added significantly to this amount. For 
the 2000 sample, the variance explained by demographic characteristics and form type was 
6.6 percent. Positive attitudes added a nonsignificant increment to this amount, but each of 
the remaining blocks of variables added a significant increment. The total variance explained 
by all the variables entered was 9.1 percent. 22 

We repeated this analysis for 2000, adding self-reported exposure to positive publicity 
as the first block of predictor variables after demographics and form type. The incremental 
variance explained by this block was not significant. 

These findings may to some extent understate the impact of the public relations 
campaign. As already noted, self-reported exposure to positive publicity significantly affected 
general concerns about privacy, the belief that census data may be misused, trust in the 
government, and willingness to provide one’s Social Security number in addition to the four 
variables defined as “positive attitudes” above (i.e., the obligation to cooperate with the 
census, knowledge about census uses, importance attributed to the census, and trust in 
government; see Table 3.2). 23 If we attribute all these changes to the public relations 
campaign, then the total variance in census returns indirectly attributable to the campaign 
would be somewhat higher than is suggested by the figures above. 

4.3 Differences between Matched and Unmatched Respondents 

22 When the return rate calculated from the NRU variable is substituted for that based on 
MAILS, the 1999 findings do not change but positive attitudes become significant in 2000, 
adding 0.009 percent to the explained variance (p<.05). 

23 Note that three other variables significantly related to self-reported exposure to positive 
publicity--the belief that other agencies cannot get census data identified by name and address, 
trust in the Census Bureau to maintain confidentiality, and the belief that the Census Bureau 
maintains the confidentiality of the data it collects--cannot be included as predictors of census 
returns since they were measured for subsamples only. 
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 Tables 4.3 and 4.4 display, for 1999 and 2000, respectively, the characteristics that 
differentiate those households whose survey responses we were able to match to census 
information from those for whom no match was made. Among 1999 respondents, only one 
demographic characteristic significantly predicts a match: Older people were significantly more 
likely to be matched than younger ones. There were regional variations, as well: Respondents 
from the Midwest were significantly more likely to be matched than those from the West. 

Among respondents in 2000, two demographic characteristics were significant predictors 
of matchability. Hispanics were significantly less likely to be matched, and those with higher 
incomes were significantly more likely to be matched. Regional variations were also significant 
in 2000, with respondents from the Northeast significantly less likely to be matched than those 
from the West. 

In each of the two years, several attitudinal variables significantly differentiated 
respondents for whom a match could be made from those for whom it could not. In both years, 
those who considered the census an invasion of privacy and those for whom income had to be 
imputed were significantly less likely to be matched, and those who were willing to provide their 
SSN and who approved of using administrative records to reduce the undercount were 
significantly more likely to be matched. In 1999, those who approved of using administrative 
records to eliminate the long form were also significantly more likely to be matched, and in 2000, 
this was true of those who scored higher on trust in government. 

This profile of demographic and attitudinal characteristics generally reinforces a 
perception that respondents providing matchable addresses were less concerned about privacy 
issues and, perhaps, more favorable toward the Census Bureau than those whose addresses 
could not be matched. In all likelihood, then, the inability to include some 40 percent of the 
sample in the analysis of the relationship between attitudes and behavior serves to understate 
the extent to which concerns about privacy negatively affect willingness to cooperate with the 
decennial census. Even with the large sample loss, however, the negative impact of privacy 
concerns and of the perception that census data are misused for law enforcement purposes is 
clearly significant in 2000, and remains so despite a variety of demographic controls on the 
relationship. 

Table 4.3 
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 Demographic and Attitudinal Predictors of Match 
Between Survey and Census Records, 1999 

Variable Parameter 
Estimate 

Standard 
Error 

Intercept  -1.833** 0.736 

Female  0.071 0.107 

Age (logged)  0.433*** 0.149 

Nonwhite  - 0.166 0.137 

Hispanic  - 0.133 0.184 

Income  0.023 0.044 

Education  0.012 0.053 

Northeast  - 0.111 0.163 

Midwest  0.315** 0.159 

South  0.201 0.142 

Privacy Index  0.021 0.021 

Invasion of Privacy  - 0.597*** 0.133 

Knowledge about Census  0.003 0.025 

Importance  - 0.050 0.046 

Census Misused  - 0.075 0.050 

Share to Reduce Undercount  0.257** 0.121 

Share to Eliminate Census  - 0.061 0.112 

Share to Eliminate Long Form  0.345*** 0.115 

Willing to Give SSN  0.270** 0.115 

Trust Government  0.060 0.049 

Obligation to Cooperate with
Census 

Income Imputed 
* p < .10 ** p < .05 

0.016 0.114 

- 0.572*** 0.147 
*** p < .01 

Table 4.4 
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 Demographic and Attitudinal Predictors of Match Between 
Survey and Census Records, 2000 

Variable Parameter 
Estimate 

Standard 
Error 

Intercept  0.630 0.715 

Female  - 0.154 0.100 

Age (logged)  - 0.097 0.139 

Nonwhite  - 0.131 0.126 

Hispanic  - 0.420 ** 0.165 

Income  0.113 *** 0.041 

Education  - 0.072 0.047 

Northeast  - 0.526 *** 0.152 

Midwest  0.010 0.152 

South  - 0.158 0.134 

Privacy Index  - 0.029 0.019 

Invasion of Privacy  - 0.226 * 0.127 

Knowledge about Census  0.034 0.023 

Importance  - 0.011 0.045 

Census Misused  - 0.026 0.047 

Share to Reduce 
Undercount 

0.429 *** 0.111 

Share to Eliminate Census  - 0.019 0.105 

Share to Eliminate Long
Form 

0.117 0.109 

Willing to Give SSN  0.254** 0.106 

Trust Government  0.074* 0.043 

Obligation to Cooperate
with Census 

0.156 0.113 

Income Imputed  - 0.489*** 0.132 

* p < .10  ** p < .05 *** p < .01 

5. ATTITUDES TOWARD THE CENSUS IN PUERTO RICO 
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As mentioned in Chapter 1, the Census Bureau commissioned a small telephone 
survey of Puerto Rico residents in an effort to understand what appeared to be a relatively low 
mail return rate to Census 2000 there. The survey went into the field several weeks after the 
main survey, and used the Spanish-language translation prepared for use with Spanish-
speaking respondents in the United States. Because there was not enough money for a face-
to-face survey, the Puerto Rico sample was interviewed by telephone even though telephone 
coverage is far lower in Puerto Rico than in the rest of the United States, and therefore certain 
strata of the population are less well represented. Although we used poststratification 
adjustment to compensate for this to some extent, it clearly cannot do the whole job, 
especially when about a third of the population does not own a telephone. 

Tables 5.1 through 5.48 show the responses of the Puerto Rico sample alongside those 
of the U.S. 2000 sample. With five exceptions--Tables 5.11, 5.14, 5.25, 5.26, and 5.31--the 
distributions differ significantly by chi-square test at the .05 level; and in three of the tables 
listed above, the distributions differ significantly at the .10 level. Here, we briefly summarize 
those differences. 

5.1 Knowledge about and Attitudes toward the Decennial Census 

As can be seen from Tables 5.1-5.7, residents of Puerto Rico consider the census more 
important; consider it more important to ask the demographic questions, are less likely to see 
asking about demographic characteristics as an invasion of privacy, and express a stronger 
obligation to cooperate with the census than the rest of the U.S. population does. This is true 
in spite of the fact that, not unexpectedly, they are less aware of census uses and of the 1990 
undercount. 

Table 5.1 
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 Perceived Importance of the Census: U.S. and Puerto Rico, 2000 

How important do you think it is to count the people in the United States? 

U.S. Puerto Rico 

% 

Extremely Important 45.5 49.3 

Very Important 40.6 48.4 

Somewhat Important 10.5 1.6 

Not Too Important  3.4 0.7 

N (weighted) 1962 668 

% 

Source: Question 1.

Note: In all tables in Section 5, “U.S.” pertains to all 50 states plus the District of 

Columbia.


Table 5.2 
Perceived Importance of Items on the Short Form: 

U.S. and Puerto Rico, 2000 

How important do you think it is for the Census Bureau to ask about age,
race, and sex? 

U.S. Puerto Rico 

% 

Very Important 45.1 81.8 

Somewhat Important 32.3 13.5 

Not Too Important 11.9 3.0 

Not Important at All 10.7 1.7 

N (weighted) 1953 668 

% 

Source: Questions 17a and 17b (combined). 

Table 5.3 
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 Opinions Toward the Census as an 

Invasion of Privacy: U.S. and Puerto Rico, 2000


Do you feel it is an invasion of your privacy for the
Census Bureau to ask your age, race, and sex,
along with your name and 

U.S. Puerto Rico 

% 

Yes 20.9 13.4 

No 79.1 86.6 

N (weighted) 1966 670 

address? 

% 

Source: Question 16. 

Table 5.4 
Awareness of Census Uses: U.S. and Puerto Rico, 2000 

[The census] is used to decide how many
representatives each state has in Congress... [and]
how much money communities get from the 
government. Have you heard about either of these
uses of the census? 

U.S. Puerto Rico 

% 

Yes 70.6 59.3 

No 29.4 40.7 

N 
(weighted) 

1967 666 

% 

Source: Question 8. 

Table 5.5 
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 Awareness of Undercount in “Some 
Communities”: U.S. and Puerto Rico, 2000 

Have you heard about some communities 
getting fewer representatives or less money
because they were under-counted? 

U.S. Puerto Rico 

% 

Yes 48.7 18.5 

No 51.3 81.5 

N 
(weighted) 

967 319 

% 

Source: Question 9a. 

Table 5.6 
Awareness of Undercount in 

“Big Cities”: U.S. and Puerto Rico, 2000 

Have you heard about big cities and cities with
large minority populations getting fewer
representatives or less money because they
were under-counted? 

U.S. Puerto Rico 

% 

Yes 56.7 13.2 

No 43.3 86.8 

N (weighted) 982 346 

% 

Source: Question 9b. 
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Table 5.7 
Obligation to Cooperate with Census: U.S. and Puerto Rico, 2000 

Please tell me if you strongly agree, somewhat agree, 
somewhat disagree, or strongly disagree. Everyone has a
responsibility to cooperate with the Census. 

U.S. Puerto Rico 

% % 

Strongly Agree 

Somewhat Agree 

Somewhat Disagree 

Strongly Disagree 

66.4 87.1 

26.0 9.7 

4.6 1.8 

3.0 1.5 

N (weighted) 1969 673 
Source: Question 29g. 

5.2 Beliefs and Attitudes about Confidentiality 

Respondents in Puerto Rico are less likely to believe that the Census Bureau shares 
identified data with other government agencies, and far more likely to believe that the Census 
Bureau protects data confidentiality, than respondents in the main sample (Tables 5.8-5.9). 

On both questions, there is a far lower proportion answering Don’t Know among the 
Puerto Rico sample. Residents of Puerto Rico are less certain that responses are shared, and 
more certain that the Census Bureau protects confidentiality (Tables 5.10-5.13); they are more 
likely to believe that the Census Bureau fails to protect confidentiality only in unusual 
situations (Table 5.15); and they are less likely to say they would be bothered “a lot” or 
“some” if the Census Bureau shared data or failed to protect confidentiality (Tables 5.16-
5.17). 

Residents of Puerto Rico are significantly more likely to think the Census Bureau is 
required by law to keep information confidential, and also significantly more likely to say 
they would trust the Census Bureau to do so (Table 5.19-5.20). There are no significant 
differences in the proportions saying the Census Bureau is forbidden from disclosing 
identified data to other agencies (Table 5.18). 
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Table 5.8 
Beliefs Regarding Sharing of 

Census Responses: U.S. and Puerto Rico, 2000 

Do you think other government agencies, outside the Census Bureau, can
or cannot get people’s names and addresses along with their answers 

to 

U.S. Puerto Rico 

% 

Other Agencies Can Get Names 42.0 32.4 

Other Agencies Cannot Get Names 17.3 34.4 

Not Sure 40.7 33.2 

N (weighted) 989 305 

the census, or are you not sure? 

% 

Source: Question 7a1 or 7a3. 

Table 5.9

Beliefs Regarding Protection of 


Confidentiality: U.S. and Puerto Rico, 2000


Do you think the Census Bureau does or does not protect
the confidentiality of this information, or are you not
sure? 

U.S. Puerto Rico 

% 

Census Protects 25.1 65.6 

Census Does Not 
Protect 

9.4 2.9 

Not Sure 65.5 31.5 

N (weighted) 975 349 

% 

Source: Question 7a2 or 7a4. 
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Table 5.10

Certainty that Census Responses 


Are Shared: U.S. and Puerto Rico, 2000


How sure are you that other government agencies
can get people's names and addresses along with
their answers to the census: very sure, fairly sure,
not too sure or not sure at all? 

U.S. Puerto Rico 

% 

Very Sure 48.4 38.1 

Fairly Sure 37.1 31.4 

Not Too Sure 8.3 27.8 

Not Sure at All 6.2 2.8 

N (weighted) 272 65 

% 

Source: Question 7d3. 

Table 5.11

Certainty that Census Bureau Does Not 


Protect Confidentiality: U.S. and Puerto Rico, 2000


How sure are you that the Census bureau does not
protect the confidentiality of this information: very
sure, fairly sure, not very sure or not sure at all? 

U.S. Puerto Rico 

% 

Very Sure 27.0 26.8 

Fairly Sure 35.5 18.2 

Not Too Sure 24.4 44.5 

Not Sure at All 13.2 10.5 

N (weighted) 61 7 

% 

Source: Question 7d4. 
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Table 5.12

Certainty that Census Responses Are 


Not Shared: U.S. and Puerto Rico, 2000


How sure are you that other government agencies
cannot get people's names and addresses 

along 
sure, 
all? 

U.S. Puerto Rico 

% 

Very Sure 23.0 30.9 

Fairly Sure 31.4 12.2 

Not Too Sure 23.4 39.7 

Not Sure at All 22.2 17.1 

N (weighted) 109 71 

with their answers to the census: very 
fairly sure, not too sure or not sure at

% 

Source: Question 7c3. 

Table 5.13

Certainty that Census Bureau Protects 


Confidentiality: U.S. and Puerto Rico, 2000


How sure are you that the Census Bureau protects
the confidentiality of this information: very sure,
fairly sure, not too sure or not sure at all? 

U.S. Puerto Rico 

% 

Very Sure 30.4 48.4 

Fairly Sure 60.8 47.3 

Not Too Sure 5.6 3.7 

Not Sure at All 2.9 0.6 

N (weighted) 164 166 

% 

Source: Question 7c4. 
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Table 5.14

Beliefs Regarding the Frequency of


Information Sharing: U.S. and Puerto Rico, 2000


Do you think other government agencies get people's 
names and addresses along with their answers to the
census only in unusual situations, or does this happen
routinely? 

U.S. Puerto Rico 

% % 

Unusual Situations 

Routinely 

Don’t Know 

34.4 41.5 

58.3 44.5 

7.3 14.0 

N (weighted) 272 67 
Source: Question 7e3. 

Table 5.15

Beliefs Regarding the Frequency of Failing to 


Protect Confidentiality: U.S. and Puerto Rico, 2000


Do you think the Census Bureau does not protect the
confidentiality of this information only in unusual
situations, or does this happen routinely? 

U.S. Puerto Rico 

% % 

Unusual Situations 26.6 69.3 

Routinely 66.0 18.4 

Don’t Know  7.5 12.3 

61 8N (weighted) 
Source: Question 7e4. 

94




Table 5.16 
How Bothered If Census Responses 

Were Shared: U.S. and Puerto Rico, 2000 

How much would it bother you if another government 
agency, outside the Census Bureau, got your name 
and address along with 
would it bother you a lot, some, a little or not at all? 

U.S. Puerto Rico 

% 

A Lot 45.6 35.0 

Some 20.1 16.0 

A Little 12.5 16.7 

Not at All 21.8 32.3 

N (weighted) 634 208 

your answers to the census?

% 

Source: Question 7f3. 

Table 5.17 
How Bothered If Census Bureau Did Not 

Protect Confidentiality: U.S. and Puerto Rico, 2000 

How much would it bother you if your answers
to the census were not kept confidential?
would it bother you a lot, some, a little or not 
at all? 

U.S. Puerto Rico 

% 

A Lot 49.6 45.0 

Some 17.7 13.3 

A Little 13.0 13.4 

Not at All 19.7 28.3 

N 
(weighted) 

656 257 

% 

Source: Question 7f4. 
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Table 5.18

Is Census Bureau Forbidden By Law from 


Sharing Information: U.S. and Puerto Rico, 2000 


As far as you know, is the Census Bureau forbidden by law from
giving other government agencies information identified by 
name or address? 

Puerto Rico 

% 

45.6 

26.7 

U.S. 

% 

Yes, Forbidden 48.9 

No, Not 19.0 
Forbidden 

32.1 28.0 

N (weighted) 973 351 
Source: Question 24a. 

Table 5.19

Is Census Bureau Required to Keep Information 


Confidential: U.S. and Puerto Rico, 2000


Don’t know 

As far as you know, is the Census Bureau
required by law to keep information 
confidential? 

U.S. Puerto Rico 

% % 

Yes 

No 

Don’t know 

76.0 80.5 

7.5 11.4 

16.5  8.1 

N 
(weighted) 

1004 318 

Source: Question 24b. 
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Table 5.20 
Trust Census Bureau to Keep Information Confidential 

(Those Who Know the Law Only): U.S. and Puerto Rico, 2000 

Do you trust the Census Bureau to keep
information confidential? 

U.S. Puerto Rico 

% 

Yes 67.8 86.5 

No 32.2 13.5 

N (weighted) 1197 397 

% 

Source: Question 24a1. 

5.3 Attitudes toward the Use of Administrative Records 

Just as residents of Puerto Rico appear to have more trusting attitudes toward the 
maintenance of confidentiality by the Census Bureau, so they are more likely to favor data 
sharing to reduce the undercount (Tables 5.21-5.24) and to favor a “records only” census 
(Table 5.29). Those in favor are more likely to be “very strongly” in favor (Tables 5.27 and 
5.28), but, at the same time, the smaller number who are opposed are also more likely to be 
“very strongly” opposed (Table 5.26). 

Regardless of their beliefs about Census Bureau practices, residents of Puerto Rico are 
much more likely to favor having both agencies give data to the Census Bureau than 
respondents in the main U.S. sample. Table 5.37 seems somewhat puzzling in this regard, for 
it shows that those who think other agencies can get identified data are most likely to favor 
such sharing by other agencies. The most likely explanation is that there is a reciprocity norm 
at work:--i.e., if the Census Bureau shares with other agencies, these agencies should share 
with the Census Bureau. Table 5.38 indicates that those who believe the Census Bureau 
maintains data confidentiality are much more likely to be willing to have other agencies share 
their data with the Census Bureau. In both Tables 5.37 and 5.38, residents of Puerto Rico 
who express uncertainty are likely to favor data sharing; the U.S. manifests the opposite 
pattern. 
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Table 5.21 
Opinions Toward the SSA Sharing Short Form 

Information with the Census Bureau: U.S. and Puerto Rico, 2000 

Would you favor or oppose the Social Security
Administration giving the Census Bureau
the name, address, age, sex and race of all
the people for whom they have information 
in their records? 

U.S. Puerto 
Rico 

% % 

Favor 

Oppose 

65.3 84.9 

34.7 15.1 

N (weighted) 1925 646 
Source: Question 10, 12, or 13, depending on order. 

Table 5.22 
Opinions Toward the IRS Sharing Short Form 

Information with the Census Bureau: U.S. and Puerto Rico, 2000 

Would you favor or oppose the Internal
Revenue Service giving the Census Bureau
the name, address, age, sex and race of all
the people for whom they have information 
in their records? 

U.S. Puerto 
Rico 

% % 

Favor 55.2 77.9 

Oppose 44.8 22.1 

N 1925 628 
(weighted) 

Source: Question 10, 12, or 13, depending on order. 
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Table 5.23 
Opinions Toward Other Agencies Sharing Short Form 

Information with the Census Bureau: U.S. and Puerto Rico, 2000 

U.S. Puerto 
Rico 

% % 

Favor 

Oppose 

67.7 84.9 

32.3 15.1 

N 
(weighted) 

1906 650 

Source: Question 10, 12, or 13, depending on 
order. The agency asked about was “agencies 
providing public housing assistance.” 

Table 5.24 
Opinions Toward All Three Agencies Sharing Short Form 

Information with the Census Bureau: U.S. and Puerto Rico, 2000 

U.S. Puerto Rico 

% % 

Favor All Three 44.3 69.4 

Oppose At Least One 55.7 30.6 

N (weighted) 1843 600 
Source: “Yes” to Questions 10, 12, and 13. The three agencies 
were the SSA, the IRS, and agencies providing public housing 
assistance. 
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Table 5.25

Strength of Opposition to 


Data Sharing by SSA: U.S. and Puerto Rico, 2000


How strongly do you feel about this: 
somewhat strongly, not too strongly, or not strongly at all? 

U.S. Puerto Rico 

% 

Very Strongly 52.8 54.8 

Somewhat Strongly 40.0 37.2 

Not Too Strongly  5.7  2.7 

Not Strongly at All  1.5  5.3 

N (weighted) 217 19 

very strongly, 

% 

Source: Question 11for those opposed to data sharing by SSA. 

Table 5.26 
Strength of Opposition to Data 

Sharing by IRS: U.S. and Puerto Rico, 2000 

How strongly do you feel about this: 
somewhat strongly, not too strongly, or not strongly at all? 

U.S. Puerto Rico 

% 

Very Strongly 63.1 78.4 

Somewhat Strongly 31.0 12.3 

Not Too Strongly  5.4  9.3 

Not Strongly at All  0.5  0.0 

N (weighted) 282 46 

very strongly, 

% 

Source: Question 11 for those opposed to data sharing 
by IRS. 
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Table 5.27

Strength of Favoring Data Sharing

by SSA: U.S. and Puerto Rico, 2000


How strongly do you feel about this: very strongly, 
somewhat strongly, not too strongly, or not
strongly at all? 

U.S. Puerto Rico 

% % 

Very Strongly 

Somewhat Strongly 

Not Too Strongly 

Not Strongly at All 

29.1 61.7 

53.2 32.3 

12.4  4.8 

5.4  1.2 

N (weighted) 394 180 
Source: Question 11 for those favoring data sharing 
by SSA. 

Table 5.28 
Strength of Favoring Data Sharing 
by IRS: U.S. and Puerto Rico, 2000 

How strongly do you feel about this: very strongly, 
somewhat strongly, not too strongly, or not
strongly at all? 

U.S. Puerto Rico 

% % 

Very Strongly 

Somewhat Strongly 

Not Very Strongly 

Not at All Strongly 

28.5 59.9 

54.1 31.9 

14.4 6.0 

2.9 0.0 

N (weighted) 402 156 
Source: Question 11 for those favoring data 
sharing by the IRS. 
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Table 5.29 
Opinions Toward a “Records Only” Census: 

U.S. and Puerto Rico, 2000 

Would you favor or oppose the Census Bureau getting
everyone’s name, address, age, sex, and race [and arital 
status] from the records of other government agencies, 
one would have to fill out a census form? 

U.S. Puerto Rico 

% 

Favor 42.3 60.1 

Oppose 57.7 39.9 

N (weighted) 1915 657 

m
so no 

% 

Source: Question 14. 

Table 5.30

Opinions Toward a “Records Only” Census, 

If It Costs Less: U.S. and Puerto Rico, 2000


If counting the population by combining information from different 
agencies costs less than sending out census forms, would you

favor or oppose the Census Bureau getting everyone's name, 
address, age, sex, race [and marital status] from the records of 
other government agencies? 

U.S. Puerto Rico 

% 

Favor 29.4 41.1 

Oppose 70.6 58.9 

N (weighted) 848 197 

% 

Source: Question 15a. 
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Table 5.31

Opinions Toward a “Records Only” Census If It 

Increases Accuracy: U.S. and Puerto Rico, 2000


If getting information from different agencies led to a 
more accurate count than sending out census forms, 
would you favor or oppose the Census Bureau
getting everyone's name, address, age, sex, race [and 
marital status ] from the records of other government 
agencies? 

U.S. Puerto Rico 

% 

Favor 43.2 50.5 

Oppose 56.8 49.5 

N (weighted) 938 204 

% 

Source: Question 15b. 

Just as they are less aware of census uses and of the undercount, so residents of Puerto 
Rico appear to be less aware of the existence of a long census form (Table 5.32). Nevertheless, 
they are more likely to favor sharing long-form information (Tables 5.33). Those residents of 
Puerto Rico who favor the IRS sharing data with the Census Bureau in order to eliminate the 
long form feel more strongly about this than the remainder of the U.S. population (Table 5.34) 
but there is no difference in the strength of opposition among those who are opposed (Table 
5.35). 

Table 5.32 
Awareness of the Long Form: U.S. and Puerto Rico, 2000 

Did you know that most households got the short form
but that some households were sent a long form? 

U.S. Puerto Rico 

% 

Yes 59.0 44.9 

No 41.0 55.1 

% 

N (weighted) 1959 670 
Source: Question 18. 
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Table 5.33

Opinions Toward IRS Sharing Long Form Information 


with the Census Bureau: U.S. and Puerto Rico, 2000


Would you favor or oppose the IRS giving the Census
Bureau information on things like people’s jobs and
income, along with their name and address? 

U.S. Puerto Rico 

% 

Favor 42.9 69.4 

Oppose 57.1 30.6 

% 

N (weighted) 1924 643 
Source: Questions 19 and 20. 

Table 5.34

Strength of Favoring the IRS Sharing Long Form Information 


with the Census Bureau: U.S. and Puerto Rico, 2000


How strongly do you feel about this [favoring the IRS giving the
Census Bureau information on things like people’s jobs and
income, along with their name and address]? 

U.S. Puerto Rico 

% 

Very Strongly 32.9 61.9 

% 

Somewhat Strongly 

Not Too Strongly 

52.6 29.7 

13.5  6.6 

Not Strongly at All  0.9  1.8 

N (weighted) 291 140 
Source: Question 19a, if respondent favored in Question 19. 
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Table 5.35

Strength of Opposing the IRS Sharing Long Form Information 


with the Census Bureau: U.S. and Puerto Rico, 2000


How strongly do you feel about this [opposing the IRS
giving the Census Bureau information on things like
people’s jobs and income, along with their name and 
address]? 

U.S. Puerto Rico 

% 

Very Strongly 65.8 62.5 

% 

Somewhat Strongly 

Not Too Strongly 

29.2 25.5 

3.9  5.6 

Not Strongly at All  1.0  6.5 

N (weighted) 383 66 
Source: Question 19a, if respondent opposed in Question 19. 

Table 5.36 
Percent Favoring the IRS Sharing Short Form versus Long Form 
Information with the Census Bureau: U.S. and Puerto Rico, 2000 

U.S. Puerto Rico 

Favors IRS sharing long form
information with the Census Bureau 

42.9 69.4 

% 

Favors IRS sharing short form
information with the Census Bureau 

55.2 77.9 

% 

Source: Tables 22 and 33. 

Tables 5.37 and 5.38 cross-tabulate beliefs about the Census Bureau sharing data with 
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other agencies against attitudes toward having the IRS and agencies with public housing data 
share long-form data with the Census Bureau. 

Regardless of their beliefs about Census Bureau practices, residents of Puerto Rico are 
much more likely to favor having both agencies give data to the Census Bureau than respondents 
in the main U.S. sample. Table 5.37 seems somewhat puzzling in this regard, for it shows that 
those who think other agencies can get identified data are most likely to favor such sharing by 
other agencies. The most likely explanation is that there is a reciprocity norm at work:--i.e., if 
the Census Bureau shares with other agencies, these agencies should share with the Census 
Bureau. Table 5.38 indicates that those who believe the Census Bureau maintains data 
confidentiality are much more likely to be willing to have other agencies share their data with the 
Census Bureau. In both Tables 5.37 and 5.38, residents of Puerto Rico who express uncertainty 
are likely to favor data sharing; the U.S. manifests the opposite pattern. 

Table 5.37 
Opinions Toward the Sharing of Long Form Data with the Census Bureau as a 

Function of Beliefs Regarding Other Agencies Obtaining Census Responses: 
U.S. and Puerto Rico, 2000 

Do you think other government agencies, outside the Census Bureau, can or cannot get people’s names 
and addresses along with their answers to the census or are you not sure? 

Can Cannot  Not Sure /DK 

U.S. Puerto Rico U.S. Puerto Rico U.S. Puerto Rico 

% % % % 

Favors both agencies giving the
Census Bureau data for long form 

32.4 71.8 31.5 48.8 42.6 61.3 

Opposes at least one agency giving the
Census Bureau data for long form 

67.2 28.2 68.5 51.2 57.4 38.7 

N (weighted) 393 95 167 99 374 94 

% % 

Source: Questions 19 and 20 by questions 7a1 and 7a3 (combined). 
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Table 5.38 
Opinions Toward the Sharing of Long Form Data with the Census Bureau as a 

Function of Beliefs Regarding Census Bureau Protecting Confidentiality: 
U.S. and Puerto Rico, 2000 

Do you think the Census Bureau does or does not protect the confidentiality of this [household
demographic] information or are you not sure? 

Does Does Not  Not Sure/DK 

U.S. Puerto Rico U.S. Puerto Rico U.S. Puerto Rico 

% % 

Favors both agencies giving the
Census Bureau data for long form 

47.5 67.0 25.0 39.1 30.9 56.5 

Opposes at least one agency giving the
Census Bureau data for long form 

52.5 33.0 75.0 60.9 69.1 43.5 

N (weighted) 231 210 89 10 600 101 

% % % % 

Source: Questions 19 and 20 by questions 7a2 and 7a4 (combined). 

5.4 Attitudes toward Privacy, Alienation from Government, and Willingness to Provide
Social Security Number 

In general, the Puerto Rico sample expresses less concern about privacy than the U.S. 
sample does (Table 5.39). Although they do not feel less alienation from government (Table 
5.41-42), they appear to have a great deal more trust in government and more confidence in the 
people running the government (Tables 5.43-44). Perhaps as a result, they are much more willing 
to provide their Social Security number to facilitate data sharing (Table 5.45). 

This appears to be true even controlling for responses to questions about the census and 
data sharing and about privacy (Tables 5.46-5.47). And it is true in all demographic categories; 
hence, small discrepancies in the sample proportions between Puerto Rico and the U.S. cannot 
account for these differences (Table 5.48). 

In sum, attitudes toward the census, and toward privacy and confidentiality, expressed by 
the Puerto Rico sample do not appear to account for the lower than expected response rate to the 
2000 census in Puerto Rico, and it would seem more fruitful to pursue other possible 
explanations for this phenomenon. 

It is of course possible that the attitudes expressed do not truly reflect the attitudes held; 
or that attitudes are not predictive of behavior in the Puerto Rico sample. We were unable to 
match the Puerto Rico sample to census address files, and so were unable to carry out the 
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attitude-behavior analysis for this sample. Finally, as already noted, the telephone population is 
less representative of the total population in Puerto Rico than in the rest of the U.S., and the 
attitudes expressed by the sample may not be representative of the attitudes held by the total 
population. 

Table 5.39 
General Attitudes toward Privacy: U.S. and Puerto Rico, 2000 

Question a U.S. Puerto Rico 

% 

How worried about privacy (very worried) 25.1 30.3 

Privacy rights well protected (strongly agree) 13.8 43.7 

People have lost control over personal 
information(strongly agree)

44.1 32.9 

Must regulate computers to protect privacy (strongly 
agree) 

58.5 69.7 

Government knows too much about me (strongly 
agree)

42.7 42.1 

Ever victim of privacy invasion? (Yes) 28.2  8.6 

Telephone ever tapped? (Yes) 17.2 14.7 

N (weighted) ~1970 ~664 

% 

a The seven questions were the following: “In general, how worried would you say 
you are about your personal privacy: very worried, somewhat worried, not very
worried, or not worried at all” (Q.26); “Please tell me if you strongly agree, 
somewhat agree, somewhat disagree, or strongly disagree. People’s rights to
privacy are well protected” (Q.29c); ”Please tell me if you strongly agree . . .
People have lost all control over how personal information about them is used” 
(Q.29d); “Please tell me if you strongly agree . . . If privacy is to be preserved, the
use of computers must be strictly regulated” (Q.29e); “Please tell me if you

strongly agree . . . The government knows more about me than it needs to” 
(Q.29f); “Have you personally ever been the victim of what you felt was an
invasion of privacy?” (Q.27); and “Do you believe your telephone has ever

been tapped--that is, someone has been able to listen in on all your telephone
calls without your knowing about it?” (Q.28). 
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Table 5.40 
Views as to the Relative Importance of Saving Time and 

Money versus Protecting Privacy: U.S. and Puerto Rico, 2000 

Sharing information between different government 
agencies saves time and money, but it also 
means some loss of privacy for the individual.
Do you think the benefits of saving time and 
money outweigh the loss of privacy? 

U.S. Puerto Rico 

% 

Yes 41.1 36.1 

No 58.9 63.9 

N (weighted) 1881 632 

% 

Source: Question 25. 

Table 5.41 
Beliefs in Personal Influence on 

Government Actions: U.S. and Puerto Rico, 2000 

People like me don’t have any say about what the government does. 

U.S. Puerto Rico 

% 

Strongly Agree 30.7 29.4 

Somewhat Agree 24.9 17.1 

Somewhat Disagree 24.5 15.5 

Strongly Disagree 19.9 38.1 

N (weighted) 1948 626 

% 

Source: Question 29a. 
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Table 5.42 
Beliefs Regarding the Concern Government Has for 

Citizens’ Views: U.S. and Puerto Rico, 2000 

I don’t think public officials care much what people like 
me think. 

U.S. Puerto Rico 

% % 

38.8


27.2


18.4


Strongly Disagree 12.5 15.6


Strongly Agree 35.0 

Somewhat Agree 31.1 

Somewhat Disagree 21.4 

N (weighted) 1943 643 
Source: Question 29b. 

Table 5.43 
Trust in Government: U.S. and Puerto Rico, 2000 

How much do you trust the government in Washington to 
do what is right? 

U.S. Puerto Rico 

% % 

Just about Always 

Most of the Time 

Some of the Time 

Almost Never 

6.2 37.6 

24.0 35.4 

48.7 19.5 

21.0  7.5 

N (weighted) 1970 653 
Source: Question 30. 
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Table 5.44

Confidence in People Running the 


Government: U.S. and Puerto Rico, 2000


How about the people running the government - would you say you 
have a great deal of confidence, only some confidence, or hardly any 
confidence at all in the people running the government? 

U.S. Puerto Rico 

% 

A Great Deal  8.6 15.7 

Only Some 65.9 63.0 

Hardly Any 25.5 21.4 

N (weighted) 1960 662 

% 

Source: Question 31. 

Table 5.45 
Willingness to Provide 

Social Security Number: U.S. and Puerto Rico, 2000 

The Census Bureau is considering ways to combine information from 
Federal, state, and local agencies to 
count every person in this country. Access to Social Security 
numbers makes it easier to do this. If  asked for your
Social Security number, would you be willing to provide it? 

U.S. Puerto Rico 

% 

Yes 55.9 83.7 

No 44.1 16.3 

N (weighted) 1937 660 

reduce the costs of trying to

the census form

% 

Source: Question 21. 
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 Table 5.46

Willingness to Provide Social Security Number, by Attitudes 


toward the Census and Data Sharing: U.S. and Puerto Rico, 2000


Willing to provide SSN 

U.S. Puerto Rico 

Attitude toward Census % 

Believes counting population is extremely important 58.2 84.8 

Is aware of census uses 58.2 85.6 

% 

Would favor SSA giving Census Bureau short form
information on people missed in census 

67.1 87.2 

Would favor IRS providing Census Bureau 
information requested on the long form 

70.3 90.6 

Would favor a “records only” census 61.9 91.1 

N (weighted) ~1900 ~536 

with 

Source: Questions 1; 8; 10, 12, or 13 for SSA; 14; 19/20, and 21. 

Table 5.47 
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Willingness to Provide Social Security Number, 
by Attitudes toward Privacy: U.S. and Puerto Rico, 2000 

Willing to provide SSN 

U.S. Puerto Rico 

Attitude toward Privacy % 

Believes the five items on short form are not 
invasion of privacy 

62.5 74.9 

Trusts Census Bureau not to give out / keep
confidential census responses a 

65.2 80.1 

Would be bothered “a lot” if another 
agency got their census responses b 

44.3 56.9 

Agrees privacy rights are well 65.7 79.9 

N (weighted) ~1900 ~807 

% 

protected 

Source: Questions 16_2, 24a1, 7f3/7f4, 21, and 29c. 
a Weighted N for this question is 1182 in U.S. and 455 in Puerto Rico. 
b Weighted N for this question is 1265 in U.S. and 578 in Puerto Rico. 

Table 5.48 

113




 Willingness to Provide Social Security Number, by 

Demographic Characteristic: U.S. and Puerto Rico, 2000


Demographic Characteristic  Willing to provide SSN 

U.S. Puerto Rico 
%  (N) %  (N) 

Gender: 

Women 52.5 (997) 84.9 (305) 

Men 59.5 (939) 82.6 (355) 

Race: 

White 57.2 (1507) 86.7 (418) 

Black or African-American 46.0 (201) 77.4 (56) 

Other 62.9 (134) 77.4 (129) 

Education: 

Less than High School 55.0 (230) 88.7 (156) 

High School Graduate 50.3 (745) 82.5 (181) 

Some College 59.8 (454) 79.8 (148) 

College Graduate or More 61.2 (508) 83.7 (176) 
Source: Questions 2,4,21 and D1. 
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6. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH 

Analysis of the surveys of privacy attitudes carried out under Census Bureau sponsorship 
between 1995 and 2000 leads to four major conclusions. For a more detailed summary of 
findings, please see the Executive Summary and the concluding sections of the several chapters: 

1. Except in the period surrounding the decennial census, when publicity about the 
census is at its height, knowledge and beliefs about the Census Bureau and attitudes toward 
privacy and confidentiality show only small year-to-year changes. 

2. Knowledge, beliefs, and attitudes are all significantly related to self-reported exposure 
to both positive and negative publicity about the census. However, we found no direct effect of 
self-reported exposure on census returns. 

3. Attitudes about confidentiality and privacy are reliable predictors of behavior. 
Concerns about confidentiality practices and about privacy predict the respondent’s mailing back 
of the census form in 2000. And in both 1999 and 2000, attitudes toward the census as an 
invasion of privacy, plus willingness to have other agencies share data with the Census Bureau, 
predict the respondent’s willingness to provide Gallup Organization interviewers with an address 
permitting match of the survey household with the Census Bureau’s Master Address File. 

4. Approval of data sharing among federal agencies, as well as willingness to provide 
one’s Social Security number to facilitate such sharing, have declined consistently since 1995 to 
an extent greater than would be expected from the trend in privacy-related attitudes as measured 
in these studies. 

Given these general conclusions, we make the following recommendations for future 
research in this area by the Census Bureau: 

1. Continue to monitor trends in knowledge, beliefs, and attitudes, but at less frequent 
intervals. Conduct the next survey between 2004 and 2006. Such a survey will be useful in 
documenting to what extent, if any, changes in knowledge and beliefs attributable to the “census 
climate”of 2000 are sustained during the intervening period. A second survey should be 
conducted just prior to the next census, and another immediately afterwards; the findings of 
these surveys can then be compared with the 2000 surveys considered as a baseline. 

2. Between 2001 and 2005, design, conduct, and analyze small-scale research that 
develops and then tests more effective ways of communicating the Census Bureau’s 
confidentiality practices to the general public. Such messages should focus on the protections 
afforded data by the Census Bureau. They should provide enough detail, in everyday language, 
so that ordinary people can readily understand the concepts and practices involved. They should 
also make clear the extent to which data are shared with other government agencies, and the 
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extent to which these agencies provide information to the Census Bureau. If possible, the 
effectiveness of these messages should be tested in conjunction with the mid-decade survey. 

3. Conduct qualitative research on impediments to trust in the Census Bureau and in the 
government more generally, and on ways in which feelings of trust might be enhanced. Such 
feelings were documented, especially in the 1996 survey, as being predictive of willingness to 
provide one’s Social Security number to facilitate data sharing. Research of this kind may be 
especially useful among groups, for example African-American respondents, who are less likely 
to cooperate with the Census Bureau. 

4. Conduct methodological research that attempts to quantify the impact of nonresponse 
on the substantive findings reported in the surveys of privacy attitudes. Such research might 
consider two questions: First, what is the impact of nonresponse to the surveys on estimates of 
the attitudes reported? Second, what is the impact of inability to match respondents to census 
records on estimates of the relationship between attitudes and behavior? 

5. Because attitudes toward privacy and confidentiality account for only a small portion 
of the variance in census mail returns, design and conduct research to identify and reduce other 
barriers to response. 
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EXECUTIVE SUMMARY 

This ethnographic research examines a broad range of respondent concerns about privacy and 
confidentiality. It examines the factors that respondents take into consideration when they are asked 
to reveal information about themselves across a variety of venues, including censuses and surveys as 
well as other information gathering forms encountered in daily life. The aim of this research is 
essentially descriptive. We have portrayed a wide range of beliefs and behaviors which respondents 
report around the issue of divulging information. 
 
A total of 120 interviews were carried out. Thirty-nine interviews were carried out in Phase I with 
respondents who had participated in at least one Current Population Survey interview. An additional 
81 interviews were carried out in Phase II, with respondents recruited for us by local organizations 
(many of which had been partnership groups in the census) and by other contacts. Over both Phases, 37 
non-Hispanic white, 21 African American, 17 American Indian, 14 Asian, 3 Pacific Islander, 23 
Hispanic, and 5 respondents offering more than one race were interviewed. 
 
Semi-structured research protocols were designed to be administered by a team of ethnographers. The 
interview used flexible probes. The topics included debriefing about Census 2000 and Current 
Population Survey participation, experiences with other data collections, privacy attitudes, and a series 
of vignettes. These vignettes served to expand the set of circumstances under discussion to include 
things of particular interest to the research. 
 
Important findings include the following: 
 
• Privacy reactions are highly situational. Respondents decide anew whether to answer questions 

in each venue where they are encountered. Items that are highly protected in one venue may not 
be in another. 

 
• A descriptive model for understanding how respondents decide whether to divulge 

information was created. This model includes three main parts: an assessment of the sponsor 
of the questions; an assessment of whether the questions are relevant to some legitimate purpose 
of the sponsor; and an assessment of risks and benefits of divulging information. 

 
• In assessing sponsorship, respondents want to approve of the agency sponsoring the 

questionnaire. On the whole, our respondents preferred governmental to commercial sponsors, 
with the exception of certain government agencies which control negative consequences. 
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• Respondents are also aware that sponsorship may be misrepresented; thus, the authenticity of 

the data collection is an issue for respondents. This makes telephone mode interviews highly 
unpopular, because it is impossible to be sure of a caller's true identity. 

 
• Respondents form expectations of what questions are legitimate for the sponsor to ask, 

based on their understanding of the nature and purpose of the survey and the sponsoring 
organization. Questions that go beyond this framework of expectation may be perceived as 
intrusive. 

 
• Respondents evaluate the risks and benefits of providing information. 
 
• All respondents are familiar with exchanging information to receive particular benefits, for 

example, providing information to lenders or to social service agencies in order to receive 
services. 

 
• Respondents are also motivated by altruistic benefits, such as providing information to the 

decennial census to enable services for a local area. They also may see participation in surveys 
and censuses as a way of bringing a group or a point of view greater attention. This is called 
“having one’s voice heard.” It was a powerful motivation for Latinos and American Indians to 
participate in the census. 

 
• Respondents also worry about the risks of divulging information about themselves and their 

families. 
 
• To respondents, the most important of these consequences are the possibility of fraud (if 

information they give is used by criminals). This makes issues of data sharing anxiety 
provoking. Loss of control of data is worrying in itself. 

 
• Respondents are also concerned about government agencies which control negative 

consequences, such as police agencies, the Internal Revenue Service, the Immigration and 
Naturalization Service, and for American Indian respondents, the Bureau of Indian Affairs. 
These agencies are not seen as benign. 

 
• Because respondents believe that information is freely shared between agencies, despite any 

assurances of confidentiality, if they have something to hide, they are reluctant to provide it 
to any government agency. 

 
This model of how respondents decide to reveal information in censuses and surveys is widely shared in 
all groups. However some probable differences did emerge. One difference was between more and 
less technologically sophisticated respondents. Technologically sophisticated 
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respondents were more comfortable with providing information on the Internet, and felt more able to 
deal with any potential problems that might occur. Simultaneously, however, such respondents often 
did not believe that it was possible for any institution to completely assure privacy or confidentiality to 
persons providing information. Differences in privacy sensitivities also emerged for groups which have 
had negative experiences with particular agencies of government, such as for legal immigrants who 
have experienced difficulty in crossing the border. 
 
Recommendations based on this research include: 
 
• Because privacy judgements are situational, it is not possible to create a list of items that will 

always or never be considered private. 
 
• Because the sense of intrusiveness of questions is situational, be careful how disparate topics 

are combined in one survey setting (such as topical modules or supplements.) 
 
• Include the idea of having one’s “voice” heard in motivational material for minority groups. 
 
• Through media coverage of other agencies and organizations, respondents are aware that 

fraud may occur through the action of individual employees. Describe the Census Bureau’s 
internal controls on the handling of data in explanations of confidentiality. 

 
• Because respondents’ comfort with questions rests on their assessment of the sponsor’s 

legitimate right to know the information requested, provide good, understandable 
explanations of why these data are needed and how they will be used. 
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1. BACKGROUND 

 
Many factors affect the public's response to requests for information in government surveys, including 
personal experience, cultural value systems, and self-interested or self-protective responses to social 
circumstances. Expectations are formed through experiences with all data collectors and all modes: 
school forms, job applications, magazine ‘surveys,' phone calls from marketers and the like. 
Respondents absorb potent images of privacy at risk in fictional accounts and news stories. In 
undertaking this research, the goal has been to create a preliminary sketch of this wider context, and to 
locate respondents' reactions to government surveys within it. We found it useful to focus on the 
decision to provide (or to refuse to provide) information about oneself or one’s family; how this 
decision is constructed, what factors are taken into account, and what other concerns or ideas are 
evoked in considering this decision. This set of beliefs and connections may be thought of as the 
schema surrounding privacy. In order to elicit the full web of their ideas, in the most naturalistic way 
possible, relatively unstructured conversations with respondents were the most appropriate method. 1 

Therefore, we have adopted exploratory qualitative techniques for this research. Our aim is not 
numerical assessment of different points of view, although we were interested in the diversity which 
arose within our data. Rather, our aim is to portray a spectrum of beliefs and responses to privacy issues, 
and to show how these concerns are interconnected. 2 

 
2. METHODS 

 
The research on which this study is based occurred in two phases. In the preliminary phase, we 
concentrated on privacy issues surrounding demographic surveys with a small number of respondents. 
The second phase addressed issues of interest to the decennial census. 
 
2.1 Respondents 
 
In Phase I, interviews were carried out with 39 respondents, all of whom had previously 
participated (at least for one month) in the Current Population Survey (CPS.) (The CPS is an 
employment survey sponsored by the Bureau of Labor Statistics and the Census Bureau.) Interviews 
were carried out in Northern Virginia, Los Angeles, the Boston area, and Chicago. 
 

1 

1Seven anthropologists were involved in this research, including two staff members at the 
Center for Survey Methods Research and five others who participated under contract. I would like to 
acknowledge the contributions of Alisu Shoua-Glousberg, Betsy Strick, and Jessica Skolnikff , Susan 
Trencher, Bhavani Arabandi, and Melinda Crowley to this research. 
 

2It should be noted that our aim was not to account for all reasons why respondents refuse 
surveys or survey questions. Our respondents told us about non-privacy related reasons for 
refusing to participate in surveys, including time constraints, questionnaire difficulty and the like, but 
these reasons will not be discussed here. 

 



 
Twenty seven of the respondents were non-Hispanic White, three were Hispanic, and six were African 
American and three were Pacific Islander. These interviews took place between June and December 
of 1999. In Phase II of the research, we focused on the decennial census. We recruited through a wide 
variety of citizen or social service groups, some of which had served as Partnership Groups in the 
decennial census. In addition, an ethnographer with ties to a Native American group in Oakland 
California arranged interviews with us in that community. We also used personal contacts to identify 
several respondents who could be considered technologically sophisticated. These included 
individuals working in highly skilled computer jobs (such as consultants, software engineer, etc.) and 
two individuals who worked for data mining companies. These interviews were carried out between 
June and October of 2000. 
 
In Phase II, 81 interviews were carried out, in a variety of locations, including Washington DC, 
Chicago, San Diego, Los Angeles, Oakland, Miami, and Northern Virginia. Fifteen African 
American, 20 Hispanic, 17 Native American, 14 Asian, Pacific Islander, and 10 non-Hispanic 
White and 5 multiracial respondents were interviewed. 
 
 
2.2 Research protocols 
 
For Phase I, a semi-structured research protocol was drawn up for use by the anthropologists connected 
with this research. Because the aims of the interview were generally exploratory, interviewers used 
flexible probes to follow up interesting lines of discussion. The Phase I protocol included debriefing 
about CPS participation, questions about other experiences with requests for information, how 
respondents decide whether to reveal information, and questions about means of controlling 
information. Next, a set of eight vignettes was administered, each of which described circumstances 
in which the central character has to decide whether or not to divulge information. These vignettes 
served to expand the set of circumstances under discussion to include things of particular interest to 
the research. Thus, the Internet, revealing information over the telephone, proxying issues, risks 
associated with giving information, and issues of information sharing and the belief in assurances of 
confidentiality were suggested by the circumstances of these vignettes. The main aim of these 
vignettes was to elicit the reasoning processes which respondents applied to the decisions faced by the 
central character in the vignette (see Gerber, 1994). This protocol was pretested with five interviews. 
 
The Phase II (see Appendix II) research protocol focused on somewhat different issues. We debriefed 
respondents about their experiences with the Decennial Census, which had taken place only two 
months prior to the start of ethnographic interviewing. We added questions eliciting respondents' 
understanding of specific privacy terms and concepts, their sense of whether privacy has increased or 
decreased, and their reactions to various modes of questionnaire administration. 
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The vignettes were revised somewhat and new ones were created to elicit responses on several new 
topics of interest. In particular, we were interested in assessing respondent's knowledge of and 
reactions to issues of data sharing. 3 This new research protocol was pretested with ten interviews. 
 
 

3. LIMITS 
 
This research should be taken as a small scale, exploratory study designed to provide insight into the 
background beliefs and understandings of respondents. Respondent selection in this study, as in most 
qualitative research, was not part of a representative sample. Therefore, no statistical conclusions 
should be drawn (and in fact we have not expressed our findings in this way.) The aim has been to 
portray a range of concerns, rather than to draw valid statistical conclusions about the frequency of 
these beliefs within the population. 
 
As in all qualitative research, the depth of the interviews precludes collecting data from a large sample 
of respondents. 
 
One value of qualitative research is that it allows new analyses to emerge which were not thought to 
be relevant during the planning of the research. This is the case with some of our findings. We did 
not know that social class or technological awareness would be relevant to our analysis. Therefore, our 
recruiting plan does not reflect this element, and we may have smaller groups of persons representing 
the full array of these characteristics than might have been ideal. 
 
An important consideration in assessing these findings is the time frame in which they occurred. The 
responses to privacy concerns described here were collected prior to important events which have 
probably affected the way in which respondents think. These include the national responses to the 
terrorist acts of September 11, 2001 and social and legislative changes which have occurred as a 
result. Changes in privacy beliefs and behaviors following these events cannot be assessed. 
 
 

4. FINDINGS 
 
4.1. Respondents' Concept of Privacy 
 
In order to understand the domain of privacy, it is useful to examine the concept in general, from the 
respondents’ viewpoint. This concept, and the specific language used to communicate these ideas, 
are a natural starting point for this discussion. 
 

3 

3The Phase I protocol also used several card sorting tasks. The Phase II protocol included a 
section assessing respondents' understanding of specific confidentiality language used in demographic 
surveys and decennial contexts. These data will not be reported here. 

 



 
4.1.1 Range of privacy vocabulary 
In our second research protocol, we asked a series of questions designed to elicit definitions of 
“privacy” and other concepts which respondents had used in our previous discussions. Some of these 
concepts, like the idea of what was or was not someone’s “business,” seemed critically related to the idea of 
privacy. In addition, the words “private” and “personal” were frequently used, sometimes with 
contrasting meanings and sometimes as synonyms. We had also noted that the idea of “intrusion” or 
“invasion” of privacy appeared salient when they were used in the media during Census 2000. 
 
A wide variety of terms were used in discussions of privacy. An extensive, but by no means 
exhaustive, list of such terms is presented in Appendix I. It is interesting to note that a complex and 
varied vocabulary exists to express concerns about breaches of privacy, but only a few ways of 
expressing comfort about information exist. Language exists to express a rough scale of comfort, with 
terms such as “open,” “trusting” and “nothing to hide” on the positive side. Doubts and problems are 
expressed by terms such as “cautious,” “skeptical,” “wary,” and “leery.” The term “paranoid” is also 
used, either as a self-descriptor (“I’m a little paranoid”) or as a way of minimizing one’s wariness 
(“I’m not paranoid, but...”) 
 
 
4.1.2 Basic definitions of p r i v a c y  
We were also concerned with respondents’ basic definitions of privacy. Our respondents were 
frequently not able to supply abstract definitions of the concept, and thus this discussion is largely 
drawn from examples they gave. Appendix I indicates that respondents’ sense of privacy is involved with 
boundaries: either personal ones like “keeping to yourself” or boundaries relating to the household or 
family, like admonitions not to put private matters “on to the street.” Respondents thus are interested in 
keeping certain information about themselves within a particular range. 
 
In general, the examples and definitions provided by our respondents indicate that the most important 
dimension of meaning for the term “private” is the effort to control of information. The term 
“personal” also arose frequently in our interviews. Many respondents are unable to provide an 
explanation of the difference between this term and “private.” In fact there is a large area of overlap 
between them. However, examples used to illustrate the two indicate some difference. “Personal” 
implies facts which are closely associated with the self. Examples ranged from items relating to the 
physical self (one’s shampoo or sexual habits) to personal choices (for example, hobbies or interests) to 
information used as personal identifiers (for example, one’s name, race, or social security number). When 
these bits of information are controlled, they are simultaneously private. Thus, sexual habits and social 
security numbers are the kind of personal information which is both private and personal. It is 
important to note, however, that not everything which is considered personal is always highly 
protected. For example, respondents may see hobbies as personal, but not be particularly invested in 
protecting that information from revelation. The reverse is not true, however. Things which are highly 
protected appear to become “personal” even 
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if they have little initial connection with our physical or mental selves. The best example would be 
the numbers which are used as unique indentifiers for individuals, such as social security numbers or 
bank account numbers. 
 
The terms “intrusion” and “intrusive” were of interest to us because of their frequent use in the media, 
with reference to Census 2000, just prior to our second field period. Most respondents do not use 
these terms naturally, and the terms had to be introduced. Some respondents associated the terms 
with press coverage of the census, and referred to questions thought to be unnecessary or “too 
detailed.” Respondents referred to housing questions, income questions, and commuting questions. 
Since most of our respondents had only seen the short form, they were reporting on what they had 
read or heard elsewhere. The questions asked on the short form were not considered intrusive. For 
most other respondents, the term “invasion” or “intrusion” triggered associations with having spatial 
boundaries broken: people walking into bedrooms unannounced, or peering into houses across the 
backyard fence, for example. 
 
A much more natural way to describe questions which are regarded as intrusive is to describe them as 
“none of your business.” While almost all respondents found this phrase to be impolite, and denied 
ever using it in interaction, they recognized the concept as something they might think in response to 
nosy questions. Information is a questioner’s “business” if they can establish a legitimate right to the 
information. This means that there is a recognized and approved purpose for the questioner to have 
that information. This assessment forms an important part of the way that respondents decide whether 
or not to reveal information, to be discussed in the next section. 
 
4.2. A decision model for revealing information in surveys and censuses 
 
This section will describe the general schema which respondents use for deciding which information 
to reveal about themselves and their families in particular circumstances. 
 
4.2.1 Situational decision making 
In planning this research, we began with the naive concept that information on certain identifiable topics 
would be rarely revealed, and that other topics would be readily revealed in almost all circumstances. For 
the most part, however, this is not an adequate conceptualization for the way that our respondents 
dealt with privacy. Instead, they made a complex assessment of who was asking and what the 
consequences of answering might be, given their own particular circumstances. Thus, information is 
not private or public in itself, but is revealed or withheld as a result of a situational judgment. 
 
Even simple demographic information can be treated as highly private. For example, an actress told 
us that she never reveals her age because it may affect her ability to find work. Similarly, even highly 
sensitive material may be revealed if the situational judgment indicates a need for it. Thus, a number of 
respondents easily imagined answering survey questions about the number of their sexual partners for a 
survey with a medical purpose. 
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4.2.2 Sponsorship and authenticity 
 
In deciding whether to answer, respondents are very concerned with knowing to whom they are giving 
information. This judgment resolves into two related questions. First, respondents must determine 
whether or not they approve of the individual or organization collecting the data. We refer to this as 
the sponsorship of the question. An additional assessment must be made. The questions are often 
answered through agents which the sponsor has authorized, such as interviewers, or remote collection 
devices like questions on a website or mailed questionnaires. Thus, for respondents, the authenticity of 
the agent or collection device presents a second question. 
 
4.2.2.1 Establishing bona fides: authenticity According to some of our respondents, it is impossible to 
know whether or not someone who asks for information is really who they say they are. This is an 
example: 
 

"With what people can do with the computer any more and the way people have found ways to skirt 
laws concerning impersonating various agencies, its entirely too easy for somebody to put together a 
form that implies a connection with a legitimate business that isn't really that...and they can name 
themselves the FBI, which stands for...Fred's Business Institute, and just put FBI at the top." 

 
Being certain of the questioner can become even harder over the telephone, because it is easy to 
misrepresent an identity there. (This is why some respondents said that they will not answer any 
telephone survey questions). Some were also aware that an identifying logo on a questionnaire or an 
ID badge can be faked. Respondents reassured themselves about this in a variety of ways. In the case 
of government surveys, respondents were looking for something which marked the data collection as 
“official." Badges were mentioned, and advance letters were viewed as a mark of the serious intent of 
the sponsor. One respondent said that he looked for some kind of notary seal or watermark to be used 
on the letter or the survey form itself. 
 
Beyond this, respondents’ search for authenticity in sponsorship became more personalized. For 
some respondents, deciding that an interview was legitimate required an additional personal 
assessment of the interviewer, based on his/her behavior and bearing. One respondent described this 
to us as a “leap of trust.” 
 
In fact, we were struck with how many of our respondent described their interviewers in very positive 
terms. Interviewers were described as “nice," “agreeable”and “bubbly.” Some respondents 
indicated that non-substantive, personal interactions were the most memorable thing 
about their participation in CPS. Respondents recalled jokes that were made, mutual interests in dogs 
or travel, flattering questions about the home schooling activities of one respondent, and the like. We 
had the general impression of interviewers attempting to transform an anonymous relationship into a 
personal one. This may have had the function of preventing boredom and burnout in a set of repetitive 
questions. It may also have had an effect on respondents' acceptance 
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of the legitimacy of the interview. Anonymous relations are subject to mistrust, but once they were 
transformed into personal ones, benefit of the doubt could be given and the “leap of trust” made. 
 
4.2.2.2 Sponsorship Respondents wanted to know who was collecting the information, and whether 
they approved of the agency in question. If they do not approve, they will not agree to cooperate. For 
example, many of our respondents did not like marketing research questions, and said they would not 
answer any questions at all for such a sponsor. One respondent said she would not answer questions for 
the Centers for Disease Control, because she disliked the research they do on “certain diseases." 
Respondents did not require specific or accurate information to judge a sponsor, and often used what 
they were able to deduce from the agency’s name. (An example was a respondent who had a positive 
reaction to a “Health Department” because “health sounds better than disease”). Thus, respondents seem 
to be forming their judgments of sponsoring organizations, and what they are entitled to ask, on 
somewhat vague and inferential grounds. 
 
In general, collecting personal information is widely considered a legitimate function, and our 
respondents concede wide rights to a variety of superordinate authorities to collect it. In fact, we 
were often struck with the willingness of our respondents to take on the role of such authorities in these 
agencies when considering whether or not to divulge information. Thus, people reason the insurance 
company has a right to information about prior health conditions, mortgage lenders should have access 
to information about your credit history, etc. Respondents even took this attitude with information 
which they might regard as inappropriate to discuss with acquaintances, if they could see a benign use 
for the information. One of our vignettes described a preschool which asked parents about how they 
discipline their children and how often they quarrel. Although this could be easily marked as information 
that should “stay in the family,” many respondents thought that the school might be better able to educate 
the children if they had this sensitive information. 
 
4.2.2.3 Government sponsors We asked respondents how comfortable they would be in revealing 
information to particular governmental agencies, including a variety of agencies on a state and local 
level. In these data, governmental organizations were generally perceived as having helpful or benign 
goals, and their rights to collect information tended therefore to be accepted. The Census Bureau is 
widely seen as having benign intentions. Respondents tended to search for good reasons to collect 
specific data, if they were not immediately apparent, and to conclude “they must have a good reason” 
to ask. A few government agencies were not granted this credit. These included the Internal Revenue 
Service and the Immigration and Naturalization Service, police agencies (such as the Federal Bureau of 
Investigation and local police) and the Bureau of Indian Affairs. 
 
Recruiting in the second phase of research attempted to locate respondents who might have a more 
negative attitude towards sharing information with government organizations. The mistrust 
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we encountered varied considerably between groups. Mistrust of government generally was highest 
among the young, immigrants, African Americans and Native Americans; however , we located 
these attitudes to some extent in all groups. 
 
This mistrust is generally connected with the consequences that particular agencies control, such as 
being deported by the INS if one is an undocumented immigrant. However, the mistrust is also 
connected with a belief that the government is “monitoring” or “tracking” individuals. (Respondents 
were often familiar with the idea from media sources, but only a minority believed in it. Others thought 
that the technical potential was there, but were not sure if it really occurred.) The following is an example 
of a respondent who believes that the Federal Government is tracking individuals. The respondent in 
this case, is a White middle-class homemaker. Here, the issuance of social security numbers to 
infants is taken as evidence of government tracking of individuals. 
 

“The federal government keeps track of everybody...You didn’t have to have a social security card 
until you started work. Now it’s required…as soon as a child is born. And you don’t think that’s a 
way the government is tracking individuals? You’d better believe they are!” 

 
It is interesting to note that belief in government “monitoring” of individuals doesn’t mean automatic 
refusal to divulge information to government agencies. If respondents believe there is a good purpose 
to be achieved by giving the information, they’ll cooperate despite their suspicions. Thus, in agreeing 
to cooperate with the census, respondents see the benefits to the community as more salient then the 
vague and rather distant risk of adding to government files on themselves. 
 
Other ideas support cooperation in the face of significant suspicion about data storage. One in 
particular was that even if tracking occurs, there would be no reason to single out the respondents’ 
personal data. That is, their data will not call attention to them because their lives are not 
noteworthy, average or even rather boring. Related to that was the notion that surveillance could 
turn up nothing that could cause them harm because they “aren’t doing anything anyway.” This 
implies a belief that the government is primarily using stored data to find law breakers. 
 
4.2.2.4 Commercial sponsors Although respondents see legitimate sponsors in commercial 
organizations such as bank and insurance companies, these organizations were not given nearly the 
same latitude to ask questions as were government agencies. That is, information considered 
“necessary” to the specific transaction is understood to be the commercial organization’s business, even if 
that information is considered highly sensitive (like income or credit history). Beyond this, 
respondents are not likely to give the benefit of the doubt, as they are willing to do for agencies like 
the Census Bureau. For example, many respondents said they answered questions directly related to a 
product that they have purchased or used, but would not answer ancillary questions, such as those about 
their lifestyle, preferences, or other purchasing habits. Thus, respondents could see why a company 
might have a legitimate stake in knowing how satisfied a customer is with a recent purchase, but could 
not understand why that entitles the company to information about their levels of education. 

8 



 
Respondents resented commercial enterprises that collect information to sell it to others. They often 
complain about not receiving any profit from information which they regard themselves as owning.4 
In addition, they dislike attempts to collect information to market things to them at a later time, 
although this tends to be associated with the annoyance they feel at junk mail and junk telephone calls. 
Many respondents said that they refuse to cooperate with any marketing questions at all. 
 
4.2.3 Relevance of questions to the sponsor’s purpose 
 
The decision schema for divulging information required a judgment about the relevance of the specific 
questions to a legitimate purpose of the questioner. If the requested information was not viewed as 
relevant to a legitimate purpose, respondents regarded it as “none of their [the agency’s] business,” or 
decided that “they don’t need to know that.” Thus, respondents mobilized a set of assumptions about 
what questions should be asked to serve the survey’s intended purpose. Respondents formed these 
impressions from general knowledge about the sponsoring agency (however vague and inferential), 
explanations given to them at the start of the survey, and prior experience with similar data collections. 
 
Once the subject matter of the data collection went beyond the respondents’ assumptions about what 
they should be asked, they told us they often refuse to answer. Such questions are considered 
“unnecessary,” “nosy” or “a fishing expedition.” The requested information might not be considered 
sensitive, but the question broke the boundaries to which the respondents believed they had agreed. 
This is one reason why respondents object to questionnaire supplements which are included in some 
panel surveys. Most of our Phase I respondents had been exposed to a supplement in CPS asking 
them about tobacco use. Some respondents were uncomfortable with these questions because the 
official topic of the interview was employment, and tobacco questions were unrelated to that end. This 
is also why respondents refused to answer certain questions in market research surveys, when the 
subject is expanded beyond a product or service they had actually used. 
 
It is worth noting that a good deal of the recent complaint about the “intrusiveness” of the long form in 
Census 2000 may have had this form. The advertising campaign that accompanied the census and 
general discussion of the event was effective in informing our respondents about one legitimate 
purpose of the Census: that of counting everyone in the United States. Therefore, questions about 
commutation or housing (which might have caused no difficulty in a survey with different primary 
purpose) appeared unrelated to the count. Thus, some long form questions failed respondents’ test of 
“relevance” and were perceived as breaking a privacy boundary. 
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4.2.4 Relevance of questions to the self 
 
Respondents were concerned with the relevance of questions to the particular circumstances of their 
lives and interests. Thus, one respondent told us that she would not participate in a survey by a 
school board, because she does not have any children. Other respondents refused political polls 
because they were not interested in politics, and did not know much about it. In both of these 
instances, the refusals were based on the notion that their answers could not be “helpful," and would 
therefore be irrelevant to the purposes of the survey. 
 
4.2.5 Assessing the consequences of giving information 
 
Another important way that respondents assessed questions was by examining the consequences that 
might flow from providing certain information to certain sponsors. These can be generally described 
as benefits and risks. The negative consequences of giving information are described here as “risk” 
rather than cost, because respondents seemed more concerned with harm than with effort or expense. 
 
4.2.5.1 Benefits Possible benefits are an important reason for respondents to provide information. 
These respondents were familiar with trading information for particular benefits in many venues, 
including insurance and job applications, applications for loans and mortgages, and paperwork for 
social service agencies. In these circumstances, respondents told us over and over, “you have no 
choice” but to give the information, even if the questions seem nosy or sensitive. It was our 
impression that poor people in our society are very used to trading information for benefits, but 
respondents in all classes are familiar with the experience. 
 
Respondents trade off risks and benefits in a wide variety of less critical situations. One of our 
vignettes described supermarket “club” cards, which collect marketing information in return for 
discounted merchandise. The trade-off was apparent in how respondents reasoned about this 
situation. Even if they were highly protective of information and conscious of privacy, they did not 
think that the risks (primarily getting more junk mail) outweighed the benefits (store coupons). 
 
4.2.5.2 Altruistic Benefits Benefits are not always seen as personal gain. Certain altruistic benefits of 
providing information are also taken into account by our respondents. People are motivated by a sense 
of doing a good for their community, however they define it, or for society at large. When we asked why 
people participated in the recent census, probably the most frequent answer was in terms of “being a 
good citizen” or because the census was “important” for their local area or ethnic group. Another value is 
described as “having one’s voice heard” or one’s life circumstances represented in the data. For 
example, members of ethnic minorities, or those who identified as single mothers or gays, sometimes 
said they participated in surveys in order to make sure that their group was represented in the data. 
These abstract concepts appeared highly salient to some respondents, and were sometimes enough to 
counteract potently resented risks. For 
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example, one respondent who was a firm believer in the evils of the federal government collecting 
information had not only answered the census herself, but talked to her neighbors about its 
importance. She made an exception for the census, because of her understanding of its importance to 
her town. 
 
However, understanding these benefits in the abstract does not necessarily mean that respondents will 
agree to provide information. If respondents perceive the benefits as too marginal, or themselves as 
unable to share in them, they may refuse to participate even if the information requested is not 
particularly private. For example, one homeless man in Oakland told us that he hadn’t filled out a 
census form in 2000, although he had learned that the census brings money into the community, 
because he was unable to find a shelter program that would accept him. Others told us that they didn’t 
believe that money would come into their disadvantaged communities as a result of the census, 
regardless of what was promised, on the basis of past experience. They were extremely skeptical of 
the advertising campaigns that had stressed such benefits. As one respondent put it, they had 
cooperated with the census in 1990, and they had yet to see any schools built in their neighborhood. 
 
4.2.5.3 Risks Negative consequences seem relatively more salient to our respondents than positive 
ones do. To a great extent, the possibility of negative consequences controls what data respondents 
feel comfortable in revealing. Four important kinds of consequences stand out in our data: physical 
danger, loss of control of data, fraud, and getting in trouble with government authorities. 
 
4.2.5.4 Physical danger as a risk Some respondents mentioned the possibility of physical danger as 
a consequence of providing information. Work and home address are sometimes considered highly 
private because of the possibility of a stalker finding the respondent. We also heard that certain 
elderly respondents prefer not to answer in-person surveys, because they are afraid of having anyone 
come to their doors. 
 
4.2.5.5 Fraud as a risk The consequence about which our respondents worried most was fraud. 
Information that could be used to access or defraud financial accounts was almost universally highly 
protected. It included social security numbers, credit card numbers, bank account numbers and the 
like. Collectively, this information was often termed "your numbers." 
 
This worry focused on the actions of criminals. Some respondents had heard of cases of identity theft,
in which a fraudulent individual creates debt in someone else's name. Many had also personally 
experienced difficulties in which financial information was misused. Anecdotes about problems with 
Internet purchases, credit accessed by strangers, and hucksters trying to elicit social security numbers 
over the telephone were not uncommon. Most people believed that eventually they would be able to 
"clear their names" but realized that it might be a lengthy and costly process. The potential to lose money 
or to have debts illegally created in one’s name was perhaps the most serious consequence with which 
our respondents were concerned. 
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4.2.5.6 Loss of control of data as a risk Loss of control of data also concerned our respondents. They 
were concerned that data given willingly to one source may be transferred to third parties without their 
knowledge or consent. Upswings in junk mail and phone calls are the most frequently mentioned 
evidence that this has occurred. Thus, respondents note that house purchasers are flooded with 
advertising for gardening tools, and new parents with calls from diaper services, etc. Overstuffed 
mailboxes and interrupted dinners may seem relatively minor consequences, but represent real irritants 
to respondents, because, as they say, “now you know your data is out there." 
 
In fact, it was the very uncertainty of having data “floating around” which could be distressing. 
Respondents expressed this anxiety in terms like “you don’t know when it will come back to haunt you.” 
Or another: “it’s just the unknowing. You don’t know what could become of it.” Concerns about 
loss of control of data are at the root of many of our respondents’ attitudes towards providing 
information over the Internet. Despite wide differences in technological knowledge and experience, 
almost all of our respondents perceive some risk in providing data across the net. Concerns about data 
being “out there” appear to be intensified by this technology. 
 
4.2.5.7 Data sharing as a perceived risk. In our second research protocol, we attempted to address 
ideas about data sharing more specifically, by building in questions about information technology, 
vignettes which addressed the possible use of administrative records to replace a survey, the sale of 
data by commercial enterprises, and by probing for ideas about government keeping and sharing of 
data. 
 
The reaction to data storage was not universally negative, even if the respondents understood that the 
data could be sold or shared. We have previously described a vignette about grocery store “clubs” that 
collect data on purchases. Even highly privacy conscious individuals did not see these databases as 
problematic. Respondents reasoned that: 1) they didn’t care who knew what groceries they purchased; 
2) it was worth trading the information for the discounts; 3) “embarrassing” purchases could be paid 
for in cash; and 4) nothing bad had happened yet. Thus, it appears that the kind of data involved and 
the manageability of risks control attitudes towards data sharing. 
 
However, the transfer of more sensitive data, especially without permission, can elicit a very different 
response. In our second protocol, we included a vignette which described a pharmacy which was 
sharing customer prescription information with drug companies and researchers. Prescription drugs 
are more sensitive than groceries, and may in fact be thought of as confidential information. Transfer 
of these data was often rejected by respondents, (if they could see an alternative way for the vignette 
character to get necessary prescriptions filled). They said they would particularly resent this practice 
occurring without prior notification and permission. It is interesting to note that most people believed 
that this information belonged to them and that they had rights to control its disposal. 
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4.2.5.8 “The big computer” The vignettes described above elicited reactions to specific instances of data 
sharing. However, our discussions revealed a sense in which data sharing was thought to be at once 
larger scale, vaguer and more threatening. We came to refer to this as the “big computer” theory. 
Essentially, this is the idea that data available on a computer in one location will (sooner or later) be 
available in all computers everyplace. The imagery associated with this cultural representation is 
supported by the media. Respondents alluded to news stories involving hackers accessing data from 
private industry and from secure government agencies. They also mentioned movie images picturing 
police or federal agencies tapping into huge databases to reveal a person’s history, face and 
whereabouts. 
 
Respondents’ awareness of the actual public accessability of data varied somewhat. Some respondents 
were quite knowledgeable about actual public sources of information. They pointed out that in most of 
the states where we interviewed, social security number is used as a driver's licence number, and is 
copied down everywhere. Others mentioned that names and addresses are available on voter 
registration lists and that it is easy to get credit information from credit bureaus. They knew or had heard 
that it was possible to look individuals up on the Internet. Thus, to some extent, respondents' belief in 
the public accessibility of data about them is based in fact. 
 
Although “big computer” ideas are not exclusive to views of government, they are most commonly 
believed in that venue. The exchange of data between agencies is often seen as happening easily and 
quickly through centralized files. (One respondent described for us the computers sitting on our desks in 
the Census Bureau where we could pull up data about anyone in whom we were interested). In 
general, our respondents believe “government” shares data among different agencies and levels of 
government, regardless of any promises of confidentiality that are given. 
 
They assume that information they give will make its way back to interested authorities. Thus, it is 
assumed that the INS will find out about illegal aliens and the IRS about tax evaders, regardless of who 
is collecting the data or what promises they give. One of our vignettes described an undocumented 
immigrant who is asked about his immigration status in a survey and is promised confidentiality. Most 
of our respondents thought that answering truthfully would be very risky. (Two of them thought he 
should answer the questions truthfully because they thought he should be deported, and this 
information would facilitate it). A similar vignette described a man who fixes cars off the books, and is 
asked about his income in a survey. Again, most respondents did not think that he should reveal his 
cash payments in any survey, because they would then be available to the IRS. 
 
In particular, law enforcement and the courts are assumed to be able to get whatever data they want. 
Respondents sometimes recounted anecdotes of local police being able to find individuals by using 
data they had given to other agencies (such as housing, motor vehicles, or social service agencies,) and 
this is taken as proof of widespread information sharing. While this is seen as a major risk factor by 
some respondents, others think it may be proper, because it allows malefactors to be caught, (or in one 
case, a respondent’s runaway son to be located). Belief in police 
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powers to get information may not entirely invalidate a respondent’s belief in claims of confiden-
tiality. Assurances of confidentiality may be assumed by respondents to apply to normal circumstances 
and to the behavior of average agency personnel. However, if a high level employee of a law 
enforcement agency demands data normally considered confidential, such respondents have no doubt it 
will be made available. 
 
The belief that all government information is available to all government agencies had some interesting 
ramifications. Although many of our respondents try to be careful with their social security numbers, 
they often thought there was no additional risk in supplying it on a government survey. As they pointed 
out, "they [the government] gave it to me in the first place." Many respondents were puzzled by why a 
government survey would ask for social security number in the first place. One respondent thought that 
asking for social security number might make him suspicious. If they have to ask social security 
number, he reasoned, they may not actually be a legitimate government agency. 
 
Government data sharing is implicit in ideas about government “tracking” of individuals, alluded to 
previously. However, the purposes of this tracking are really not clear to our respondents. When 
probed about the specific purposes of this government tracking, two themes emerged. One was an 
interest in keeping track of the location of individuals (perhaps rendering them more accessible to the 
police). The other was in monitoring wages, assets and other financial transactions, presumably with 
the purpose of uncovering lies on income tax forms. 
 
4.2.5.9 Administrative records use Concerns about data sharing have a strong effect on respondents 
attitudes to the idea of administrative records use. One vignette described a government survey in 
which a character could either fill out 40 questions on each family member or give permission for the 
same data to be acquired from other agencies. The reaction to this vignette was interesting. Forty 
questions seemed burdensome to most respondents. But the idea of allowing an agency carte blanche 
in one's data files was disturbing, and many respondents who were initially tempted by the saving of 
time changed their minds. Others were angered by the suggestion, and they were inclined to refuse both 
the survey and the permission to look at other records. 
 
The risks they associated with the administrative records use were the following: 
 
• Reservations about the accuracy of data already in the files. They are afraid of “mistakes” in the data, 

or out-dated information about them being perpetuated. Some worried about being held 
responsible for the incorrect data. 

 
• Discovery of contradictions between various sources. Respondents frequently modify the data 

they give for specific purposes, so they are aware that they may not have reported exactly the same 
information in every venue. These respondents regarded the suggestion to use data from other 
records as an opportunity to “check” their answers. 

 
• Some respondents think it is more risky to have all data in one central location, and deliberately 

follow a strategy of telling only part of the data in any one venue. 
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Because of these concerns, most respondents felt that they had more control and less risk by refusing 
permission to get data from administrative records sources and filling out even a burdensome 
questionnaire themselves. A few respondents, however, felt that the choice as presented was 
unrealistic. They already believed in the wide availability of data between government agencies, thus they 
believed the administrative records data would be checked even if they refused permission. 
 
Respondents are not just afraid of intentional data sharing by agencies that collect it. They are also 
concerned about data being “shared” because of the bad behavior of individuals. Hackers are a prime 
example of this concern. Respondents believed that even if an agency has an official policy of 
confidentiality, people with bad intentions can access these computers from outside and steal data that 
everyone thinks are protected. This is one reason that assurances of confidentiality were not 
completely convincing to respondents, since they did not believe that reputable organizations are 
effective at protecting themselves from these outsiders. 
 
4.3. Managing information 
 
Respondents’ concerns about information led them to attempt to control what others can find out 
about them. Since respondents are highly concerned with fraud, most salient are their efforts to 
protect “their numbers.” When we asked if there was anything that people did or avoided doing to 
protect information about themselves, respondents told us about cutting horizontally through the 
numbers on out of date credit cards, carefully destroying "preapproved" credit card applications, using 
shredders for bank or credit card statements, whispering their driver's licence number (hence, social 
security number) in stores, hiding check deposit slips, and always hanging up on anyone who seemed 
to want this information over the telephone. 
 
When the requested information in a survey or application was beyond respondents' comfort level, some 
of them recommended asking the sponsor "if you really need that information," or if you "have to give 
those answers." This suggestion often arose if the questions provided access to a benefit: respondents 
explained that they were trying to establish whether they could leave the answer blank, and still be 
eligible. For example, if prior medical conditions might affect access to insurance, these respondents 
will try to negotiate how much they are required to reveal. But other respondents differed: they 
believed in the wide accessibility of the information, and reasoned that the authority would inevitably 
uncover any omitted information, and they would be subject to additional penalties. 
 
Respondents also use "don't know" and "not applicable" options to manage information, especially if 
they think that the questions are irrelevant to the legitimate purpose of the questionnaire. Another 
commonly mentioned technique for protecting information was lying. We were struck in these 
interviews about how often respondents reported that they lied in response to requests for information. 
This is particularly true if the questions being asked are beyond the boundaries of what the respondent 
considers to be legitimate. Respondents appeared to feel little or no 
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compunction about telling these lies. Sometimes these lies presented a modification of the truth, such 
as reporting only part of off-the-books income. In other cases, respondents presented outright untruths, 
such as giving an incorrect zip code or phone numbers to prevent marketers from finding them. One 
respondent enjoyed making up bizarre answers to mall surveys, as a kind of game. 
 
4.4 Diversity in Privacy Beliefs and Behaviors 

4.4.1 Technological Awareness 

 
Because of the importance of computers and data sharing to respondents’ anxieties about information, 
we wanted to interview persons with a variety of levels of technological sophistication. We had many 
respondents who had never used computers or the Internet, (although most had friends and relations 
who were users). We also recruited some respondents that worked in the computer industry or in data 
mining. On the whole, the ideas that govern the decision to reveal information did not seem to differ 
too greatly between the two ends of the spectrum. That is, there is considerable commonality about 
assessing sponsorship, relevance, and attending to tradeoffs between risk and benefit. However, some 
differences did emerge. 
 
The more technologically sophisticated respondents had a somewhat different attitude towards the 
Internet. They were more familiar with it, and one respondent told us that she felt comfortable 
answering questions on the Internet since she “thinks better on a computer.” However, the 
technologically knowledgeable respondents, like other respondents, believed that information supplied 
over the Internet was at risk. For example, one respondent employed as an analyst in a commercial 
data mining firm refused to make purchases over the Internet and did not want to give sensitive survey 
information in that mode either: 
 

“Maybe my answer would be different five years from now, but the security is still not very good. 
When I type messages, when I type email, I assume that everybody in the world is reading 
what I’m writing...so if I transmit something I just assume everybody’s seeing it.” 

 
However, other such respondents were more certain of their ability to determine a secure site, and 
were therefore more willing to use the Internet for important transactions. They told us they looked for 
a privacy policy on a site. (Although they might not read it completely, they liked that it was there). 
They looked for specific icons indicating secure sites (a key) although this was not entirely reassuring, 
since icons are easily made. A few mentioned checking the encryption programs which were in use 
before supplying information. But even these assurances did not convince them that the Internet was 
entirely without risk, and they too were primarily worried about fraud. 
 
Because this group of respondents did not look at the Internet as entirely secure, their attention 
focused on the ways in which it is possible to mitigate negative consequences if they occurred. 
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The strategies they had developed for this were primarily what distinguished the more technologically 
sophisticated respondents in our data. First, they were very aware of the policies protecting consumers 
over the Internet, which led them to choose certain credit cards or retailers which eliminate all 
financial liability related to fraud in web transactions. This meant that, like less sophisticated 
consumers, they preferred dealing with organizations which had good prior reputations. Second, they 
appeared much more willing than our other respondents to divest themselves of compromised 
identifiers. This strategy was called “ditching” by one respondent. These more sophisticated 
respondents consider it relatively easy to “ditch” information such as a credit card number, a bank 
account, an email address, or a post office box. The process of getting these new identifiers did not 
seem like a “hassle” to those who embraced this strategy. 
 
Another difference that is worth noting is that these respondents had a greater awareness of the 
existence of extensive private, as opposed to government, data bases on individuals. Unlike our other 
respondents, they mentioned information maintained by large corporations on their customers, industry 
wide data bases such as a “pooled cooperative database of catalogue merchandisers” and a shared 
industry wide data base with information about 60 to 70 million households. The extent of this private 
data sharing sometimes made respondents who were aware of it give up on attempting to control 
information at all. It is interesting to note that this respondent attributed his attitude to his job working 
with a large commercial data base. 
 

“Yeah, well, so what? I mean, what are they going to do about it?...I would imagine they must rent 
that information out or something... because they must, they just must. Everybody’s doing it to 
everybody else, they must...Well, here is my personal belief...Everybody, anybody who has any 
information about me will sell it if they can find somebody to buy it. So asking for consent is kind of 
meaningless...I mean the sense in which they’re disclosing that they’re doing it, I mean that element 
of this seems unnecessary to me because I’m assuming everybody is doing it. And, knock yourself 
out, is my attitude...I mean before I worked here I never gave it an ounce of thought. And I 
certainly wasn’t aware of the extent to which people are selling information to each other.” 

 
4.4.2 Group differences 
 
One original aim of the research was to discover differences in cultural beliefs and attitudes about 
privacy which might affect the response patterns of particular groups. We had expected to discover 
differences in the definition of privacy or different patterns of protected information among these 
groups. For this reason, recruiting stressed Native American, African American, Asian, and Latino 
respondents. On the whole, however, the emerging picture does not indicate significant differences in 
approach to privacy that can be ascribed to ethnic cultures. That is to say, faced with the same data 
collections and similar risks and benefits, there is considerable commonality in the way in which 
these groups approach revealing information. Thus, respondents in all groups process decisions about 
revealing information by thinking about sponsorship, relevance, risks and benefits. Fraud and loss of 
control over data are important concerns. It 
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should be noted that our research protocols tended to stress decision making in practical situations 
where data were being collected by a commercial or governmental organization. This focus was 
appropriate to the research, but was not designed to elicit differences in the social construction of 
privacy in interpersonal interaction within the home or in community contexts. A complete account of 
ethnic differences in the interpersonal aspects of privacy awaits further research. 
 
Nevertheless, we are able to suggest some patterns in which these groups may be said to diverge from 
the common account already rendered. These include: 
 
• the effects of the experiences of particular groups with government on their attitudes to data 

collection; 
 
• the contrast between privacy in communally based cultures and individually based cultures; 

 
• the effects of social class on decisions about privacy; and 

 
• different privacy sensitivities. 

 
The descriptions below should be considered as suggested hypotheses for further research. 
 
4.4.2.1 Experiences with government The historical relations between groups and the government 
appear to have had a strong effect on attitudes towards data collections. For example, among Native 
Americans, beliefs in government tracking of individuals seemed to be relatively common. One view 
was that “keeping track” or “keeping tabs” on the population was the purpose of the decennial census. 
This seemed to be redundant effort to one Native Americans respondent, since the federal government 
“knows where I am, they can find me.” One respondent alluded to this by mentioning the Certificate of 
Degree of Indian Blood, given by the Federal Government to enrolled members of federally registered 
tribes, which controls access to such benefits as the Indian Health Service. Another respondent 
mentioned a belief that the FBI maintains files on Indians, especially if they had connections with 
certain Indian political movements. 
 
The “tracking” idea seemed particularly troubling to a few Native American respondents. Here is an 
example of a respondent who found the census intimidating: 
 

“I really feel intimidated that I have to let the government know where I live, what I do, how many 
in my family. Almost, basically, running my life now. And I don’t like it. I hate it. Somehow I 
think that with all the computer technology they have now, that they could track you...that’s actually 
how I feel, like in the wild how they tag the animals and then they could tell where you’re at, how far 
you’ve traveled in a given time, and ...with the census thing, I don’t know why they do that. I still 
don’t know. Why they have to track every body like that, why do they have to know who lives in 
your house, what do you guys do every day...” 
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It should be noted that these negative views of the census were more common among one group of 
Native American respondents than in the other we interviewed. The group where these ideas were 
more salient lived in the Oakland area, and its members were somewhat older than the group 
interviewed in Los Angeles. Further, they were part of a group which was formed initially in the 50's 
and 60's as a result of a federal relocation project. Some of the respondents were children of Native 
Americans who had been removed from their homes, and sent to school in the Bay area. This 
experience is still remembered and resented. By contrast, the group in Los Angeles was younger, and 
generally better educated. The attitudes of the second group do not show as great a sensitivity to the 
relationship between the federal government and Native Americans. Most were quite positive about 
the Census. 
 
Other attitudes towards the government also reflect particular relationships between the government 
and a local ethnic community. In particular, problems with the INS were mentioned by Latino and 
Asian respondents as frequently heard concerns about the Census. Some of the Latino interviews 
were done in San Diego, and respondents there reported negative interactions with agents of the 
federal government because of the proximity of the border. A respondent had been detained crossing 
back into the United States after a visit to Mexico while officials demanded documentation including 
birth certificates, pay stubs and rent receipts. This makes respondents feel powerless. As she remarked, 
“they’re federal agents, they can do it.” 
 
Perceptions of our government may be mitigated by contrast to more repressive governments in 
countries from which our respondents emigrated. For example, one Cuban who had recently come to 
Florida found this country more private than her homeland: 
 

“In this country I think there’s quite a bit of privacy in people’s lives. That’s one of the things I like best. 
Because in the country I come from, they look even into the toenail of your big toe. So you want to 
get away from there because there’s so much they want to know about your life. They have you 
under surveillance. You feel completely asphyxiated, like you have no privacy even in your own 
home.” 

 
4.4.2.2 Communally based cultures. There is some suggestion in these data that concepts of privacy 
may be influenced by the sense of community which exists within a particular group. 
This was particularly striking in terms of a group of respondents who were immigrants from India. 
Most respondents in this research believe that privacy has decreased in recent years, but these Indian 
respondents sense more privacy in America than in India. There, family and acquaintances expect to 
know all sorts of personal details about ones’ life, such as income or plans to have children, and 
apparently have wide rights to inquire about such matters. For example: 
 

“In the U.S .everything is pretty private. There is more privacy in this country than back home in 
India. There is a lot of socializing that goes on in our lives back home. So, information passes 
around pretty fast. And it’s quite common...like for example, the kind of money you make or the 
sources of our income or the relations we have with other people, general things. These things are 
open to a certain extent in the community.” 
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In general, they said that they liked the new sense of privacy. They also noted, however, that 
protecting information was more of a concern in the United States, and that they had learned to 
worry about it after coming here: 
 

“I never paid so much attention to privacy before coming to America, and I never actually 
thought of privacy as such a show-stopping, life-critical thing. But after watching so many 
Hollywood films, I probably think that privacy could be protected closely...It’s a big deal, is what I’m 
feeling right now...” 

 
In dealing with decisions to reveal information, these respondents appeared to be primarily 
influenced by their new concerns, and in fact sounded much like the rest of our respondents in 
describing the decision to divulge information. 
 
A different sense of communally held information also emerges from our interviews with a group of 
poor African Americans. Their assessments of whether particular information is in the public or 
private realm tend to take account of the ease with which information spreads within tightly knit 
communities. Thus, information which might be considered damaging, such as having more than the 
allowed number of residents in an apartment, was not classified as private, because everyone in the 
neighborhood knew about it. It should be noted that just because this information was considered in 
some sense public, it did not mean that they were willing to reveal it in a government survey. 
 
4.4.2.3 Social class Social class appears to have a considerable impact on the responses to matters of 
privacy. First, as we have already mentioned, the poorest respondents may not be influenced by 
messages couched in terms of the benefits, because they may have ample evidence that resources tend 
not to be funneled to them or to their communities. Second, being poor may restrict one’s options in 
attempting to protect privacy. This became clear in the reactions of most of the group of poor African 
Americans to a vignette in which the central character has to decide what to do about a pharmacy 
which is selling information about drug purchases. The typical response of the more affluent 
respondents was to suggest changing pharmacies. However, these poorer respondents sensed that this 
was not possible if no other pharmacy existed or gave credit in the neighborhood. In a sense, this is an 
example of trading information for benefits, to which we have already referred. It should be kept in 
mind that when options are restricted, protecting privacy may take a lower priority to other matters. 
 
Another difference that social class may create in these data occurs in reactions to various modes of 
question administration. In general, more affluent respondents preferred modes of administration 
which allow them to stay in control of their time and living space: thus, mail (and for some, the Internet) 
are preferred modes. However, among our poorest respondents, face to face interviews tend to be 
more highly valued. Respondents say that they like to be able to assess an interviewer in person, in 
order to be able to decide if they are trustworthy. They have, perhaps, more confidence in their ability 
to read individuals than to determine if written promises of 
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confidentiality are dependable. In addition, some respondents see the interviewer as a source of 
explanations of difficult material and a possible helper if giving the information proves somehow 
damaging. 
 
4.4.2.4 Different privacy sensitivities Matters of sexuality may be a salient privacy concern with some 
Latino respondents. There is evidence that the Spanish term “privado” (private) tends to elicit 
associations with sexuality which the English term “private” does not. Thus, “privado” was defined 
as “Things about a married couple that no one should intrude into,” “Intimate things. In couples” and 
“It is something you shouldn’t do. Like something forbidden.” This should be taken into account in 
Spanish translations of privacy statements, etc. 
 
Our Native American respondents indicated certain sensitivities which were not mentioned by other 
respondents. Being asked questions about their children, particularly their names, was mentioned by 
some as problematic. This may have been due to the history previously alluded to, of children being 
separated from their families by the government. In addition, matters of religion and spirituality were 
mentioned by these respondents as issues they wanted to keep very private. They expressed a concern 
that the wider society might find their religious practices odd or different, and were thus very concerned 
with keeping them within the family or the community. The sensitivity to revealing names may also 
have religious connotations for some Native American groups, where names may have a sacred 
connotation. 
 
 

5. CONCLUSIONS 
 
5.1 Diversity and commonality in privacy beliefs 
 
Overall this research indicates that there is a wide common area of agreement between respondents in 
the way that they make decisions about requests for information. Some of our major findings, such as 
the concern with sponsorship, relevance and risks and benefits, can be found in every group we 
interviewed. All are concerned with the possibility of fraud, and give high priority to the protection of 
financial resources. Suspicion of the security of the Internet occurs in all groups, regardless of the 
degree of experience with the mode or technical expertise with computers. Thus, diversity does not 
stand as clearly as the commonality as a result of this research. 
 
However, thinking about the diversity we did find is useful. First, we need to look for attitudinal and 
behavioral variation within the very broadly defined ethnic categories which tend to structure our 
research. From this point of view, analyzing the beliefs of “Native Americans” or “Asians” is less revealing 
than defining the research unit as, for example, “urban Indians in the Bay area” or “middle class 
immigrants from India.” A complete cultural account of reactions to privacy in surveys, structured in 
this way, would require a much larger research project than we were able to do here. 

21 



 
Second, the differences we see between groups may reflect factors such as social class or contingent 
aspects of a specific historical relationship with government rather than ethnically specific beliefs 
and definitions. Thus, technically sophisticated and middle class respondents resembled each other 
strongly, despite their membership in different ethnic communities. Our results also suggest that 
there may be more similarities between the disempowered of various groups than between the 
members of various ethnic groups. Future research is necessary which examines these dimensions of 
difference directly, rather than assuming differences to be coextensive with ethnic community. This 
strategy highlights similarity of social situation and relationship to power as explanations for 
privacy behaviors, rather than emphasizing ethnic differences from a “mainstream culture.” 
 
5.2 The cultural understanding of privacy 
 
The control of information is central to our respondents' understanding of privacy. This stress on 
control is consistent with general American values. Loss of control over information is resented or 
provokes anxiety. Respondent’s sensitivities to control of information determine their attitudes 
towards issues such as data sharing between agencies, and affect attitudes towards different modes of 
questionnaire administration. 
 
Because privacy is evaluated situationally, it is not possible to define in advance a set of topics which are 
perceived as breaches to privacy in all situations. As we have indicated here, perception of a legitimate 
need for the information is a critical factor in situationally determining whether the request for 
information will trigger privacy concerns. Respondents require a sense of the legitimate, beneficial 
uses of information before they release it. Benefits to a particular community or to society as a whole 
do serve as motivations, and as such are critical to communicate, (although, as we have seen, this can 
backfire with the most socially marginal individuals). This leads to the conclusion that explaining the 
uses of the data to respondents merits considerable attention on the part of questionnaire designers. We 
suggest that these explanations must be on the level of the specific information which is requested and 
not on the level of the entire data collection. Further, the inclusion of topical material which is only 
distantly related to the publically known purpose of the data collection may be a risky strategy. 
 
Respondents also assess risks to themselves. It is important to note that assurances of confidentiality 
are generally not enough to counter a defined risk, especially when the stakes are considered to be high. 
The public perception is that data are widely shared between government agencies. 
 
Explanations of confidentiality should be changed to reflect this concern. These explanations should 
include more than descriptions of official policy, but should also explain the way in which data are 
protected from intrusion by outsiders. However, we found little that would serve to counteract this 
belief for people who had a great deal to lose. 
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These data suggest another limitation of assurances of confidentiality: if the privacy reaction results 
from a failure to see the legitimate purpose of the data collection, assurances of confidentiality are 
actually irrelevant to encouraging participation. (If a question is “none of our business” it really doesn’t 
help to assure the respondent that we won’t tell anybody else.) Thus, reactions to privacy cannot always 
be managed with assurances of confidentiality. Other avenues, primarily better explaining the 
legitimate need for the information, should be pursued. 
 
 

6. RECOMMENDATIONS 
 
• Because privacy judgements are situational, it is not possible to create a list of items that 

will always or never be considered private. 
 
• Because the sense of intrusiveness of questions is situational, be careful how disparate topics 

are combined in one survey setting (such as topical modules or supplements.) 
 
• Include the idea of having one’s “voice” heard in motivational material for minority groups.
 
• Through media coverage of other agencies and organizations, respondents are aware that 

fraud may occur through the action of individual employees. Describe the Census Bureau’s 
internal controls on the handling of data in explanations of confidentiality. 

 
• Because respondents’ comfort with questions rests on their assessment of the sponsor’s 

legitimate right to know the information requested, provide good, understandable 
explanations of why these data are needed and how they will be used. 

 
• Further research is necessary to assess changes in privacy beliefs and behaviors resulting 

from recent events. 
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Appendix I: Privacy Language 

Expressing comfort 
Open, nothing to hide, 
trust, trusting, confident, secure, protecting, controlling access 
 
Expressing privacy concerns 
wary, leery, skeptical, unsure, 
paranoid, paranoid factor, makes you nervous, hesitant, intimidated, 
delve, prying probing, in depth, pushy, gone too far, digging out [information] 
intrusive, intrusa, getting into your business, going behind your back, deceivingly 
 
Expressing boundaries: 
 
Personal boundaries: touchy, sensitive, private, privado, firewall, brick wall around the heart, 
confidential, quiet, to herself, not open to everybody, keep things to yourself, inner circle personal, 
personal space, personal dealing personal finances 
control, ownership of yourself, boundaries 
(Negative) nosy, big mouth, pot stirrer, loose-lipped, chisme, chismosas, meddle 
leave it alone, I can’t tell you or I’ll have to kill you, what’s it to you? don’t go there, none of your business, 
you don’t need to know, leave me alone 
 
Family boundaries: keep it in the household, this stays in the house, keep that behind closed doors, just 
between us, airing your dirty laundry, putting it on the street, that’s one of our family matters, family 
issue, keep it in the low down 
 
Relating to data sharing: 
central information bank, government files, big computer file, master list, track, tracking 
established company, reputation, fly by night, secure site, secure server, access, distributed, 
dispersed, 
divulge, open the door to your information 
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Appendix II: Semi-Structured Interview Protocol 

 
Introduction. 
 
Hi, thanks for agreeing to help. I'm talking to people to discover some of the reasons why people 
participate in the census, and some of the reasons why they don't. I'm interested in talking with you 
informally about your opinions and feelings about the census and answering questions. This 
interview should take about an hour and a half. As we discussed previously, anything we discuss 
today will be strictly confidential, and your participation in this interview is completely voluntary. 

 I. Census debrief 
Let's start by talking about your experiences with the census. 

1. Did you receive your census form? Did you receive the long form or the short form? 
 

Had you heard about the census before it arrived? -- what had you heard 
(advertisements)? 

 
Did someone in your household fill out the form and return it? -- who/ or did 

you talk to someone from the census (enumerator)? 
 

Did you have any problems or concerns about the questions or filling it out? 
 

Alternate probes: Did you hear anybody else talk about problems or concerns? Did 
you hear anybody talk about not liking the questions? 

 
2. What do you think might influence people to participate in the census or not participate? 3. If 

people don't respond, why do you think they don't? 

 II. Experiences with Other Data Collection. 
I'd also like to ask you about other requests for personal information. We're not 
just interested in surveys you might have participated in recently, but all types of 
questions asking you to provide details about your everyday life. 

4. Besides the census, have you been asked any questions over the phone lately, or did you fill out 
any forms, or did any interviewers come to the door? What were they? 

5. How do you decide if you will give information in these instances? 
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 III. Mode Preferences Section 

6. If you could choose the way to give your answers, which would you prefer: a face-to-face 
interview, a phone interview, a mail-back paper interview, an internet interview? Which would you 
like the most? Why? 

Rank order responses from Rs 

7. If the survey had a interviewer come to your door in person, would you would prefer that the 
interviewer be someone who lives in your neighborhood or someone who lives outside your 
neighborhood? Why? 

 IV. Privacy: Issue Awareness, Self-Assessment 

8. Some people care a lot about keeping their life private, while others do 
not care as much. What about you? How so? Can you tell me more about that? (Expansion probes) 
 

Possible probe: Would you say that your spouse/partner/relatives are more or less 
interested in privacy than you are? 

 
9. Do you think there is more or less privacy in people's lives today than there used to be, or is it 
about the same? 

What factors have increased/decreased privacy? 
 
10. Do you think that technology has made a difference in peoples' privacy? What technologies? If 

necessary: What about computers, have they made a difference in peoples' privacy? 

 V. Vignettes VARY THE ORDER as you present these. 
Now we'd like to turn to some different kinds of tasks. First, I have some situations on these cards. Each 
one describes a decision that someone has to make, and asks what that person should do in that instance. 
The situations are ambiguous, and there is no right or wrong answer. We're interested in YOUR opinion 
of what that person should do. 

1. George wants to buy a gift. He finds an internet website which has what he 
is looking for. It asks him to enter his credit card number to complete the 
sale. Should George provide this information? Why or why not? (Do you purchase items from the 
internet?) 
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Do you or someone in your family use a computer? Do you use the internet? 

2. In order to get a good discount on a car on the internet, Janie must fill out a computer form 
providing the names and email addresses of four family members or friends. Should Janie provide 
this information? Why or why not? 

3. Tamara receives a survey in the mail from the federal government that asks 
for her SSN. The survey promises her confidentiality. Should Tamara provide this information? Why 
or why not? 

4. Ivan is an undocumented immigrant. A government survey asks him about his residency status in 
this country. The interviewer promises him complete confidentiality. She explains that personal 
information is never released, and that his name will not be connected with his answers in any way. 
Should Ivan provide this information? Why or why not? 

5. Paulette has gone to the same pharmacy for a long time and likes her pharmacist. She discovers 
that the pharmacy keeps track of information about customers' drug purchases, and sells it to other 
businesses and research firms. Should Paulette continue to go to the same pharmacy? Why or why not?

6. To supplement his income, Andy fixes cars for friends and neighbors in his backyard, and asks that 
they always pay cash. A survey interviewer asks Andy for his earnings from all sources of income. 
Should Andy answer these questions? Why or why not? 

7. Sandy receives a letter from a government agency. The letter says she can either fill out a 
questionnaire with 40 questions on each person in her household, or with her permission, they can get 
the same information from other agencies. Should she give permission or fill out the questionnaire? 
Why or why not? 

Probe: Why do you prefer that choice? 
Probe: How long was the longest survey you've completed? 
Probe: What would you say if the mail-back survey said "required by law"? 

8. In order to get their child into a good pre-school program, Sue and Bob have to answer a lot of 
questions about their family life, such as how often they quarrel and how they discipline their children. 
Should they give this information? Why or why not? 

Possible Additional Probe: What if it was a local charity asking those questions? 
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 VI. Privacy Schema 
Now I'd like to discuss some of the ways in which people express their ideas about privacy. (Choose 
no more than 5 terms/phrases that the respondent has used, and discuss them with the respondent.) 

When we were discussing the situations earlier, I noticed you said xxx. Could you give me some 
examples of xxx? It doesn't have to be something that really happened, just a general example. 
 
Only ask for abstract meaning probes if the respondent seems able to answer them. 
 
Here are some other expressions people use to talk about privacy. Can you give me some 
examples to explain these? (Only present terms that the respondent has not discussed so far.) 
 
none of your business 
private 
keep it in the family 
personal 
intrusion of privacy 

 VII. Confidentiality Statements: Card Prompts. Questions below. 
VARY THE ORDER as you present these to interviewees. 

Now I'd like to show you some statements about confidentiality that may be used 
in some government surveys. Please read each one and tell me what you think of it. Tell me if there 
are phrases you like or don't like, or phrases that raise questions. 

"Your privacy is protected by law (Title 13 of the United States Code), which also 
requires that you answer the questions. That law ensures that your information 
is only used for statistical purposes and that no unauthorized person can see your 
form or find out what you tell us, no other government agency, no court of law, 
NO ONE." 
 
What is this trying to tell you? 
 
Do you think this is easy to understand? 
 
"Only persons sworn to protect the confidentiality of your information can see your 
form. No one else will be able to connect your answers with your name and address. 
No one, not even Census Bureau staff, are permitted to use your 
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information other than to conduct this survey. In the course of this survey, we may 
combine your answers with information that you have given other agencies to enhance 
the statistical uses of the survey data. This information will be given the same 
protection as your survey information." 
 
What is this trying to tell you? 
 
What is meant by 'combine your answers with ....'? 

Do you think this is easy to understand? 

 VIII. Confidentiality phrases: 
I have some of the language used in these statements, and similar statements, on these cards. I'd like 
to discuss each phrase. 

What meaning do you get from it when they say: 
 
"Strictly confidential" 
"Confidential by law" 
"Statistical purposes" 
"only summary data will be published and made available..." 
"we never release information that would disclose your identity." 
"no one else will be able to connect your answers with your name and address" 

 IX. Demographic Information 
Finally, I want to ask you five short demographic questions 

What is your: Sex Age Ethnicity/Race

Education Occupation/Work 

29 



Census 2000 Experiment 
                                                             April 17, 2003  

 

 

 

Administrative Records 
Experiment in 2000  
(AREX 2000)  
Process Evaluation 
 
FINAL REPORT  
This research paper reports the results of research and analysis undertaken by the U.S. Census 
Bureau.  It is part of a broad program, the Census 2000 Testing, Experimentation, and Evaluation 
(TXE) Program, designed to assess Census 2000 and to inform 2010 Census planning.  Findings 
from the Census 2000 TXE Program reports are integrated into topic reports that provide context 
and background for broader interpretation of results. 

 
                                                                            Michael A. Berning and 
                                                                         Ralph H. Cook 

Planning, Research, and               
Evaluation Division  
    

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Intentionally Blank 

 



ACKNOWLEDGMENTS 

The Administrative Records Experiment 2000 was conducted by the staff of Administrative 
Records Research at the U.S. Census Bureau, led by Charlene Leggieri.  Questions and 
comments regarding this document can be directed to Michael A. Berning or Ralph Cook at 301-
457-3067. 

Administrative Records Research Staff Members and Key Contributors to AREX 2000: 

Bashir Ahmed Mikhail Batkhan Mark Bauder 

Mike Berning Harold Bobbitt Barry Bye 

Benita Dawson Joseph Conklin Kathy Conklin 

Gary Chappell Ralph Cook Ann Daniele 

Matt Falkenstein Eleni Franklin James Farber 

Mark Gorsak Harley Heimovitz Fred Holloman 

David Hilnbrand Dave Hubble Robert Jeffrey 

Dean Judson Norman Kaplan Vickie Kee 

Francina Kerr Jeong Kim Myoung Ouk Kim 

Charlene Leggieri John Long John Lukasiewicz 

Mark Moran Daniella Mungo Esther Miller 

Tamany Mulder Nancy Osbourn Arona Pistiner 

Ron Prevost Dean Resnick Pamela Ricks 

Paul Riley Douglas Sater Doug Scheffler 

Kevin A. Shaw Kevin M. Shaw Larry Sink 

Diane Simmons Amy Symens-Smith Cotty Smith 

Herbert Thompson  Deborah Wagner Phyllis Walton 

Signe Wetrogan David Word Mary Untch 

and 

Members of the AREX 2000 Implementation Group 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Intentionally Blank 

 



CONTENTS 

EXECUTIVE SUMMARY............................................................................................................ iv 

1. BACKGROUND ..................................................................................................................... 1 

1.1 Introduction...................................................................................................................... 1 
1.2 Administrative Record Census—Definition and Requirements ...................................... 2 
1.3 AREX Objectives............................................................................................................. 2 
1.4 AREX Top-down and Bottom-up Methods ..................................................................... 3 
1.5 Experimental Sites ........................................................................................................... 5 
1.6 AREX Source Files .......................................................................................................... 5 
1.7 AREX Evaluations ........................................................................................................... 6 

2. METHODOLOGY .................................................................................................................. 7 

2.1 General Questions ............................................................................................................ 7 
2.2 Specific Questions and Methodology .............................................................................. 7 

3. LIMITS .................................................................................................................................... 8 

4. RESULTS ................................................................................................................................ 8 

4.1 Building a National System of Administrative Records – StARS Development ............ 8 
4.2 Operational Components of AREX ............................................................................... 24 

5. RECOMMENDATIONS....................................................................................................... 35 

5.1 Improve the computer matching and rematching processes .......................................... 35 
5.2 Evaluate the impact of multiple MAFIDs on the DMAF .............................................. 35 
5.3 Improve the availability of source data for the under 18 population ............................. 35 
5.4 Evaluate the effectiveness of computer models used in the experiment........................ 36 
5.5 Conducting further research on address selection.......................................................... 36 
5.6 Conduct a full-scale field address verification............................................................... 36 

REFERENCES.............................................................................................................................. 37 

Attachment 1. AREX 2000 Implementation Flow Chart .......................................................... 40 

Attachment 2. StARS Process Steps – Outline.......................................................................... 41 

Attachment 3. Description of FAV Status Codes...................................................................... 44 

 

 i



LIST OF TABLES 

Table 1.  Key Demographic Characteristics of the AREX 2000 Sites............................................ 5 

Table 2.  Source File Characteristics............................................................................................. 10 

Table 3.  Currency of Source Files................................................................................................ 11 

Table 4.  National Geocoding Tallies............................................................................................ 14 

Table 5.  SSN (Person Record) Verification Profile ..................................................................... 16 

Table 6.  Computer Match Results................................................................................................ 25 

Table 7.  Clerical Review Match Results...................................................................................... 27 

Table 8.  Selection of FAV Addresses .......................................................................................... 29 

Table 9.  FAV Results ................................................................................................................... 31 

Table 10.  Top-down Method Population Tallies ......................................................................... 34 

Table 11.  Bottom-up Method Population Tallies......................................................................... 34 
 

LIST OF FIGURES 

Figure 1.  Summary Diagram of AREX 2000 Design .................................................................... 4 

Figure 2.  Record Unduplication Example.................................................................................... 18 

Figure 3.  Depiction of FAV Listing Page Questions ................................................................... 29 

 

 ii



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Intentionally Blank 

 iii



EXECUTIVE SUMMARY 

This report highlights the processes used for the Administrative Records Experiment 2000 and 
provides recommended improvements for future administrative records census operations. 

The Administrative Records Experiment 2000 was part of the Census 2000 Testing, 
Experimentation, and Evaluation Program and was designed to gain information regarding the 
feasibility of conducting an administrative records census.  An administrative records census is a 
census where housing and demographic data are drawn from administrative records from various 
government agencies.  For the purpose of the Administrative Records Experiment 2000, records 
were drawn from the following agencies: 

• Internal Revenue Service, 
• Department of Housing and Urban Development, 
• Center for Medicare and Medicaid Services Medicare, 
• Indian Health Services, and 
• Selective Service System, 

The principal objectives of Administrative Records Experiment 2000 were to compare two 
methodologies for conducting an administrative records census to Census 2000 and to evaluate 
the results.  Method 1 (referred to as the Top-down method) provides population counts down to 
the census block level.  Method 2 (referred to as the Bottom-up method) attempts to match 
administrative records to the Master Address File and reconcile differences through field 
operations.  This method provides both population and housing unit counts.  Whereas both 
methods meet the data requirement for apportionment and redistricting, the Bottom-up method 
provides some additional data on housing unit relationship and tenure. 

The experiment focused on five counties (two counties in Maryland and three counties in 
Colorado) that contained approximately one million housing units and a population of 
approximately two million persons.  The sites were selected based on the mix of difficulty each 
represented in conducting an administrative records census.  The operations for Administrative 
Records Experiment 2000 involved building a national database from the input source files and 
where appropriate, supplementing the record fields with data from other Census person and 
address records. 

Basic results from the Administrative Records Experiment processing operations include: 

• There is a reporting lag of approximately one year between the Statistical 
Administrative Records System 1999 /Administrative Records Experiment source 
files and the target date of April 1, 2000.  The reporting lag impacted on our 
interpretation of results. 

• Nationally, about 73 percent of Statistical Administrative Records System address 
records were machine geocoded.  In Maryland, the machine geocoding rate was 
approximately 86 percent, while in Colorado the rate was approximately 80 percent. 

• The clerical geocoding process added about three percent to the number of addresses 
geocoded in Maryland, and about five percent to the number of addresses geocoded in 
Colorado. 
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• For the Bottom-up method, administrative record addresses were computer matched 
to an April 2000 extract of the Decennial Master Address File.  About 80 percent of 
Maryland Administrative Records Experiment addresses were computer matched to 
at least one Decennial Master Address File address, while about 81 percent of 
Colorado administrative record addresses were computer matched to at least one 
Decennial Master Address File address. 

• A clerical review of the computer matching process added an additional four percent 
of addresses in Maryland and nearly six percent of addresses in Colorado by 
clerically matching addresses to the Decennial Master Address File. 

• For administrative record addresses that did not match a Decennial Master Address 
File, field address verification was performed.  The field verification was originally 
designed for 100 percent verification, but due to Census 2000 demand, the field 
verification was reduced to a sample basis composed of 6,644 addresses.  About 13 
percent of the Maryland addresses were valid as listed, while an additional 12 percent 
were deemed valid after the lister made minor corrections.  In Colorado, about eight 
percent were valid as listed, and an additional 30 percent were deemed valid after 
minor corrections by the lister. 

• The Administrative Record Experiment originally included a “Request for Physical 
Address” operation for addresses that were Post Office Boxes, commercial mailing 
services, and the like.  This operation is evaluated in a separate report. 

During the course of the experiment, several operations were modified from the original plan 
based on competing resources with decennial census operations.  In spite of the changes, the 
Administrative Records Research Staff were able to adapt to the limitations and modify the 
operation to minimize the impact on the overall experiment.  In lieu of a full-scale administrative 
records census, Administrative Record Experiment and Statistical Administrative Records 
System operations still may have many different applications to decennial census operations.  An 
important example is imputation and Nonresponse Followup uses, which are discussed in the 
Administrative Records Experiment 2000 Household Evaluation.  Such additional applications 
should be explored in 2000 – 2010 tests. 

Time constraints did not allow for a detailed person-by-person comparison between the results of 
the Bottom-up method and the Decennial Census, nor between the results of the Bottom-up and 
Top-down methods.  Although a household match was conducted between the Bottom-up 
method and the census, it remains an open question whether the matched addresses in the 
Bottom-up method contain the same people as those identified in the Decennial Census.  
Administrative Records Research should perform an evaluation using a detailed person-by-
person comparison (micro-match) of the matched addresses within the Census and Bottom-up 
methods.  Additionally, a detailed person-by-person comparison between the Bottom-up and 
Top-down methods should also be pursued with regard to person and address matches. 

When the Administrative Record Experiment population tallies were produced and compared to 
the Census 2000 tallies, the results showed that for the Bottom-up method, the five test site 
county tallies, ranged from 96 percent to 102 percent of the Census 2000 population tallies.  For 
the Top-down method, the range was 84-92 percent.  Based on these results, we recommend  
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that administrative records continue to be tested and refined as a possible supplement for future 
census operations.  Future refinement and improvements should, at a minimum, focus on the 
following areas: 

• Improve the computer matching and rematching processes.  An evaluation should 
be conducted to determine the effectiveness of the rematch to the Decennial Master 
Address File process.  The dynamic nature of the Decennial Master Address File 
requires that it be continually updated from decennial census updates.  Thus, 
duplicate and multiple Master Address File Identifiers for a given address may have 
changed since the first computer match.  In addition, computer matching parameters 
must be further evaluated for accuracy and relevancy to the address matching task, as 
many addresses classified as possible matches by the computer were deemed to be 
matched during the clerical review process. 

• Evaluate the impact of multiple Master Address File Identifiers on the Decennial 
Master Address File.  Multiple Master Address File Identifiers assigned to a single 
address and duplicate Master Address File Identifiers assigned to multiple addresses 
contributed to the difficulty in classifying addresses as matched, non-matched, or 
possibly matched.  Further research on the impact of retaining duplicate and multiple 
Master Address File Identifiers on the Decennial Master Address File should be 
pursued. 

• Improve the availability of source data for the under 18 population.  
Administrative Records Research should continue to pursue coverage improvements 
via additional file acquisition.  Expanding coverage of existing files should also be 
pursued in an attempt to improve coverage of certain segments of the population — 
particularly dependents on the Internal Revenue Service files and the under age 18 
population segment nationally.  Improving race information on administrative record 
files should also be pursued. 

• Evaluate the effectiveness of computer models used in the experiment.  Since the 
FAV Address Selection Model and the FAV Estimation Model influenced final tallies 
and results, further research should be conducted to assess the effectiveness of the 
models employed. 

• Conduct further research on address selection.  As the critical element for 
converting administrative record source data into a format useful for generating 
census tallies, a more thorough assessment of the StARS and Administrative Records 
Experiment address selection rules used to determine a person’s “best address” 
should be pursued. 

• Conduct a full-scale field address verification.  Final Administrative Records 
Experiment results suggested an extremely limited ability to predict the number of 
valid addresses from a model.  Using only a sample of addresses to conduct the field 
address verification operation, under the assumption that any addresses not matched 
to the Decennial Master Address File were true non-matches, led to the conclusion 
that only a full-scale field address verification operation would be acceptable. 
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1. BACKGROUND 

1.1 Introduction 
The Administrative Records Experiment 2000 (AREX 2000) was an experiment in two areas of 
the country designed to gain information regarding the feasibility of conducting an 
administrative records census (ARC), or the use of administrative records in support of 
conventional decennial census processes.  The first experiment of its kind, AREX 2000 was part 
of the Census 2000 Testing, Experimentation, and Evaluation Program.  The focus of this 
program was to measure the effectiveness of new techniques, methodologies, and technologies 
for decennial census enumeration.  The results of the testing lead to formulating 
recommendations for subsequent testing and ultimately to the design of the next decennial 
census. 

Interest in taking a decennial census by administrative records dates back at least as far as a 
proposal by Alvey and Scheuren (1982) wherein records from the Internal Revenue Service 
(IRS) along with those of several other agencies might form the core of an administrative record 
census.  Knott (1991) identified two basic ARC models:  (1) the Top-down model that assembles 
administrative records from a number of sources, unduplicates them, assigns geographic codes 
and counts the results; and (2) the Bottom-up model that matches administrative records to a 
master address file, fills the addresses with individuals, resolves gaps and inconsistencies address 
by address, and counts the results.  There have been a number of other calls for ARC research — 
see for example Myrskyla 1991; Myrskyla, Taeuber and Knott 1996; Czajka, Moreno and Shirm 
1997; Bye 1997.  All of the proposals fit either the Top-down or Bottom-up model described 
here. 

Knott also suggested a composite Top-down/Bottom-up model, which would unduplicate 
administrative records using the Social Security Number (SSN) then match the address file and 
proceed as in the Bottom-up approach.  In overall concept, AREX 2000 most closely resembles 
this composite approach. 

More recently, direct use of administrative records in support of decennial applications was cited 
in several proposals during the Census 2000 debates on sampling for Nonresponse Followup 
(NRFU).  The proposals ranged from direct substitution of administrative data for non-
responding households (Zanutto, 1996; Zanutto and Zaslavsky, 1996; 1997; 2001), to 
augmenting the Master Address File development process with U.S. Postal Service address lists 
(Edmonston and Schultze, 1995:103).  AREX 2000 provided the opportunity to explore the 
possibility of NRFU support. 

The Administrative Records Research (ARR) staff of the Planning, Research, and Evaluation 
Division (PRED) performed the majority of coordination, design, file handling, and certain field 
operations of the experiment.  Various other divisions within the Census Bureau, including Field 
Division, Decennial Systems and Contracts Management Office, Population Division, and 
Geography Division supported the ARR staff. 

Throughout this report, rather than identifying individual workgroups or teams, we shall refer to 
the operational decisions made in support of AREX to be those of ARR; that is, we shall say that 
“ARR decided to…” whenever a key operational decision is described, even though, of course, 
ARR staff were not the only decision makers. 
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1.2 Administrative Record Census—Definition and Requirements 
In the AREX, an administrative record census was defined as a process that relies primarily, but 
not necessarily exclusively, on administrative records to produce the population content of the 
decennial census short form with a strong focus on apportionment and redistricting requirements.  
Title 13, United States Code, directs the Census Bureau to provide state population counts to the 
President for the apportionment of Congressional seats within nine months of Census Day.  In 
addition to total population counts by state, the decennial census must provide counts of the 
voting age population (18 and over) by race and Hispanic origin for small geographic areas, 
currently in the form of Census blocks, as prescribed by PL 94-171 (1975) and the Voting Rights 
Act (1964).  These data are used to construct and evaluate state and local legislative districts. 

Demographically, the AREX provided date of birth, race, Hispanic origin, and sex, although the 
latter is not required for apportionment or redistricting purposes.  Geographically, the AREX 
operated at the level of basic street address and corresponding Census block code.  Unit numbers 
for multi-unit dwellings were used in certain address matching operations and one of the 
evaluations; but generally, household and family composition were not captured.  In addition, the 
design did not provide for the collection of sample long form population or housing data, needs 
that will presumably be met in the future by the American Community Survey program.  The 
design did assume the existence of a Master Address File and geographic coding capability 
similar to that available for the Census 2000. 

1.3 AREX Objectives 
The principal objectives of AREX 2000 were twofold.  The first objective was to develop and 
compare two methods for conducting an administrative records census, one that used only 
administrative records and a second that added some conventional support to the process in order 
to complete the enumeration.  The evaluation of the results also included a comparison to Census 
2000 results in the experimental sites. 

The second objective was to test the potential use of administrative records data for some part of 
the NRFU universe, or for the unclassified universe.  Addresses that fall into the unclassified 
status have very limited information on them—so limited, in fact, that the address occupancy 
status must be imputed, and, conditional on being imputed “occupied”, the entire household, 
including characteristics, must be imputed.  In order to effectively use administrative records 
databases for substitution purposes; one must determine which kinds of administrative record 
households are most likely to yield similar demographic distributions to their corresponding 
census households. 

Other more general objectives of the AREX included the collection of relevant information, 
available only in 2000, to support ongoing research and planning for administrative records use 
in the 2010 Census, and the comparison of an administrative records census to other potential 
2010 methodologies.  These evaluations and other data will provide assistance in planning major 
components of future decennial censuses, particularly those that have administrative records as 
their primary source of data. 
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1.4 AREX Top-down and Bottom-up Methods 

1.4.1 Top-down 
The AREX 2000 enumeration was accomplished by a two-phase process.  The first phase 
involved the assembly and computer geocoding of records from a number of national 
administrative record systems, and unduplication of individuals within the combined systems.  
This was followed by two attempts to obtain and code physical addresses (clerical geocoding and 
request for physical address) for those that would not geocode by computer.  Finally, there is a 
selection of “best” demographic characteristics for each individual and “best” street address 
within the experimental sites.  Much of the computer processing for this phase was performed as 
part of the Statistical Administrative Records System (StARS) 1999 processing (Judson, 1999; 
Farber and Leggieri, 2002).  As such, StARS 1999 was an integral part of AREX 2000 design. 

One can think about the results of the Top-down process in two ways.  First, counting the 
population at this point provides, in effect, an administrative-records-only census.  That is, the 
enumeration includes only those individuals found in the administrative records, and there is no 
other support for the census outside of activities related to geocoding.  AREX 2000 provides 
population counts from the Top-down phase so that the efficacy of an administrative-records-
only census can be assessed. 

However, without a national population register as its base, one might expect an enumeration 
that used only administrative records to be substantially incomplete.  Therefore, a second way to 
think about the Top-down process is as a substitute for an initial mail-out in the context of a 
more conventional census that would include additional support for the enumeration. 

1.4.2 Bottom-up 
The fundamental difference between the Bottom-up method and the Top-down method is the 
Bottom-up method matches administrative records addresses to a separately developed “frame” 
of addresses, and based on this match, performs additional operations.  In this experiment, an 
extract of the  Census Bureau’s Master Address File (MAF) served as the frame1. 

The second phase of the AREX 2000 design was an attempt to complete the administrative-
records-only enumeration by the correction of errors in administrative records addresses through 
address verification (a coverage improvement analogue) and by adding persons missed in the 
administrative records (a NRFU analogue).  This phase began by matching the addresses found 
in the Top-down process to the MAF in order to assess their validity and to identify those MAF 
addresses for which no administrative records were found.  A field address review (FAV) was 
used to verify non-matched administrative records addresses, and invalid administrative records 
addresses were excluded from the Bottom-up selection of best address.  Non-matched MAF 
addresses were canvassed in order to enumerate persons at addresses not found in the 
administrative records systems.  In the AREX, such a canvassing was simulated by adding those 
persons found in the Census 2000 at the unmatched addresses to the adjusted administrative- 

                                                 
1 In this report, we use the term “MAF” generically.  Our operations were based on extracts from the Decennial 

Master Address File (DMAF). 
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records-only counts, thus completing the enumeration.  Accomplishing the AREX as part of the 
Census 2000 obviated the need to mount a separate field operation to canvass unmatched MAF 
addresses. 

Considering the Top-down and Bottom-up processes as part of one overall design, AREX can be 
thought of as a prototype for a more or less conventional census with the initial mailout replaced 
by a Top-down administrative records enumeration.  Figure 1 below, provides a conceptual 
overview of the experiment for enumerating the population tested during the AREX.  A more 
detailed description of data processing flows can be found in Attachment 1. 

Note:  The graphical description presented here is intended to convey the concept of both AREX 
methods when viewed in terms of the Bottom-up method as a follow-on process to the 
Top-down method. 
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Figure 1.  Summary Diagram of AREX 2000 Design 
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1.5 Experimental Sites 
The experiment was set up to include geographic areas that include both difficult and easy to 
enumerate populations.  Two sites were selected believed to have approximately one million 
housing units and a population of approximately two million persons.  One site included 
Baltimore City and Baltimore County, Maryland.  The other site included Douglas, El Paso, and 
Jefferson Counties, Colorado.  The sites provided a mix of characteristics needed to assess the 
difficulties that might arise in conducting an administrative records census.  Approximately one 
half of the test housing units was selected based on criteria assumed to be easy-to-capture in an 
administrative records census (for example, areas having a preponderance of city style addresses, 
single family housing units, older and less mobile populations), and the other half was selected 
based on criteria assumed to be hard to capture (the converse).  Demographic characteristics of 
the sites are given in the following table. 

Table 1.  Key Demographic Characteristics of the AREX 2000 Sites 

Baltimore 
County, MD 

Baltimore 
City, MD 

Douglas 
County, CO 

El Paso 
County, CO 

Jefferson 
County, CO United States 

Total Population1 754,292 651,154 175,766 516,929 527,056 281,421,906 

White1 74.4% 31.6% 92.8% 81.2% 90.6% 75.1% 

Black1 20.1% 64.3% 1.0% 6.5% 0.9% 12.3% 

American Indian, Eskimo or Aleut1 0.3% 0.3% 0.4% 0.9% 0.8% 0.9% 

Asian or Pacific Islander1 3.2% 1.5% 2.6% 2.7% 2.4% 3.7% 

Other Race1 0.6% 0.7% 1.4% 4.7% 3.2% 5.5% 

Multi-Race1 1.4% 1.5% 1.9% 3.9% 2.2% 2.4% 

Hispanic1 1.8% 1.7% 5.1% 11.3% 10.0% 12.5% 

Median Age1 37.7 yrs 35.0 yrs 33.7 yrs 33.0 yrs 36.8 yrs 35.3 yrs 

Crude Birth Rate2 12.6 14.9 19.0 15.7 12.5 14.93 

Crude Death Rate2 9.9 13.1 2.7 5.5 6.0 8.63 

1990-2000 Change4 9.0% -11.5% 191.0% 30.2% 20.2% 13.2% 

Note:  all values include household and group quarters residents 
1 2000 Census results 
2 1998 rates per 1000; from MD Dept. of Health and Mental Hygiene and CO Dept. of Public Health and Environment 
3 1998 rates per 1000; from www.fedstats.gov 
4 1990 and 2000 Census results 

1.6 AREX Source Files 
The administrative records for AREX were drawn from the StARS 1999 database.  There were 
six national-level source files selected for inclusion in StARS.  Section 4.1 of this document 
describes the source files in detail.  The files were chosen to provide the broadest coverage 
possible of the U.S. population, and to compensate for the weaknesses or lack of coverage of a 
given segment of the population inherent in any one source file.  See Table 2 in Section 4.1.1 for 
a description of the source file characteristics. 
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The source for this information can be found in the AREX 2000 Process Evaluation Quality Assurance Log, Reference #1, Supporting Documentation for Table 1 Key Demographic Characteristics of the AREX 2000 Sites.  



1.6.1 Timing 
An important limitation for the AREX is the gap between the reference period for data contained 
in each source file and the point-in-time reference of April 1, 2000 for the Census.  The time lag 
has an impact on both population coverage—births, deaths, immigration and emigration—and 
geographic location—housing extant, and geographic mobility.  As an example, both IRS files 
include data for tax year 1998 with an expected current address as of tax filing time close to 
April 15, 1999.  Note, however, that the IRS 1040 file only provided persons in the tax unit as of 
December 31, 1998.  The pertinent reference dates for each of the files is provided in Table 3, 
Section 4.1.1. 

1.6.2 State, Local and Commercial Files 
ARR staff decided not to use state and local files2 and commercially available databases3 in the 
AREX 2000 experiment.  Statistical evidence is limited, but various reports from ARR staff 
indicated that state and local files come in an extremely diverse variety of forms, with equally 
diverse record layouts and content (for historical information, see Sweet, 1997; Buser, Huang, 
Kim, and Marquis, 1998; and other papers in the Administrative Records Memorandum Series).  
Furthermore, ARR staff reported that it was quite time-consuming and intricate to develop the 
interagency contractual arrangements necessary to use state and local files.  Public opinion 
results such as Singer and Miller (1992), Aguirre International (1995), and Gellman (1997), 
convinced ARR staff that public sensitivity to the idea of linking commercial databases with 
government databases (other than for address processing) would be too great, and that such a 
linkage would be unwise. 

In addition to acquisition and processing difficulties, consideration of the use of state and local 
files raises an equity issue in a decennial census context.  Since it is not possible to obtain an 
exact count of the population in its entirety, public perception of fair treatment in the decennial 
census process is important.  Therefore, the accuracy of the counts must be seen as uniform 
between and within states.  The use of data from only certain states or localities would 
compromise notions that decennial census methods must treat all parts of the country equitably. 

1.6.3 Census Numident 
An additional, and critical, file used in creation of the StARS database was the Census Numident 
file.  For the AREX, it was the source of most of the demographic characteristics and some of the 
death data.  Detailed discussion regarding the creation and use of the Census Numident may also 
be found in Section 4.1.1. 

1.7 AREX Evaluations 
Currently, four evaluations are being completed. 

The Process Evaluation documents and analyzes selected components or processes of the Top-
down and Bottom-up methods in order to identify errors or deficiencies.  It is designed to catalog 

                                                 
2 Such as state and local tax returns, drivers license files, local utilities, assessor’s records, and the like. 
3 Such as commercially available mailing lists, credit card databases, and the like. 
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the various processes by which raw administrative data became final AREX counts and attempts 
to identify the relative contributions of these various processes. 

The Outcomes Evaluation is a comparison of Top-down and Bottom-up AREX counts by 
county, tract, and block level counts of the total population by race, Hispanic origin, age groups 
and gender, with comparable decennial census counts.  This evaluation is outcome rather than 
process oriented. 

The Household Evaluation assesses outcomes of the Bottom-up method, the potential for 
NRFU substitution and unclassified imputations, and predictive capability.  NRFU substitution 
assesses the feasibility of using administrative records, in lieu of a field interview, to obtain data 
on non-responding census addresses via the Bottom-up method. 

The Request for Physical Address (RFPA) Evaluation assesses the impact of noncity-style 
addresses.  These addresses present a significant hurdle to the use of an administrative records 
census on either a supplemental or substitution basis is the determination of residential addresses 
and their associated geographic block level allocation for individuals whose administrative 
record address is a P.O. Box or Rural Route.  AREX 2000 tested a possible solution in the form 
of the Request for Physical Address operation.  Several thousand letters were mailed to P.O. Box 
and Rural Route addresses requesting the receiver to reply with their residential address for 
purposes of block level geocoding.  This report documents in detail the planning and 
implementation of the operation.  It also analyzes the results of the operation and assesses its 
potential future use as part of an ARC. 

2. METHODOLOGY 

2.1 General Questions 
The primary goal of the Process Evaluation is to document the process used to transform the 
administrative records data in the counts that are assessed in later AREX evaluation reports.  The 
general questions underlying all sections of the evaluation are: 

1. What methods were used to create AREX counts? 
2. How did those methods affect the final results of the experiment? 
3. What recommendations should be made for new and improved administrative records 

processing as well as for future administrative records experiments? 

2.2 Specific Questions and Methodology 
Using project documentation and data files, analysis will focus on the following AREX 2000 
components: 

1. StARS Development and its relationship to the AREX. 
2. Computer Matching to the Decennial Master Address File. 
3. Clerical Review of the Computer Match Results. 
4. Field Address Verification. 
5. Producing tallies for the Bottom-up and Top-down methods. 
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2.3 Applying Quality Assurance Procedures 
Quality assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report.  The procedures encompassed methodology, specification of project 
procedures and software, computer system design and review, development of clerical and 
computer procedures, and data analysis and report writing.  A description of the procedures used 
is provided in the :Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITS 

This evaluation had three major limitations: 

1. This evaluation will assume that there will be no changes in the content of national 
administrative record systems in the future that might facilitate their use in future 
decennial censuses.  (For a discussion of some feasible changes, see Bye 1997.) 

2. The evaluation will not address legal issues related to the use of administrative records 
for decennial census purposes or issues of public policy concerning the acceptability of 
these approaches by Congress or the public. 

3. Concerning suggestions for additional administrative record sources that might be used in 
future experiments; the evaluation will be limited to data systems that are national in 
scope.  It is assumed that the data processing difficulties associated with the use of State 
and local data are too great to warrant their consideration; and that the selection of data 
from just certain states or localities would compromise notions that decennial census 
methods must treat all parts of the country fairly and equally. 

4. RESULTS 

4.1 Building a National System of Administrative Records – StARS Development 

4.1.1 Background and Overview 
The prospect of conducting an administrative records census (ARC), where the sole source of 
data were administrative records, required development of a database on a national level.  The 
Statistical Administrative Records System (StARS) is a research project designed to build a 
database of person and address data using administrative records from various government 
agencies, primarily for application to decennial census research and development.  The StARS 
database was designed with two main goals required of the final output file: 

person data:  One output record per person, assigned to an individual residence 
corresponding as closely as possible to Census residence definitions, containing 
characteristic data (age, gender, race and Hispanic origin), corresponding as closely as 
possible to Census short form data, and excluding persons which are not in the population 
of interest. 
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address data:  One output record per address, geocoded to Census block with address 
and concepts corresponding as closely as possible to Decennial Master Address File 
(DMAF) address fields and concepts, and excluding locations which are not in the 
population of interest. 

To this end, six national level source files were selected for inclusion in the StARS database.  
The multiple source files were selected based on the population universe associated with each 
file to provide the broadest coverage possible of the U.S. population.  The national level files 
were selected to compensate for the weaknesses or lack of coverage of a given segment of the 
population inherent in any one source file.  For the data content within each file, the Census 
Bureau requested the approximate content equivalent to Census “short form” data, or data that 
are used for other “long form” modeling (e.g., income) projects.  In any case, programmatic data 
not immediately useful for decennial applications was not requested.  At a minimum, each record 
on the file had to reflect a name, Social Security Number (SSN), and an address.  Additionally, 
the source files had to be: 

• releasable from the parent agency, 

• transferable to a common medium to build a database, 

• linkable to corresponding variables in a database, and 

• evaluated for data quality. 

The national level files that contributed to the StARS 1999 database, and therefore, to AREX 
2000 included the following: 

• Internal Revenue Service (IRS) Tax Year 1998 Individual Master File (1040), 

• IRS Tax Year 1998 Information Returns File (W-2 / 1099), 

• Department of Housing and Urban Development (HUD) 1999 Tenant Rental Assistance 
Certification System (TRACS) File, 

• Center for Medicare and Medicaid Services (CMS) 1999 Medicare Enrollment Database 
(MEDB) File, 

• Indian Health Services (IHS) 1999 Patient Registration System File, and 

• Selective Service System (SSS) 1999 Registration File. 

The following table displays the primary reason each file was included in the StARS database 
and the approximate number of input records associated with each: 
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Table 2.  Source File Characteristics 

File Targeted Population Segment Address 
Records 

Person 
Records 

IRS 1040 Taxpayer and other members of the tax reporting unit with 
current address 120 million 243 million 

IRS W2/1099 Persons with taxable income who may not have filed tax returns 598 million 556 million 

HUD TRACS Low income housing population (possible non-taxpayers) 3 million 3 million 

Medicare File Elderly population (possible non-taxpayers) 57 million 57 million 

IHS File Native American population (possible non-taxpayers) 3 million 3 million 

SSS File Young male population (possible non-taxpayers) 14 million 13 million 

 Total 795 million 875 million 
Notes:  Variance between the number of address records and person records within input source files is a result 

of the following file anomalies: 
1. The number of address records column is generally synonymous with the total record count on the input file. 
2. Each IRS 1040 input record may reflect up to six persons (primary filer, secondary, and four dependents). 
3. Each SSS input record may reflect two addresses - defined as current and/or permanent address. 
4. The IRS W-2/1099 file undergoes a preliminary unduplication and clean-up prior to the initial file edit process.   

Prior to person processing, records are written “out of scope” if the SSN field is blank, the name standardizer  
returns a “bad name”, or the edited or input name field is blank.  “Bad names” include institutional or firm names 
not recognized by the standardizer. 

To achieve the desired person and address data output goals, a “dual-stream” processing 
approach was adopted to derive the best possible geographic and demographic data for each 
record.  During the initial file edit phase a unique record identifier (UID) was assigned to each 
source input record, and separate files for person and address data were created from each of the 
source files to enable dual stream processing.  The UID assignment to each record ensured the 
capability to re-link the person record with the correct address record.  A series of pointer files 
were created and updated along the various processing steps to enhance the re-link capability.  
Dual stream processing also provided the capability to de-conflict the geographic and 
demographic data within each source file and among the various source files in a more objective 
fashion.  The six source files were edited to standardize name, date fields, and other demographic 
information, then combined and passed through a Social Security Number (SSN) validation 
algorithm.  The validation process compared the source record SSNs against the Census 
Numident file, and where appropriate, “filled” any missing demographic characteristics on the 
source record with the data present on the Census Numident.  The resulting verified person 
records with complete demographic characteristics were then ready for re-linking to addresses. 

Address information from the source files also underwent editing, standardization, unduplication, 
and “best data selection” processes, and then re-linked to the verified person records.  Processing 
continued with application of selection criteria rules for each of the demographic characteristics 
and selection of the best address.  The resulting output was the Composite Person Record (CPR) 
— for all intents and purposes, the StARS database. 

A critical limiting factor to AREX was the time lag between the data contained in each source 
file and the “moment in time” comparison against Census 2000 results.  As an example, both IRS 
files included data for tax year 1998 with an expected current address as of tax filing time close 
to April 15, 1999.  Although the file cut date was requested for as close to April 1, 1999 as 
possible, the nature of IRS processing (assuming filing extensions, amended returns, etc.) 
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dictated for StARS 1999 that only processing cycle weeks 1—39 for the IRS 1040, and cycle 
weeks 1—41 for the W-2 / 1099 file be incorporated into the StARS database.  The remaining 
processing cycle weeks files did not arrive at Census until the following February.  Generally, 
the reference point for the address information was April 1, 1999.  It should be noted that the IRS 
1040 file provided persons in the tax-filing unit (tax return) as of December 31, 1998. 

In any event, the latest updates to any of the six source files would be at least one year prior to 
the Census 2000 date.  The following table provides a display of each file’s relative currency to 
the April 1 Census 2000 date. 

Table 3.  Currency of Source Files 

Source File Cut-off 
Date 

Requested 
Cut Date Universe 

Indian Health Svc. 04/01/99 04/01/99 All persons alive at cut-off date 

Selective Service Note 2 04/01/99 Males between the age of 18 - 252 

HUD TRACS 04/01/99  04/01/99 All persons on file as of cut-off date 

Medicare Note 3 04/01/99 All persons alive at cut-off date 

IRS 1040 12/98 09/30/991 Individual tax returns for tax year 1998 

IRS W-2 / 1099 12/98 04/01/991 Forms W-2 and 1099 forms for tax year 1998 

1. File Cut date is for posting cycle weeks 1-39 only for IRS 1040, and weeks 1-41 for IRS 1099 files.   
Weeks 40-52 (and 42-52 respectively) were not included in StARS '99. 

2. Cut-off date is same as dates used to define universe:  persons born after April 2, 1972 and  
on (or before) April 1, 1980. 

3. Universe also defined as persons with a death date of 12/31/1989 or later. 

The IRS 1040 file was viewed as the primary source file to the StARS database with the greatest 
likelihood for reflecting the most current address for a given housing unit (the belief that persons 
expecting to receive a tax refund check will provide accurate address information).  The 
remaining five source files were selected for inclusion in StARS for specific segments of the 
population that may not routinely file an annual tax return, or may supplement or amplify data 
reflected in the 1040 file. 

An additional, and critical, file used in creation of the StARS database was the Census Numident 
file.  The Census Numident was created by ARR for the primary purpose of validating Social 
Security Numbers (SSNs) used in the processing of administrative records and supplying 
demographic variables missing from source files.  The Census Numident is an edited version of 
the Social Security Administration’s (SSA) Numerical Identification (Numident) File.  The SSA 
Numident file is the numerically ordered master file of assigned Social Security Numbers that 
may contain up to 300 entries for each SSN record, although on average contains two records per 
SSN.  Each entry represents an initial application for an SSN or an addition or change (referred 
to as a transaction) to the information pertaining to a given SSN.  The SSA Numident contains 
all transactions (and therefore, multiple entries) ever recorded against a single SSN.  The SSA 
Numident available for StARS 1999 reflected all transactions through December 1998. 

The Census Numident was designed to collapse the SSA Numident entries to reflect “one best 
record” for each SSN containing the “best” demographic data for each SSN on the file.  
However, all variations in name data (including married names, maiden names, nicknames, etc.) 
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and all variations of date of birth data were retained as part of the Census Numident as an 
Alternate Name File and Alternate Date of Birth File, respectively.  Selection criteria were 
established for each of the desired Census 2000 Short Form demographic variables (after minor 
edits were accomplished in an effort to standardize the variables).  The short form variables 
included such items as date of birth fields, gender, race, and Hispanic origin.  Following the 
editing, unduplication, and selection processing, the SSA Numident file of nearly 677 million 
records was reduced to just over 396 million records within the Census Numident file. 
Still another file created by PRED and used in StARS processing was the Person Characteristics 
File (PCF).  During creation of the StARS CPR, ARR staff overcame a recognized limitation of 
the source files by producing PCF, which incorporated modeling techniques to impute a 
probability of race, gender, and mortality.  The race model was designed to smooth out the 
inconsistent reporting and quality of race and ethnicity data present in the administrative records.  
The Numident file, which provided the widest coverage of race and ethnicity, in particular 
contained many race inconsistencies.  Prior to 1980, SSA limited the race categories to “Black,” 
“White” or “Other”, while census definitions at the time included Asian or Pacific Islander (API) 
and American Indian.  In the early 1980s, SSA expanded the race categories (for new applicants) 
to include API, Hispanic, and American Indian or Eskimo.  However, race reporting is voluntary 
on the SSA application and therefore not always present on the file.  Since 1986, SSA does not 
record the race or ethnicity for infants assigned an SSN at birth.  Census 2000 expanded the race 
categories even further by separating Hawaiian and Pacific Islander from Asian and allowing all 
respondents to self-report multiple race categories.  The StARS administrative source records 
have yet to adopt the expanded features of race reporting.  Thus, a race model was created to 
impute a single best race based on the probability distribution produced by the model. 

The gender model, based on the strength of association between first and middle names and 
reported sex, imputed a sex when the data were missing from the person record.  A mortality 
model, using historical mortality rates computed by national health agencies and other factors - 
such as birth date, created a probability of current mortality for every person in the Census 
Numident.  The PCF was the product of applying the three models to the Census Numident.  
Whenever demographic information was missing for a person record from one of the StARS 
source files, the PCF imputed (modeled) value was placed on the CPR. 

4.1.2 StARS Processing 
An overview of the “dual-stream” processing methodology employed during creation of the 
StARS database is provided in the following paragraphs.  A more detailed description (in outline 
format) of StARS processing may be found in Attachment 2 to this document.  Processing was 
accomplished in six main phases that included: 

• File edit programs for address data, 

• Code-1 address processing and geocoding the address records, 

• Creation of a Master Housing File, 

• File edit programs for person data, 

• SSN Verification of person records, and 
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• Unduplication of person records, and creation of the Composite Person Record — the 
final output of the StARS database, which presents the “best” address and demographic 
characteristics for each person record. 

For AREX 2000, test site addresses were extracted from the geocoded files and processed 
through AREX specific operations.  The re-link of AREX address records to the appropriate 
person records did not occur until the AREX post-processing operations, which produced the 
baseline tallies for both AREX methods. 

4.1.3 StARS Address Data Processing 
Address data from the raw input files were formatted to meet StARS database requirements.  The 
initial file edits were designed to prepare the address records for processing through a Group-1 
Software Incorporated product known as Code-1.  The Code-1 software product matched a file 
of address records against a national database of mailing addresses [certified and corresponding 
to United States Postal Service (USPS) standards].  Where Code-1 matched an input address, the 
address was standardized and updated to match the USPS reference file.  If the input address was 
not matched, the Code-1 product standardized the input address.  ARR staff viewed the Code-1 
process as “cleaning” the address data prior to forwarding the records to the Geography Division 
(GEO) for input to the geocoding operation4.  The geocoding operation was designed to further 
match addresses against the Topologically Integrated Geographic Encoding and Referencing 
(TIGER) database program. 

The identification and disposition of “proxy” address5 data within the source files was a 
particular processing issue.  Proxy addresses were identified with flags to ensure proper 
consideration under the address selection rules during creation of the CPR.  Preliminary research 
into the proxy address features indicated that no definitive conclusions could be drawn regarding 
identification of the correct “owner” of the proxy address.  Therefore, the address selection rules 
invoked during CPR creation preferred selecting a non-proxy address over an address identified 
with a proxy flag. 

Prior to the Code-1 operation, the address records were split into 1,000 cuts (000 - 999) based on 
the first three digits of the ZIP Code.  The first cut (000) was reserved for those addresses 
reflecting invalid (non-numeric) or blank ZIP Codes.  This first cut was not forwarded to GEO 
for the geocoding operation.  Once the entire array of addresses were processed through Code-1, 
records were reassembled to place all addresses in the correct 3-digit ZIP Code cut.  Within each 
cut, the address records were unduplicated based on an exact match of the street addresses and 
the full 9-digit ZIP Code6 in an effort to reduce the number of address records forwarded to the 
Geography Division for the geocoding process.  Following the unduplication effort, the 999 cuts, 
consisting of nearly 148 million records, were forwarded to GEO for the geocoding operation. 

                                                 
4The assignment of an address, structure, key geographic location, or business name to a location that is identified 

by one or more geographic codes. 
5A proxy address is defined as a person or institution that receives mail on behalf of another individual - in this case 

the record holder.  Proxy addresses may be identified by such terms as “ in care of, “for,” and “c/o”.  A separate 
file was created to house the record identifier and the proxy flag. 

6See section 5.1.10 for a discussion regarding the impact of unduplication on the full 9-digit ZIP code (ZIP + 4). 
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During geocoding of the StARS addresses, potential addresses for inclusion in AREX 2000 test 
sites were identified by the Geography Division based on ZIP Code.  As addresses were passed 
through the geocoding system, if the system placed an address in a collection block recognized 
by TIGER, the address was flagged as located within the test site.  The machine geocoding 
process was designed to return address records to ARR with Census 2000 collection block 
geography and TIGERLINE ID numbers.  The collection block and TIGERLINE ID data were 
essential to downstream processes in AREX 2000.  As can be seen in the table, the geocoding 
rates for both Maryland and Colorado test site counties exceeded the national average. 

Table 4.  National Geocoding Tallies 

 # Input Records 
to Geocoding 

# of Records 
Geocoded 

Percent 
Geocoded  

StARS National 
Address File 147,346,145 108,032,169 73% 

Maryland subset of 
StARS National File 725,108 626,247 86% 

Colorado subset of 
StARS National File 624,248 498,783 80% 

4.1.4 Creating the Master Housing File 
Once the geocoded files were returned, ARR staff commenced creation of the Master Housing 
File (MHF).  Building the MHF required an attempted match of records in the geocoded file to a 
file of commercial addresses maintained by American Business Information (ABI), Inc.  Since 
known commercial addresses were not to be included in the AREX 2000 population tallies, all 
such addresses in the geocoded file were identified with a “commercial flag” for further AREX 
and StARS processes.  The MHF was created from a series of files and processes that employed 
many temporary files, processing actions, and complex decisions.  A summary of the basic steps 
to create the MHF follows: 
First, the ABI file of commercial addresses was processed through Code-1 to standardize 
commercial address fields in the same format as that used to process the six national level files.  
Here, the ABI file was also split into 1,000 3-digit ZIP code cuts to facilitate a merge with the 
geocoded file.  Once processed through Code-1, the ABI file and the geocoded file addresses 
were passed through a version of GEO’s address standardizer.  This additional standardization of 
the address fields assisted in the final unduplication of records in an attempt to display only 
unique records in the MHF.  The return of parsed address fields by the standardizer permitted 
categorization of addresses by twelve types, which was critical in the construction of a Housing 
Unit Identifier (HUID).  The HUID, a numeric identifier that replaced the many possible 
variations of an input street address, was the key element used in selection of a “best address” for 
retention on the Composite Person Record. 

Next, the records were unduplicated a final time and matched against the ABI file to identify and 
flag commercial address records.  Unduplication of the records was accomplished using a 
complex unduplication key that checked for the presence of TIGERLINE ID, state codes, ZIP 
Codes, and certain address standardizer return fields.  A single record from among the geocoded 
duplicates was selected for retention on the MHF after a comparison check of Code-1 
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intelligence flags and GEO confidence flags that distinguished the degree of reliability in the 
Code-1 or GEO matching process.  Non-geocoded records were also unduplicated in the same 
fashion using all but the TIGERLINE ID.  In addition, certain “bad address” types (blank, non-
parsed, and undefined addresses) were, essentially, unduplicated within each 3-digit ZIP Code as 
only one representative address for each of these types was retained on the MHF.  A Master 
Pointer File was updated to reflect all duplicate records that existed within the database, which 
were represented by the unique address retained on the MHF.  Once the MHF was created, each 
address record was ready for re-linking to its corresponding person record. 

Where an exact match of the ABI file and the geocoded file occurred, the record was assigned a 
commercial flag and certain commercial variable fields were moved to and retained on the MHF.  
It must be noted that addresses were matched to the ABI file at a “basic street address (BSA) ” 
level only, to flag such records as “potential” business/commercial addresses.  The BSA included 
only house number and street name information.  Designations for apartments, units, or lots were 
not included in the BSA.  In effect, all units at the BSA received a commercial flag.  As an 
example: a four-unit apartment structure at 101 Main Street may include one unit as a real estate 
office that ABI recognized as a commercial address.  The remaining three residential apartments 
at 101 Main Street would also be assigned the commercial flag.  Such records would not be 
unduplicated; rather all units at this particular BSA would receive the commercial flag.  The 
difficulty in selection of a “best” address in these situations was readily apparent.  In StARS ‘99, 
addresses with a commercial flag, were selected at a lower priority than non-commercial 
addresses.  The “residential” units at the example cited above were less likely to be selected as a 
“best address” in StARS — all other selection criteria being equal. 

4.1.5 StARS Person Data Processing 
The StARS person edit process standardized and parsed names from the six source files and 
recoded common demographic variables to conform to Census Numident format.  The records 
then underwent an SSN verification process against the Census Numident.  Records were 
verified based on matching criteria for the SSN, name data, and date of birth (non-IRS records 
only) data.  Demographic data from the Census Numident were appended to the verified IRS 
records.  Any missing demographic data for non-IRS records were also appended from the 
Census Numident to the verified records.  Records not initially verified, underwent a further 
search process using additional matching criteria within a commercial software matching 
program known as AutoMatch.  Records not matched in the search process were retained in a 
separate unverified file of SSNs, and not processed further or included in the final StARS CPR.  
Correct address data were re-linked to all records in a later StARS process.  The SSN verification 
rates within the StARS database for each source file are displayed in the following table: 
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Table 5.  SSN (Person Record) Verification Rates 

Source File # Person 
Records 

Records to 
Verification 

# Records 
Verified 

# Records 
to Search1 

# Found 
in Search 

Total Valid 
Records3 

% of Total 

Total 
Invalid 

IRS 1040 243,260,776 243,260,776 238,309,801 1,783,628 214,834 238,562,104
97.9% 4,698,6722 

W-2 / 1099 556,039,480 556,039,480 530,786,604 25,252,876 113,423 530,910,525
95.5% 25,128,955 

MEDB 56,836,356 56,593,743 56,361,257 475,099 196,216 56,557,850 
99.6% 278,506 

HIS 3,095,928 2,526,201 2,441,761 654,144 193,434 2,635,945 
96.7% 459,9602 

SSS 13,176,234 13,063,105 12,681,966 494,268 370,491 13,055,125 
97.1% 121,109 

HUD TRACS 3,342,199 3,232,389 3,022,628 319,546 197,688 3,223,747 
93.5% 118,4272 

Total 875,750,973 874,715,694 843,604,017 28,979,561 1,286,086 844,945,296
96.4% 30,805,6772 

1.  Total records to search includes records from non-IRS files where no SSN is present on the record. 
2.  IRS 1040 records not passed to search (due to lack of full name, date of birth, and gender) totaled 3,167,347.  Of these 

3,160,445 were dependents not eligible for search due to the lack of name data.  Only 48 additional records were not eligible 
for search from other source files – 25 HUD TRACS and 23 IHS records.  The “Total Invalid” column includes the records 
from these three source files. 

3.  The total valid column also includes 55,193 records deemed valid - flagged code 9, which indicates the SSN 
appeared only on a quarterly update to the Census Numident. 

4.1.6 Creating the Person Characteristics File (PCF) 
The PCF modeled a race, gender, and mortality status for every person record present in the 
Census Numident regardless if the demographic data were present on a given Numident record.  
Modeling requirements were established early in the PCF development process to ensure that 
each model would provide a non-blank value for every output field and that an output record 
would be created for every input (Census Numident) record. 
Race model data were constructed, primarily, based on last name and gender (place of birth was 
also a factor).  The Census Bureau’s most current Asian and Spanish surname lists were used in 
the race model construction.  Additionally, the American Indian indicator field from the Indian 
Health Services source file was incorporated into the race model.  The race model also 
determined the probability of Hispanic origin values output to the PCF. 

 16

Census
The source for this information can be found in the AREX 2000 Process Evaluation Quality Assurance Log, Reference #5, Supporting Documentation for Table 5 SSN Verification Rates



The mortality model was constructed from a Death/Survival database created by ARR 
specifically for use in construction of the PCF.  Age calculations, based on a cut-off date  
of April 1, 2000 (Census Day), were incorporated into the model, and all persons with a 
calculated age greater than 119 were assumed to be deceased.  The database was drawn from the 
following sources: 

• Date of birth information from the SSA Numident file. 

• Reported date of death from the Medicare and IRS 1040 files. 

• Date of birth information from the Medicare, Selective Service, and IHS files. 

Gender model data were based on first name data present on the input record.  Look-up tables 
containing common names, uncommon names, name-gender proportions, and gender model 
parameters were created and a final gender probability assigned after the four look-up tables 
were created and run against each input record.  Each of the models were output in 20 segments 
split by SSN in the same fashion as the Census Numident.  The resulting PCF was also output in 
the 20-segment format to facilitate merging with the verified records from the StARS SSN 
Verification process. 
The “best data selection” rules alone were not expected to resolve all such demographic conflicts 
during StARS person processing.  To account for this anomaly, PRED established a requirement 
to generate a modeled race on the PCF for every record present in the Census Numident.  Since 
the PCF was created for uses other than input to the StARS database, the modeled demographic 
values and reported demographic values (if any) for a given person record were both output on 
the PCF.  However, once all records were unduplicated during StARS person processing, a 
person’s modeled race, gender, or mortality status was selected from the PCF only in the case 
where no race, gender, or mortality appeared on any administrative record for that given person 
record.  Additionally, the PCF modeled data were used as a tiebreaker in certain cases where 
conflict appeared among the source records during selection of the “best” demographic data. 

4.1.7 Creating the Linked Person Records 
Before the Composite Person Record (CPR) was created, the re-linking of correct address data 
and person data was required.  The purpose of the CPR was to present the “best” demographic 
and geographic data associated with each verified SSN in the StARS database.  The intermediate 
process of linking person records provided a means to view all data for each SSN record, and 
then selection of the “best” data from among all possible values — thus creating a “composite” 
record for a given SSN. 

At this point in the StARS database creation, the “dual stream” processing of address and person 
data were brought together in preparation for creating the Composite Person Record.  The best 
address data from the MHF were merged with the person records that underwent the SSN 
verification process and the application of modeled demographic data from the PCF.  Note that 
no address or demographic data were removed from the database (i.e., duplicate address records 
are identified via a series of pointer files).  Likewise, no person records were removed from the 
database.  It is known that duplicate addresses (as well as multiple addresses) existed for a given 
SSN record.  The hypothetical records in Figure 2 (below) help to illustrate the unduplication 
methodology employed in the “dual-stream” process. 
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During the first unduplication of addresses, prior to the geocoding process by GEO Division, 
records 1 and 2 (in the example figure) were not unduplicated due to a variance in the street type 
(St. versus Rd.) and the full 9-digit ZIP Code.  Once the geocoded records were returned, records 
were unduplicated a second time prior to creation of the Master Housing File.  In this case, since 
the TIGERIDs were identical for records 1 and 2, the unduplication key identified and selected 
record 1 for retention on the MHF (geocoding “confidence” flags and Code-1 “intelligence” 
flags are also employed in the unduplication process).  An HUID was constructed for record 1 
and the Master Pointer File was updated to indicate a duplicate address record existed for this 
“selected” address.  Records 3 and 4 would have been unduplicated prior to the geocoding 
operation, and upon return of the geocoded file, only one HUID assigned to this “unique” 
address.  The master pointer file contained all data identifiers (address identifiers [AIDs] and 
unique record identifiers [UIDs]) to enable linkage of person records with appropriate address 
records.  For the purposes of address processing, it was irrelevant that administrative records 
reflected “Thomas Jones” with three addresses, or that one of his addresses was also reflected on 
a different person record.  The application of address selection rules during creation of the CPR 
ultimately selected only one of the three possible addresses for Thomas Jones and, by default, 
selected address record 4 for George Smith. 

Name Address ZIP Code TIGERID 

1. Thomas Jones 127 Oak St Non Site State 62886 2258 9283710661 

2. Thomas Jones 127 Oak Rd Non Site State 62886 0000 9283710661 

3. Thomas Jones 1246 Sutton St In Site MD 21852 2357 1088653227 

4. George Smith 1246 Sutton St In Site MD 21852 2357 1088653227 

Figure 2.  Record Unduplication Example 
During the SSN Verification process, all four records in the example were passed through the 
verification (and search if required) process.  That is, no unduplication of records based on SSN 
or name data was accomplished prior to, during, or after the SSN Search and Verification 
process.  For our example, assume that all three records for “Thomas Jones” reflected an 
identical (and verified) SSN.  Each “Thomas Jones” record was carried forward to the Linked 
Person File where the correct address was placed on the person record based on what the master 
pointer file dictated.  In this case, records 1 and 2 were assigned identical HUIDs as were records 
3 and 4.  Only one record for Thomas Jones could be output to the CPR.  Thus, the unduplication 
of person records from the “dual stream” process was accomplished during application of the 
address and demographic selection rules.  The rules were applied against all records in the 
Linked Person File.  In the example, the CPR output would most likely reflect Record 1 for 
Thomas Jones and Record 4 for George Smith. 

It must be noted that creation of the AREX Person Universe File prior to the post-processing 
phase of the AREX experiment, required all four records from the example to be included in the 
AREX person universe.  Since AREX is a subset of the StARS database, the AREX person 
records resulting from the re-link of person and address records reflected a single StARS “best” 
address based on selection rules geared toward a national database.  To ensure appropriate 
address records were available for determining a person’s eligibility for inclusion in the AREX 
test site tallies, all address records for any person ever associated with an AREX test site address 
were placed in the AREX Person Universe File.  The address selection rules were re-applied to 
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the AREX person universe to identify persons “in” or “out of scope” for AREX tally purposes.  
Looking at our example, Record 3 for Thomas Jones would be flagged “out of scope” since his 
best address was identified as Record 1.  George Smith on Record 4 would be included in the 
final AREX tally file.  The example provides an indication that Thomas Jones was an “out 
mover” from the AREX test site.  

Two technical processing issues complicated the re-link process: 1) returning proxy address data 
to the address selection equation, and 2) establishing a methodology to deal with the multiple 
addresses that may have appeared within a single input record on the Selective Service File.  
During the initial address file edit process, an indicator flag to define proxy address data was 
stripped from each record and placed on a separate file - ostensibly to facilitate research on proxy 
addresses7  During selection of a “best” address for a given SSN record, proxy address 
information was included in the address selection criteria - thus the requirement to re-link the 
proxy flag file with the correct person record.  The Selective Service multiple address issue was 
resolved by using only the “current” address in downstream processing, since the “current” 
address was considered the better address for simulating a census enumeration address. 

The primary steps required to re-link the address and person records follow: 

1. The Master Housing and Master Pointer files were merged by 3-digit ZIP code. 

2. Specific geography variables were extracted from the merged file to create a temporary 
Enhanced Master Pointer File (EMPF), which was split back to original input source file 
cut and sequence order.  During the re-split, only the current Selective Service System 
address was retained on the EMPF for consideration during the address selection process. 

3. Likewise, from the Selective Service System Proxy file, only the proxy flag data for a 
“current” address were selected for retention on the EMPF. 

4. The EMPF and Proxy files were merged to create an address file that contained HUIDs, 
other geographic variables desired for the CPR, and proxy address data. 

5. A direct access method was employed to link the person records with the correct EMPF 
records.  The verified person records were used as the “driver” wherein each SSN record 
is read-in.  The SSN unique record identifier was analyzed to determine which EMPF 
source file contained the matching unique record identifier.  Once the correct record was 
found, the geographic data from the EMPF were appended to the SSN “driver” file 
record.  In this fashion, all SSN records (including the unverified records) were linked to 
the correct address data. 

4.1.8 Creating the Composite Person Record (CPR) 
At this point in the process, duplicate person records existed in the StARS database.  The process 
of selecting the best demographic and geographic data from among the linked person records 
resulted in the CPR output file.  Where duplicate, linked person records were present, the “best” 
data were selected from among the entire array of any duplicate records.  Thus, a true “composite 
person” record was retained in the StARS database.  Creation of the Composite Person Record 

                                                 
7 Later analysis revealed this as an unnecessary step in StARS processing.  Retention of the proxy flag (a one 

character field) on the edited address files throughout the process was adopted for StARS 2000 production. 

 19



represented a final unduplication of person records from within the entire StARS database.  The 
processing methodology employed to create the CPR follows: 

1. Linked Person Files were in SSN sort order to allow for “SSN by group” processing.  A 
processing array was established for each of the demographic variables and the address 
(HUID). 

2. The Person Characteristics File (PCF) was opened and imputation probabilities and a 
special SSN encryption key known as a PIK (Protected Identification Key) were 
appended to the Linked Person Files.  The PCF contained the Census Numident 
demographic values as well as imputed values for the demographics based on modeled 
data.  Where the linked person record reflected blank demographic values, a PCF 
modeled value was output to the CPR.  Thus, each unique record that appeared on the 
CPR reflected a race, gender, Hispanic origin, and PCF modeled probability for date of 
death. 

Selection rules were invoked for the address (HUID) as well as each of the demographic 
variables.  A more thorough discussion of the variable selection rules may be found in 
Attachment 2.  Generally, a highest score or frequency of observation was the primary selection 
rule.  In the case of address selection, geocoded addresses were selected over non-geocoded 
addresses.  The decision to prioritize address selection by geocode success rate was made with 
the goal of supporting AREX 2000 requirements — the conduct of an administrative records 
census paralleling decennial census operations as closely as possible.  As a starting point for the 
AREX Bottom-up method, an address list reflecting geocoded addresses simulated use of the 
Decennial Master Address File during decennial census operations. 

4.1.9 StARS Extracts for AREX 2000 
In simple terms, AREX 2000 address and person data may be viewed as subsets of the StARS 
database.  In reality, the two data sets were treated differently as an initial AREX Address File 
(AAF) was created from the StARS address database when Geography Division flagged 
addresses within the AREX test sites based on ZIP Code and TIGER database information.  The 
AAF underwent several iterations and operations to refine the data within the AAF until the 
AREX Post-Processing phase of operations dictated the requirement to re-link AAF data with 
StARS Composite Person Records. 

From a national-level standpoint, StARS was primarily concerned with unduplicating records to 
ensure counting a person only once.  The linking of address and person records for the AREX 
test site subset of StARS had to also consider the point in time at which an AREX address was 
still valid for a given person record.  Returning to the hypothetical example in Figure 1, only one 
of the persons could be placed at the address for records 3 and 4.  AREX post-processing had to 
account for the “in/out” mover — either Thomas Jones or George Smith.  In other words, was 
the AREX address the “best address” for each person identified as residing within the AREX test 
site?  To answer the question, a universe of AREX addresses and AREX persons was created at 
different points in time with regard to the StARS database. 

The AREX address universe was born out of the geocoding operation, while creation of the 
person universe was deferred until the AREX address universe was trimmed and corrected via 
the several AREX specific operations designed to produce as accurate a list of addresses as 
possible.  Before the post-processing phase of AREX (where the final population tallies were 
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produced), an AREX person universe was created by extracting appropriate StARS database 
records in the following manner: 

• All persons ever associated with an AREX address were included in the AREX person 
universe file.  Such a universe enabled the capture of “movers” into, out of, and within 
the AREX test site counties. 

• By matching the address identifiers present on the AREX Address File against the AREX 
Pointer File, the unique record identifiers (UIDs) from original source input files were 
identified for extraction from the StARS database.  This UID file was indexed and 
matched against the Linked Person Files (which contained addresses) in the StARS 
database. 

• UIDs matched on the indexed file and the Linked Person File identified the SSN records 
with at least one address in the AREX test sites.  An SSN list file was created and re-
matched against the Linked Person File to select all records for any SSN on the list.  In 
this fashion, every record (to ensure every address) for a given SSN was included in the 
AREX Person Universe File. 

• The inclusion of all records (even non-AREX address records) for an SSN in the AREX 
Person Universe File ensured that only a person’s best address was selected.  Thus, if the 
best address for any person record from among the AREX person universe file was 
determined not to be within the AREX test site, the person record was flagged “out of 
scope” to ensure the person was not counted in the population tallies for the AREX test 
site. 

4.1.10 Successes and Shortfalls in developing the StARS/AREX database 
Successes achieved in developing the StARS/AREX database include: 

• Magnitude of Task 
Creation of the StARS database was a prerequisite to the conduct of the Administrative 
Records Experiment.  Regardless of the AREX population tally method employed, 
identification of the AREX universe was dependent upon an address list presumed to be 
within the AREX test sites.  The AREX Address File (AAF), and each subsequent iteration, 
served as the address list.  The difficult task of re-linking the final address file with the 
correct person record with intermediate pointer files and unique record identifiers was 
successfully accomplished. 

The myriad intermediate processes (and operational files) required during address 
unduplication, SSN verification, person processing, CPR building, and ultimately AREX 
person universe identification, encountered technical problems magnified by the sheer 
volume of records that required processing.  More than 795 million address records from the 
initial source files were reduced to approximately 136 million unique address records on the 
StARS Master Housing File.  AREX test site address records (approximately 1.3 million) 
were extracted from StARS.  More than 875 million person records were matched against the 
Census Numident (which contained more than 396 million records) and the Person 
Characteristics File (also 396 million records), which resulted in approximately 279 million 
verified person records residing on the CPR.  The SSN verification and search process also 
yielded approximately 30 million unverified person records.  The AREX person universe 
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consisted of approximately 2.8 million records derived from StARS CPR processing.  All 
told, more than 2.4 billion records were processed before arriving at the final AREX 
population tallies.  The success of the AREX process demonstrated the capability of the 
Census Bureau to process a huge volume of records through a series of complex data 
processing steps with limited resources. 

• Multiple Addresses and Unduplication 
Two issues surfaced here.  The first was the problem of Selective Service System input 
records that allowed for reporting two addresses on a single input record (current or 
permanent address).  Both addresses were carried forward throughout the StARS processes 
until the address and person records were re-linked prior to creation of the CPR.  The 
multiple addresses made identification of a best address difficult and created record count 
problems during each phase of address processing.  During creation of the CPR, ARR staff 
determined8 that use of the current address would most closely simulate a census operation 
— thus, the problem of multiple addresses for a single person record was eliminated. 

The second issue involved the unduplication of records throughout the various processes.  
During the initial unduplication, prior to forwarding the records for geocoding, ARR staff 
erroneously unduplicated records based on an exact match of the full 9-digit ZIP Code.  The 
inconsistent use of a ZIP + 4 code on administrative records was not fully considered in the 
application of the unduplication rules.  As an example:  

127 Oak Street, Dayton, Mo, 63901-1234, and  

127 Oak Street, Dayton, Mo, 63901-0000 

were considered two unique addresses.  The error was overcome during construction of the 
Master Housing File, as long as the addresses in question were geocoded with a TIGERLINE 
ID.  Under normal circumstances, both records in question would be assigned the identical 
TIGERLINE ID, and would therefore, be assigned an identical Housing Unit Identifier 
(HUID) to replace the actual street address.  The records were then unduplicated based on 
exact match of the HUIDs.  If the addresses were not geocoded, however, both records would 
continue to be treated as unique addresses on the MHF.  Such occurrences were unlikely for 
city-style addresses as both Code-1 and the geocoding operations made “equivalent” matches 
on ZIP Code, street name, and combinations thereof.  Where the problem surfaced for non-
geocoded and noncity-style addresses, the issue was deemed less critical since AREX 
required geocoded addresses for inclusion in the tallies. 

The following shortfalls were observed in developing the StARS/AREX database: 

• Name Entry Problems with the IRS W-2/1099 File 
The overwhelming majority of unverified SSNs came from the IRS W-2 / 1099 file where 
name entry data was often encumbered with commercial firm names such as banks, 
accountants, tax attorneys, etc.  Such data was not unexpected given the nature of the tax data 
reporting inherent in the IRS W-2 / 1099 form itself.  The problem was compounded by the 
fact that the social security numbers for spouses were often switched or a parent’s name is 

                                                 
8 Use of the Selective Service “current” address was based on the fact that more than 80% of the records reflected 

identical current and permanent addresses.  SSS addresses contributed less than 1% to the overall number of 
addresses in the StARS database, thus marginalizing the effect of using only the current address from the file. 
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reported (present) on a child’s SSN record.  Many of the words in the name field were not 
recognized by the name standardizer during the person edit phase of StARS processing. 

More than 25 million of the approximately 30 million records that did not verify during the 
SSN Search and Verification process were IRS W-2 / 1099 records.  As with the address 
standardizer, the Census Bureau’s name standardizer is dynamic and subject to operator input 
controls to achieve desired results.  A consistent and methodological use of the name 
standardizer should achieve better results. 

• Dependent Names on the IRS 1040 File 
The IRS 1040 file, while reporting additional SSNs as dependents on the input file, provided 
only the first four characters of the identified dependent’s last name.  Lacking other 
demographic data (gender, date of birth, first name, etc), verification of the IRS 1040 
dependents was an extremely difficult task (see remarks above on use of the IRS 1099 file).  
In fact, of the approximate 30 million of unverified SSNs, over ten percent (~ 3.1 million) 
were IRS 1040 dependent records. 

• Census as the “Gold Standard Assumption” 
The act of creating an “extract” for AREX purposes required implementation of demographic 
and address selection rules somewhat at odds with the StARS selection rules.  The primary 
difference between AREX and StARS regarding address selection was an expressed 
requirement to find an address identifiable on a “piece of ground” within the AREX test site.  
To accomplish this goal, the StARS ’99 and AREX address file processing address selection 
logic always deferred to a geocoded address over a non-geocoded address.  This preference 
was driven by the fact that AREX required tabulation block geography in order to be 
included in the population tallies (regardless of method).  As with the Decennial Census, the 
Decennial Master Address File (DMAF) served as the “gold standard” master address list for 
the AREX operation to satisfy the requirement to assign a block code for addresses in order 
to include persons in the block-level tallies.  The issue of duplicate, multiple, and surviving 
MAFIDs on the DMAF created some data processing difficulties in ultimately selecting the 
“best” address with reasonable assurance.  The issue may have contributed to more than a 
few erroneous “best” address selections to ultimately appear on the final AREX Address File.  
By default, population tallies where persons would be “assigned” to such addresses (block 
tallies) may be in error to a minimal degree.  Similarly, deference to selection of a geocoded 
address for a given person record may have overlooked a more current address that was not 
geocoded.  Post office box addresses, rural route addresses, and property name addresses 
may all be “better” addresses in many situations for certain person records.  Further research 
and analysis into this problem are required to fully assess the impact on the viability of the 
final population tallies for both the Top-down and Bottom-up methods.  See the AREX 
Household Evaluation for more information regarding match rates and housing unit totals. 
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4.2 Operational Components of AREX 
Operational components of AREX were conducted on records contained within the five test site 
counties.  These operations consisted of: 

1. Master Address File Geocoding Office Resolution (MAFGOR), 

2. Computer matching the AREX address to the Decennial Master Address File (DMAF), 

3. Clerical review of the results of matching the AREX Address File to the DMAF, 

4. Field Address Verification, 

5. Request for Physical Address, and 

6. Tabulating the results. 

4.2.1 MAFGOR 
As part of the creation of StARS, addresses were unduplicated across source files and split into 
three-digit ZIP Code files.  The files were sent to Geography Division (GEO) for computer 
geocoding with the Maryland and Colorado files (that included the test sites) given priority. 

During the computer geocoding, GEO selected and flagged addresses in the AREX 2000 test 
sites.  Two different approaches were taken depending on whether the address was geocoded.  If 
geocoded, an address was flagged as being within the test sites if the county/block codes fell 
within the test sites.  If the address was not geocoded, the address was flagged as possibly being 
in the test site based on ZIP Code. 

After the selection of the test site records, addresses that were not computer geocoded, but were 
within a test site ZIP Code, were subjected to clerical resolution through MAFGOR.  Addresses 
eligible for MAFGOR were formatted and sent to the Regional Census Centers in Denver and 
Philadelphia where clerical geocoding of the addresses were attempted and the results keyed.  
After the MAFGOR results were keyed, the records were returned to GEO where the results of 
the MAFGOR were updated to the geocoded file.  The file was then sent to PRED to update the 
AREX Address files prior to the computer matching of the file to the DMAF. 

4.2.2 Computer Matching of AREX Records to the DMAF 
• Description of the Computer Match Process 
The objective of the computer match operation of AREX was to determine the extent and 
nature of matches between addresses from administrative records source files and eligible 
addresses from the Census Bureau’s Decennial Master Address File (DMAF) in support of 
the Bottom-up method.  The concept of the Bottom-up method is to start with a known list of 
residential addresses (in this case the DMAF), match the administrative records to such a list 
and reconcile any non-match cases. 

The AREX file used for this process was the iteration containing geocode information from 
the computer geocoding and MAFGOR process.  Prior to the matching process, address 
fields of the AREX file were standardized using the Geography Division's address 
standardizer software program.  The file to which the AREX file was matched consisted of a 
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list of addresses on the MAF whose current county code showed the address to be within one 
of the five AREX test site counties. 

The matching process consisted of running AutoMatch, a commercial software package to 
match the addresses from the two files.  AutoMatch was run in three passes to match both 
geocoded and ungeocoded city-style addresses.  Matching results were based on parameter 
settings established by PRED analysts.  The final results were divided into matches; possible 
matches; non-matches and matches to duplicate DMAF addresses. 

Not all addresses on the administrative records file were sent to the AutoMatch process.  To 
most accurately match the addresses, the match was limited to addresses with a standardized 
street name, a standardized property description or both.  Excluded from the matching 
process were non-standardized addresses, standardized post office or box addresses, 
standardized post offices, rural route addresses, and undefined addresses. 

• Results of the Matching 
Table 6 shows the results of the computer matching by number of addresses forwarded to the 
computer match. 

Table 6.  Computer Match Results 

Test Site County 

AREX 
Records to 
Computer 

Match 

DMAF 
Records1 

Addresses 
Matched 

% of 
Addresses 
Matched2 

Possible 
Matched 
Records 

Non-
Matched 
Records 

Duplicate 
Matches 

Baltimore City 
Maryland 303,003 329,797 234,360 77% 870 67,646 127 

Baltimore County 
Maryland 353,278 323,074 290,875 82% 1,264 60,847 292 

Douglas County 
Colorado 65,294 65,027 52,574 81% 1,700 10,926 94 

El Paso County 
Colorado 226,110 208,416 178,279 79% 2,900 44,683 248 

Jefferson County 
Colorado 241,987 259,366 201,288 83% 7,501 32,982 214 

1. DMAF records include all address types 
2. Some administrative records matched to more than one address in the DMAF, each of which might have had subtle 

differences.  When this occurred, addresses were flagged as having duplicate matches.  The duplicates were resolved later in 
the AREX operation where the best address was selected based on pre-selected criteria. 

• Lessons Learned from the Computer Matching Process 
During the matching process, there was an ongoing analysis of results and subsequent 
AutoMatch parameter adjustments to ensure optimum match rates of the addresses.  In spite 
of the extensive analysis, however, it was found that the accuracy of the computer match can 
be improved with a clerical review or follow-up field operation specifically looking a the 
possible matches and non-matched cases.  The subsequent AREX clerical review process 
supported the notion that it was important to follow up a computer match of administrative 
records with some type of clerical review or other type of match reconciliation process.  As 
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shown in the following section on clerical review, many addresses determined to be possible 
matches in the computer match were ultimately matched during the clerical review process. 

A factor to consider when matching administrative record addresses is the vintage of address 
information in the file to which it is matched.  The AREX address records contained data that 
were from 1999 and earlier.  Analysis of matching results should consider possible address 
changes made between the vintage of the administrative record address and the vintage of 
data of the DMAF to which the file is matched. 

A more consistent method of address standardization should improve the overall match rate.  
Throughout the course of creating the StARS database and subsequent iterations of the 
AREX address file, the Geography Division’s address standardizer was employed.  The 
dynamic nature of the standardizer software program and the flexibility of operator control 
during its application most likely contributed to inconsistencies and variances that led to 
erroneous matches (and non-matches as well).  A dedicated, fixed version of the standardizer 
should be used throughout the entire administrative records census process.  Although 
difficult to quantify, the application of a fixed version of the standardizer along with 
prescribed operator control methodologies should improve the overall match rate during the 
computer matching operations.  Improving the computer match rate would reduce the 
number of address records requiring clerical review. 

The AREX address files were matched against a version of the DMAF extract file.  Multiple 
MAFIDs assigned to a single address and duplicate MAFIDs assigned to multiple addresses 
contributed to the difficulty in classifying an address as matched, non-matched, or possibly 
matched.  During the later re-match to the DMAF the multiple and duplicate MAFID issue 
compounded matching effort inconsistencies - probably due to the Census Bureau’s 
methodology and audit trail for identification and retention of “surviving MAFIDs” on the 
DMAF.  We recommend further research into the impact of DMAF rationale for retaining 
duplicate and multiple MAFIDs on the file. 

4.2.3 Clerical Review of the Matching Results 
• Description of the Clerical Review Process 
Following the computer match, a clerical review was conducted by the staff at the National 
Processing Center.  The clerical review process supported the AREX Bottom-up method in 
that administrative records are assigned to individual housing units and inconsistencies 
between the addresses must be resolved.  The main purposes of the clerical review were to: 

1. Review all addresses designated as possible matches by the computer match and 
determine whether these addresses should be coded as a match to each other, a match to 
other addresses or a non-match.  The search for a matching address was first done based 
on addresses in the same ZIP Code.  A DMAF listing, sorted alphabetically by street 
name was also provided for researching clusters of unmatched administrative record 
addresses that could not be found in the ZIP Code of the DMAF listing provided.   

2. Review all AREX addresses coded as non-matches by the computer match and determine 
if a clerical match can be made to the DMAF.  
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3. Review the non-matching AREX addresses and determine if the addresses are 
incomplete, contain extraneous data or have any other unusual characteristics that made 
the address unsuitable for field address verification. 

• Results of the Clerical Review 
The clerical review process made final match determination for all possible and non-matched 
addresses and identified cases that the computer could not match but a clerical reviewer 
could.  AREX non-matched addresses were also reviewed to flag addresses not eligible for 
field address verification because they were incomplete or contained inappropriate 
information that could not be verified (APO addresses, foreign addresses, in care of, etc). 

Due to program deadlines regarding the Field Address Verification operation, there was a 
point during the keying of clerical review results where a cutoff was made and materials 
were produced for the FAV sample of addresses (discussed in more detail in section 4.2.4).  
Because of this cutoff, not all of the match status results were keyed.  Keying of the 
remainder of the clerical review results was accomplished later in the AREX program and 
records were flagged to distinguish the first keying from the second keying. 

The second keying added an additional 11,397 matched records to the database from the 
point at which the FAV sample was defined.  Additionally, 77 addresses defined as matches 
after the first keying, were found to be non-matches in the later stages of the clerical review 
with the records updated accordingly in the second keying.  The results of the clerical review 
after the second keying are shown in Table 7. 

Table 7.  Clerical Review Match Results 

Test Site 

Number 
Records to 
Computer 

Match 

Number 
Matched by 
Computer 

Number 
Matched 

after Clerical 
Review 

% of Records 
matched by 

Clerical 
Review 

Baltimore City Maryland 303,003 234,360 241,557 2% 

Baltimore County Maryland 353,278 290,875 302,332 3% 

Douglas County Colorado 65,294 52,574 56,592 6% 

El Paso County Colorado 224,105 178,279 188,866 5% 

Jefferson County Colorado 241,987 201,288 214,298 5% 

• Lessons Learned from the Clerical Review Process 
The original AREX plan called for PRED staff to do the clerical review of the unmatched 
and possible-matched records.  Based on assuming an increased workload for the AREX 
Field Address Verification, PRED contacted DSCMO, requesting NPC staff to conduct the 
clerical review.  PRED trained approximately 25 reviewers to evaluate the possible matches 
of AREX addresses against the DMAF and make a match/non match determination for the 
address.  The reviewers attempted to match the non-matched AREX addresses to the DMAF.  
Printouts of the addresses were sent to NPC for clerical review.  After the clerical review, the 
sheets were returned to PRED for QA and keying.  Although all addresses were eventually 
reviewed and the results keyed, geographically separating the components of the operation 
created additional coordination and deadline challenges. 
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In future clerical review operations, administration of the process would be eased by having 
all components of the operation conducted in a central location.  Although having NPC do 
the clerical review assisted PRED by freeing up PRED staff for other functions of AREX, the 
geographical separation of components created an additional dimension of the operation. 

More detailed practice examples were needed in the training.  The clerks needed to develop a 
clearer understanding of how matches and non-matches were defined in AREX. 

A better understanding of how the DMAF was developed might have improved our 
implementation of clerical review. 

To maximize the effectiveness of a clerical review, we recommend that reviewers be 
thoroughly trained in the unique intricacies of addresses derived from administrative records.  
This background could assist the reviewers to better determine the match/non-match status of 
the address.  It should be noted that only minor problems were created by the two waves of 
keying results from the clerical review.  However, in an effort to produce as clean a list as 
possible of addresses eligible for a FAV operation, greater control should be exercised over 
any clerical review operation. 

A post-production clerical review should also be considered for future administrative records 
experiments as an evaluation tool or audit-trail validation system.  Again, the application of 
precise definitions for what constitutes a match, non-match, or possible match are the critical 
elements of any clerical review operation. 

4.2.4 Field Address Verification (FAV) 
• Description and Purpose of the FAV 
The Field Address Verification Operation was implemented to check the validity of 
addresses that remained unmatched to the DMAF following the computer matching and 
clerical review.  To minimize the amount of field work required, the assumption was made 
that any non-matched DMAF addresses were in fact, valid and existent because of the 
numerous operations that went into the building of the DMAF.  As a result, only non-
matched administrative record addresses were eligible for the FAV.  The purposes of the 
FAV included: 

• Verifying the physical existence or nonexistence of non-matched AREX 2000 
Test Site addresses. 

• Correcting erroneous address field values. 
• Identifying addresses meeting unique conditions - such as a duplicate of another 

address. 

The operations conducted in the FAV were quite different from the planned FAV operation.  
The original plan called for the Technologies Management Office (TMO) to create an input 
file for production of address listing pages for all non-matched AREX addresses and to then 
ship the pages to the appropriate Local Census Office (LCO), which was to conduct the 
address verification operation.  The LCOs and Regional Census Centers (RCCs) were to send 
the listings to the NPC for keying upon completion of the operation.  The plan was modified 
due to the decennial commitments of Divisions whose participation was needed to produce 
the listing pages and conduct the FAV.  PRED redesigned the operation to enable use of its 
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own resources to conduct the FAV.  The primary impact was that only a sample of addresses 
were selected across the test sites for field verification. 

• Results of the FAV 
• Defining the Sample 

After the computer phase of address matching, the universe of addresses eligible for 
Field Address Verification was first restricted to geocoded, city-style addresses 
within the AREX 2000 test site counties.  The universe was further restricted to 
exclude some AREX 2000 test site ZIP codes that belonged to three colleges, a 
medical center, and an Air Force base in the belief that few or no residential addresses 
existed in them. 

With the redesign of the FAV operation, the number of addresses to be verified was 
based on a stratified cluster sample of unmatched, city style addresses.  The sample 
resulted in 6,644 addresses being flagged as part of the FAV operation.  Table 8 
displays the number of records eligible and selected for each test site state. 

Table 8.  Selection of FAV Addresses 
Test Site 

State 
FAV Eligible 

Addresses 
Addresses Selected 

for FAV Sample 

Colorado 57,333 3,730 

Maryland 96,202 2,914 

Total 153,535 6,644 

For each address selected as part of the sample, an address listing page was printed.  
A sample listing page is displayed in Figure 3.  Each listing page contained the 
address information and a series of yes/no questions regarding the address.  The lister 
was responsible for answering each of the yes/no questions and provide amplifying 
remarks or comments when required. 

Is this address… Yes (1) No (2) 

1)…found in the search area? 1)  1) 
2)…residential? 2) 2) 
3)…commercial? 3) 3) 
4)…a special place or group quarters? 4) 4) 
5)…geocoded to the correct block? 5) 5) 
6)…found in the county shown above? 6) 6) 
7)…correct as shown above? 7) 7) 
8)…shown as a multi-unit but is actually a single unit? 8) 8) 
9)…shown as a single unit but is actually a multi-unit? 9) 9) 
10)…a duplicate of another AREX address? 10) 10) 
11)…unresolvable due to insufficient information? 11) 11) 

Figure 3.  Depiction of FAV Listing Page Questions 
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• The Listing Operations 

PRED solicited volunteers from within and outside the Division to conduct the FAV.  
The twenty volunteers were divided into two teams - one team for Colorado addresses 
and the other team for Maryland addresses.  To prepare the listers for the field 
operation, a two-day training seminar was conducted.  In addition to the classroom 
training, teams were given a listing assignment for a residential area close to the 
Census Bureau.  Results of the field training were reviewed and debriefed prior to 
certifying the volunteer listers.  Listing pages were grouped by block and assigned to 
the team leader for the appropriate area and a set of maps were produced for each 
area.  Team leaders tasked each team member with a set of blocks to list.  Two weeks 
were allotted to complete the field work.  All team members were issued cell phones 
with which to communicate with each other and to communicate with individuals at 
PRED designated to support field operations. 

• Listers were tasked to assess the following from each of the listed addresses:   

• Does the address exist? 

• Does the address require a correction? 

• Is the address a duplicate? 

• Is the address a special situation (for example, commercial/nonresidential, 
special place/group quarters, etc)? 

• Processing the Field Listing Results 

After the field work was completed, listing pages were reviewed for completeness 
and accuracy before sending them to NPC to be keyed.  NPC keyed the information 
from the listing pages and returned the listing pages and keyed files to PRED.  PRED 
staff then reviewed each of the listing pages and annotated a 5-digit status code on the 
page.  The code categorized the type of activity about the address that was shown on 
the listing page.  Status codes were also used to categorize if the address was valid.  
In some instances, the address was valid as listed (without changes).  There were 
instances where corrections could be made to the address to make the address valid; 
yet other cases where even with changes, the address was not valid.  Attachment 3 to 
this document defines the status coding and valid/invalid address criteria.  These 
codes were keyed into a separate file and later added to the AREX Address File.  
Table 9 shows the results of the listing in terms of the valid status of the addresses. 
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Table 9.  FAV Results 

Test Site County 
Number of 
Addresses 
Sampled 

Percentage 
Valid as 
Listed 

Percentage Valid 
After Lister 
Corrections 

Baltimore City Maryland 1513 15% 24% 

Baltimore County Maryland 1401 10% 26% 

Total Maryland 2914   

Douglas County Colorado 1226 6% 38% 

El Paso County Colorado 1344 10% 22% 

Jefferson County Colorado 1160 6% 44% 

Total Colorado 3730   

Note:  The percentages listed above are based on their proportionality in the FAV sample and are not 
weighted relative to their probability of selection from the FAV eligible address universe.  For a detailed 
discussion of the FAV Sample Selection process, see the Consolidated AREX Evaluation Report. 

Of the addresses in the FAV sample, 84 were found to be commercial mailbox 
addresses. 
Of particular interest in Table 9, are the results shown in column three depicting the 
percentage of addresses found to be valid as listed.  Although the addresses were 
valid as listed, the fact they were included as part of the FAV sample because they 
did not match to any address in the DMAF either in the computer match or in the 
clerical review operations.  The non-match status could have been due to anomalies 
of the matching process or the currency of data within either the AREX or DMAF 
files. 

• Applying the Results of the FAV 

Although only a sample of addresses were sent for field verification, in order to 
complete AREX address file processing, an assessment had to be made on the status 
of FAV eligible addresses that were not part of the sample.  To do this, a FAV 
estimation model was developed.  The FAV estimation model is a logistic regression 
model defined by the following formula: 
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β = estimated model coefficient – static after model has been determined 

Var1, Var2…..Varn = independent variable specific to each address being modeled 
(addresses that are FAV eligible, but not in the FAV sample) 

All FAV eligible addresses that were not selected as part of the sample were 
designated as either valid or invalid address based on the application of the FAV 
logistic regression model.  The purpose of the FAV logistic regression model is to 
predict the validity of a FAV eligible address.  An address is considered valid if it is a 
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non-group residential structure not already shown on the Master Address File.  To 
make these predictions, we built a logistic regression model that incorporated several 
address characteristics.  We calibrated this model using the results of Field Address 
Verification.  In order to estimate the reliability of the model, we took half samples of 
FAV-included addresses, estimated model parameters from this half sample, and used 
the estimated parameters to predict the known valid-status of the other half of the 
sample.  Based on 200 replications with randomized half-samples, we estimate that 
the model accurately predicts address validity 69 percent of the time.  As this result is 
based on half-samples, we expect actual results to be somewhat better than this as 
they will be based on a sample twice the size. 

• Lessons Learned from the FAV 
• Inexperienced Listers doing the Field Work 

Because PRED assumed responsibility for the FAV, volunteers with little to no field 
experience were doing the field listing operation.  To minimize the impact of this, 
PRED decided not to use listers in the traditional role of assigning action codes but 
rather to collect information about the address for later analysis and assignment of the 
action code.  In the revised FAV, listers answered 11 questions about the property 
from which the action code (called status code in this operation) was later assigned.  
This modification worked well in minimizing the mistakes made by inexperienced 
listers and created a collateral benefit of collecting detailed information about the 
address for further research and analysis. 

• Sample versus Full FAV 

A key impact of the revised FAV operation was that only a sample of addresses were 
verified in the field.  Although great pains were taken to develop the sample and 
estimation formulas, there is no way of assessing how well the samples actually 
represented the FAV eligible universe.  Further research should be dedicated to study 
this issue. 

To ensure the best possible correlation to decennial census operations, future 
administrative record experiments should do a field listing on all eligible addresses 
using the same skilled listing personnel that are used for decennial operations. 

• Commercial Addresses 

During creation of the StARS database, address records were matched against a 
software product to identify potential commercial addresses.  The product used was 
the American Business Information (ABI), Inc. database file of commercial addresses 
(more than ten million) based on national telephone directories (both yellow and white 
pages).  The identification and removal of commercial addresses from the AREX 
address files is critical to create an accurate population tally.  Budgetary restraints 
precluded purchase of the ABI residential file.  The use of both files (commercial and 
residential) would have improved the accuracy of commercial address identification 
and (perhaps more importantly) improved the accuracy of the FAV eligible address list 
as well.  We recommend additional software products be evaluated for suitability in 
the conduct of an administrative records census. 
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4.2.5 Request for Physical Address Operation 
The AREX 2000 Request for Physical Address Operation collected physical addresses (house 
number and street name) for individuals with a Post Office Box or other noncity-style address 
from the administrative records source files.  Major components of the operation were to: 

1. Create an address file from administrative records where the mailing address was a Post 
Office Box or noncity-style address. 

2. Design a form and mail it to the addresses, requesting a physical address. 

3. Clerically geocode the physical addresses on the forms to state, county and block. 

4. Key addresses and geocode information to a file for further analysis. 

Based on low response rates, it was decided to not incorporate the results of the Request for 
Physical Address operation into the AREX operation but to create a separate analysis of the 
operation.  Details of this operation are included in the AREX 2000 Request for Physical 
Address Evaluation. 

4.2.6 Rematching to the DMAF and Producing the Baseline Tallies 
A final match of the AREX addresses was made to the DMAF for the purpose of transforming 
the collection geography to tabulation geography.  Because the AREX addresses were initially 
geocoded to collection geography, it was necessary to translate the collection geographic codes 
into the tabulation geographic codes so that the comparisons to Census 2000 tabulations could be 
made.  The taking of the census spans approximately a two-year period, including the address list 
building phase.  The geographic framework going into the census is called collection geography.  
Prior to tabulation of the final counts, changes must be incorporated to reflect boundaries in 
effect on January 1, 1999.  This final geographic framework is called “tabulation” geography. 

During the rematch, a problem with duplicate and multiple MAFIDs present on the DMAF 
resurfaced (see recommendation section).  The dynamic nature of the DMAF requires that 
MAFID assignments be continually updated from decennial census operations.  Thus, the 
number of duplicate and/or multiple MAFIDs for a given address may have changed since the 
first computer match.  The impact on correctness of tabulation block assignments just prior to 
generation of both the Top-down and Bottom-up tallies is difficult to assess.  Further research 
into the multiple/duplicate MAFID issue relative to the DMAF should be undertaken. 

The final step in the AREX operation, prior to post processing was to create tallies for both the 
Bottom-up and Top-down methods of the experiment.  The purpose of the tallies was to serve as 
a basis of comparison of an administrative records census to a conventional census tally. 

The Top-down tallies are drawn from AREX records at the census block level or above.  The 
tallies for the Top-down method are shown in the following table. 
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Table 10.  Top-down Method Population Tallies 

Test Site County AREX 
Population 

Census 
Population 

% of Census 
Population 

Baltimore City Maryland 570,648 651,154 88% 

Baltimore County Maryland 696,183 754,292 92% 

Douglas County Colorado 148,270 175,766 84% 

El Paso County Colorado 456,891 516,929 88% 

Jefferson County Colorado 473,495 527,056 90% 

Note:  Top-down tallies include Group Quarters (GQ) addresses if, during the rematch to the DMAF, the 
administrative record was matched to a DMAF GQ address. 

The Bottom-up tallies are drawn from AREX records at the household level and above.  The 
Bottom-up tallies are shown in Table 11 below. 

Table 11.  Bottom-up Method Population Tallies 

Test Site County AREX 
Population 

Census 
Population 

% of Census 
Population 

Baltimore City Maryland 661,561 651,154 102% 

Baltimore County Maryland 745,893 754,292 99% 

Douglas County Colorado 170,102 175,766 97% 

El Paso County Colorado 509,597 516,929 99% 

Jefferson County Colorado 508,254 527,056 96% 

Note:  Bottom-up tallies contain GQ addresses that were:  (1) identified in the administrative record only, (2) 
identified in the DMAF address to which the AREX address was matched, or (3) identified as a Census only 
address. 

4.2.7 Successes and Shortfalls of Producing the Tallies 

The process to create the tallies worked well.  Any issues regarding the quality of data that was 
used to generate the tallies, are covered elsewhere in this report.  
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5. RECOMMENDATIONS 

This section of the report discusses lessons learned from the operation and provides 
recommendations regarding initiatives that may apply to Census Bureau use of administrative 
records in future census related activities. 

5.1 Improve the computer matching and rematching processes 
Computer address matching parameters must be further evaluated for accuracy and relevancy to 
the address matching task at hand, as many addresses classified as possible matches by the 
computer were deemed to be matched during the clerical review process.  A second match to the 
DMAF was conducted for the primary purpose of assigning tabulation block geography to the 
AREX address files to facilitate the reporting of population tallies at the block level (as in the 
decennial census).  The impact on correctness of tabulation block assignments just prior to 
generation of both the Top-down and Bottom-up tallies is difficult to assess.  An evaluation 
should be conducted to determine the effectiveness of the rematch to the DMAF process.  The 
dynamic nature of the DMAF requires that it be continually updated from decennial census 
updates.  Thus, duplicate and multiple MAFIDs for a given address may have changed since the 
first computer match.  During the rematch, a problem with duplicate and multiple MAFIDs 
present on the DMAF resurfaced (see also recommendation 5.2). 

5.2 Evaluate the impact of multiple MAFIDs on the DMAF 
We recommend further research on the impact of retaining duplicate and multiple MAFIDs on 
the DMAF file should be pursued, particularly as related to the match to administrative record 
files.  The AREX address files were matched against a version of the DMAF extract file to 
establish matched and non-matched addresses for the Bottom-up method.  Multiple MAFIDs 
assigned to a single address and duplicate MAFIDs assigned to multiple addresses contributed to 
the difficulty in classifying an address as matched, non-matched, or possibly matched.  During 
the later re-match to the DMAF to transform “collection’ geographic codes to “tabulation” 
geographic codes the multiple and duplicate MAFID issue compounded matching effort 
inconsistencies - possibly due to the Census Bureau’s methodology and audit trail for 
identification and retention of “surviving MAFIDs” on the DMAF. 

5.3 Improve the availability of source data for the under 18 population 
Administrative Records Research should continue to pursue coverage improvements via 
additional file acquisition.  Expanding coverage of existing files should also be pursued in an 
attempt to improve coverage of certain segments of the population — particularly dependents on 
the Internal Revenue Service files and the under age 18 population segment nationally.  
Improving race information on administrative record files should also be pursued. 

Administrative record source data for the under age 18 population presents a particular problem 
for conducting an administrative records census.  Although the IRS 1040 file can list up to four 
dependent children for each tax return, the lack of demographic data in this file is an inhibitor to 
successful verification of this segment of the population.  The IRS W-2 / 1099 file (which could 
enhance the IRS 1040 data by providing a full name with an SSN) requires numerous file-
specific edits and “work-arounds” in an attempt to extract “clean data” for verification and 
matching purposes.  Oftentimes, the IRS W-2 / 1099 file simply “clutters the landscape” with 
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regard to best data selection for output to the Composite Person Record.  Again, the lack of 
demographic data on the IRS W-2 / 1099 file compounds the verification problem. 
We recommend the search for another file source to better capture the under 18 population.  
Public school enrollment files or school lunch data files may be the best source of such data.  
However, because these programs are generally controlled at the state or local government level, 
compatibility and standardization of files from the various states (even if obtainable) could be a 
major deterrent to efficient processing of the data.  In addition to more source files, increasing 
the value of information available from existing source files is also a possible approach.  Options 
may include seeking access from IRS records for all dependents and modeling additional 
children using total number of exemption data available on the tax return. 

5.4 Evaluate the effectiveness of computer models used in the experiment 
We recommend an evaluation of the effectiveness of the models used for the FAV.  Because the 
AREX FAV was reduced in scope to a sample, two models were established to compensate for 
the less than full field evaluation.  One model was used to select the best sample of addresses to 
be sent to FAV, the other model was used to apply the results of the FAV to an estimation 
relative to the non-sampled addresses.  While independent quality assurance was employed 
throughout the development and use of the models, it is important to do further analysis of the 
effectiveness of the models, particularly since the final tallies and results of the experiment are 
influenced by the models. 

5.5 Conducting further research on address selection 
We recommend an evaluation be made on the effectiveness of the process used to select the best 
address during StARS/AREX processing.  Address selection is a linchpin process in the 
conversion of administrative record source data to a format acceptable to generate census tallies.  
As such, a system that maximizes available information to select the best address is critical.  One 
method of evaluating this factor might be to match the selected address to the census to validate 
the effectiveness of the rules used in the process.  A more thorough assessment of the StARS and 
AREX address selection rules used to determine a person’s “best address” should be pursued. 

5.6 Conduct a full-scale field address verification 
We recommend the next administrative records experiment complete a full-scale field address 
verification operation.  In AREX 2000, there was only enough time and resources to field verify 
a sample of the addresses that did not match to the DMAF.  In addition, we assumed that DMAF 
non-matches were “truth” because of census operations to build and confirm the DMAF.  A more 
thorough approach would be to field check both the administrative record and census non-
matches.  We used the results of the sample to build a model for predicting how many of the 
unverified non-matches were actually valid addresses.  Our experience suggests the ability to 
predict the number of valid addresses from a model is extremely limited.  We believe more 
precise results can be obtained from larger field address verification. 
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The following document list is a compilation of Planning, Research and Evaluation 
Division (PRED) technical specifications that define the process to create the Statistical 
Administrative Records System StARS) 1999 and the various operations of the 
Administrative Records Experiment (AREX) 2000.  Read publication year (parenthesis), 
document title, and document catalog number (parenthesis). 

StARS 1999 
Address Editing 

(1999), Medicare Address Editing Programming Specification (MCAR9901-00) 
(1999), HUD TRACS Address Editing Programming Specification (TRAC9901-00) 
(1999) Selective Service Address Editing Programming Specifications (SSSX9901-00) 
(1999) Indian Health Services Address Editing Programming Specifications (IHSX9901-00) 
(1999) IRS 1040 Address Editing Programming Specifications (10409901-00) 
(1999) IRS 1099 Address Editing Programming Specifications (10999901-00) 

Address Processing 

(2000) StARS Address Processing Programming Specifications (StAR9902-00) 

Personal Characteristics File (PCF) Development 

(2000) The StARS PCF Models: Executive Summaries - Supplement 
(2000) PCF Creation Programming Specifications (StAR9906-00) 

Person Editing 

(2000) StARS Person Edit Programming Specifications (StAR9904-00) 
(2000) Split/Segment of Edited Person Files Spec Sheet (StAR9905-00) 
(2000) Medicare Person Editing Spec Sheet (MEDB9903-01) 
(2000) HUD TRACS Person Editing Spec Sheet (TRAC9902-00) 
(2000) Selective Service Person Editing Spec Sheet (SSSX9902-00) 
(2000) Indian Health Services Person Editing Spec Sheet (IHSX9902-00) 
(2000) IRS 1040 Person Editing Spec Sheet (10409903-00) 
(2000) IRS 1099 Person Editing Spec Sheet (10999902-00) 
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Person Processing 

(2000) Database Development 2000 (STAR9907-00) 

(2001) Creation of the Final CAF (STAR9908-01) 

SSN Verification and Search 

(2000) SSN Verification and Search Programming Specifications (StAR9903-02) 

AREX 2000 Specifications 
AREX Address File (AAF) 

(2001) AAF File Master Layout (uncataloged) 
(2001) Summary of Updates from AAF1 to AAF9 (uncataloged) 
(2001) AREX Address File (AAF) Naming Convention (uncataloged) 

GEOCODED File 

(2000) Selecting and Flagging Test Site Records (ARXG0001-02) 
(2000) AAF1 Specification (ARXG0002-00) 
(2000) AAF2 and Processing DocuPrint Control Specification (ARXG0003-00) 
(2000) AAF3 and Results of the Clerical Geocoding Specification (ARXG0004-00) 
(2000) Creation of AREX Person Universe File (ARXG0005-00) 

Request for Physical Address (RFPA) 

(2000) Specification for Printing and Mailing RFPA Letter (ARXR0001-00) 
(2000) Specification for Creating the Address File for Input to DocuPrint (ARXR0002-00) 
(2000) Specification for Check-in and Check-out of the RFPA Letter (ARXR0003-00) 
(2000) Specification for Keying Data from the RFPA Letters (ARXR0004-01) 
(2000) Receiving the RFPA Keyed Letter Data Files (ARXR0005-01) 
(2000) AAF7 and Final RFPA processing Specification (ARXR0006-00) 

Computer Address Matching 

(2000) AAF3-DMAF Computer Matching Specification (ARXM0001-00) 
(2000) AAF4 and Results of Computer Match and Clerical Review Spec (ARXM0003-00) 

Clerical Review 

(2000) Clerical Review Instructions (ARXM0004-00) 
(2000) AAF5B and the Second CR Keying Specification (ARXM0006-01) 

Field Address Verification (FAV) 

(2000) AAF5 and FAV Sampling Specification (ARXM0005-00) 
(2000) FAV Address Selection and Printing of Listing Pages (ARXA0001-02) 
(2000) FAV Listing Page Check-In and Batching Specification (ARXA0002-00) 
(2000) FAV Lister Instructions (ARXA0003-00) 
(2000) Specification for Keying/Verification of the FAV Listing Pages (ARXA0004-01) 
(2000) Specification for Receipt of the Keyed File from the FAV Listing Pages (ARXA0005-00) 
(2000) Specification for Processing the FAV Keyed File and Creating AAF 6 (ARXA0006-04) 
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Attachment 1.  AREX 2000 Implementation Flow Chart 
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Attachment 2.  StARS Process Steps – Outline 

The process steps outline that follows is a synthesized extract from pertinent StARS 1999 
programming specifications.  The outline is presented here to assist in understanding the 
complex nature (at a high level) of the operations required to build the StARS database.  
For a more detailed description of the processes, refer to the StARS specifications listed 
on the reference page (page 46) of this document.  In outline format, the “dual-stream” 
processing steps in the creation of the StARS 1999 database are as follows: 

1. Edit and standardize address data from the national-level source files. 
a. Combine all records and split resulting file into 1000 ZIP Code cuts in 

preparation for the Code-1 process. 
b. Pass records through Code-1 to standardize and “clean” the address data. 
c. Unduplicate the address records and create the GEO Extract File. 

1) Unduplicate on exact match of all address fields (full 9-digit ZIP Code). 
2) Extract file contains minimum number of data fields for TIGER coding. 

2. Edit and standardize person demographic data from national-level files. 
a. Name edits and standardization designed to enable record matching, linking, 

and unduplication within the database once SSNs are verified. 
b. Split and sort records into Census Numident segments by Social Security 

Number (SSN) in preparation for SSN Search and Verification (S&V) phase 
of StARS. 

3. Verify and validate SSNs by matching and comparing name data, date-of-birth 
data, and gender information against the Census Numident using AutoMatch. 
a. Pass unverified SSNs through “name/date-of birth search” phase using 

AutoMatch. 
b. Differing match cut-off scores and weights established for each source file. 
c. Use Census Numident data to fill missing demographic input data.  

Demographic data (other than name fields) for all IRS records derived from 
Census Numident. 

d. Person records now ready for re-link to the geocoded address records. 

4. Create the Master Housing File (MHF) as follows: 
a. Pass the ABI commercial file through Code-1 and the address standardizer to 

format and “clean” commercial addresses. 
b. Unduplicate ABI file (exact match of parsed fields), and assign address type. 
c. Pass Geocoded files through the address standardizer to obtain parsed address 

fields in preparation for record unduplication. 
1)  Assign address type based on standardized return fields. 
2) Unduplicate GEO files based on exact match of parsed fields within type. 

d. Merge unduplicated Geocoded file with unduplicated ABI file to identify and 
flag commercial addresses within each 3-digit ZIP Code file. 
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1) Assign a Housing Unit Identification Number (HUID). 
2) HUID provides a numeric variable indicator to assist in selection of the 

best address for output to the final StARS database (the CPR). 
e. Update the Master Pointer File (MPF) to enable address linkage back to 

original source files.  MPF also reflects number of duplicate addresses 
associated with each address selected for retention on the MHF. 

f. Merge the MHF and MPF and split resulting file back to original source cuts. 
1) Select only the “current” address from Selective Service Records 
2) Merge split files with source Proxy Files to append proxy addresses and 

create Enhanced Master Pointer File. 

5. Create Linked Person Files 
a. Use “direct access” method to link person records with Enhanced Master 

Pointer File. 
b. UID variable identifies the correct EMPF source file to access for selecting 

required geographic data for inclusion on Linked Person File. 
c. Link unverified SSN records in the same fashion. 

6. Create the Composite Person Record (CPR) by selecting the “best record” from 
the Linked Person Files as follows: 
a. Invoke address selection rules to determine the best address for the person 

records.  Address selection rules follow: 
1) Select the highest HUID category available. 
2) Select a non-proxy address over an address with a proxy. 
3) Select a non-commercial address over a commercial address. 
4) Select the address based on source file priority as follows: 

a) IRS 1040 record 
b) Medicare record 
c) Indian Health Service record 
d) IRS 1099 record 
e) Selective Service record 
f) HUD TRACs record 

5) Select most recent record based on the administrative record cycle dates. 
6) Select first record read-in to the processing array for output to the CPR. 

b. Select the best race based on the following rules: 
1) If American Indian or Alaska Native is reflected on the IHS record, accept 

the value. 
2) If an input value is blank or unknown – defer to the PCF. 
3) Select the most frequent occurrence. 
4) If tied among occurrences, defer to the PCF. 
5) If record is from the “New SSN List,” defer to the PCF. 
6) If ties still occur, select first record read-in. 
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c. Select the best indicator of Hispanic origin based on the following rules: 
1) Most frequent non-blank observation (Numident value counted once). 
2) If ties occur, defer to the PCF. 
3) If the input value is blank, defer to the PCF. 
4) If record is from “New SSN List” and non-blank, output a positive 

Hispanic origin; if blank; output a blank value (SSN not on PCF). 
d. Select the best gender based on the following rules: 

1) If a Selective Service record available, select “male” gender. 
2) Select most frequent occurrence, if no Selective Service record available. 
3) If ties occur among the observations, defer to the PCF (using random 

number probabilities). 
4) If record from “New SSN List” and reflects a blank value, output a blank 

value to the CPR; if ties exist among the records, output “female” gender. 
e. Select Date of Death (DOD) based on the following rules: 

1) If Medicare record reflects DOD, output the value. 
2) If more than one Medicare record reflects DOD, select the value from the 

most recent record (based on transaction cycle date). 
3) If no Medicare record available, output the value present on the Numident. 
4) If no reported DOD, defer to the PCF using random number probability 

after calculating gender. 
5) If input is blank and the PCF indicates “alive,” output a blank DOD value. 

f. Select the date of birth (DOB) based on the following rules: 
1) Select the highest DOB score within the following source file priority: 

a) Medicare 
b) Selective Service 
c) Census Numident 
d) HUD TRACS 
e) Indian Health Service 

2) If input is blank, output a blank value to the CPR. 
g. Select the best “name fields” based on the following criteria: 

1) Highest name score with an exact match of last name. 
2) Exclude all IRS records and records from the “New SSN List.” 
3) If only excluded names are in the processing array, select the first record 

read-in. 
4) If ties occur, select the first record read-in. 

7. Each variable is flagged to reflect the decision rule invoked and the source of the 
data.  Decision rules are established to account for the characteristics of each 
input source date. 
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Attachment 3.  Description of FAV Status Codes 

The FAV status code, a 5-character field, displays the ultimate resolution for all 
addresses based on findings from the FAV operation. 

 
FAV Status Code.  Parenthetical valid/invalid designation following the codes refer to how the 
address will be categorized in the application of an estimation formula to be applied in a later 
AREX address file. 
Character 1 = Address Search Status (Found /Not Found/Unresolved) 
0 = found (valid address) 
1 = not in test site (invalid address) 
2 = can’t find/doesn’t exist (invalid address) 
3 = unresolved (invalid address ) 
4 = unresolved – junk (invalid address) 
5 = unresolved – no other data (invalid address) 
6 = unresolved – found basic street address but cannot confirm exact unit in a multi-unit structure 
(invalid address) 
X = address not in FAV sample 
Character 2 =  Residential Status 
0 = residential only (valid address) 
1 = commercial only (invalid address) 
2 = mixed residential/commercial (valid address) 
3 = special place/group quarters (valid address) 
4 = commercial mailbox service (invalid address) 
N = not applicable  
X = address not in FAV sample 
Character 3 = Block-County Status (suffix changes are not addressed in this category) 
0 = no change to block/county (valid address) 
1 = block change (valid address) 
2 = county change (invalid address) 
3 = block and county change (invalid address) 
N = not applicable 
X = address not in FAV sample 
Character 4 = Address Correction Status 
0 = no change (valid address) 
1 = basic street address (BSA) change – no unit designator (valid address) 
2 = unit designator change, no change to BSA (valid address) 
3 = BSA change, no change to unit designator (valid address) 
4 = BSA change and unit designator change (valid address) 
5 = listed as multi-unit, actually a single unit (valid address) 
6 = listed as single unit, actually a multi-unit (invalid address) 
N = not applicable 
X = address not in FAV sample 
Character 5 = Duplicate Status 
0 = not a duplicate (valid address) (valid address) 
1 = preferred duplicate (valid address) 
2 = non preferred duplicate (invalid address) 
N=  Not applicable 
X = address not in FAV sample 
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EXECUTIVE SUMMARY 

The possibility of using administrative records from other federal government agencies to 
supplement census data has been investigated for some time at the Census Bureau. The use of 
administrative records could potentially increase completeness of measurement by reducing 
respondent burden with shorter questionnaires and improve data quality by eliminating 
memory/respondent errors. The Social Security number has become a widely used personal 
identifier for identifying program participants and, for this reason, the Census Bureau conducted 
research about its collection and use. The purpose of the Social Security number, Privacy 
Attitudes, and Notification Experiment is to assess the effects of Social Security number requests 
and different notifications of administrative record use on census response behavior. 

This study is one of three analytical components of the Social Security number, Privacy 
Attitudes, and Notification Experiment. It examines the accuracy of respondents’ reported 
Social Security numbers by comparing them to the Census Numident File and assessing overall 
accuracy, differences between high coverage and low coverage areas, and differences between 
Social Security number request strategies and administrative records use notification strategies. 
The results are further compared to the results of the 1992 Simplified Questionnaire Test. 

The analysis of the experimental data (Social Security number validation rates) was conducted 
by using a simple test for statistical significance and by measuring the pairwise differences in the 
validation rates among the panels. The pairwise analysis was designed so that statements about 
the significance of treatment effects (i.e., differences in validation rates) can be made about all 
tests simultaneously while maintaining a 90 percent confidence level. 

This paper shows that, if reported, Social Security numbers are accurate. There is a small but 
statistically significant difference between high and low response areas. There is no evidence 
that requesting Social Security number for Person 1 only, all persons in household, or inclusion 
of general or specific notification of administrative records use affects the quality of the reported 
Security number. More specifically: 

•	 The respondent-provided Social Security numbers are accurate. The overall validation rate 
(based on matching Social Security number, name, gender, and year of birth to the Census 
Numident File) is 94.77 percent. 

•	 Valid Social Security number rates are high for both high response areas (95.15 percent) and 
low response areas (92.80 percent). The difference is small (2.35 percent) and statistically 
significant. 

• The rate of valid Social Security numbers for Person 1 in each panel is high, ranging from 
96.01 to 96.93 percent. The results of the pairwise comparisons show no statistical 
significance when the panel requesting Social Security number for Person 1 only is 
compared to the panel requesting Social Security number for all household members. 
Further, the distinction between general and specific notification of administrative records 
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use has no measurable influence on valid responses. 

•	 Social Security number validation rates generally show a steady decline in each panel from 
Person 2 through Person 6. 

•	 The 1992 Simplified Questionnaire Test supported the high validation rates shown in this 
study when considering comparable panel design and matching variables. Overall 
validation rates were 91.00 percent and 94.83 percent respectively. 

Overall, the responses that we receive to requests for Social Security number are accurate. 
However, to assess the usefulness of such requests within the unique environment of a decennial 
census, we must also consider the reduction in mail response when Social Security number is 
requested, increased Social Security number item nonresponse, the extent to which having a 
valid Social Security number allows us to link to other files, and the extent to which we are able 
to obtain correct information from such a link. To this end, we recommend the following 
research: 

•	 Look at the cumulative nonresponse to requests for Social Security number (unit 
nonresponse, Social Security number item nonresponse, and Social Security number invalid 
rates) to obtain an indicator of the extent to which matching to administrative records could 
take place. 

•	 Conduct analysis of the characteristics of households that provide and do not provide the 
Social Security number, the accuracy of households reconstructed from administrative 
records, and the effect of having and not having the Social Security number in household 
reconstruction. In conjunction with the accuracy of the Social Security number, this analysis 
would be an indicator of the quality of data we might expect. 

•	 Use the cumulative nonresponse to Social Security number and the results of other 
research to conduct a cost-benefit analysis to determine the extent to which we could 
use administrative records data to complete household enumeration (assuming 
decennial census population and housing unit universes within decennial census time 
constraints). 

•	 Conduct focus groups or research similar to the Survey of Privacy Attitudes later in 
the decade.  This Survey of Privacy Attitudes examined patterns of attitude change in the 
public’s privacy concerns between 1996, 1999, and 2000. Given the profound impact of 
September 11, 2001, we may expect changing views on privacy attitudes. 

•	 Continue to work closely with the Privacy Office and privacy advocates to stay 
informed of trends in the privacy and confidentiality arena. 

1. BACKGROUND 

1.1 Overview 



The Census Bureau undertakes a program of experimentation during decennial censuses to 
measure the effectiveness of new techniques, methodologies, and technologies in the special 
environment that a decennial census generates, such as mass temporary hiring, promotion and 
outreach in coordination with local governments, the national paid advertising campaign, and the 
nationwide distribution of public use forms. Results from experiments form recommendations 
for subsequent testing and ultimately help design the next decennial census (Neugebauer, 1999). 

Decennial censuses beginning in 2010 may rely on expanded use of administrative records 
information obtained from other Federal agencies (Neugebauer, 1999). The use of 
administrative records could potentially increase completeness of measurement by reducing 
respondent burden with shorter questionnaires and improve data quality by eliminating 
memory/respondent errors (Guarino, Hill, and Woltman, 2001). The Social Security number 
(SSN) has become a widely used personal identifier for identifying program participants. For 
example, citizens are required to use SSN as the taxpayer identification number. Likewise, many 
other federal, state, and local government agencies collect and use SSN to administer their 
programs. Since the SSN is such a widely used personal identifier, the Census Bureau 
conducted research dealing with its collection and use (Leslie and Treat, 1994). 

The Social Security Number, Privacy Attitudes, and Notification (SPAN) experiment consists of 
three major components to achieve the research objectives. The first component uses a list-
assisted random digit dial (RDD) telephone survey to collect data on the public’s privacy 
concerns; it is referred to as the Study of Privacy Attitudes in 2000 (SPA2000). The second 
component analyzes the effects of different notifications, two strategies for obtaining SSN 
information, and notification combined with the SSN request on response behavior and is called 
the SSN notification component. The third analytical component involves the validation of 
SSNs collected from four experimental panels that request it. It examines what percentage of 
SSNs obtained in the experiment are valid by panel (Neugebauer, 1999). This report is the third 
component. It contains a full analysis of the SSN validation.1 

The goal of the SSN validation component is to examine the validation rates of the SSNs 
collected from the four panels that request it. It is the first empirical research to measure the 
effects of an SSN request or public notification of administrative record use on the validity of the 
SSNs provided by respondents in a decennial census environment. This report examines 
verifying the SSNs collected from the four panels that request it against the Census Numerical 
Identification (Numident) file. It defines and examines what percentage of SSNs obtained in the 
experiment are valid (direct and indirect matches) and invalid by panel (Neugebauer, 1999). 
Note that planned analysis of the characteristics of households that provide and do not provide 
the SSN, the accuracy of households reconstructed from administrative records, and the effect of 
having and not having the SSN in household reconstruction was not undertaken because of 
decennial resource considerations. 

1A related paper, “The Effect of Administrative Record Use Notification on SSN Reports,” focuses 
specifically on response rates to the SSN item at the person level (Stapleton, 2002). 
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1.2 Past research 

1.2.1 Willingness to provide SSNs and accuracy of SSNs 

Past studies in the privacy and confidentiality realm show that people who are most concerned 
with privacy participate less in surveys and censuses than those who are not concerned (Kulka, 
Holt, Carter, and Dowd, 1991; Singer, Mathiowetz, and Couper, 1993; Gates and Bolton, 1998). 
To study this phenomenon, qualitative and quantitative analyses have been conducted to assess 
public opinion and response behavior to SSN requests on census forms (Guarino et al., 2001). 
Response behaviors include mail response rates, data quality as suggested by form completeness, 
SSN item response, and the validity of reported SSNs. 

Qualitative research such as the 1992 focus groups indicated extreme negative reaction to an 
SSN request; however a mailout/mailback test [the 1992 Simplified Questionnaire Test (SQT)] 
showed that there was a small, but significant, actual decrease (-3.4 percent) in mail response 
rates. It also indicated that asking for SSN seemed to lower the response in the Low Response 
Area (LRA) stratum more than the High Response Area stratum.  Additionally, it showed that 
respondents do a good job reporting accurate SSNs when they choose to report an SSN and that 
SSNs for Person 1 were provided more accurately than Person 6 (Leslie and Treat, 1994). These 
findings were unexpected and seemingly contradicted the anticipated extent to which 
respondents would resist providing an accurate identifier with data linking implications (Guarino 
et al., 2001). 

Dillman, Sinclair, and Clark (1993) also found that asking SSN lowers survey completion rates. 
These drops could be due to the respondent’s objections to providing personally identifying 
information, or to the difficulty in obtaining this information for some household members. 

For further investigation, a question asking respondents’ willingness to provide their SSNs on 
census forms was included in a series of surveys aimed at measuring privacy attitudes of U.S. 
residents over time. Singer (Singer, VanHoewyk, Tourangeau, Steiger, Montgomery, and 
Montgomery, 2001) reports that the percentage of respondents willing to provide their SSN on a 
census form declined from 68 percent in 1996 to 55 percent in 1999 and 56 percent in 2000. The 
drop in willingness was significant between 1996 and 1999, but there was no further significant 
change between 1999 and 2000. 

1.2.2 Access difficulty 

Bates (1992) analyzed response to SSN by person number on the questionnaire. The results 
indicate that the reporting of SSN becomes more difficult beyond person number two. There is 
some evidence that failure to provide SSN is not always due to unwillingness. Nonresponse may 
sometimes be a result of the lack of availability, or inaccessibility of the information to the 
respondent. Previous research indicates that the first person on the census form (Person 1) is 
usually the respondent for the entire household (DeMaio and Bates, 1990). Relationship to 
Person 1 may be an indicator of item response to SSN and reflective of the respondent’s inability 
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to provide SSN for household members. 

Bates (1992) cites focus group evidence that providing SSNs for children might be more difficult 
because SSNs are not routinely used before a certain age. She found that item nonresponse to the 
SSN item increased as person number increased. Presumably, this reflects the difficulty in 
providing SSN for children or unrelated household members (as household members are often 
listed in order by age or by relationship to the respondent). A report by Dillman, Sinclair, and 
Clark (1993) noted that item nonresponse to SSN for children under age 17 was 25 percent, 
substantially higher than for other questions. Dillman, Reynolds, and Rockwood (1991) report 
that a focus group investigation revealed that even though some people had no objection to 
providing SSNs, finding this information, especially for children and unrelated household 
members, might be difficult. 

1.2.3 SSN Request and Notification of Administrative Record Use 

Before Census 2000, no empirical research measured and assessed response behavior (such as 
mail response, questionnaire item nonresponse, nonresponse to the SSN item, and the validity of 
the SSNs that were received from respondents) to a particular type of SSN request (SSN 
requested for all household members versus only for the person completing the form) and 
notification of administrative record use (general notification that the Census Bureau may use 
statistical data from other federal agencies versus more specific notification where agencies are 
named) in a decennial census environment. However, some research was conducted during mid-
cycle tests. Bates studied item nonresponse to SSN in the 1992 Simplified Questionnaire Test 
(SQT). She found that asking SSN significantly lowered unit response rates overall and for the 
1990 LRA groups. Mail completion rates for the SSN form were 6.2 percentage points lower for 
households from LRAs. However, the item nonresponse rate from residents of 1990 LRAs was 
not significantly different than respondents from other areas. 

Past research on notification of administrative record use is qualitative in nature and therefore 
does not indicate the effect of notification on census response or accuracy of the SSNs that are 
reported. However, Singer (1978) investigated the effects in face-to-face interviews of more 
(versus less) information about sensitive subject matter in survey introductions. She found no 
effect of varying information about content on response rates. Other findings reveal that focus 
group participants are generally unsure about what effect notification will have on census 
response (Guarino et al., 2001). Some believe that notification of administrative record use will 
have no effect on response, while others believe that notification will decrease response. With 
regard to the type of notification, focus group administrators note that many of the participants 
did not understand the task of rating which notification was most persuasive in increasing 
participation, and instead rated the notification specimens by which use of records they felt was 
most justifiable (Aguirre International, 1995). 

Interestingly, current research during Census 2000 (Guarino et al., 2001) shows that: SSN 
request slightly decreases response and there is no differential effect of SSN request between low 
coverage areas (LCA) and high coverage areas (HCA); SSN request increases return of 
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incomplete forms; general notification of administrative record use slightly decreases response 
while the inclusion of specific notification does not; and specific/general notification increases 
response to the Person 1 SSN. 

Additionally, Stapleton (2002) indicates that, for Person 1, the type of SSN request does not 
affect response to the SSN item.  However, for Person 1 and Persons 2 - 6, including notification 
of administrative record use (regardless of type) does significantly increase the odds of a 
respondent providing their SSN. 

1.2.4 Summary 

In summary, a review of previous and current research indicates that: asking SSN decreases 
survey response rates; increases incomplete forms; results in high SSN item nonresponse; and 
there is no differential effect of SSN request between HCAs and LCAs. There is some evidence 
that there is no difference on response rates and SSN item response rates when respondents were 
provided more information about a sensitive subject (notification of SSN use). Other research 
indicates that respondents have difficulty providing this information for children and unrelated 
household members. Lastly, previous research shows that when respondents do provide an SSN, 
it is accurate. 

1.3 Hypotheses 

Relying upon prior research, three hypotheses were developed concerning the validation rates of 
reported SSNs overall, by coverage area, and by person number. In the absence of past 
quantitative studies regarding the effects of notification upon the validity of SSN responses, two 
hypotheses were developed based on expectations from privacy research. 

1. The SSN validation rate will be high when SSN is reported. 

2.	 There will be little difference in validation rates between low coverage areas and high 
coverage areas. 

3.	 SSN validation rates will steadily decrease by Person number. That is, Person 2 will have 
higher SSN validation rates than Person 3 and so on through Person 6. 

4.	 Notification of administrative record use will cause small but significant drops in SSN 
validation rates, with specific notification (including agency names) having a stronger effect 
than general notification. 

5.	 Requesting SSN in the absence of general or specific notification will yield higher 
validation rates for Person 1 when SSN is requested only for Person 1 as compared to all 
household members. 

The SSN validation component will provide a better understanding of the potential ramifications 
of requesting SSN on behavior regarding accuracy of SSNs in a (limited) decennial census 
environment. 
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2. METHODS 

2.1 Panel design 

The experimental treatments for the SPAN experiment are implemented within ten panels. The 
SSN validation component involves the four panels where SSN is requested. Households 
selected for this experiment were randomly assigned to each panel (Guarino et al., 2001). Two 
short form panels have forms modified with an SSN request either for all household members or 
for only the person completing the form (i.e., “Person One”). Notification, beyond the statement 
informing respondents that providing SSN is voluntary, is not a part of these panels. Two short 
form panels combine the notification aspect and SSN request for all household members. 

Specifically, the four experimental groups are: 

Panel 1: All (household members) SSN Request

Panel 2: One (Person 1) SSN Request

Panel 3: All SSN Request, General Notification

Panel 4: All SSN Request, Specific Notification


Each panel receives the full complement of census mailout materials in the same sequence and 
timing as the official Census 2000 schedule. Experimental letters and forms are the official 
census forms received by the sampled households (Guarino et al., 2001). 

As noted, the two notifications are referred to as “general” and “specific.” The notification is 
written in the letters accompanying the questionnaires and describes how and why the Census 
Bureau may use administrative records data from other Federal agencies. The general 
notification mentions the Census Bureau’s possible use of statistical data from other Federal 
agencies, while the specific notification goes further to name the Federal agencies. The general 
notification is: 

To improve the quality of census statistics, the Census Bureau sometimes uses records from other government 
agencies. Using other agencies’ records helps make the census more complete. By making better use of 
government records that already exist, the Census Bureau may be able to ask you fewer questions in the census. 

The specific notification wording is: 

To improve the quality of census statistics, the Census Bureau sometimes uses records from other government 
agencies, such as the Social Security Administration, the Internal Revenue Service, or agencies providing public 
housing assistance. Using other agencies’ records helps make the census more complete. By making better use 
of government records that already exist, the Census Bureau may be able to ask you fewer questions in the 
census. 

Because providing the SSN is voluntary, the cover letter for all four panels with the SSN request 
contained an additional statement: 
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To improve the quality of census statistics, the Census Bureau sometimes uses records from other government 
agencies. For that purpose, we are asking for your social security number; however, providing your social 
security number is voluntary. 

2.2 Sample design 

The sample of households was taken from the July 1999 version of the Decennial Master 
Address File (DMAF) mailout/mailback universe of over 92 million addresses. This universe 
excludes samples for the Accuracy and Coverage Evaluation (A.C.E.) Listing, the contamination 
evaluation, congressional addresses, list/enumerate areas, and update/leave areas. 

The sample was equally allocated to two strata that reflect expected difference in the population 
composition by race, tenure, and anticipated Census 2000 mail return rates (taken from previous 
census experience). These strata are based on 1990 census tract level race and tenure data and 
referred to as low and high coverage areas (LCA and HCA, respectively). The LCA stratum was 
expected to contain a high proportion of African-American and Hispanic populations and renter 
occupied housing units. When selection of the sample households was conducted, nearly 81 
percent of the total DMAF universe consisted of households within the HCA stratum. 
Oversampling of the LCA occurred to equally allocate the sample across the two strata. 

Approximately 52,000 households were selected and randomly assigned to each experimental 
panel. The mailout sample size for each of the ten panels consisted of a little over 5,200 
addresses, equally allocated to the HCA and LCA strata (i.e., around 2,600 addresses per 
stratum). Specific details about address omissions such as undeliverables and duplicates and 
replacements can be found in Guarino et al., 2001. 

The total number of households selected in this experiment (i.e., Panels 1 through 4) was 20,998. 
For this paper, we examine the accuracy of the SSNs that were reported2 for all persons in these 
housing units that returned their questionnaires by mail. There were a total of 21,745 reported 
SSNs as shown by panel in Table 1. 

Table 1. Number of SSN responses by panel 

All Panels 
Panel 1 

(All SSNs) 
Panel 2 

(One SSN) 

Panel 3

(All SSNs, general


notification)


Panel 4

(All SSNs, specific


notification)


21,745 6,348 2,713* 6,367 6,317 
*In Panel 2, SSN was requested for Person 1 only; in Panels 1, 3, and 4, SSN was requested for Persons 1 - 6. 
Figures in this paper will be weighted to account for oversampling of the LCA stratum.  The 
inverse of the sampling interval for each stratum with an experimental group is the weight for 
each case contained in the panel and stratum (Guarino et al., 2001). 

2Cases with a reported SSN that is less than nine digits or is missing are counted as missing values. Item 
nonresponse rates for SSN are presented in a separate report. 
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2.3 SSN verification procedures 

The unedited person records with SSN entries on the questionnaires from housing units within 
the mailout/mailback experimental sample Panels 1, 2, 3, and 4 were matched to the Census 
Numident file to determine the validity of the SSN that was provided. The Census Numident file 
is provided by the Social Security Administration (SSA) and is reformatted for Census use. It 
includes the following information, if available: SSN, first, middle, and last name, year of birth, 
gender, alternate or previous names, and race (Administrative Records Research Staff, 2000). 
See the Appendix for an abbreviated version of the verification procedures. 

2.4 Analytic procedures 

The analysis of the experimental questionnaire data is conducted by measuring the pairwise 
differences in SSN validation rates among the panels. The analysis is designed so that 
statements about the significance of treatment effects (i.e. differences in SSN validation rates) 
can be made about all tests simultaneously while maintaining a 90 percent confidence level (the 
Census Bureau Standard). For a more complete discussion on pairwise analysis, refer to the SSN 
notification component (Guarino et al., 2001). 

2.5 Variance estimation 

Since the analysis is done at the person level, a clustering effect at the household level must be 
considered because each household has one respondent for all household members. This is done 
within WesVar, treating the survey as a one-stage sample design, and treating each household as 
a primary selection unit (PSU). Since this creates well over the maximum number of PSUs that 
WesVar can handle, clusters were grouped randomly into 256 "pseudo" clusters. To take into 
account the stratified sample design in the data analysis, WesVar was used to compute standard 
errors for all estimates using a stratified jackknife approach. This replication option is suitable 
for stratified designs with two or more PSUs per stratum (Stapleton, 2002). 

2.6 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined study methods, created specifications for project procedures 
and software, designed and reviewed computer systems, developed clerical and computer 
procedures, analyzed data, and prepared this report (U.S. Census Bureau, 2000). 
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3. LIMITS 

While this experiment was conducted during a decennial census, it was conducted using a small 
sample of the entire population. If extended to the entire nation, results of such a request would 
likely be very different because the media attention concerning the privacy issues of asking for 
SSN would likely be magnified. 

The planned analysis of the characteristics of households that provide and do not provide the 
SSN, the accuracy of households reconstructed from administrative records, and the effect of 
having and not having the SSN in household reconstruction was not undertaken because of 
decennial resource constraints. In conjunction with the accuracy of the SSNs, this analysis 
would be an indicator of the quality of data and usefulness of collecting SSN in future surveys 
and censuses. 

4. RESULTS 

4.1 Are the SSNs provided accurate? 

Accurate SSNs for this study are the valid SSNs–those where the SSN and name provided by the 
respondent match an SSN, name, and, as needed, year of birth and gender on the Census 
Numident file. There are five categories of valid outcomes that resulted from the SSN 
verification matching process. For each, the SSN matches and the: 

•	 parsed name matches the Numident. A parsed name is one that is placed into first, middle, 
and last name fields, if available. This match is flagged as a “1.” 

•	 parsed name matches the alternate name on the Numident. An alternate name is any 
previous name such as a maiden name or a name before a name change . This match is 
flagged as a “2.” 

•	 parsed name matches the concatenated name on the Numident. A concatenated name is one 
where all the letters in the first, middle, and last name are merged together with no spaces. 
This match is flagged as a “3.” 

•	 standardized name matches the Numident. A standardized name is a more formal version of 
a name, for example, Debbie is standardized to Deborah and Jim to James. This match is 
flagged as a “5.” 

•	 standardized name matches the concatenated name on the Numident. This match is flagged 
as a “7.” 

Note that direct matches are defined as flags 1 and 2 and, for this study, are considered stronger 
matches than indirect matches, flags 3, 5, and 7. 
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Invalid (not accurate) SSNs are: 

•	 invalid entry. The last two digits of the SSN are non-numeric. (Records with fewer than 
nine digits or all nine digits of the SSN blank are not in universe.) These are flagged as a 
“0.” 

• the SSN is not in the Numident. These are flagged as an “A.” 

• the SSN is in the Numident but the name doesn’t match. These are flagged as a “B.” 

Table 2 confirms our expectation that the SSN verification rates for valid SSNs are high overall 
and for each panel. 

Table 2. SSN verification rates by panel 

Panel 3 Panel 4 
Panel 1 Panel 2 (All SSNs, (All SSNs, 

All (All (One general specific 
Verification Status Panels SSNs) SSN) notification) notification) 

SSN Valid: 
Direct match: 
1 = parsed name matched Numident 93.65% 93.66% 94.57% 92.84% 94.05% 
2 = parsed name matched alternate 

name on Numident 0.68% 0.63% 0.83% 0.73% 0.60% 
Indirect match: 
3 = parsed name matched concatenated 

name on Numident 0.17% 0.20% 0.26% 0.11% 0.16% 
5 = standardized name matched 

Numident 0.26% 0.34% 0.40% 0.28% 0.11% 
7 = standardized name matched 

concatenated name on Numident 0.01% 0.00% 0.00% 0.00% 0.03% 
SSN Invalid: 

0 = Invalid entry 0.16% 0.08% 0.15% 0.31% 0.09% 
A = SSN not in Numident 2.03% 2.04% 0.93% 2.53% 2.00% 
B = SSN in Numident, name didn’t 

match 3.04% 3.04% 2.87% 3.20% 2.97% 

As shown in Table 3, when examining the direct and indirect matches of the valid SSN entries, it 
is clear that most are direct matches with an overall match rate of 94.33 percent compared to the 
overall indirect match rate of 0.44 percent. Invalid SSNs are quite low with an overall rate of 
5.23 percent. 
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Table 3. Verification rates for valid and invalid SSNs by panel 

Panel 3 Panel 4 
Panel 1 Panel 2 (All SSNs, (All SSNs, 

All (All (One general specific 
Verification Status Panels SSNs) SSN) notification) notification) 

SSN Valid: 94.77% 94.83% 96.05% 93.96% 94.94% 
Direct match 94.33% 94.29% 95.40% 93.57% 94.65% 
Indirect match 0.44% 0.54% 0.65% 0.39% 0.29% 

SSN Invalid 5.23% 5.17% 3.95% 6.04% 5.06% 

4.2. Are there differences in SSN verification rates between HCAs and LCAs? 

Table 4 shows that the valid SSN rates for both HCA and LCA are very high at over 90 percent. 
As expected, the difference between them is small; the rate for HCA is 2.35 percentage points 
higher than LCA and this difference is statistically significant. 

Table 4. SSN verification rates by mailout/mailback areas in all experimental panels 

Verification Status All Panels HCA LCA 
SSN Valid: 94.77% 95.15% 92.80% 

Direct match: 
1 = parsed name matched Numident 93.65% 94.04% 91.66% 
2 = parsed name matched alternate name on Numident 0.68% 0.68% 0.64% 
Indirect match: 
3 = parsed name matched concatenated name on Numident 0.17% 0.14% 0.31% 
5 = standardized name matched Numident 0.26% 0.28% 0.18% 
7 = standardized name matched concatenated name on Numident 0.01% 0.01% 0.01% 

SSN Invalid: 5.23% 4.85% 7.20% 
0 = Invalid entry 0.16% 0.15% 0.20% 
A = SSN not in Numident 2.03% 1.88% 2.82% 
B = SSN in Numident, name didn’t match 3.04% 2.82% 4.18% 

4.3 Are there differences in the valid SSN rates between the two strategies for 
obtaining SSN and the two differently worded notifications of administrative 
records use? 

In order to examine for significance the differences in the valid SSN rates between the two 
strategies for obtaining SSN (SSN requested for all household members versus only for the 
person completing the form) and the two differently worded notifications of administrative 
records use (general notification that the Census Bureau may use statistical data from other 
federal agencies versus more specific notification where agencies are named), pairwise 
comparisons of Person 1 valid SSN rates are considered among the panels for which this 
information is requested (Panels 1 - 4). Since Panel 2 requested SSN only for Person 1, our 
pairwise comparison is limited to Person 1. Each of these four panels receives some degree of 
notification of the possibility of administrative record use due to the statement in the cover letter 
explaining the request for SSN. As shown in Table 5, the rate of valid SSNs for Person 1 in each 
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panel is very high, ranging from 96.01 percent to 96.93 percent, a difference of less than one 
percentage point. 

Table 5. Valid SSN rates for Person 1 by panel 

Panel Validation Rate 
Panel 1 (all SSNs) 96.93% 
Panel 2 (one SSN) 96.06% 
Panel 3 (all SSNs, general notification) 96.14% 
Panel 4 (all SSNs, specific notification) 96.01% 

Table 6 shows the results of the pairwise comparisons. There is no significant difference in the 
valid SSN rate when the panel requesting only one SSN is compared to the panel requesting all 
SSNs. From the perspective of Person 1, these forms do not differ in their request for SSN and, 
therefore, no difference in response to this item is expected. Further, the distinction between 
general and specific notification has no measurable influence on valid responses to the SSN item 
for Person 1. 

These results were unexpected; however, they confirm the findings from the 1992 SQT, 
discussed in the next section. 

Table 6. Multiple comparisons of valid SSN rates for Person 1 by panel 

Pairwise Comparison Difference SE of Difference 
Panel 1 (all SSNs) - Panel 2 (one SSN) 0.88% 0.54

Panel 1 (all SSNs) - Panel 3 (all SSNs, general notification) 0.79% 0.52

Panel 1 (all SSNs) - Panel 4 (all SSNs, specific notification) 0.92% 0.57

Panel 2 (one SSN) - Panel 3 (all SSNs, general notification) -0.09% 0.59

Panel 2 (one SSN) - Panel 4 (all SSNs, specific notification) 0.04% 0.65

Panel 3 (all SSNs, general notification) - Panel 4 (all SSNs, specific

notification) 0.14% 0.62


Table 7 shows the valid SSN rates for Persons 2 - 6 for the panels that requested it. Again, valid 
SSN rates for each person are similar in each panel. For example, the Person 2 valid SSN rates 
are all over 95 percent. We see that each of the panels show high validation rates for all persons 
and, as expected, for most, there is a steady decline in each panel from Person 2 through Person 
6 (the exception is a slight increase for Person 5 in Panel 4). 

Table 7. Valid SSN rates for Persons 2 - 6 by panel* 

Panel Person 2 Person 3 Person 4 Person 5 Person 6 
All Panels 95.45% 92.90% 89.08% 87.53% 82.80% 
Panel 1 (all SSNs) 95.34% 93.87% 89.82% 85.33% 84.38% 
Panel 3 (all SSNs, general notification) 95.03% 91.93% 86.60% 86.46% 80.23% 
Panel 4 (all SSNs, specific notification) 95.98% 93.15% 90.75% 91.07% 83.48% 

*Panel 2 requested SSN for Person 1 only 

4.4 How do the SSN validation rates for the Census 2000 SPAN compare to the 1992 
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SQT SSN validation rates? 

As part of the 1992 National Census Test I, the 1992 SQT SSN validation project included a 
panel that requested the SSN for each person living in the housing unit. The SSA validated the 
SSNs collected during the test by matching them to their NUMIDENT (Numerical 
Identification) file. The SSA’s NUMIDENT file is a transaction file of SSN applications. It 
contains a record for each update made to persons’ data associated with an SSN. This includes 
full name, date of birth, race, and gender. 

The 1992 SQT panel is most like the Census 2000 SPAN Panel 1 where SSN was requested for 
all household members and general or specific notification of administrative record use was not 
included. The Census Bureau’s Numident file match used matching variables similar to the 1992 
SQT match (SSN, name, date of birth, and gender), but the verification process was different. 
For example, the 1992 SQT matched on full name and the Census 2000 SPAN Panel 1 match for 
name included parsed, alternate, standardized, and concatenated names in its match. These 
differences limit the extent to which the 1992 SQT results can be compared to the Census 2000 
SPAN Panel 1 results. 

Table 8 shows that, generally, the valid SSN rates are high and the invalid rates are low for both 
the 1992 SQT and Census 2000 Panel 1. Based on these results, we can say that respondents do 
a good job reporting accurate SSNs when they choose to report an SSN. 

Table 8. Comparison of 1992 SQT and Census 2000 Panel 1 valid and invalid SSN rates 

Verification Status 1992 SQT* Census 2000 Panel 1 
Valid (SSN and name matched; date of birth and gender 91.00% 94.83% 
matched as required by matching process) 
Invalid (SSN, name, or other non-match) 9.00% 5.17% 

*Race is not included as a matching variable. 

5. RECOMMENDATIONS 

This paper shows that, if reported, SSNs are accurate. There is a small but statistically 
significant difference between HCA and LCA. There is no evidence that requesting SSN for 
Person 1 only, all persons in household, or inclusion of general or specific notification of 
administrative records use affects the quality of the reported SSN. 

However, to assess the usefulness of requesting SSN within the unique environment of a 
decennial census, we must also consider the reduction in mail response when SSN is requested, 
increased SSN item nonresponse, the extent to which having a valid SSN allows us to link to 
other files, and the extent to which we are able to obtain correct information from such a link. 
To this end, we recommend the following research: 

•	 Look at the cumulative nonresponse to SSN (unit nonresponse, SSN item nonresponse, and 
SSN invalid rates) to obtain an indicator of the extent to which matching to administrative 
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records could take place. 

•	 Conduct analysis of the characteristics of households that provide and do not provide the 
SSN, the accuracy of households reconstructed from administrative records, and the effect of 
having and not having the SSN in household reconstruction. In conjunction with the accuracy 
of the SSNs, this analysis would be an indicator of the quality of data we might expect. 

•	 Use the cumulative nonresponse to SSN and the results of other research to conduct a cost-
benefit analysis to determine the extent to which we could use administrative records data to 
complete household enumeration (assuming decennial census population and housing unit 
universes within decennial census time constraints). 

•	 Conduct focus groups or research similar to the Survey of Privacy Attitudes later in the 
decade. This Survey of Privacy Attitudes examined pattens of attitude change in the public’s 
privacy concerns between 1996, 1999, and 2000. Given the profound impact of September 
11, 2001, we may expect changing views on privacy attitudes. 

•	 Continue to work closely with the Privacy Office and privacy advocates to stay informed of 
trends in the privacy and confidentiality arena. 
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Appendix: Abbreviated Social Security Number Verification Procedures3 

Using the last two digits of the SSN, invalid entries (non numeric) are flagged and not run 
through the verification program. 

The remaining input records go through the following process: 

• Input records are standardized, that is, the names are: 

1) parsed (placed into first, middle, and last name fields, if available) 

2) standardized names are added (for example, Debbie is standardized to Deborah; Jim to 
James) 

• SSN for the input record is matched to the Numident. Nonmatches are assigned an A flag. 

•	 SSN on the input file matches the Numident file. The input record is run through a series of 
matches until it is flagged. (Each subsequent match implies that the input record was a 
nonmatch at the previous step. For example, a record that does not match the Numident 
name, goes to the match for the Numident alternate name. If it matches the Numident 
alternate name, it is assigned a 2 flag and does not go to next match.) 

• The parsed name on the input record is matched to the Numident as follows: 

•	 Matched to the Numident name–a match on all or part of the name goes to a 
decision logic table that includes birth year (+-2) and gender. If certain conditions 
are met, it is assigned a 1 flag 

•	 Matched to the Numident alternate (previous) names–a match on all or part of the 
name goes to a decision logic table that includes birth year and gender. If certain 
conditions are met, it is assigned a 2 flag. 

•	 The parsed name on the input record is concatenated (that is, all names are joined 
together with no spaces) and matched to the Numident–a match on all or part of the 
name goes to a decision logic table that includes birth year. If certain conditions 
are met, it is assigned a 3 flag. 

3Source: Administrative Records Staff. “Statistical Administrative Records System, 1999–Social Security 
Number Verification Programming Specification,” U.S. Census Bureau; Planning, Research, and Evaluation 
Division. October 12, 2000. 
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•	 The parsed name on the input record is concatenated and matched to the Numident 
alternate names–a match on all or part of the name goes to a decision logic table 
that includes birth year. If certain conditions are met, it is assigned a 4 flag. 

• The standardized name on the input record is matched to the Numident as follows: 

•	 Matched to the Numident name–a match on all or part of the name goes to a 
decision logic table that includes birth year and gender. If certain conditions are 
met, it is assigned a 5 flag 

•	 Matched to the Numident alternate (previous) names–a match on all or part of the 
name goes to a decision logic table that includes birth year and gender. If certain 
conditions are met, it is assigned a 6 flag. 

•	 The standardized name on the input record is concatenated (that is, all names are 
joined together with no spaces) and matched to the Numident–a match on all or part 
of the name goes to a decision logic table that includes birth year. If certain 
conditions are met, it is assigned a 7 flag. 

•	 The standardized name on the input record is concatenated and matched to the 
Numident alternate names–a match on all or part of the name goes to a decision 
logic table that includes birth year. If certain conditions are met, it is assigned an 8 
flag. 

• If there is no successful name match, the record is assigned a B flag. 
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EXECUTIVE SUMMARY 

This research is part of a larger program of ethnographic research, known as Ethnography for the 
New Millennium, conducted for the U.S. Census Bureau by the Statistical Research Division, 
Center for Survey Methods Research. The purpose of this project is to develop social science 
insights that may help improve Census Bureau survey response rates and population counts. Just 
as past ethnographic studies have improved outreach to undercounted populations for Census 
2000, it is expected that findings from this research will have benefits ten years hence. 

The premise of this research is that response to surveys is motivated by a respondent=s sense of 
civic responsibility1. The main goal of this study is to investigate shared attitudes among 
Generation X about civic engagement and community involvement, government in general, and 
decennial census participation in particular. Participants of this study were drawn from “hard to 
reach” respondent populations, such as ethnic minorities, lower socioeconomic classes, 
immigrants and alienated young adults who are all members of the birth cohort Generation X2. 
The wider Generation X populace, according to past studies (Cheung 1995; Halstead 1992; Holtz 
1995), tends to be apathetic about community and political involvement and disillusioned with 
government. If Generation X respondents in this study share such attitudes as their wider 
Generation X counterparts do, then the Census Bureau will face another major obstacle in 
reaching out to them. This apathy and disillusionment with government will also compound 
existing enumeration barriers identified by past ethnographic research (de la Puente 1993; U.S. 
Census Bureau 1999)3 and may have short and long term implications for survey nonresponse 
issues, undercoverage challenges, privacy and confidentiality concerns and effective outreach 
campaigns. 

All research findings and recommendations are based on 150 semi-structured, individual 
ethnographic interviews, ten focus groups, a paper-and-pencil survey and participant observation 
activities in diverse settings such as American Indian Pow Wow ceremonies, coffee bars, 
community demonstrations, class rooms, pool halls, jobsites and bowling alleys. The scope of 
this research was nationwide and was conducted in Oregon, Illinois, Florida, Texas, Maryland, 
Virginia and Washington, DC. Recruitment for this research was nonrandom, and primarily by 
means of snowball sampling. Recruitment targeted 25 African Americans, 14 first-generation 
Afro-Caribbean Immigrants (Haitian and Jamaican), 20 American Indians (on and off 
reservations), 19 Southeast Asians (Cambodian, Laotian, Vietnamese), 59 Hispanics (Mexican, 
Cuban, Puerto Rican and Nicaraguan) and 13 non-Hispanic White Americans. Respondents were 

1 See Gerber, Crowley and Trencher 1999. Past ethnographic research clearly shows that a primary reason respondents 
participate in government-sponsored survey requests is that they feel it is their civic duty to do so as good citizens. 

2 For the purpose of this study, Generation X is defined as persons aged 21to 32, that is, respondents born during the 
years 1968-1979. Various studies define Generation X differently by age, with some analyses categorizing persons born 
in 1961 as the cohort=s oldest members, while others use a younger upper boundary to demarcate the age group (Craig 
and Earl Bennett 1997). Only in hindsight will the boundaries for this cohort become clearer. 

3 Past ethnographic research carried out at the Census Bureau has revealed that behavioral causes of census coverage 
errors are due to one or more of the following circumstances: residential mobility, language and illiteracy barriers, 
increased privacy fears, irregular housing and household arrangements and resistance by respondents as a strategy for 
dealing with outsiders, especially the government. 
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primarily working class adults with levels of education that ranged from high school dropouts to 
those in pursuit of PhDs. 
The following section highlights some of the critical findings which emerged as a result of 
research specific to this study, Generation X Speaks Out on Civic Engagement and The Census: 
An Ethnographic Approach. This research suggests that the following factors may contribute to 
decennial noncompliance and undercoverage errors: 
Non-citizenship status or unstable immigration status 

• 	 The distinction between citizens and non-citizens (which includes immigrant 
permanent residents) is not nearly as important as the distinction between 
undocumented immigrants (illegal residents) and documented individuals (which 
includes citizens along with legal immigrants) in an attempt to convince respondents to 
comply with Census enumeration efforts. 

• 	 Individuals with an insecure immigration status were much less likely to trust the 
government and specifically less likely to fill out the Census. Undocumented 
immigrants have long been a concern for the Census Bureau. This research 
demonstrates that respondents with irregular immigration statuses are unlikely to 
directly cooperate with the Census. Only one undocumented immigrant in our study 
was willing to be counted while she resided with her uncle who is a legal resident. On 
the other hand, another respondent, who did have legal status as a student, was afraid to 
participate in the Census because she feared that some time in the future she may go 
out of status and that the information she provided to the Census might be used to track 
her down. 

• 	 Immigrant-centered community-based organizations are important conduits that attract 
distrustful and growing undocumented populations in the United States. 

Respondents not knowing about or understanding the decennial census 
• 	 Generation X values the decennial census as important and worthwhile. While most 

respondents were familiar with the Census by name, most respondents were unclear 
about the roles and functions of the decennial census. However, most new immigrants 
and African American respondents in our study were significantly less informed about 
the Census. Some had heard about temporary jobs available via the Census, yet still did 
not know details about the decennial census. African Americans in this study were the 
least likely group of native-born respondents to have completed a Census questionnaire 
(in some instances, African American respondents in this study were enumerated by 
someone else who did complete and return a Census questionnaire). 

• 	 Respondents either expressed a complete lack of faith in the notion of Census Bureau 
privacy and confidentiality statements or were ambivalent about such Census Bureau 
promises; in spite of perceived risks, most respondents were still willing to divulge 
personal information. 

Increased levels of distrust among respondents towards the government 
• 	 Skepticism and mistrust towards the government is pervasive among this group of 

respondents. Respondents past negative experiences and interactions with federal 
bureaucracies do influence their overall negative attitudes towards the government. 

• 	 Although respondents in this study possess unfavorable attitudes towards the 
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government, derogatory views were not extended towards the Census Bureau. 
Respondents were still willing to comply with decennial enumeration efforts 
because they believe the social importance and benefits of the Census outweigh 
distrustful attitudes held towards the government. 

• 	 Respondent distrust of police and law enforcement agencies, including the Justice 
Department, Immigration and Naturalization Service and the Federal Bureau of 
Investigation, is a link that serves as a deterrent to Census participation. 

Miscellaneous findings 
• 	 Minority Generation X respondents in this study generally did not confirm many of the 

negative stereotypes (e.g. selfish, detached from civic responsibility) that surround all 
Generation X cohort members. 

• 	 Family (including family values and family relationships) is seen as the most important 
social institution among this age cohort; family seems to represent the most stable 
sense of community for Generation X respondents. 

• 	 Religious activities were extremely important among all respondent groups in this 
study with the exception of non-Hispanic White Generation X respondents (a small 
percentage of the respondents in this study). For non-citizen immigrant respondents in 
our study, the church and its parishioners represent their ‘local’ community. 

The recommendations that follow are based on sound, empirical, ethnographic research provided 
to the Census Bureau to help make informed planning and policy decisions with regards to the 
2010 decennial census. Key recommendations are: 

• 	 Downplay the national nature of the Census; emphasize making a difference 
through Census participation in one’s local community without over promising 
benefits. 

• 	 Stress benefits of the decennial census to families; promote the Census as a family 
activity that will also help one’s ethnic community. 

• 	 It is recommended that the Census Bureau continue to partner with church and 
faith-based organizations to reach special population groups, especially 
immigrants. The Census Bureau should recruit and hire church youth groups for 
outreach and enumeration work. Church members are familiar with their communities 
and the enumeration mission of the Census, and in many instances they are bilingual 
(i.e. Spanish and English; Creole and English). Church youth group members are ideal 
for outreach and enumeration work. They are local residents, bilingual and bicultural 
in many instances, and care about getting involved and improving conditions in their 
communities. Additionally, members of the church youth groups are in positions to 
reach out to hard-to-reach populations, such as gangs and undocumented workers, who 
are at a high risk of not being included in Census surveys. 

• 	 Further research is needed to determine if the Census Bureau should only 
emphasize the distinction between citizens and non-citizens in its advertisements 
and outreach efforts to various respondent groups. For instance, the 2000 decennial 
census posters, commercial announcements, billboards and other advertisements 
emphasized the distinction between citizens and non-citizens with regards to Title 13 
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 data. However, our research strongly indicates that 2010 decennial census posters, 
commercial announcements, billboards and ads should also emphasize that personal 
information is confidential for documented and undocumented residents as well. 
Specifically using the term “undocumented” in future advertisements may relay a 
clearer message to a group of respondents who are apprehensive towards the 
government that their participation in the decennial census is crucial. The terminology 
that the U.S. Census Bureau uses to target various immigrant populations is important. 
Further pretesting research is needed to determine the most effective terminology to 
use in marketing decennial census participation. 

• 	 Continue to focus on all undocumented immigrant population groups in 
educational and outreach campaigns. Undocumented immigrants were by far the 
least trusting and the most unlikely to comply with the Census. Outreach messages 
from multiple sources that state it is “okay” and “safe” for undocumented immigrants 
to participate in the Census are needed. 

• 	 The decennial census is an easy way in which a generation can give back to the 
community while empowering the community. This is a message that should be 
continuously publicized during outreach messages. 

• 	 The Census Bureau should collaborate with Immigration and Naturalization 
Services to incorporate one or two decennial census questions on the 
Naturalization Civics Exam sponsored by the Department of Justice, Immigration 
and Naturalization Services. All applicants are required to pass this exam before 
being considered eligible for American naturalization. According to 1996 Immigration 
and Naturalization Services estimates (the most current and publicly available data), 
1,044,689 persons are naturalized in the United States annually. The top ten countries 
for persons naturalized as American citizens according to 1996 Immigration and 
Naturalization Services estimates are from Mexico, Cuba, Vietnam, the Philippines, the 
Former Soviet Union, El Salvador, China, India, the Dominican Republic and 
Columbia. The top three countries that produce American naturalized citizens are also 
respondents included in this research sample. Questions included in this exam  (go to 
http://www.ins.usdoj.gov/graphics/services/natz/require.htm for specific test questions) 
assess the applicant’s knowledge of U.S. government and history. The Study Guide to 
the Naturalization Civics Exam is one venue that the Census Bureau can utilize to 
educate a segment of the immigrant population about the historical role and national 
function of the decennial census. Decennial census questions that could be included on 
this exam (e.g. What is the U.S. Decennial Census? Name one purpose of the U.S. 
Decennial Census.) could increase knowledge and familiarity about the decennial 
census that many newly arrived immigrants often lack. 
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1. BACKGROUND 

Civic engagement is an important explanatory factor in this Generation X Census study. It is 
being used to assess whether it is an indicator of Census survey participation. The basic 
argument in considering civic engagement for this purpose is that individuals who engage in 
civic engagement activities—such as voting, volunteering at soup kitchens and joining political 
advocacy groups—will most likely participate in Census surveys. For the purpose of this study, 
Generation X is defined as respondents born during the years 1968-1979. Various studies define 
Generation X differently by age, with some analyses categorizing persons born in 1961 as the 
cohort=s oldest members, while others use a younger upper boundary to demarcate the age group 
(Craig and Earl Bennett 1997). Only in hindsight will the boundaries for this cohort become 
clearer. 

According to the U.S. Bureau of the Census, “Table DP-1. Profile of General Demographic 
Characteristics for 2000,” 20.9% of the total population in the United States is between the ages 
20-34 years. According to “Table 094 - International Data Base for 2002,” 20,226,941 of 
288, 368,698 (the total population in the United States as of July 2002) is between the ages 20-24 
years; 18,830,901 of 288, 368,698 (the total population in the United States as of July 2002) is 
between the ages 25-29 years; and 20,744,483 of 288,368,698 (the total population in the United 
States as of July 2002) is between the ages 30-34 years (U.S. Bureau of the Census, 
http://blue.census.gov/cgi-bin/ipc/idbagg). Although these data include a wider population range 
than the age groups targeted for this study (ages 21-32), these data provide perspective on the 
majority distribution of young adults in the United States currently. 

Research was conducted and completed during March 2000 through February 2001. This 
qualitative study was initiated in order to expand our basic understanding of social trends and 
processes that affect decennial census and survey participation in general. Research specific to 
this project initiative is guided by the assumption that responsiveness to survey data collection 
efforts has something to do with people=s sense of civic responsibility. This collaborative 
research effort was an opportunity for researchers to explore patterns of civic4 and government5 

engagement among GenXers in order to understand relevant short and long-term consequences 
that such attitudes and behaviors may have in terms of survey nonresponse, undercoverage 
challenges, privacy and confidentiality concerns and effective public outreach campaigns. This 
report describes the beliefs GenXers have about the government, how they value, define, 
organize and view civic engagement, and how various cultural value systems with respect to 
race/ethnicity, education, income and citizenship status impact general survey participation rates. 

According to media rhetoric, the majority of Generation X wants little to do with government, is 
selfish, lazy and shuns civic responsibilities and commitments. As a testament to these notions, 
GenXers have inherited several nicknames, among them, Slacker Generation and The Me 
Generation. Members of the age cohort AGeneration X@ are often derided by a stereotype that 
casts them as slackers (persons who lack ambition or drive) or as whiners (those who complain 

4 Civic engagement is defined in this research as being involved in something or contributing to something that attempts to create

social alternatives expressed through informal activities and formal organizational ties 

5 Government civic engagement is specific to commitments or duties that are government-sponsored initiatives, which may produce a 

public benefit.  1 



without reason). Popular literature along with a multitude of research studies conducted depict 
the children born to ABaby Boomers@ (Generation Xers) as the most cynical and detached of 
current generations. While such individuals exist in the Generation X population, these 
descriptions do not characterize all of its members (as our research illustrates). In fact, 
Generation X is often inaccurately portrayed as a homogeneous group. Although concerns of 
cynicism cross-cut all segments of this generation, it is speculated that historically 
underenumerated members of GenX (minorities, young males, immigrants) may hold higher 
levels of distrust and suspicion towards the government and any of its sponsored endeavors, 
including the decennial census. Unfortunately, most previous Generation X research and 
commentary relates to a narrow racial and socioeconomic group (Barber 2000) -- mostly Non-
Hispanic White, middle class Americans. Minority GenX populations have had no clear place in 
the on-going discourse on Generation X. This research includes both minority and non-Hispanic 
White respondents. However, minority respondents were over-represented (see Table 2.1A) 
since, according to the U.S. Census Bureau, ethnic minority groups, young adult males and 
immigrants are among the population groups considered Ahard-to-reach (HTR)@ and thus, are 
consistently underenumerated. 

Generally, members of the same cohort usually share a similar coming-of-age period in their 
lives in which tastes and preferences, values and beliefs are shaped by important historical, 
social, economical and cultural events or experiences. This proves true for the GenX participants 
in this study as well. For the majority of GenXers in this study, they believe that it is and will 
continue to be Amuch harder for them to get ahead than it was for their parents - and that they are 
overwhelmingly pessimistic about the long-term fate of their generation and nation@ (Howe and 
Strauss1992). When GenXers in this study were toddlers, the nation was riding high. By the 
time GenXers in this study reached pre-adolescence, ugly new phrases like Alatch-key kids@ 
already defined this generation. By the time GenXers in this study matured into adolescents, 
national confidence had weakened and community and family life had splintered. Schools had 
deteriorated and educational curriculums included a mixture of bravado and fatalism with 
computer training and AIDS educational programs. Generation X is one of the most highly 
educated generations, but yet, not since the Great Depression have more young adults had to 
experience a migration back to their parent=s nest to make ends meet. And although it seems that 
things may be rigged against GenXers in this study and among the majority of GenXers in the 
larger population, they have emerged with robust visions of society and self that capture this 
generations= worldview. 

Research questions central to this study can be divided into three broad areas of interest, which 
include: cultural, behavioral and social factors. 

Cultural: 
• 	 Is there a shared generational consciousness that exists among Generation X with 

regards to civic engagement? 
• 	 How does Generation X’s construction of meanings and functions of community 

correlate with their civic values and civic engagement? 

Behavioral: 
• How salient are civic engagement activities among GenXers? 
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• 	 What opportunities and/or barriers do Generation X members perceive or experience to 
being civically engaged? 

• 	 What are the attitudes of GenXers towards participation in the decennial census and 
why? 

• 	 How does the topic of privacy among respondents affect government civic 
cooperation? 

Social: 
• 	 Who are the GenXers that participate in government-sponsored data collection efforts 

and why? 
• 	 How do race, ethnicity, socio-economic status, education, gender, age and citizenship 

affect GenXers’ attitudes toward civic and government engagement behavior? 

2. METHODS 

Data for this research were exploratory and collected in the tradition of social and cultural 
anthropology - primarily by means of in-depth ethnographic interviews, focus groups and 
participant observations. Personal narratives were used in order to expose the social 
underpinnings of civic and government engagement. Through the collective combination of these 
methods, recurrent statements and behaviors by respondents were legitimized as shared and 
contemporary components of a common culture. 

2.1 Respondent recruitment and research scope 

Recruitment targeted 150 male and female respondents (see Table 2.2). African Americans, 
Afro-Caribbean Immigrants from Haiti and Jamaica, American Indians (on and off reservations 
from the Hopi, Cheyenne, Blackfoot, Oneida and Ojibwa tribes), Southeast Asians (Cambodians, 
Laotians and Vietnamese), Hispanics (Mexicans, Cubans, Puerto Ricans and Nicaraguans) and 
non-Hispanic White Americans were targeted to participate in this research study (see Table 
2.1A & Table 2.1B). Racial and ethnic minority respondents are over represented in this study. 
Respondents were primarily working class adults (see Table 2.4). The educational backgrounds 
of these respondents included those in pursuit of Ph.D.=s while others had dropped out of school 
prior to receiving their high school diploma (see Table 2.3A & Table 2.3B). Respondents 
recruited also included documented and undocumented immigrants (see Table 2.5) residing in 
the United States. Ethnographic interviews generally spanned two hours per respondent. At the 
completion of an interview, respondents were paid a $30 cash honorarium. 

Respondent recruitment was the responsibility of each ethnographer. Findings included in this 
report are from interviews, focus groups and participant observations conducted in Portland and 
Madras, Oregon; Chicago, Illinois; Dallas and Houston, Texas; Miami, Florida; Washington, 
DC; Virginia; and Maryland between March and December 2000. 

3




2.2 Ethnographic questionnaire protocol 

The principal researcher designed a semi-structured questionnaire protocol (see Appendix A), 
which was further developed in consultation with five contract ethnographers who also served as 
interviewers for this research. Each ethnographer is an experienced social scientist with 
extensive training in qualitative techniques of investigation. 

Questions for the protocol instrument were first pretested and then revised. The main concern 
with the questionnaire protocol was making sure it would be inclusive enough to tap into the 
personal life narratives and decisions of respondents from diverse racial, ethnic, citizenship, class 
and educational backgrounds. The protocol instrument used to conduct the ethnographic 
interviews included the following six sections: 

2.2.1 The Introduction 

The manner in which the introduction or greeting was handled was a sensitive issue since a 
productive and engaging interview with a respondent depended in large part on the rapport, trust 
and comfort level established at the onset of each individual interview, especially for respondents 
with irregular citizenship status. Individual interview sessions were audio-taped (exceptions 
included some respondents with unstable citizenship) and included explicit discussions about 
confidentiality, anonymity, privacy and informed consent. 

2.2.2 A Mixed-Mode Survey 

Respondents were asked to complete a survey, in which the respondent was instructed to indicate 
whether he/she “strongly agrees, agrees, neither agrees or disagrees, disagrees, or strongly 
disagrees” to 16 statements which represent ideas about the way relationships between people, 
society and government could be. The objective of the survey was threefold: one, to collect 
standardized quantitative data in order to analyze significant trends and patterns; two, to allow 
the survey to be self-administered or verbally-administered, contingent upon individual 
respondent skills and needs (i.e. literacy, comprehension and language competencies); and three, 
to warm respondents up (get them in the frame of mind) to the topics of discussion for the 
remainder of the interview session. The survey-questionnaire was also translated into Spanish. 
Care was taken to make sure that, when appropriate, Spanish or Latino idioms were used. 

2.2.3 Civic Interests, Activism and Causes 

At this point in the protocol, respondents were questioned about their thoughts, beliefs, behavior 
and attitudes regarding the ways in which they engage or avoid engaging in society. Interviewers 
probed respondents using open-ended questions designed to assess the interests, issues and 
causes most meaningful (and meaningless) to respondent lives, including decennial enumeration, 
voting, club memberships, group activities and organizational functions. 
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2.2.4 Card Sort Activity 

Section four was designed to measure volunteer activities and participation in organizations, 
clubs, and groups. A set of eighty-seven cards was given to respondents to sort (see Appendix 
B). Each card identified a specific or general action. The cards listed cultural, political, financial, 
governmental, social, educational, spiritual, global and environmental type activities. AOther@ 
was also a card sort option from which respondents could choose. Respondents were asked to 
sort the cards into three categories: first, endeavors which respondents had “participated in 
during the past two years;” second, endeavors which respondents had “not participated in during 
the past two years;” and third, endeavors which respondents would like to participate “in the 
future.” A card was only allowed to go into one of the three categories. 

The benefit of using card sorts was that they successfully served to trigger respondents= recall of 
additional experiences with activities and organizations. The card sorts also expanded specific 
topics under discussion and encouraged respondents to talk freely and openly about their 
experiences and behaviors. The card sorts allowed respondents to conceptualize the activities and 
organizations into cognizant domains that hit home for them. Once respondents had completed 
the card sort activity, they were asked to explain their choices. Where appropriate, respondents 
were probed to discuss any constraints that prevented them from taking part in any engagement 
endeavor or activity. 

2.2.5 Government Participation 

Eight open-ended questions on census participation and government made up section five of the 
protocol. It was designed to capture knowledge and participation about the Census and to gauge 
attitudes toward local, state and federal government sectors. 

2.2.6 Demographics and Background 

The last section of the instrument, section six, was comprised of twelve open-ended questions on 
identity, marital/relationship status, age, race and class; five open-ended questions on work and 
alternative income; and six questions on education. A flash card containing annual income 
ranges before taxes, which the respondent was to choose from, was used in conjunction with the 
questions on work and alternative income. Section six ended with probe questions on civic 
participation experiences, role models and mentors, future ambitions and familial and peer 
relationships. 

2.3 Focus Groups 

Ten focus groups were conducted and facilitated by project ethnographers in order to extend 
relevant research issues that emerged from the ethnographic interviews. Five of the focus group 
sessions conducted included respondents who participated in an ethnographic interview; the 
remaining five focus group sessions included new respondent recruits. Focus groups varied in size 
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from six to twelve participants. A semi-structured focus group moderator=s guide (see Appendix C) 
was designed to help clarify definitions (i.e. civic participation, community), to help understand 
the reasons why (or why not) respondents participate in civic activities, to determine how salient 
civic engagement activities were to our respondent=s lives and to ascertain the level of knowledge 
and awareness respondents possessed about the decennial census. The questions posed in each 
focus group differed with the intent of garnishing as much Afolk theory@ as possible, that is, 
anecdotal and descriptive evidence of civic engagement and responsibility from respondents. 
Focus groups were conducted at professional facilities with state-of-the art equipment as well as in 
community libraries and centers. Each focus group session was audio-taped and spanned an 
average of two and a half hours. Respondents who participated in focus groups sessions were paid 
a $30 cash stipend. 

2.4 Participant Observations 

Participant observations added a creative and interesting dynamic to this research. Ethnographers 
associated with this research observed and spoke informally with GenXers at American Indian 
Pow Wow ceremonies, coffee bars, parades, community demonstrations, classrooms, pool halls, 
various jobsites and bowling alleys. By observing GenX respondents who participated in an 
ethnographic interview, we were able to look for any discrepancies between interview statements 
and actual behavior. We were able to observe with whom and how GenXers interacted with others 
in terms of participatory and non-participatory engagement roles. These participant observations 
extracted data that would not have been captured using any other method than that of ethnography. 
As researchers, we were able to witness social reproduction as it was actually lived out, that is, 
understand respondent behavior mechanisms and decision-making processes. 

Table 2.1A. Race/Ethnicity Demographics of Respondents in this Study 

Race/Ethnicity Frequency Percent 
African American 25  16.6 % 
Non-Hispanic White 13 8.6 % 
Hispanic* 59  39.3 % 
American Indian 20  13.3 % 
Southeast Asian** 19  12.6 % 
Afro-Caribbean*** 14 9.3 % 
Total 150  100.0 % 

* Hispanic respondents in this study include Mexicans, Cubans, Puerto Ricans and Nicaraguans. 
** Southeast Asian respondents in this study include Cambodians, Laotians and Vietnamese. 
*** Afro-Caribbean respondents in this study include Haitians and Jamaicans. 

Although the data in Table 2.1B below includes a wider population range than the age groups 
targeted for this study (ages 21-32) as indicated in Table 2.1A above, these data provide 
perspective on the majority distribution of young adults (including GenXers) in the United States. 
These data are included in this report for comparison purposes only. 
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Table 2.1B. Race/Ethnicity Demographics By Age in the U.S 

Age By Race/Ethnicity Total Estimate 
U.S. Population 

Percent Estimate of Total 
U.S. Population (277, 017,622) 

African American & Black alone in U.S. * 33,148,835 11.9% 
20 to 24 years 2,386,406 0.86% 
25 to 29 years 2,184,908 0.78% 
30 to 34 years 2,389,144 0.86% 
White alone, Not Hispanic or Latino in U.S. 190,611,186 68.8% 
20 to 24 years 11,171,672 ≈4.0% 
25 to 29 years 11,248,127 ≈4.0% 
30 to 34 years 13,098,604 ≈4.7% 
Hispanic or Latino in U.S. ** 36,200,781 13.0% 
20 to 24 years 3,346,169 1.2% 
25 to 29 years 3,379,647 ≈1.2% 
30 to 34 years 3,208,627 1.1% 
American Indian and Alaska Native alone in U.S. *** 1,927,777 ≈0.7% 
20 to 24 years 139,560 .005% 
25 to 29 years 148,758 .005% 
30 to 34 years 142,462  .005% 
Southeast Asian in U.S. **** 10,564,333 3.8% 
20 to 24 years 722,225 0.26% 
25 to 29 years 1,011,738 ≈0.37% 
30 to 34 years 1,009,197 0.36% 

*This category of African American or Black alone collapses African Americans and Blacks into one category. 
Afro-Caribbeans are Black respondents in this category and include Haitians and Jamaicans. 
** This category of Hispanic and Latino includes the following respondents, but is not limited to, Mexicans, 

Cubans, Puerto Ricans and Nicaraguans. 

***The American Indian and Alaska Native alone category includes, but is not limited to tribe groups targeted 

for participation in this study . 

**** This category of Asian alone includes, but is not limited to, Southeast Asian respondents of Cambodian, 

Laotian and Vietnamese descent. 

NOTE 

Data for this table was extracted from The 2001 Supplementary Survey universe (data that is based on twelve monthly 

samples during 2001): Tables P005B, P005C, P005D, P005J and P005K. This data is limited to the household 

population and excludes the population living in institutions, college dormitories, and other group quarters. Data are 

based on a sample and are subject to sampling variability. The degree of uncertainty for an estimate is represented 

through the use of a confidence interval. The confidence interval computed here is a 90 percent confidence interval 

and can be interpreted roughly as providing 90 percent certainty that the true number falls between the lower and 

upper bounds, which are the figures displayed in this table. 


Table 2.2. Gender Demographics of Respondents in this Study 

Percent 
60.0% 
40.0% 

100.0% 

Gender Frequency 
Male 90 
Female 60 
Total 150 
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Table 2.3A Highest Educational Level Completed by Respondents in this Study 

Educational Level Completed Frequency Valid Percent 
No High School Diploma 20 14.3% 
High School Diploma 57 41.0% 
Some College 30 21.8% 
College Graduate* 27 19.4% 
Advanced Degree 5 3.5% 
Total 139 100.0% 
Absent Data 11  -

* This total includes respondents who graduated from four-year colleges or universities. 

Table 2.3B School Enrollment by Level of School and Race for U.S. Population 

School Enrollment By Race/Ethnicity Total Estimate 
U.S. pulation 

Percent Estimate of Total 
U.S. Population ) 

African American & Black alone in U.S. * 32,734,511 12.1% 
Enrolled in grade 9 to grade 12 2,534,919 0.93% 
Enrolled in college, undergraduate years 2,224,181 0.82% 
Enrolled in graduate or professional school 2,389,144 0.88% 
White alone, Not Hispanic or Latino in U.S. 187,908,274 70.0% 
Enrolled in grade 9 to grade 12 11,171,672 ≈4.1% 
Enrolled in college, undergraduate years 11,248,127 ≈4.1% 
Enrolled in graduate or professional school 13,098,604 ≈4.8% 
Hispanic or Latino in U.S. ** 36,200,781 13.4 % 
Enrolled in grade 9 to grade 12 3,346,169 1.2% 
Enrolled in college, undergraduate years 3,379,647 ≈1.2% 
Enrolled in graduate or professional school 3,208,627 1.1% 
American Indian and Alaska Native alone in U.S. *** 1,927,777 ≈0.71% 
Enrolled in grade 9 to grade 12 139,560 .05% 
Enrolled in college, undergraduate years 148,758 .05% 
Enrolled in graduate or professional school 142,462 .05% 
Southeast Asian in U.S. **** 10,564,333 3.9% 
Enrolled in grade 9 to grade 12 722,225 0.26% 
Enrolled in college, undergraduate years 1,011,738 ≈0.37% 
Enrolled in graduate or professional school 1,009,197 0.36% 

Po (270, 076,176

*This category of African American or Black alone collapses African Americans and Blacks into one category. 
Afro-Caribbeans are Black respondents in this category and include Haitians and Jamaicans. 
** This category of Hispanic and Latino includes the following respondents, but is not limited to, Mexicans, 

Cubans, Puerto Ricans and Nicaraguans. 

***The American Indian and Alaska Native alone category includes, but is not limited to tribe groups targeted 

for participation in this study *** 

**** This category of Asian alone includes, but is not limited to, Southeast Asian respondents of Cambodian, 

Laotian and Vietnamese descent. 

NOTE 

Data for this table was summarized from sample Census 2000 data. For information on sampling error, nonsampling 

error and definitions, see http://factfinder.census.gov/home/en/datanotes/expsf3.htm. 
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Table 2.4 Total Annual Incomes of Generation X Respondents in this Study 

Annual Income* Frequency Valid Percentage 
Under $6000 16  14.8% 
$6000-$12000 19 17.6% 
$12000-$18000 14 12.9% 
$18000-$24000 20 18.5% 
$24000-$30000 17 15.7% 
$30000-$40000 10 9.2% 
$40000-$50000 5 4.6% 
$50000-$60000 2 1.85% 
$60000-$70000 3 2.7% 
Over $70000 2 1.85% 
Total 108 100.0% 
Absent Data 42  -

* Respondent total annual income before taxes. 

Table 2.5 Citizenship Demographics of Generation X Respondents in this Study 

Citizenship Status Frequency Valid Percent 
U.S. Citizen 91 68.0% 
Non U.S. Citizen* 43 32.0% 
Total 134 100.0% 
Absent Data 16  -

*This total includes immigrant respondents who are documented non-citizens and undocumented non-citizens. 

3. LIMITS 

Ethnographic methods generate from anthropological theory and studies of distinct societies and 
social groups. We use ethnographic methods to ground Census Bureau concepts, processes and 
operations using direct observation methods and discussions with respondents within sociocultural 
contexts. Small study groups are often associated with ethnographic interviewing procedures. 
Critics question how studies that vary in size from the hundreds to less than ten can still carry 
similar weight in their findings. This study includes 150 interviews, ten focus groups and several 
participant observations and we have found that we are able to make solid assessments and critical 
analyses based on recurrent themes stated and observed. The methods of recruitment employed, 
following social networks and working through particular social spaces, were not random, thereby 
limiting the generalizability of our findings. However, using a nonrandom sample allowed us to 
specifically target special population respondents often underrepresented in random samples of the 
population. Furthermore, we were able to capture and observe patterns that a totally random 
sample might not have produced. 
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4. RESULTS 

The findings, analyses and insights presented in this report should be regarded as a snapshot, 
rather than a portrait, of a rising generation. An attempt is made to situate civic participation 
through the experiences of school, work, family life, spirituality, formal and informal 
organizations, volunteerism, government participation and political activities. The research is 
essentially based on the voiced and lived victories, struggles, and passions that young adults in 
American society encounter on a daily basis. 

4.1 Society & Self: Core Values and Issues 

In response to the question, “what are your core values?” respondents gave a wide variety of 
answers (see Table 4.1.1). The most common values stated were restrictive values, values that 
pertain to personality and morality issues (i.e. avoiding gang activities, not committing crimes, 
not being a burden) such as equality (primarily in terms of one’s treatment of others), respect and 
honesty. Other core values mentioned included hard work, independence and individuality. Some 
respondents mentioned more expansive values, values entailing social justice causes related to 
specific public issues such as AIDS/HIV, the health and welfare of children, homelessness and 
the expansion of prison systems across the nation. 

GenXers in our study favor a return to family and family values. Family relations are seen as 
very important among this group, almost as if family represents the only stable sense of 
community for respondents. Over 55 percent (56.5 percent) of respondents in this study declared 
the importance of family as a value central to their life as demonstrated in Table 4.1.1. 
Intergenerational contact is also important to GenXers (especially minority GenXers). Parents 
serve as the role models of choice for this age cohort, teachers, peers, athletes and celebrities 
were only mentioned by a minority of respondents. TV is still the primary source of news for this 
group, despite the popularity of the Internet. There is no strong generational identity or 
Agenerational consciousness@ (Richard Thau 2000) as with previous generational cohorts (e.g. 
Baby Boomers) apparent among the group. GenXers have not adopted the identity label, 
Generation X, with the vigor that Baby Boomers have adopted their cohort marker. Identity 
labels such as age and race seem to be unimportant. Racial prejudice, crime, violence and 
education are important current and future issues for the majority of sampled respondents. 

Respondents do share some cultural beliefs, but they are not the self-centered, materialistic ones 
of the Generation X stereotype. Most striking was respondent concerns for and value placed 
upon family. Jennifer6, a Nicaraguan, when asked about her fundamental values replied, “I was 
raised to be very family orientated, and I think that's where the values come from. I believe 
family is very important because that's where everything starts and you learn how to become a 
good person.”  Yuset, a Cuban, indicated that one of his most important goals was to not only 
have his own family, but also to take care of his mother and grandmother because, “They did 
everything for me, so now it's going to be my turn in a couple of years.” Rosemary, a Mexican, 
indicated she cared most about, “My parents. ‘Cause, I would say whatever my parents think of 
me, that’s what I would care about.”  Family is foremost, before work and other commitments. 

6 All respondent names used in this report are aliases to protect the confidentiality of participants. 
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Barbara, a Cuban, indicated, “If somebody is sick you have to take care of them, [run] errands 
and stuff. [It’s] just your responsibility that you have to do.” Family, moreover, is not just one’s 
parents and siblings. Barbara added, “My aunts and my boyfriend's family, they've become my 
family. So, if something goes wrong, I'm responsible over there also.” 

Most Hispanics are so deeply committed to their families that they have no ambition to leave the 
area or even to move out of their parental household until, as Jennifer, a Cuban, jokingly stated, 
Athey kick me out.@ Miguel, a Nicaraguan, is so tied to his family that in answering many 
questions he did not distinguish between what he and other family members did. If someone else 
in his family filled out the Census or voted, then for Miguel that was the same as if he had done 
it. When asked about their role models our respondents were most likely to name someone 
within the family, particularly mothers. Our African American respondents were especially 
likely to single out their mothers as their role models. Several respondents also articulated an 
appreciation of their elders,’ and how they used their courage and survival skills in the face of 
adversity. One American Indian focus group member expressed great pride in her mother’s 
commitment to ethnic group empowerment: 

My mom was active in speaking out for Native Americans, period. That’s all 
she wanted to do, to get Native Americans to stand up and get what they 
deserved, not just what was handed to them. Even now (she’s very old) she’s 
still very proud to be Native American. She grew up in the 20s, and she’s seen 
a whole lot. I grew up hearing that this is crap, what they’ve dealt us. We 
don’t do all this ‘racism’ [etc. talk], but we deserve to be heard. We deserve 
better. 

Other respondents, like Malikah, an African American, looks to her father as a positive example 
for herself and her community, 

I mean, just he's a fine example. Look at the house we live in, and look at 
some of the houses; I mean, I don't know if you've ever been to the Liberty 
City area [the largest African American neighborhood in Miami-Dade 
County]. I'm not saying they have bad houses, but we're living a lot more 
comfortable. And, being that my dad was from the projects and from the area, 
he went back and had his shop right on 52nd and 7th Avenue where he was 
brought up and had his shop there instead of coming here and building a 
foundation. He went back. And, I feel like he set an example for a lot of 
people that came up after him.  Especially people I guess my generation, 
Generation X, or whatever. 

Even for those whose family is not close, their most important group is described as family-like. 
Some of our male Jamaican respondents had strained or distant relationships with their families, 
but had established a tight group of friends that at least one, Michael, self-consciously 
recognized as a substitute for family. 

Census promotional materials could better reflect the importance of family when targeting 
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particular ethnic populations. Most AAnglos,@  non-Hispanic Whites, emphasize the individual 
first and then for issues such as the Census, their emphasis jumps to the level of the community. 
The ethnic minorities we studied, however, emphasize family first. Accordingly, many GenXers 
would probably respond to Census promotional materials that emphasized families, such as 
families filling out forms together or how Census information can help families that are in 
communities. 

Many of our respondents did reflect at least one value contained in the stereotypes of Generation 
X. Widespread, but not exclusively among males, was a concern for Amaking it,@ getting a good 
job, making money and obtaining material goods. Sop, a Jamaican, was the most cynical, AI 
believe that everybody in this world is all in it for themselves, truthfully. If they can help you on 
the way there they will, but truthfully everybody is in the race for themselves. They much rather 
do for themselves. No one is gonna look after you.  You know what I'm saying? You got to do 
for yourself.@  Marilu, a Mexican respondent and a former gang member, indicated that being 
able to obtain material goods she wanted was her primary reason for joining a gang. Chris, a 
Jamaican, indicated that what he cared about the most was money. Marlon, a Nicaraguan, was 
only slightly more practical. He cares most about, AThe future, I guess. Putting food on the table. 
Paying the bills.@ 

Most GenX respondents, however, recognized that Amaking it@ entailed earning it. John, a 
Nicaraguan, indicated that you have to work hard, AYeah, everyone has the goal to succeed, 
that=s what I think. Well, if you wanta do good you gotta work hard. You can't just expect to 
stay home and be on good terms, so you gotta work hard if you wanta get somewhere.” 

Respondent self-indulgence and a corresponding disregard for community inclines one to believe 
that one is utterly independent and thus the Census is irrelevant to their lives. For our sample, the 
Census could still reach such respondents through their families. The Census 2000 
advertisements that emphasized young people in communities resonated favorably with those 
among our sample who saw the decennial census posters, billboards, television commercials or 
heard the various Census radio announcements and ads. Over seventy percent (72 percent) of 
sampled respondents had seen or heard a Census advertisement. Some of our respondents, 
however, do not pay too much attention to mainstream media. For them, outreach should be 
more targeted on media that attract youth, specifically urban radio stations, young adult 
magazines and perhaps clubs and bars that cater to young adults such as GenXers. 

For most respondents, however, self-indulgence was second to family obligations. Miguel, a 
Nicaraguan, asserted, AI want to be something in life. I don't want to just stay here working like 
[at] McDonald's or something like that. I want something better for myself. And also my 
parents, when they came into this country, they had to do hard jobs like at first and things like 
that. And so just as a little kid (they would say) you know you deserve better, so you go [to] 
school and you make something of yourself and later on it'll pay off. So, I guess since I was a 
little kid they pretty much instilled that in my head.” 

Respondents in our study do exhibit a shared consciousness, but not in terms of being disengaged 
self-centered slackers. For nearly all respondents, the greatest value is placed on family. Some of 
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our respondents are sacrificing earnings and desires to have their own place to help maintain the 
family or further family goals rather than individual goals. While the values of some of our 
Generation X respondents appear to be at least partially self-centered, a concern for others, 
particularly their family, dominates. 

Table 4.1.1 Generation X Respondent Core Values and Issues in this Study 

Value Mentioned* Percent Number 
Family relationships  56.5% 85 
Giving to others and the community 21.3% 32 
Equality and social harmony 18.6% 28 
Respect for others 13.3% 20 
Honesty 10.6% 16 
Hard work 10.6% 16 
Continuation of my culture  8.0% 12 
Respecting elders 8.0% 12 
Not stealing or cheating  5.3% 8 
Non-violence 5.3% 8 
Following Ten Commandments 5.3% 8 
Improving the world  2.6% 4 
Being assertive 2.6% 4 
* Values respondents mentioned are not exclusive. 

4.2 To Be Or Not To Be Involved: GenXers Speak Out 

Contrary to popular belief, most members of the birth cohort Generation X in this study have by 
no means opted out of civic life - they are civically engaged. The general consensus among 
respondents in this study is that civic involvement is a good thing. It would be a mistake to 
assume that GenXers are wholly disengaged. Overall, our ethnographic interviews have provided 
evidence that GenXers are engaged in a number of civic responsibilities in and around the 
family, the home, the church, through neighborhood crime watch committees, cultural activities 
(i.e. Pow Wows, Cinco de Mayo, Kwanzaa), by donating food, money and blood to local 
charities, by helping out senior citizens, through recycling, tutoring, signing petitions, by voicing 
opinions on talk radio shows (i.e. Native American Calling, National Public Radio and the Tom 
Joyner Morning Show), and by joining school-based activities. Our interviews, survey data, 
focus groups and participant observations also revealed that our group of sampled GenXer’s has 
far greater desires to be involved in the community than actual involvement. 

Figure 4.2.1 shows that nearly 85 percent of GenX respondents either ‘strongly agreed’ or 
‘agreed’ with the survey statement, “I would like to be more involved in the community.” Of this 
total 85 percent, 96 percent of all African American respondents either ‘strongly agreed’ or 
‘agreed’ with survey this statement; 91 percent of all Hispanic respondents either ‘strongly 
agreed’ or ‘agreed’ with this survey statement; 83 percent of all American Indian respondents 
either ‘strongly agreed’ or ‘agreed’ with this survey statement; 83 percent of all Afro-Caribbean 
respondents either ‘strongly agreed’ or ‘agreed’ with this survey statement; 77 percent of all 
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Non-Hispanic White respondents either ‘strongly agreed’ or ‘agreed’ with this survey statement; 
and 67 percent of all Southeast Asian respondents either ‘strongly agreed’ or ‘agreed’ with this 
survey statement. 

Figure 4.2.1 Generation X Survey Question Result 

‘I would like to be more involved in the community.’ 
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Historically, young adults have always been active in activities that require commitment and the 
giving of time (Putnam 2000). And today=s young adults have not broken with the tradition of 
community involvement and the spirit of volunteerism. In fact, many respondents commented on 
their observations of a renewed interest in community among their peers, a sort of revitalization 
in civic engagement. One Non-Hispanic White male in his early thirties had this to say: 

In the past few years, it never ceases to amaze me how much more 
volunteerism I run into - I run into people who are volunteering time or are 
involved in things that aren=t necessarily going to be paying them any money 
but that they feel some ennobling urge- if you will- to be involved in a soup 
kitchen or a neighborhood clean up. 

We argue that civic engagement has not disappeared among GenXers, but that it has changed. 
Civic engagement now occurs during the micro-processes of everyday life, a trend exhibited 
throughout contemporary American culture and not a phenomenon unique solely to Generation 
X. 

GenXers were especially unlikely to be involved in what might be called traditional community 
engagement areas, such as formal organizations and political activities. By and large, our 
research data reveal that respondents demonstrate their civic seriousness in large numbers 
through four different patterns of civic engagement: 1) via local volunteer associations; 2) via 
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local, non-political networks; 3) via informal, low-key activities; and 4) via unconventional forms 
of activism. 

One twenty-three year old American Indian respondent commented on her commitment to 
volunteerism through a local Habitat for Humanity chapter, Ait=s all about helping people to get 
up on their feet and have a home. Getting them to be self-willed people.” Another respondent 
shared an example of a candle vigil, a local non-political activity important to him and to other 
members of his immediate community, 

...one of the things that I recently did was a little walk with candles through the 
neighborhood to bring awareness to this idea of keeping affordable housing in 
the neighborhood. 

The opinion that there is more than one prescribed way to be civically involved seemed to 
resonate with many GenXers. Some respondents were particularly outspoken concerning the 
narrow focus of socially accepted and legitimate forms of community involvement. One non-
Hispanic White female respondent, an advocate of informal, low-key activities, had this to say 
about community involvement: 

I think it=s talking to people, finding out where people are from and what 
people are thinking about. I don=t necessarily think it [community 
involvement] always has to happen in these organized ways, like block 
meetings. Actually, I=m probably a little suspicious of those type of things, but 
I think it can happen in very informal ways...you know, picnics, going down to 
the park, actually having a conversation with people, smiling to people as you 
pass them on the street, creating this kind of warmth in the neighborhood. If 
we=re talking about specific development issues, should a school be built, then 
that requires these organized meetings and things of that nature. But I don=t 
think that community can only take place in those spaces. Picking up your dog 
crap is community too so I don=t have to step in it. 

Many respondents argued that they are involved in the community in a variety of ways and on a 
variety of levels that do not always reflect Atraditional” forms of activism. One twenty-one year 
old African American male specifically addressed this issue by stating, 

When they have polls and stuff, I give my lil=two cents. I call the radio stations 
a lot. Stuff like that counts. You know it doesn=t have to go as high as 
government to always be heard because, a lot of people in my community and 
a lot of people in the community surrounding me listen to [radio stations]. So 
my opinion can go further sometimes than trying to petition or trying to be 
heard on Capital Hill. 

One Indian male respondent in his late twenties, for example, does not necessarily see 
volunteerism as a component of civic participation. For him, volunteerism only scratches the 
surface of authentic civic engagement. He states, 
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I work with students, sometimes, and their idea of volunteering is service, 
service is going into a shelter and working in the soup kitchen, or doing a 
clothes drive, and that=s service. I don=t think you really make the individual 
connection...institutionally you haven=t done anything. Now if you do that, 
then you would write to your legislator and say, Awhy don=t you do something 
about it?@...that would mean taking the next step towards systemic change. 

Other respondents were eager to point out that community civicness goes hand in hand with 
responsible consumerism. For example, supporting small, locally-owned businesses was deemed 
as yet another form of active social consciousness. One respondent commented that, Aalthough I 
find myself occasionally in a Seattle=s Best [chain grocery store] or something like that, I try to 
support local, small businesses in my community and elsewhere.@ From the perspectives of 
GenXers like this respondent, activities such as these, suggest that they are more than willing to 
be responsible citizens, but lament that such types of civic activities receive little attention, 
respect and recognition. There is a sense among GenXers in this study that Acommunity activism 
without drama@ does not count. 

When respondents were asked to explain why community involvement was important to them, 
several GenXers mentioned that it was about community empowerment. A Mexican American 
female respondent in her late twenties explains, 

I believe that people should take a very strong role in solving community 
problems. I strongly disagree where people from government offices come, 
who are not from the community, don=t know much about our needs, try to 
solve our problems without any help from us. So I do believe in community 
empowerment. 

A 26-year-old Non-Hispanic White female respondent expresses the same sentiment, 

Well, I don=t think we should leave it all up to the government to decide on 
how to help people because a lot of it is not money. It=s your time, it=s personal 
interactions. And I think it also gives some control back to you because you 
don=t always get full control of where your tax dollars go or what organizations 
and what issues get help. But if you really feel strong about an issue, it=s your 
opportunity to make a difference there. And second of all, I think once you 
start doing it, unfortunately you may become aware of how big the problem is 
which I think encourages you to be more committed to the issue and how to 
resolve it. So, I think it [community involvement] broadens people=s horizon. 

Others feel that the best way they can contribute to community life is to inspire their children 
with a sense of self-respect they themselves did not have when young. For example, an 
American Indian focus group respondent expressed this point of view. She said, “I see the 
younger generation being more proud of who they are.” She explained her position: 
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...I have children that I feel will play a big part in [governance] some day, as 
long as they – I’m the generation who – My parents just gave up. I’m the 
generation telling my children, stand up and be proud of who you are. If I’d 
been taught that when I was younger, I might have had a more powerful voice, 
but now I can at least say to my children, ‘It doesn’t matter what anybody says, 
stand up to them’ and making them have the power, have a voice, that’s what 
my power is. 

It was also important for many respondents to maintain a bond or tie with their community so 
they could continue to be a positive force, role model or advocate to those currently living in or 
near their community. 

I feel like I belong here; it doesn=t mean that if there are bad people in the 
community I should separate myself from that...as a matter of fact, if I can see 
the wrong they=re doing, it=s up to me to try to talk to the right people, so I can 
change the youth who are being derailed from doing the right thing. 

I think of myself as a role model. I can go out there and make a young person 
just like myself....not go through things that other young people go through. 
We have an organization that we meet with once a month to talk about issues 
within the community among young people, such as HIV education. 

I act as an advocate. If I see that your real and your issues are real, than I act as 
a advocate for you. At the age of 16 I was locked up...I got to see the world on 
real terms. I decided that I wanted to be part of the plan, and not the 
destruction of the plan. 

For the majority of respondents, getting involved in the community was about giving back to the 
community, it=s about making the connection between one=s personal values and larger systemic 
concerns or issues. This was especially true for many ethnic minority respondents. The value 
placed on giving to others is important to respondents in this study (refer to Table 4.1.1), insofar 
as reciprocity is the heart of social life. For example, an American Indian respondent talked 
about “giving and receiving” as having magical effects, as well as being the very definition of 
community involvement: 

You should give before you receive from the community.... What is received 
is a feeling of being part of something. Many people feel isolated. To be a 
part of something beyond my own family.... By [our] giving, our community 
becomes that much stronger, our kids can read that much better, we have more 
salmon to do our ceremonies around, and to keep our Oregon economy strong. 

An 18-year-old Cambodian high school student made a similar though less eloquent statement: 
“[Others in the community expect that] whatever they do for you, you should help in return, 
whatever the problem is.” One twenty-one year old Hispanic female respondent shares this same 
sentiment, AI=m remembering right now something that Martin Luther King said, that an injustice 
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anywhere is an injustice everywhere, it=s important for people to have a communal oriented 
value. ” 

The decennial census is an easy way in which a generation can give back to the community 
while empowering the community. This is a message that should be publicized during outreach 
efforts. The decennial census can also serve as a vehicle by which some GenXers can “have their 
voices heard.” The Census is a non-partisan, legislative, national resource that tells politicians, 
policy makers, government agencies, community organizations and businesses the resources a 
community has and the resources a community needs. 

In contrast, there were respondents in our study who revealed a higher degree of skepticism 
about the value of civic engagement, particularly Afro-Caribbean Immigrants. There seemed to 
be an awareness, as first-generation Haitians and Jamaicans, that they are undervalued, 
marginalized, not accepted, and alienated from local and national communities alike. Jamaicans 
males, in particular, repeatedly voiced this belief: 

I=m not saying that I don=t believe in it [community involvement], it=s just for 
others to do - I won=t knock anyone for doing it, to put it to you that way. Just 
don=t force me to do it. You know what I=m saying. All that good stuff make it 
right, but personally for me to go out and to help enhance it or you know - I 
don=t believe in that. They had a community clean-up one time and they were 
saying everyone=s cleaning up. That=s fine. I=m so glad. I was glad to see 
people there, but don=t ask me to come over there and come help too. It should 
be voluntary, not forced. 

Other respondents like one 19-year-old Haitian-American respondent, felt that community 
involvement was important, but not a priority. She states, 

I mean, it=s not like detrimental, but you know, you need to give back, you 
need to give your input and try to help out when you can. I don=t feel people 
need to be pressured to get involved. You have to be involved by your own 
preference. 

Perhaps the primary turn-off for Afro-Caribbean respondents is due to the forced nature of 
community involvement activities as a prerequisite for high school and college completion 
nowadays. The mandate that community involvement is required and involuntary rather than 
voluntary, was not well received by these respondents. 
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 Figure 4.2.2 Generation X Survey Question Result 
‘It does not matter if I volunteer.’ 
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Figure 4.2.2 shows that over seventy percent of our GenX respondents (72 percent) either 
“disagreed’ or ‘strongly disagreed’ with the survey statement, “It does not matter if I volunteer.” 
Only 57 percent of Afro-Caribbean respondents ‘agreed’ with this survey statement. As a way to 
help describe the various civic and government engagement patterns and values that characterize 
GenX respondents in this study, we have identified five engagement profile types in Table 4.2.1: 
the Transitional participation profile type; 2) the Trend-Setter participation profile type; 3) the 
Crisis participation profile type; 4) the Altruistic participation profile type; and 5) the Egoistic 
participation profile type. These engagement profile types discussed in Table 4.2.1 may be 
indicative of current and future behavioral responses to the decennial census and other 
demographic surveys. 
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Table 4.2.1 Generation X Respondent Engagement Profile Types in this Study 

Profile Type Definition Consequence Respondent Quote Example 

Transitional The ability to participate is 
directly related to the 
individual=s station in 
his/her personal or 
professional life. 

Civic and/or government 
engagement may be 
erratic, inconsistent, 
unstable. 

@Where I=m at now, as far as professionally, I=m just 
starting out, I just graduated from school, so I=m not 
in a position to make much of an impact.” 

---____ 

Trend-Setter Civic and/or government 
engagement values are 
expressed through folk 
festivals, religion/ 
spirituality, art, music, 
education, politics and etc. 

Civic and/or government 
engagement activities may 
be progressive, 
transformative and 
innovative. 

“You can’t work alone. If you work with your neighbors – 
for example, every year there’s a Cinco de Mayo holiday. 
I’m there to help them even though I’m not Mexican.... I’ve 
also talked to a pastor in my neighborhood, actually his 
wife is Buddhist....We want them to know what they have as 
part of the community.... I know there are gangs in our 
community. What can I do to bring them in? Maybe we can 
put together our resources in partnership on behalf of our 
kids....There should be more recognition of bilingualism in 
the public school system....If the community colleges can 
teach Russian, they can also teach Lao.” 

Crisis The ability to participate is 
undermined by the 
individual=s overwhelming 
life circumstances, 
struggles and 
responsibilities. 

Civic and/or government 
engagement perception 
and behavior is altered; it 
is a low priority. 

“I recently left an abusive relationship and live alone 
with my two-year-old daughter. I work two part-time 
sales jobs in a shopping mall, but I don’t have a 
reliable babysitter. Having a baby and two jobs 
prevents me from being active in the community, but 
I do stay in touch with the people at the Title IX 
Indian Education Program.” 

Altruistic Civic and/or government 
engagement emphasis is 
on doing, it=s 
philanthropic, for the 
greater good; Awe@ 
mentality. 

Civic and/or government 
engagement is deliberate; 
it is a priority. 

“I do a lot of community service. I’ve been 
volunteering this spring. My school encourages that. 
Not everybody has access to dental care, so it’s 

important that we volunteer in the neighborhood 
clinics. [I also go] to schools, educating students 
about oral health care. [And I volunteer] at the 
clinics every Monday night.  After school I plan to 
continue doing this kind of thing, even if it’s only 
once a month. I think I owe it to my community.” 

Egoistic Civic and/or government 
engagement emphasis is 
solely self-centered and 
self-seeking; AIA mentality. 

Civic and/or government 
engagement is avoided; it 
is not a priority. 

“I=m not a part of my community. There are things 
happening all the time, and I=m around. But, I=m just 
not interested. It just doesn’t follow my interest.” 
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4.3 Hope and Despair: The Meaning and Role of Community Among GenXers 

The term “community” is too frequently uttered with the intended meaning of speakers and 
listeners readily assumed. The idea of community is a deceptively simple one. The notion of 
‘community’ emerges as something much more complex and obscure than originally predicted. 
The concept of community means different things to different people, and our GenX respondents 
were no exception. Several respondents associated community with locality or localism, “where 
you live, the people and places that are surrounded by you,” thus assigning a bounded, 
geographical definition to the term. For such respondents, the source of civic life is embedded in 
the “local” community. The term ‘community’ evokes a link to a group of neighborhood people 
who probably have known each other for many years, and who help one another. Respondents 
see in local civic life a vehicle for creating and sustaining habits of social interaction and social 
trust. This ideal, based on stable, long-term associations, is both a spatial and social view on the 
term community. The “local” community for such respondents seems to represent an entity that 
stands in opposition to the “nation” or the “government.” According to author Alan Brinkley, the 
local community is “a defense against impersonal bureaucracies” (Brinkley 1996). Edner, a male 
Haitian respondent substantiated Brinkley’s claim by simply stating, community is “another part 
of your home.” 

Some respondents emphasized that community implied something shared, such as an interest, 
religion or activity. Community was about “meaningful connections,” thus, community was 
about association. For instance, according to respondents,  “community means people who are, 
who have some common bond, something that puts them in a group together, something that 
gives them something in common with other members.” The meaning of community for these 
respondents moves beyond the customary “weather-movie”conversations. A non-Hispanic White 
female respondent of Jewish background remarks, 

There’s a community that is my work-world community, there’s an advocacy 
community, and there’s a sort of a social justice community that I am a part of. 
I think for the most part, the communities that I’m involved with would have 
similar views. 

A Southeast Asian respondent expressed a view of community that is ethnic, social and spatial: 

A community is the way people live, the way people treat each other in the 
neighborhood. The government services, quality of life, protection from police. 
Small businesses, library – everyday involvement. ...My community would be 
Asian group, first. And I have a community of people I work with. They’re 
also my community. And my friends. 

For other respondents, definitions of ‘community’ were discussed as symbols of identity. For 
instance, one respondent commented, “I put the communities I belong to-- the African American, 
the middle class community, college student community and the hip hop community.” Another 
respondent, a Hispanic female states, “people think of their race when they think of community. 
Instead of seeing themselves as homes, they see themselves as subdivisions: the Cubans, the 
Columbians, and stuff like that. They break it down, which makes us weak.” The meaning of 
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community for these respondents had evolved into a construct founded on collective, yet 
distinctive characteristics that are physical, personal or behavioral. One African American 
respondent was quick to reveal, “I’m part of the gay community. That’s the one community that I 
say that’s my life and that’s the community I’m really a part of.” A Southeast Asian respondent 
from Portland, Oregon acknowledged that he is part of a dispersed “Asian” community: 

Community in my mind is a group of people, like a village, who live together 
and work together and have activities with each other....A leader who can talk 
about problems....[We “Asians” in Portland] are distributed around town. 
Many Asians have small communities – maybe at a common market. A place 
where they have the same language and same culture, people who understand 
each other. 

The idea of sharing community responsibility was also valued among respondents. Respondents 
seem to believe that part of a community’s inherent function is to teach its members how to 
mature into responsible citizens. An African American respondent in her late twenties expressed 
what so many other respondents had also voiced, 

It’s very much important to be involved. If one person feel an issue, than 
maybe everyone on that block feel it and if you don’t take a step to get 
involved and let other people know, making them aware of the issue, then they 
may feel that no one cares. And if they feel that no one cares, then the issue 
will remain an issue ‘til somebody do something about it. To be involved 
means to get people involved, help get the word out on what’s going on and 
also to just make your presence there every now and then, show up for those 
meetings, and participate, make your face known and make your beliefs 
known. 

Another respondent remarks, “…a community only works when everyone rotates, but there’s 
always someone or a set of people who stop doing and set the whole chain off.” In terms of 
community citizenship, one respondent noted, “it’s very important [to get involved in the 
community] but often frustrating, not knowing if you’re getting heard.” For these respondents, 
civic involvement is about a shared sense of community responsibility where it is important for 
everyone to do his or her portion of the work in order to sustain a successful community, thus, a 
civically engaged community. 

Participation in community life, most GenXers regretfully admitted, is too often based on an “I” 
mentality over a “we” mentality. A sense of romanticized nostalgia overcame many respondents 
when they reflected back on the way community in society used to exist. There is a belief that 
the days of community as older generations once knew them to exist have all but disappeared – 
“they no longer are vibrant” one respondent remarks. The reality, however, for this highly 
mobile population, is that they believe they have no “community.” The demise of community is 
evident for GenX respondents in that “a sense of confidence” is missing. Many respondents 
commented on the disappointment, the fracture of, and the moral decay they have increasingly 
witnessed in their communities. Respondents had the following to say of their respective 
communities. 
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Well, I think that community used to be more of a tangible defining word or 
term that people when they used it there was no question what it meant. I think 
when you talk to older generations you’ll get that message. These days, we 
have to sit down and come up with different definitions of it, which means it is 
more abstract. 

The kids with the poverty and the drug abuse. I’ve seen it [the community] 
change since when we first moved there to now. The homes are run down. 
They’re not being maintained. A lot of homes have become HUD homes now. 
I would say more than half. There’s a lot of garbage outside the homes. I’m not 
saying everyone, but there’s a few bad influences. They’re writing all over the 
place and smoking and drinking, and I don’t like that. 

I’ll take my street for example. Growing up as a small child, we all knew each 
other, all the neighbors and now a lot of new families moved in, all younger, 
and no one knows each other. And if that were to be a microcosm of what’s 
really going on in my home city....you would have a city of people who don’t 
know each other, who don’t want to get to know each other. Maybe that’s 
community these days. 

Well, I should say that I’m kind of disappointed with the status of community 
right now because most of the time, when I’m ready to go for work, or when I 
come back from work, I find youth just loitering in the streets, I mean doing 
nothing. And I wonder what amount of time they do waste, just hanging 
around in the streets. I wish they knew that the time they use, that they mess 
up, is kind of vital. They can do something constructive, rather than walking 
around in the streets, doing nothing....I’m afraid that in our generation, we’ve 
lost track, tremendously. We don’t have moral values. We don’t respect 
parents, and that’s really scary. 

The decennial census can serve as a powerful tool for communities, especially in communities 
such as the ones respondents described above. Members of a community can get to know their 
communities through the data collected, which is used as a resource to allocate federal and state 
funds to communities, to formulate public policy and to assist with planning and decision-
making in the private sector. The importance of Census survey data to community development 
and federal educational allocations should be stressed to GenX respondents to inspire decennial 
census compliance. Just as the lottery system has a slogan, you can’t win if you don’t play; and 
the Census 2000 had a slogan, This is your future. Don’t leave it blank. The Census Bureau 
could create a new slogan for the 2010 Census that would appeal to GenX respondents: Be 
counted in your community so that you can count on your community. Return your 2010 Census 
form (Crowley 2001). 

Although our sample did not express a single, clear and coherent definition of community or of 
what engagement in that community might mean, some respondents added the criterion of 
sharing values and goals. Allison, a Jamaican, defined community as, “People who come 
together when they have a common interest. There’s something in common whether it be the 
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neighborhood or church or work or school. Just a group of people who have something or things 
in common, they go together.” Edner, a Haitian, indicated community is, “Another part of your 
home;” meaning, “Family and friends. I know community is a big part in how you gonna turn 
out in the future.” 

The notion of  “community” emerges as something much more complex and obscure than 
originally predicted. A full sense of what community is, as respondents have clearly illustrated --
is open to infinite interpretation. Many respondents cited their family and/or church as the 
primary source by which their civic values and beliefs were developed, nurtured and encouraged. 
We refer to these communities as root communities. In contrast, respondents often claimed that 
school, work and neighborhood settings are akin to surrogate communities, substitute 
communities that serve as resources and outlets by which respondents are able to develop and 
maintain civic ties. The bottom line for respondents is that community is a dualistic experience; 
it serves as a place that represents both hope and despair. 

4.4 Alienating Immigrants: The Impact of Citizenship on Civic-Mindedness 

4.4.1 Afro-Caribbean Haitians 

Immigration and Naturalization Services( INS) identifies Haitians as being the fifth highest 
undocumented alien population residing in the United States according to 1996 estimates. Life 
for Haitians in the U.S. has tended to be dominated by struggle; struggle against a discriminatory 
immigration policy and struggle against ubiquitous anti-Haitian prejudice. Their focus in the 
U.S. is commonly surviving and getting ahead. Keisha, a Haitian immigrant reported, “Like 
what's the most thing I care about in life?  To be honest with you, I care about my church and my 
education. I do have a problem that's bothering me all the time, but I don't think it's a part of it. I 
just want to go see my people. I'm like, 'hey, it's a problem for me. I don't have a green card. I 
can't go.'  I always think about it, and it's a problem for real.” 

Coming from one of the least democratic heritages in the New World, Haitians have little 
experience with civic involvement. Family and church are the only two institutions Haitians 
trust. Civic participation is an alien concept to Haitian respondents that participated in this 
research. Even Haitians who are very active in their church do not conceive of participating in a 
community outside of church. For instance, the experiences of American societal racism urge 
Haitians to identify with African Americans. At the same time, prejudice specifically against 
Haitians, some of it on the part of African Americans, supports a specifically Haitian identity. 
Census outreach should be tailored to meet the specific needs of Haitians; it must also be 
sensitive to their multiple, situational identities and sense of community. 

4.4.2 Afro-Caribbean Jamaicans 

None of the Afro-Caribbean Jamaican respondents had a strong sense of local community 
history. Instead, they often compared the lack of solidarity in their current community (e.g. 
Miami) to an idealized image of their home country where people were allegedly more likely to 
help each other out. Jamaicans, the only immigrants in our study from a strongly democratic 
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country, had notions of civic engagement most similar to those in the U.S. Nevertheless, 
respondents frequently and cynically noted widespread corruption and cronyism. Because most 
of the Jamaicans in our study had come to the U.S. as adolescents, they have fairly clear 
memories of civic and political society in Jamaica. Immigration frequently sundered their 
nuclear family as one or both parents remained in Jamaica while respondents came to the U.S. to 
pursue their education. In the U.S., Jamaican respondents commonly live in female-headed 
households or with relatives whom they did not previously know very well. Moreover, their 
experiences with U.S. racism have alienated them. As a result, these respondents are socially 
more isolated in the United States and nostalgically recall the warm families they left behind. 
Jamaican respondents did know about censuses, voting, political parties and the like. But they 
did not feel particularly attached to those activities in Jamaica nor in the United States. Their 
sense of community in America tends to be no more than people who share a neighborhood. 
They felt that the sharing needed for a broader community is evident in Jamaica, but is absent in 
the United States. 

4.4.3 Afro-Caribbeans Collectively 

Afro-Caribbeans appear both staunch in their views and extreme in their actions against civic 
involvement. Afro-Caribbean respondents in this study sincerely believe that they are not cared 
for nor particularly respected in America. These respondents articulated that they have received 
little positive input from their surrogate or adopted communities to date, and thus, are unwilling 
to put much of themselves into any community outside of a familiar circle of family members 
and church-circle friends. One Afro-Caribbean respondent expressed his extreme alienation by 
stating, “As far as belonging to a community right now where I stay at, I don’t really know 
nobody there. I’m just in and out. The only people I really know is who I hang around with, 
that’s about it.” For this respondent and like so many other Afro-Caribbean participants in this 
study, the community they belong to is comprised of individuals who also feel disconnected, it’s 
an endless vicious cycle. One Jamaican respondent states, 

Where I’m living right now, I don’t care too much about it ‘cause I don’t call it 
a community anyway. [Community is]... people that come together for you 
because you know them and everything. But here [in the U.S.], everybody 
doing their own thing. So, I don’t call that a community. I just call that, 
everybody wanting to do their own stuff. I don’t care too much about the so-
called community I’m supposed to live in. 

To not feel like you belong to any bounded community group or geographical space is to not feel 
like a citizen for many Afro-Caribbean respondents. In essence, these respondents lack privileges 
and rights associated with American citizenship because they feel as though they have no claim 
to space or connection to community. The fastest growing segments of the Black population are 
identified as immigrants and children of immigrants from the Caribbean and Africa (Census 
2000), and thus, the need for more specific racial demographic data is critical. Omission of 
specific racial demographic data for such groups such as Haitians, leads to gross errors in 
planning strategies, family well-being issues, health service access and utilization, civil rights 
and socioeconomic estrangement (Marcelin and Marcelin 2001). 
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Not feeling connected to a community because of one’s immigrant status certainly takes it toll on 
one’s willingness to get involved in community affairs, even local ones. The willingness among 
these immigrant respondents to undertake certain forms of civic involvement and responsibility 
seem to be undermined by experiences of exclusion. Information collected from our 
ethnographic interviews, survey data, focus groups and participant observations underscored that 
a lack of citizen rights, whether perceived or actualized, negatively impacts the desire and 
motivation of many Afro-Caribbean GenXers to undertake civic responsibilities and roles. It is 
this concept of citizenship, a sense of social cohesion or connectedness, of performing a needed 
role in society that is all but nonexistent for these GenX immigrants. In this sense, not only is 
citizenship deferred but civic engagement is delayed. 

Afro-Caribbean immigrants express an invisibility. Without being recognized and feeling 
respected, Afro-Caribbean respondents are cynical about assuming responsibilities in and around 
their communities. Motivation paralleled by exclusion translates into apathy. The incorporation 
of cultural rights (the right to practice and maintain a distinct cultural identity and lifestyle) into 
a liveable definition of citizenship is essential if full societal inclusion and participation is to be 
achieved among Afro-Caribbean immigrants (Flores 1997). These respondents need to have a 
way to engage in civic life without feeling threatened or the need to trade their unique cultural 
values in order to be included, accepted and respected in local and larger communities. These 
feelings of isolation and separateness from local communities and the larger American society 
seem to have translated into civic disengagement among GenX Afro-Caribbean respondents on 
many levels: not much involvement in community outreach activities, very little political 
participation and a cavalier attitude about civic engagement in general. The one community 
environment that seems to defy feelings of alienation and exclusion is the church community. 
For the majority of Afro-Caribbean respondents, “God comes first.” 

For many Haitians and Jamaicans, civic participation is restricted to church affiliations and 
obligations. Seventy-one percent of GenX Afro-Caribbean respondents stated that they have 
participated in church activities on a regular basis in the past two years. One respondent stated 
that, “man-made governments can’t solve social problems. They’ve been around too long and 
they have tried every form of government they can think of. When you look at history, they show 
the same thing.” Beyond church activities, civic participation is more about a general sense of 
being a good neighbor, maintaining one’s residence, being courteous and polite to others as well 
as ensuring not to offend other people by “minding one’s business.” For the majority of GenX 
Afro-Caribbeans, their attitudinal and behavioral responses to civic and government engagement 
conform to profiles described as transitional, crisis and egoistic types (refer to Table 4.2.1). 
Consequently, civic and government engagement could be inconsistent, a low priority or not a 
priority at all. This means that Census educational programs and outreach efforts must 
specifically target and encourage Afro-Caribbeans to participate in Census 2010. 

4.4.4 Southeast Asians Collectively 

Southeast Asian migration has resulted largely from events associated with the 1964-1975 
Vietnam War. Each nationality and ethnic group was affected differently, but the total effect on 
all Southeast Asians was mostly destructive, including catastrophic involuntary dislocation of 
large populations, many of who found their way to the U.S. as refugees. According to the most 
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recent INS figures, during the period 1981-1996, Vietnamese represented the highest rate of 
refugees entering the U.S. and Cambodians accounted for the fourth highest rate of refugee 
influx in the U.S. INS estimates place Laos as the sixth of ten leading nations with approved 
refugee status in the United States. Southeast Asian respondents continue to experience the 
lingering effects of horrific torture, murder, and deprivation experiences of the Pol Pot era (see 
Figure 4.4.1 for a brief description of Pol Pot era) and other events associated with the Vietnam 
War. According to our ethnographic interviews, participant observations and focus group 
sessions, the bonds of trust were so badly destroyed by these events that they continue to hinder 
community engagement of many Southeast Asian respondents today. A few historical facts are 
discussed in Figures 4.4.1, 4.4.2 and 4.4.3 about Southeast Asians in order to understand the 
context of their plight, attitudes and response to civic engagement. 
The Southeast Asian subgroups selected for study represent approximately one-quarter (26 
percent) of all “Asians and Pacific Islanders” in the five-county metropolitan area in the 1990 
Census for the state of Oregon. The five-county metropolitan area includes: Multnomah, 
Clackamas, Columbia, Washington and Yamhill. The total population count for these subgroups 
was 12,093, which also happened to be 0.9 percent of the total population. There are no 1998 
estimates of subgroup populations, but the Asian and Pacific Islander total was 3.7 percent in 
1990 and estimated at 4.8 percent in 1998. Data are from Census tables (CO-98-11 & Table 
5/General Population Characteristics) provided by the Center for Population Research and 
Census, Portland State University. The 1990 population count for the metropolitan region (the 
five county total) was 1,277,399 and was estimated at 1,492,012 in1998. High rates of 
geographical mobility make it almost impossible to anticipate what the 2010 count of Southeast 
Asian subgroups will be. 
Figure 4.4.1 Historical Overview Figure 4.4.2 Historical Overview 

Cambodians, governed initially by Prince Sihanouk, experienced an 
American-backed coup led by Lon Nol in 1970. This coup temporarily sent 
Sihanouk into exile, but Sihanouk’s forces overthrew Lon Nol’s regime in 
1974 with the backing of the Khmer Rouge. With Prince Sihouk as head of 
state, the Khmer Rouge commenced a radical program in which millions 
died. Sihanouk resigned in 1976, and Pol Pot became Prime Minster 
until 1979, when he was ousted by a Vietnamese invasion.  By 1980 the 
country was run by the KPRP, Kampuchean People’s Revolutionary Party, 
with Hen Samrin as leader. ouk, together with the Khmer 
Rouge, once again formed a government-in-exile which was recognized by 
the U.N. In 1988 Vietnam announced troop withdrawals, which stimulated a 
Khmer Rouge offensive. By 1990 the U.N. Security Council approved a plan 
for a U.N. monitored ceasefire and elections, and Cambodian factions 
formed a Supreme National Council. Political turmoil and difficulties 
continue to the present; but by 1990 all interviewees and their families had 
emigrated. They refer to the worst period as the “Pol Pot War.” 

Prince 

Prince Sihan

Laotians were either peasants or urbanites of 
the politically dominant “lowland” group, or 
tribal people, such as Mien (also called Yao) 
or mong, speaking 
languages and living in densely forested 
mountains. As the Ho Chi Minh Trail crossed 
parts of Laos, the U.S. bombed areas of the 
country from 1964 and formed alliances with 
some Laotians sympathetic to the U.S. and 
South Vietnamese cause. In 1973, after the 
Paris Peace Agreement, U.S. forces partially 
withdrew, and a new coalition government 
was established. In 1975 the Lao People’s 
Democratic Republic was established on 
socialist principles, and a program of 
collectivized agriculture was begun. The new 
governing group was sometimes referred to 
by the name of the former military wing of 
the independence/resistance movement, the 
“Pathet Lao.” The aggressive effort to 
revolutionize production was especially 
destructive of lowland elite groups and 
highland tribal people, many of whom fled 
the country. 

H Austro-Asiatic 

Figure 4.4.3 Historical Overview 

Vietnamese people who assisted the U.S. war effort, together with 
their extended families, either left at the end of the war or left as ‘boat 
people’ during the 1980s after realizing that their post-war education 
and employment opportunities were limited. This nationality makes 
up the largest single group of Southeast Asian immigrants to the 
Portland, Oregon metropolitan area. 
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As Southeast Asian refugees, all respondent families were entitled to public assistance when they 
arrived in the United States. A large number of Southeast Asian respondents, 86 percent, said 
that their parents had used public assistance at some time during their childhoods. As might be 
expected, a similarly large number of GenX respondents (77 percent), worked while in high 
school. Some worked very long hours. One female respondent, a high school drop-out, said she 
worked many hours per week while in high school so as to be able to buy necessities such as 
clothes and shoes. 

The majority of Southeast Asian respondents in this study fit the transitional or crisis 
engagement mode profile (refer to Table 4.2.1). Even after initial refugee settlement to the U.S., 
there was still much “secondary migration” within the U.S. Southeast Asians sought new 
locations in order to increase social supports from kin, fictive kin, and patrons (sponsors), some 
of whom worked in social service agencies. Access to U.S. social services for Southeast Asians 
is largely obtained through the offices of bilingual people who build up networks of influence 
through job provisions and other essential services. This system is true to the form of social 
structure back in respondents’ respective native countries. Thus, communal cooperation and 
mutual problem solving are seen as strengths that respondents value. Giving to others was 
mentioned as an important value by 43 percent of Southeast Asian respondents. 

Some respondents mentioned that efforts by members of their parental generation to form 
“Asian” self-help associations had not succeeded. The International Rescue Committee of 
Oregon established the Asian Family Center to provide multiple social services for Southeast 
Asian refugee families. Some of the community colleges’ English as a Secondary Language 
(ESL) programs also provide opportunities for much needed skills development along with social 
contact. Gangs also provide a measure of personal security and social status to young people 
when all else fails. 

Southeast Asians in the Portland metropolitan area have access to a relatively meager group of 
social resources, that is, less “social capital7” available for their collective and individual use. 
The most enduring and stable ethnically oriented institutions seem to be Buddhist temples, in 
which three specifically serve Southeast Asian communities. Among Southeast Asian 
respondents that are Buddhist, they use three different Buddhist temples in the Portland 
metropolitan area: one established by Laotians; another by Cambodians; and a third used mostly 
by Vietnamese immigrants. Buddhist temples are staffed by a few full-time monks, some Lao 
and some Thai, who perform initiation ceremonies for young men and officiate at rites of 
passage ceremonies. The Lao and Cambodian temples share the services of each other’s monks if 
necessary. Church membership once again, is important to this respondent group. Sixty-four 
percent of GenX Southeast Asians said they have been affiliated with a religious institution 
during the past two years according to our card sort data. 

Elicited Census counts and future survey cooperation from Southeast Asian respondents should 

7 Social capital” is a term used by Coleman (1990) and others to refer to the multiple kinds of networks and 
organizations that literally “produce” public welfare. Depending on the formation of interpersonal trust through long-
term reciprocal exchanges (such as gifts, friendship, doing personal favors, and providing or receiving economic 
support), it grows slowly. It can be said to exist apart from any individual, but the actions, positive or negative, of all 
participants affect its strength and quality. 
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make use of community “leaders” (patrons), but should be done with the awareness that there 
always will be multiple community leaders recognized in any one location. Certain core values 
should also be stressed when conducting outreach campaigns to engage Southeast Asians. We 
suggest that these include: meeting family responsibilities, respect for ones’ elders (both parents 
and elder siblings), self-respect, and surviving adversity. There is also a strong tendency among 
Southeast Asians to value spiritual or personal commitments over monetary ones, though no one 
criticizes financial success. For 2010 enumeration efforts, field representatives can expect 
Southeast Asian respondents to encounter language problems (English fluency and literacy is 
modest) when filling out a Census form and to reside in irregular household and family 
arrangements. It is also recommended that Census 2010 planning committees increase their 
outreach efforts to this population segment and continue to promote the availability of Census 
short-forms in Lao, Thai and Vietnamese languages. 

4.4.5 Cubans 

Unlike the other immigrant groups in this study, first generation Cubans have power. Because of 
the relatively privileged background of the first Cuban arrivals and the assistance afforded them 
from the U.S. government (Stepick 1993), Miami is the only American city where Latino 
immigrants have created a successful and self-sustained ethnic economy in which they have a 
high likelihood of being able to work with co-ethnics in enterprises owned by co-ethnics, shop in 
stores owned and operated by co-ethnics, and obtain professional services from co-ethnics. By 
the early 1990s, just thirty years after Cubans began arriving to the United States, they controlled 
all of the most important local political machinery and they had deeply penetrated the most 
important economic positions. Cubans have the numbers, economic development, political 
power, cultural and linguistic presence, and social and psychological security to take center 
stage. Many immigrant groups point to Cubans as the archetype community because they are a 
group who are internally united and able to wield power and influence. 
Cuban Americans view themselves as the most stalwart immigrant group in opposing 
communism and thus, perceive themselves as loyal supporters and defenders of U.S. interests. 
They further view themselves as strongly contributing to U.S. society by being economically 
successful and flourishing through their intense civic engagement reflected in their high rates of 
naturalization and ability to elect Cuban American officials locally. Cubans have the second 
highest naturalization rates of all immigrant groups. Apart from their obvious opposition to 
Castro’s Cuba, they have voted as an ethnic block in local elections and have consistently 
supported Republicans in state and national elections (Moreno and Warren 1992). A 1997 south 
Florida survey of Cubans revealed, that of those who are citizens, over 90 percent are registered 
to vote. Of the Cubans registered to vote, 70 percent are registered Republicans. 
GenerationX Cuban immigrants are remarkably assimilated in a characteristically American 
fashion. While they have not adopted an entirely American or Cuban self-identity, they strongly 
prefer the hyphenated label, Cuban-American. Previous ethnographic work conducted reveals 
Cuban young adults to be the most Americanized of immigrant groups in terms of teenage 
culture (Konczal 1997). Cuban GenXers are also the least likely of all immigrant young adults to 
report experiences of discrimination (Rumbaut 1997; Rumbaut 1998). 
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The Elián Gonzalez affair8 in 2000 has occasioned a profound re-examination among Cubans in 
terms of how they experience civic and government engagement. In general, Cuban respondents 
said they became less trusting of the federal government as a result of how the Elián Gonzalez 
case was handled by the U.S. government. The Hialeah Census Office Manager in Dade County 
Florida, Gamael Nassar, maintained that up to 1,000 Hialeah residents turned away door-to-door 
Census enumerators (Yanez 2000). Subsequently, the Hialeah office was embroiled in a 
controversy concerning fraudulent Census returns. Census workers were fired (Morgan 2000) 
and a recount ordered (Cobb and Miguel 2000; Morgan 2000). The Elián Gonzalez incident 
incited much deep emotional resentment among Cuban respondents: 

It’s a betrayal. They betrayed us [the U.S.]. We’ve been the most loyal 
supporters of the U.S. How could they do this? 

The Americans [meaning non-Hispanic Whites], it’s like this is their country 
and we’re not part of this. We are visitors. Just that we’re not Americans. 
We’re from other places. We don’t belong here.” Onan added, “I think what 
she’s trying to say is no matter how hard you try you’re always going to be 
from another country. We’re not going to be American American. We’re 
going to be Latin” 

The Elián Gonzalez affair has also had the contradictory effect of promoting solidarity and ethnic 
consciousness, while also highlighting differences among Cuban Americans, particularly 
between the primarily older hardliners and the primarily more assimilated Generation X (or as 
they are known as among Cubans - Generation Ñ) Cuban Americans. Accordingly, the affair had 
a contradictory impact on the implementation of Census 2000. During the height of media 
attention, response rates apparently did decline. We say apparently because there were also 
apparently a significant number of fraudulent returns. In the short term, the Elián affair made the 
Census 2000 significantly more difficult among Cubans in Miami. The affair required the Census 
Bureau to expend significantly more effort in at least one heavily Cuban area, Hialeah. Yet, these 
alienating events did not prove insurmountable. After the recount, Hialeah ended up having a 
response rate of 77 percent, the second highest response rate among large cities (Friess 2000) and 
Miami-Dade County’s overall rate of 65 percent surpassed the overall state rate of 63 percent. 
Thus, even for groups that are apparently successfully integrated and which have significant 
local power, whenever others perceive, depict, and treat them as alien immigrants, or as the 
“other,” the successful, integrated immigrants may become at least temporarily alienated and not 
respond to the Census. For most GenX Cuban respondents, they confirm engagement 
characteristics belonging to the trendsetter profile types refer to Table 4.2.1). 

4.4.6 Mexicans 

On the eve of Census 2000, nearly two-thirds of the 31.7 million estimated Latinos9 in the United 

8 Elián González, the Cuban rafter child in Miami, Florida around whom a custody battle swirled. Early dawn on April 22, 2000, INS 
agents rushed the house of Lázaro González to retrieve six-year-old Elián González in order to reunite the child with his father in 
Cuba. The raid spawned profound reactions from both those who were outraged and those who supported the action. 

9 Latino is used to identify a U.S. resident of Latin American heritage, foreign and U.S. born. The term also includes Mexican 
Americans. 
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States were of Mexican origin10 (U.S. Census Bureau, 2000a). According to the Census 2000 
count for Hispanics, there are 35 million Hispanics residing in the United States (U.S. Census 
Bureau, 2000a). Geographically dispersed throughout the nation, with heavy concentrations in 
the Southwest and West, Mexican Americans and Mexican immigrants totaled about 21 million 
people (U.S. Census Bureau, 2000a). They also were and continue to be one of the youngest 
Latino subgroups. Their median age is about 26 years, and nearly 70 percent of them were under 
35 years of age (U.S. Census Bureau, 2000a). A significant segment of this young Mexican 
origin population, nearly 19 percent, was and continues to fall within the age cohort known as 
Generation X. Our study includes Mexican Americans who are secondary migrants from Texas 
and thus have been U.S. citizens for generations as well as undocumented immigrants who have 
been in the U.S. only a few years. 

Undocumented Mexican immigrants in this study have worked anywhere from one and half to 
five years, and they plan to reside in the United States permanently or until economic conditions 
in their homeland improve. The recent election of Mexican President Vicente Fox of the once 
described conservative Partido Acción Nacional (National Action Party) has given Mexican 
respondents some hope that the political and economic plight in Mexico will change for the 
better. However, until they see a change, they have a wait and see attitude. Although many of 
our Mexican undocumented immigrants are married and their wives and children remain in 
Mexico, they too plan to stay and work in the United States, at least for the immediate future. 
Their long-term future plans are for their families to join them in the U.S. 

Our respondents’ backgrounds reflect the change in the class of Mexicans who immigrate to the 
United States illegally. Unlike the past, no longer are they solely dispossessed or marginalized 
peasants who emigrate because of the lack of land and other resources for growing subsistence 
crops. Now, the immigrants include middle class urban dwellers who are educated and 
professionals. Most of the undocumented Mexican immigrants represent the new or 
“renaissance” Mexican immigrant. Respondents are from cities in Mexico where they 
completed high school, and in one case, attended a university. Their parents are also educated 
and work for government, have their own businesses or are employed as taxi drivers, store 
clerks, and in other urban-type employment. 

These new immigrants, better educated, are not accepting of their plight in the United States. 
They are literate and well aware of their rights and, as a consequence, they are not apathetic, but 
outspoken, especially in their quest for an immigration amnesty. In other major cities throughout 
the country with a large concentration of Mexican immigrants (e.g. Dallas, Chicago and Miami), 
they are creating their own political organizations or joining existing ones, such as the Casa 
Guanajuato. These undocumented immigrants, together with their legal counterparts, are also 
marching and holding large rallies and demonstrations in front of Federal Buildings in Dallas, 
Miami and Chicago, calling for an amnesty program that will legalize the large undocumented 
population. According to 1996 INS figures of this population, the most recent and available to 

10 “Mexican origin” population refers to foreign and U.S. born residents of Mexican heritage in the United States. A Mexican 
American, as used within, is a native of the United States. However, readers should be aware that some Mexican immigrants, many of 
whom immigrated at an early age with their parents and were raised in the United States, also call themselves Mexican American. 
This term is used over others, such as Chicano or Tejano, because the majority of the U.S. born research respondents in this study used 
this term to identify themselves. 
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the public, it is estimated that there are 2.7 million undocumented Mexican immigrants in the 
United States, 54 percent of the total undocumented population in the country (Immigration and 
Naturalization Service, 2001). 

Follow up questioning reveal that all of our immigrant Mexican respondents work long hours as 
construction workers, maintenance employees or mechanics six days out of the week, sometimes 
on Sundays, all while they make time to rest and attend church. Guillermo, 23, discusses their 
time constraints in the following manner: 

Many times we would like to be active, but we cannot, we cannot because we 
work, we are alone in this country, and we have to follow the work schedule, 
but we can arrange time to do some activities, but to ‘be active’ means to give 
100 percent for some goal, and this is difficult. 

Their heavy work schedule and undocumented status places limits on their community 
involvement. For the most part, their undocumented status is limiting because they are fearful 
that, should their immigration status be known, they would be deported. Like other 
undocumented immigrant respondents, given these constraints, they have limited their 
involvement to church activities. Lauro, 25, describes his church group in the following fashion: 

Well, in this moment I am reintegration to a movement of the Catholic Church 
called "Encuentros de Promoción Juvenil" It is a Hispanic group, which 
devotes to Religion, and also to social. The group works evangelizing young 
people, and also with people in need [of assistance] like the elderly and the 
inmates. At this moment my participation is supporting the group. I am not a 
leader or head of the committees, but my contribution is singing and also doing 
handwork. 

Involvement in the church, respondents explain, is very important to them. For them, the church 
is not solely a place of worship; it is a place of refuge, not in the physical sense but emotionally. 
As undocumented workers, living a semi-clandestine life and without their families in the U.S., 
they often feel alone and anxious. Although they live in a neighborhood surrounded by other 
Mexican immigrants, some of who are also living in the country without proper immigration 
documents, they do not feel like they belong. Because of their immigration status and not 
knowing whom to trust, the undocumented immigrants in the group feel like outsiders. In 
church, on the other hand, they find solace, peace of mind, and a sense of belonging to a 
community. The church and its parishioners do not inquire about their immigration status. In 
fact, they have found that the parishioners could care less about how they entered the country. 
For them, the Latino church youth group that many belong to is their surrogate community, their 
extended family in the United States. These new extra-fictive family members do not condemn 
them for seeking a better way of life, but embrace them, include them in all of their activities, 
and judge them according to their character. 

However, the limited community participation of the undocumented immigrants in the group 
should not be viewed as apathy. Although their work schedule keeps them from participating in 
community activities to the extent that they would like to, they do care about social issues. 
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Waste, language, and education for Mexicans were some of the issues that they care about. 
However, a major issue close to all of them was immigration. They were of the opinion that 
something had to be done about it besides apprehending and deporting undocumented workers. 
For example, David, had the following to say about the need to resolve the immigration problem 
in the following interview excerpt: 

I think the problems, right now, are the problems with the immigration. It is a 
big problem with us, who came from Mexico to work. I think the government 
should help us a little more. We, Hispanics, who come here from Mexico, in 
my case, I came from Mexico, we come here to work, and the [U.S.] 
government knows about that, knows that we come here to work, but in spite 
of this, the government does not want to accept us. I do not know what is the 
reason, but we are an important factor in the progress of this country. Without 
a good cooker it would have not good meals, and most of the cookers are 
Mexicans.  The same for the constructions, without the Mexican workers in 
construction, we would not have those big constructions… I think we are a 
very important part of this country, and if the government gave us a little, that 
every one of us are asking for, amnesty, then I think the immigration problem 
would not be anymore a problem. We come to this country and help this 
country so that it could also help us. 

He continued with the following: 

I wish I could do something to solve this problem. Maybe I could do 
something but I would need help of others, because “the union makes the 
power,” but the government does not help us, does not allow us to do 
something to solve this. 

Enrique, a 23 year old respondent, shared a similar view of this concern in the following 
statement: 

Well, in my case, I think the most important problem is the problem that we 
have here in the United States with the immigrants. It is important not to have 
problems with the law, with the police, and the immigration. And, of course, 
the big problems that exist in Mexico, which are the reason because we are 
here. I think I can do something just to improve my own person, in this 
country. 

It is important for the Census Bureau to understand that Mexican immigrants are creating their 
own community-based organizations, such as Casa Guanajuato, which are growing in number 
throughout the country wherever there is a concentration of Mexican compatriots. These 
organizations are reaching a segment of the Mexican origin population long ignored by their 
Mexican American counterparts. The apathetic Mexican immigrant is a thing of the past, that is, 
if he/she ever was apolitical. These proactive immigrants, if approached correctly, will be useful 
in reaching out to their countrymen, especially recent arrivals, and convincing them to participate 
in Census surveys. Census figures of this foreign-born population show that they are now a 
majority in many communities, and estimates indicate that they will increase substantially over 
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the next two decades, as Immigration Reform and Control Act and Special Agricultural Worker 
Program (amnesty and legalization programs that adjusted the immigration status of over a 
million undocumented workers in the late 1980s) recipients sponsor the immigration of their kin 
in Mexico. 

This undocumented immigrant respondent group does not have much contact with government 
agencies and, as such, their experiences with such agencies are very limited. It is not surprising 
to discover that the undocumented immigrants have had little contact with government agencies. 
This is a common occurrence among undocumented workers. Since they are in the country 
illegally, they try their best to limit their interaction with government agencies for fear of being 
detected and deported. What was surprising is that they also try to have little contact with 
government agencies in Mexico, especially when they return to their homeland to visit kin. 
Mexican authorities, according to respondents, often seek bribes from returning immigrants and 
migrants, and in some cases, rob them at gunpoint without attempting to conceal that they are 
government officials. 

In the focus groups, when questioned about government, participants expressed their 
apprehension with both the U.S. and Mexican governments. The Mexican government, at least 
that of the ex-regime, is seen as corrupt; while the U.S. government is considered to be more 
concerned about the needs of its citizens, but not all of the people. All of them were of the 
opinion that the U.S. federal government could care less about people like them, that is, 
undocumented immigrants. Although considered to be better than the Mexican government, the 
U.S. government was not viewed as perfect, but as flawed. Nonetheless, our Mexican 
respondents believe people have recourse in this country. In Mexico, they do not. 

Mexican undocumented immigrants are similar to Haitians - too concerned and afraid of their 
immigration status to become involved in civic activities outside of the church. Although 
Mexican respondents are deeply involved in church, church involvement overall is less for 
Mexicans than for Haitians and African Americans. 

4.4.7 Nicaraguans 

For Nicaraguans, much of their civic engagement in the U.S. has been fighting with the 
American federal government in order to obtain a legal status. The most important issue 
concerning civic engagement for these respondents is that the U.S. government has not 
welcomed them as they have Cubans (Portes and Stepick 1993). All Cubans who make it to the 
U.S. can become documented, while other nationalities experience far greater resistance from the 
INS. According to the most recent INS estimates, Nicaraguans accounted for 70,000 of the 
estimated total 5,000,000 undocumented aliens as of 1996. They do not feel a debt to the U.S. as 
do Cubans. For instance, struggling for documented status dominates their experiences as it does 
for Haitians. Accordingly, Generation X Nicaraguans, like Haitians, are focused on making it in 
the U.S., on securing a firm immigration and financial footing. For them, any other civic 
engagement is a luxury that they cannot afford. Moreover, they report significant discrimination 
against them from Cubans. While they occasionally feel a pan-Hispanic solidarity, Nicaraguans 
frequently feel alienated from Miami’s dominant Cubans. As a result, Census outreach must 
incorporate Nicaraguans separately from Cubans. 
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While Nicaraguans have a strong sense of national identity, they also recognize that being a 
Latino in Latino-dominated Miami can be better than being Latino elsewhere in the U.S. As one 
respondent in our study stated, 

“I think here in Miami we’re not going to have a problem, but I think if we 
move probably to Colorado, Michigan and stuff, they’ll discriminate against 
any Hispanics. Okay, if you go up north in Orlando, they do discriminate; the 
White guy [does].” 

The conflicted relations between Nicaraguans and Cubans indicates that targeting Hispanics for 
outreach may be too broad or at least one must be careful to not offend either group while 
emphasizing the solidarity that emerges in the U.S. Cuban power alienates other Latinos. As one 
Nicaraguan stated, “Cubans get more opportunities. Cubans think they are better than Nicas. 
Cubans are able to move up in the work placer easier. We Nicas get treated differently at work. 
They think we are less competent. They make rude remarks about us, call us indios (Indians) and 
tira flechas (spear throwers), make us feel unwelcome in public places.”  Nicaraguans mirror 
Haitians in their treatment of civic engagement, they also conform to transitional and crisis 
engagement profile types (refer to Table 4.2.1). 

4.4.8 Hispanics Collectively 

Latinos and Hispanics have a complex, evolving notion of community. Parallel to the alternating 
solidarity and division between Haitians and African Americans, various Hispanic groups at 
times see themselves as unified and at other times they emphasize their unique identities. 

Miguel, a Nicaraguan defined community as, “I think it’s a group of people kind of like, well it's 
tough. It gets you thinking. I would say they share something, like for example I don't know 
why we are divided here. Like people, Hispanics live here mostly, but then you move over there 
and its Blacks mostly. I think a community is where people meet to share the same experiences 
or… In this case they talk the same language, because it'll be Spanish. This is a community of 
Spanish speaking people. So, I'll say it’s a group of people who share common characteristics.” 
As revealed in Miguel’s quote and at least some Latino’s experiences with Elián, Latinos and 
Hispanics often feel a bond based on language. Simultaneously, they feel differences based upon 
national origin and differing experiences. National differences among GenX Latinos and 
Hispanics remain important. Census outreach, therefore, must mirror this diversity. 

There are increasing populations of other Latin and Hispanic immigrants, including Colombians, 
Venezuelans, Dominicans, El Salvadorans, Hondurans, Peruvians and Portuguese-speaking 
Brazilians entering the United States. Although we did not target these groups in our research, 
the Census Bureau should remain aware that these groups see themselves as quite distinct from 
Cubans, Nicaraguans, Mexican and Puerto Ricans. In attempting to address the diversity between 
Latino and Hispanic origin populations, at least to some degree, we attempted to avoid a serious 
shortcoming. Government agencies, we have found, view ethnic groupings within the Latino 
and Hispanic populations and treat them in their surveys and programs as if they comprise a 
homogenous group. In fact, the government term created to identify and categorize the larger 
Latino population, “Hispanic,” reflects and fosters this erroneous depiction. This term, created by 
the U.S. Office of Management and Budget (OMB) in the late 1970s, tends to amalgamate this 
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highly heterogeneous population into a single category. However, the Latino population, like the 
ethnic groupings that comprise it, is far from being homogeneous. Its members, as has been 
documented, differ according to geographical location, national-origin and citizenship, 
immigration status, language use, socioeconomic class and political affiliation. This 
heterogeneity is important to keep in mind when conducting research among ethnic groupings in 
the Latino population and in reaching them for decennial enumeration purposes. 

4.5 Distrust, Skepticism and Discontent: Government, Politics and Police 

The stories respondents shared with us revealed the depth of their distrust towards government 
and large institutions. Respondents discussed how government has let them down through 
scandals, lies, half-truths and personal failures (i.e. The Bill Clinton and Monica Lewinsky 
scandal). GenX respondents also cited high incidences of unemployment experienced by many 
of them. Respondents discussed at length their mistrust and angst for the government regarding 
wasteful spending, ineffective public school boards, lack of affordable housing, INS raids and 
discriminatory law enforcement agencies. GenXers have grown up in a world where they could 
only trust in their self-sufficiency. Many of the institutions that young adults have ordinarily 
looked to for guidance in the past, are regarded as seriously flawed by young adults today. Our 
respondents generally assumed relations with big institutes to be short-lived, or at least our 
respondents treat them as such. Government is perceived as being less accessible, less 
accountable and less in tune with the needs of the groups that they are expected to represent. 

There was a widespread belief, among respondents, that the government should be trusted. Over 
70 percent of respondents, as illustrated in Figure 4.5.1, ‘agreed’ or ‘strongly agreed’ with the 
survey statement, “People should be able to trust the government.” Southeast Asian respondents 
had the highest disagreement rate with this survey statement (42 percent) while African 
Americans (76 percent) and Hispanics (75 percent) respondents had the highest agreement rate. 
However, Figure 4.5.2 shows that nearly 80 percent of respondents do not trust the government. 
Agreement with this survey item, “I do not trust the government” by respondent race/ethnicity is 
as follows: American Indians and Southeast Asians unanimously agreed with this survey item 
(100 percent); African Americans (84 percent); Afro-Caribbeans (79 percent); Non-Hispanic 
Whites (77 percent); and Hispanics (57 percent). This mistrust is sometimes founded on bitter 
historical relations between ethnic groups and the government,11 and at other times it is premised 
on personal experience, intuition, the media or word-of-mouth. Distrust, however, does not in 
and of itself imply disengagement. On the contrary, distrust sometimes motivated more 
diligence or activism on the part of some respondents in communities, as they sought to make 
their institutions accountable. Respondents who saw the vote as one mechanism or tool (39 

11 For Indians endemic social turmoil was aggravated by the U.S. Congress’s “termination” of tribal rights during the 1950s. In 
Oregon all tribes west of the Cascade Mountains had their official status cancelled as a result of this policy. Although Indians had been 
experiencing regular displacement and other injustices for more than 100 years before terminations resulted in increased geographical 
mobility, especially migration off reservations and into urban areas such as Portland, Oregon. The Confederated Tribes of Warm 
Springs were not terminated (tribal affiliation of American Indian respondents), but many on the reservation nonetheless were 
disturbed or frightened by what was happening elsewhere. In the Indian focus group it became evident that the concept of 
“termination” was perceived literally by some individuals, as indicating the literal end of their status as tribal members or even as 
Indians. 
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percent), by which this might be accomplished, were more likely to see the Census as another 
possible means of making government accountable. Of course, we know that voting rates are 
dismally low among poor and marginalized communities. In part, this stems from a sense of 
disconnect or detachment from political institutions. This does not necessarily entail detachment 
from civil society conceived in a broader sense, however. 
GenXers in this study view government as a public enemy that, for the most part, should be 
resisted, not trusted, and declared threatening. The seeds of pervasive distrust, skepticism and 
discontent among the overwhelming majority of Generation X reveals that respondents 
demonstrate a loss of trust in government on three levels: 1) government agencies and 
institutions; 2) politics and politicians; and 3) police. 

Figure 4.5.1 Generation X Survey Question Result 
‘People should be able to trust the government.’ 
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Figure 4.5.2 Generation X Survey Question Result 
‘I do not trust the government.’ 
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4.5.1 Government Agencies and Institutions 

Negative attitudes towards government among GenXers are “a clear departure from past patterns 
whereby young people were usually found to be less cynical than their elders” (Owen 1997). 
GenXers have lived their entire lives in an environment in which damning messages about 
government are the norm. The tone of discussion by media, parents, teachers and friends amplify 
the inability of government to produce effective change. Based on our survey findings, Figure 
4.5.3 reveals that over 60 percent of our Generation X respondents believe that they do not have 
a say about what the government does. American Indian and Southeast Asian respondents agreed 
100 percent with this survey statement; whereas 67 percent of Hispanics disagreed with this 
survey statement. Moreover, the life experiences of GenXers have also tended to confirm such 
negative dialogue. Generation X has been forced to contend with a litany of social problems 
from crime to corporate downsizings to AIDS and drugs. Thus, it is not too hard to imagine that 
very few Xers would be optimistic, trusting and idealistic about government. In fact, political 
scientist Gregory Markus states, “Not only do most young Americans want little to do with 
government, they want government to have little to do with them in terms of obligations or 
responsibilities”(1994). Respondents shared the following concerns about government: 

It goes back to not trusting the government. It seems like regardless of what 
the people want they have their own agenda. It seems like okay, well the 
people have asked for this and the people have asked for that, but right now, 
this is what we’re going to give them. This is all we will be offering. 

I don’t trust the government period. They over-spend our tax money. The 
President lives like a king in the face of others poverty. I watch the X-Files, 
and must admit it influences my opinion of government. But mainly I am 
aware of the history of treatment of Native Americans. They’ve been deceived, 
had promises broken. 

We shouldn’t trust - we should take things with a grain of salt- the best interest 
is still an old boys network. 

I don’t deal too much with the government. These dangerous folks. I watch 
movies. I see the movies. Government are bad people. “Enemy of the State,” 
that was a scary movie. You think about it, all of it could be going on now, 
probably is going on now. Government is crooked. They all crooked people, 
bad people. 

You can’t trust the government agency, man! All of ‘em, you shouldn’t trust 
none of them because they are all being paid this enormous amount of money 
to do whatever they want to do. They gonna say they gonna do it to get into 
office, but once they get into office, they can do what they want to do. It’s 
garbage, man! They protect and serve each other, that’s about it. 
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Figure 4.5.3 Generation X Survey Question Result 
‘I do not have any say about what the government does.’ 
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4.5.2 Politics and Politicians 

The data reveal that GenXers are disconnected from the national political scene, however, as we 
have discussed in previous report sections, GenXers are engaged more locally. GenXers in our 
study simply do not look to big institutions to solve social problems. One respondent said this of 
himself and his peers, “We have no faith that politicians will deal with society’s ills and we 
won’t bother to protest it, we’d rather do it ourselves.” Many respondents professed to being 
estranged from larger political engagement, including withdrawing from political party 
identification and not voting in general elections. For example, one respondent passionately 
remarked, “Politics is predetermined. It’s like wrestling, it’s fun to watch or to play for fun, but 
it’s fake. ” 

There is also a popular perception among GenXers that politics is so corrupt, that it is better to 
wash your hands of it completely than to take on the system, make your voice heard and attempt 
to promote change. Many respondents in our sample just do not take politics or things political 
too seriously. Non-Hispanic White GenX respondents acknowledged more often than their 
minority GenX counterparts that they are not “as up” on politics as they felt they should be. 
Consequently, they have become alienated as they feel less able to influence the political 
process, so a “why-bother” attitude prevails and a counter culture that is ambivalent about 
voting is common: 

I’m going to vote this next time...I was uninformed, totally. And I didn’t 
feel like going in there, it wasn’t a priority. 
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The government in general, it’s a big word. Just by and large it seems creepy. I 
think that’s a part of the reason I’m deliberately a little uninformed about it. 
Because it just creeps me out. I don’t want to become more suspicious than I 
am. I don’t want to get more involved than I am. I don’t want to get more 
involved in something that makes me feel gross. I’m distrustful of it, 
suspicious. There’s probably not a lot of good stuff going on. 

Personally, I consider it important because I’ve been following the Green 
Party, and I just feel like there is something to support now, as there wasn’t in 
the past- or if there was, I didn’t know about it. The two-party system just isn’t 
worth my support. I never voted. This will be my first year voting in my entire 
life. 

Minority GenX respondents were not immune from feelings of doubt and ambivalence about the 
benefits of voting. This ambivalence is demonstrated in Figure 4.5.4. Nearly 45 percent of 
respondents either ‘agreed’ or ‘disagreed’ with the survey statement, “Voting is the only way I 
have a say about government decisions.” Voting among minority GenX respondents, in 
particular, African Americans, was more out of a sense of obligation to honor those who have 
lost their lives during the struggle for the civil right to vote than out of confidence in the political 
system. But for many racial and ethnic respondents, the fought-for ability to vote was still not 
incentive enough to outweigh feelings of a “rigged” democracy filled with politicians who give 
lip service to voters at election time and then ignore concerns once in office: 

I would feel the importance [of voting] would be stronger, for like city 
appointed officials. I wouldn’t vote for president or mayor, personally, I 
wouldn’t think that it’s too political. I think that regardless of who you vote for 
its’ mapped out --somebody already knows who’s going to win. They will let 
you vote to let you think that you have some sort of empowerment over who 
your president may be. It’s a conspiracy theory, that’s how I feel. 

I mean, I should vote, but I never think about it ‘cause the way I look at it, all 
politicians are the same. You know they come around when they want your 
vote, and then as soon as they’re in position, some of them remember you in 
certain instances, but as saying what they were supposed to do before they 
were elected, and now they’re elected, it’s totally different. 

Yes, I do feel it’s important to vote. I’m not sure it works. I don’t have a lot of 
faith in the voting system. But as it’s the process we have now, it’s important 
to participate in it. One person once said, you may not see immediate changes, 
but you might see it happen if like-minded people get involved. If I didn’t vote, 
I couldn’t complain. 

You know, the higher up you go the less the faith I have in government 
officials. It seems like the higher the position, the further away from the 
common purpose the official holds. You know they are just not connected, 
they are not linked. 
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I believe in voting on issues of relevance to the reservation, but not in national 
elections. Government to me means tribe. If it’s the federal government, it’s in 
DC, very remote. 

GenXers may be poorly informed when it comes to public affairs, but they do know enough to 
believe that our political system is in need of reform. Figure 4.5.5 demonstrates that nearly 40 
percent of GenX respondents ‘neither agree or disagree’ with the survey statement, “Public 
leaders do not care what happens to me.” The fact that nearly 40 percent of survey participants 
responded in this manner should not be interpreted as respondents who do not have an opinion 
concerning this survey statement. At the very basic level, GenXers continually see a large gap 
between the issues they care most about (education, crime, equality, homelessness, children) and 
the ones politicians choose to address. The outgrowth of political disengagement among 
GenXers has not spilled over and thwarted respondents’ optimism for human capital, that is, faith 
in ordinary folk, fellow citizens. Although respondents overwhelmingly believed politics to be a 
corrupt entity where the power of the vote of one is dismissed and highly-appointed officials are 
dirty, several GenX respondents preached that their disenchantment with and cynicism towards 
the national political process coincides with “a continued belief in people on the local level.” 

Figure 4.5.4 Generation X Survey Figure 4.5.5 Generation X Survey 
Question Result Question Result 

‘Voting is the only way I have a say about government decisions.’ ‘Public leaders do not care what happens to me.’ 
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4.5.3 Police 

Just as the majority of GenXers believe that they have been given a bad rap by politicians who 
believe they do not need Xers’ votes to get elected, a disturbing number of GenXers feel they are 
getting a bad rap by police. One 25 year-old Hispanic respondent discusses the subject of police 
accountability and distrust, 

...People should be able to trust the local police department, but they would 
have to do things completely differently. ..talk to the community, be a part of 
the community, get to know people in the community, and stop trying to 
intimidate the community, like some damn Gestapo. If they were able to do 
that it would be cool to trust the police, but I don’t think it’s necessarily 
beneficial for us to trust the police because they just don’t give us much to 
trust them for. 

Negative experiences and interactions with law enforcement agents and agencies, including 
harassment, racial profiling, beatdowns and other forms of violence, have contributed to the 
resentment, resistance and skepticism that our respondents have toward government in general. 
Collective negative experiences and interactions with police, for example, pave the way for 
GenXers to estrange themselves from government civic engagement activities. Negative beliefs 
about the government are contagious and undoubtedly impact the level of engagement with 
government- sponsored initiatives. Police, like politicians, have not escaped extreme criticism 
from young adults: 

I don’t think you can separate one from the other [government agencies]., it’s 
all institutional. One looks after the other one in a certain sense, so whether or 
not that’s a realistic way of looking at it, I just think that it’s inevitable if you 
are feeling negative strife from one entity of the government or the structure 
than you’re going to assume that the rest of the structure is just as corrupt or 
screwed up. 

It’s like half-half, part can be trusted and part not. Sometimes you can trust 
cops and sometimes you don’t. 

One bad apple might make lots of bad apples. The police try to stop minority 
people more than White people. One time I was translating in a court, and 
heard police joking about the “gooks” they had gotten-to keep, to arrest. I was 
standing right there, but they didn’t seem to notice I was listening. 

I been harassed by the police before, because they said I was too young t be out 
on the street, when I was actually 20 years old, and they called me a few names 
and then I shoed my ID and they said you should be in bed anyway, you 
shouldn’t be on the street at 12 o’clock at night. ...I think because they are 
police they think they have rights to do whatever they want to do, they can run 
the stoplight when they don’t even going nowhere and get away with it, they 
can shoot somebody and get away with it, because they say, oh, I’m defending 
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myself. 

I have been pulled over for no frigging reason, I fit their description, which 
was black male, natural hair, with a goatee, which probably would include like 
10,000 people in a five block radius. I have been pulled over about 14 times in 
1999 and only got one ticket. 

Others described insults and worse at the hands of public officials. These incidents were mostly 
interpreted as evidence of institutional racism. Respondents expressed outrage at the ways that 
some public officials – especially the police – abuse their authority when dealing with young 
men. Like almost all of our Southeast Asian and African American male respondents, they had 
experienced negative encounters with police, which they rationalized as racial profiling. As a 
gang outreach worker, one respondent has regular contact with the police and the judiciary 
system, and comments, 

A lot of people see police agencies as two-faced, and I agree.  For me as an 
outreach worker/counselor, if I told the police everything that would defeat my 
purpose, destroy the trust they have in me.... They use their authority, but 
otherwise no one’s going to come talk to them. 

Although the sources for the cynical attitudes that GenXers have may differ, the sentiments are 
the same. Even though minority GenXers complain about government being too powerful and 
taxes being too high, as researchers, we do not believe that these Xers are entirely ready to 
abandon the premise that government can and should be made responsive to the needs and 
interests of citizens. One Asian respondent remarks that cops are ‘two-faced,” this is an 
appropriate description for the larger relationship between GenXers and government. Although 
the majority of GenXers in this study seem to have forsaken government and political 
participation en masse, it would be a mistake to conclude that they are apolitical. The majority 
of GenXers in this study feel that government civic engagement is ineffectual and unresponsive, 
thus, many GenXers have turned to local volunteerism activities and unconventional forms of 
political activity such as demonstrations and boycotts as discussed previously. 

4.6 Decennial Census Compliance As A Civic Quest 

Even though many respondents have unfavorable attitudes towards the government in general, 
the good news is that these views were not extended towards the U.S. Census Bureau. For the 
most part, GenXers viewed completing the decennial census favorably as a government civic 
engagement activity because it’s social value outweighed any feelings of distrust and cynicism 
towards the government as a whole. Furthermore, the decennial census was viewed as a vehicle 
by which minority GenXers could have their voices heard and feel as though there was a sense of 
ownership and a sense of belonging to their common communities. Below is a sample of what 
respondents had to say: 

The Census provides important information. It has meaning and carries a lot of 
impact. It’s good, positive. It can help people. People feel they’re being 
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recognized by being counted. There’s no segregation, no age limit or prejudice. 
All are counted as part of a whole. This makes people feel good. 

When I was 18 I really didn’t care. I didn’t think about the Census then. But 
now [in mid-twenties], I think it’s important because I understand it more, and 
I know, so the money can be appropriated to where it’s needed, because my 
kids are in school now... 

The Census is similar to voting. Because if you did not let them know you’re 
here they will not know what your needs are, so it is very important to fill out 
the Census. 

Well, from what I’ve heard and certain groups have told me especially if 
you’re a minority, more money comes to that state especially for schooling and 
other funding organizations, so in that sense I do believe it is important. 

In spite of the lack of trust and high suspicion towards the government, GenXer’s do have 
positive perceptions of the Census. Over 90 percent of respondents collectively ‘agreed’ or 
‘strongly agreed’ with the survey statement, “It is important to fill out the Census” (see Figure 
4.6.1). The majority of respondents have had no previous experience with a Census before the 
2000 decennial census, which is not surprising since respondents are primarily in their early 20’s. 
Fifty-eight percent of our sample stated that they were familiar with the Census. Half of all 
respondents included in the study stated that their families were enumerated; 37 percent of these 
respondents actually completed the Census form on behalf of their families. However, 33 percent 
of respondents stated that they (including their families) were not enumerated; 17 percent of 
respondents did not know if they (including their families) were enumerated for Census 2000. 

Figure 4.6.1 Generation X Survey Question Result 
‘It is important to fill out the Census.’ 
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In contrast to their American counterparts, Haitian respondents felt excluded from yet another 
“piece of the American pie” - a constitutional right to be counted. Upset and envious of the 
attention paid to other immigrant groups, Haitians overwhelmingly stated, “I don’t believe the 
Census belongs to Haiti Haitians because in reading the section they put all those other countries 
[race]’, it means we don’t need to get involve [in the Census], which means they don’t need to 
know about Haitians.” Again, these Afro-Caribbean respondents believed there to be an alliance 
to exclude them from American society. In this example, respondents perceive that their culture, 
their identity, and their Creole language serve as excuses to continuously deny them an 
“invitation” to participate in the Census, and thus, larger society. According to Marcelin and 
Marcelin, when Haitians are omitted as a distinct race category, as was the case for Census 2000, 
“Haitians have no jural ground from which they can stand to defend their specific collective 
interest as a minority in the wider context of  ‘minority politics’ in the United States” (Marcelin 
and Marcelin 2002). Marcelin and Marcelin further add that because Haitians are “being 
classified under or diluted within another category than the one they choose, it is a massive 
affirmation of a willingness to break their condition as a politically weak community and 
judicially unprotected minority”(Marcelin and Marcelin 2002). Decennial outreach and 
educational programs would bode well to specifically target local areas of highly-concentrated 
Haitians to encourage them to participate in future decennial enumeration efforts. 

Although the U.S. Census Bureau is positioned positively on the Generation X scale of cynicism, 
the Census Bureau is not exempt from scrutiny when the topic is data confidentiality. The same 
lack of confidence that GenXers have towards government civic engagement endeavors (not 
viewed as the best way for GenXers to impact community or have their voices heard) is the same 
lack of faith that GenXers have in how the government really treats and protects personal 
information. As Table 4.6.1 indicates, 74 percent of our total respondent sample was skeptical 
about the protection of Title 13 data. The most disbelieving respondent groups of our sample 
were Southeast Asians (95 percent ‘disagreed’ with this survey statement) and American Indians 
(90 percent ‘disagreed’ with this survey statement). Other respondent groups in our sample were 
a little more dubious about the survey statement, “I trust the Census when they say information 
is confidential;” Non-Hispanic White respondents (76 percent ‘disagreed’ with this survey 
statement), African Americans (68 percent ‘disagreed’ with this survey statement), Hispanics (66 
percent ‘disagreed’ with this survey statement) and surprisingly, only 64 percent of Afro-
Caribbeans ‘disagreed’ with this survey statement. GenXers not only have a lack of trust in the 
government’s ability, including the Census Bureau, to protect ones’ privacy or personal 
information, GenXers generally do not believe in the notion of confidentiality. Respondents from 
all backgrounds continuously stated that, “they wouldn’t be surprised if data were not 
confidential.” Some respondents outright dismissed the possibility of data remaining 
confidential in the hands of the government and added: 

The only way it’s confidential is when it’s between me and you given all the 
hands it gonna pass through - it can’t be confidential. 

I don’t believe it’s confidential [decennial census data] because its in the 
public eye, ‘cause don’t they got to tie all them same answers together to work 
on something? Confidential is from the public eye for a certain amount of time. 
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I don’t think that it’s confidential. If that’s the government, if you tell the 
government something, you don’t really have confidentiality. I don’t believe it 
because, I don’t know, sometimes people say things are confidential, but then 
they screw up...the federal government is one of those people also. 

Other respondents were uncertain about the promises of confidentiality that the Census Bureau 
espouses. These respondents confessed that they were “not 100 percent confident that the 
Census was confidential” but added: 

I guess they’re confidential, But I don’t know, I guess you’d have to be 
working for the federal government. They probably have to keep it 
confidential, they wouldn’t pass it out for free. 

Our country has given us lots of reasons over the years to be suspicious of 
things that they tell us - I’m just suspicious. 

To be honest with you, I have no idea. Regarding that, I don’t know what to 
believe because they could or could not use it however they want to. I’ve never 
worked for the Census so I don’t know how they work. I want to believe that it 
is confidential. 

I do believe the Census is confidential, however, a lot of people say the 
government is nosy, but my feeling of it is, if the government really wants to 
know something, I think they got ways of finding out what they want to 
know...they have access to everything, so they’ll find out one way or another. 

Table 4.6.1 Generation X Survey Question Result 
‘Trust Census When They Say Information Is Confidential’ 

Race/Ethnicity 

African American 

Agree 

8 

Disagree 

17 

Total 

25 

Non-Hispanic White 3 10 13 

Hispanic 20 39 59 

American Indian 2 18 20 

Southeast Asian 1 18 19 

Afro-Caribbean 5 9 14 

Total 39 111 150 
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For the most part, respondents viewed the decennial census favorably in that they deem it 
important to “be counted.” In other ways, respondents questioned, “What has changed in our 
communities by filling out the Census?” Respondents further remarked, “A lot of stuff hasn’t 
changed. The roads are still raggedy, the schools need to be painted and the parks need to be 
fixed.” In short, respondents complained that the census advertises “the count” in the same vein 
that commercials advertise -- only to sell their product. Unfortunately, some respondents, mostly 
poor and working class ethnic minorities, perceive the Census to be like “false advertisement” 
because respondents have not seen evidence of the community funds promised to improve the 
communities in which they live. Some respondents were suspicious of census advertisements 
“overselling” benefits in order to pressure people to complete and return their Census forms. 

Some respondents expressed uncertainty or a mix of trust and distrust. Allison, a Jamaican was 
more concerned about the consequences for her immigration status. In explaining why she did 
not fill out the Census she first chuckled and then stated, “Because I really haven’t had any 
personal experience, but it’s just this deep down fear that I have. Put it this way. I got the 
Census form, right, and I was all gung-ho about filling it out. All enthusiastic ‘cause I wasn’t 
here for the 1990 Census. I’m here for the 2000. Great. I’m going to fill this out. I’m going to 
send it in. And, I’m going through the form and I notice on it that it asks for my name and my 
address, and I was like, oh my God, I can’t fill it out. I cannot fill it in. If I put my name and 
address they’re going to know who I am and they’ll probably kick me out of the country or 
something. Just because of that, I mean even though the form says yes it’s going to be 
confidential, I don’t buy that.” 

In the case of individuals in so-called “hard to reach communities,” we found that the importance 
of the Census had, to some extent, been effectively conveyed through advertisements, word-of-
mouth and the activities of public organizations, immigrant-based community centers, and not-
for-profit agencies. One respondent remembers, “ Indeed, almost everywhere I went in Chicago I 
saw Census ads: at the public hospital where I worked, at the community colleges, at the activist 
organizations, even at the cafes. This in itself had an impact on some people, who responded ‘It 
must be important because they say it is.’ We should participate, I’ll be honest, because we’re 
paying for it.” Respondents knew that the Census was important, because respondents felt that 
the kind of money spent would not have been spent otherwise. But what was not always clear to 
GenXers was why the Census was important, or for whom. 

People inside the Census Bureau know why the Census is important, and it is clear that those 
working in local government agencies and not-for-profit organizations know that it is important, 
at least in terms of funding. The problem the Census Bureau faces is how to make the 
importance of the decennial census clear and concrete to the average respondent in such a way 
that the benefits of answering the Census are apparent, and that the perceived “dangers” of 
answering the Census are diminished. The Census Bureau should actively work to promote a 
public image that is both strong and widely recognized as impartial. A possible model for this 
might be the local fire departments, they have a positive public image of competence and they 
have also maintained an image of public trust and political impartiality. Along the same lines, 
examples to avoid, among federal and local agencies, would be the Department of Motor 
Vehicles, Public Aid, police departments and Immigration, all of which were seen as 
contemptuous by our respondents, their clientele. 
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4.7 Means, Motives and Barriers to “Stepping-Up” 

While the research presented in this paper assesses the correlation between civic values and civic 
involvement, it also addresses motivation and opportunity towards civic and government 
engagement. By framing this research around a broad framework of civic engagement, this 
research has unearthed a multitude of opinions and attitudes from young adults across a range of 
life’s activities. 

4.7.1 Mean and Motives 

There are strong indications that church youth groups are here to stay and that they are making 
additional inroads into ethnic and immigrant communities. Among the variety of factors 
responsible for motivating engagement among minority GenXers are church activities. 
Membership growth is the concern of churches everywhere. For instance, the Catholic Church’s 
concern over retaining their young parishioners is a top priority. Over the last two decades, the 
Catholic Church has lost some of their young flock to protestant religions, not only in the United 
States but also in all of the Caribbean and Latin America. According to our respondents, to 
prevent this exodus from continuing, church youth groups have been established in many 
parishes, domestically and abroad. Parents see these youth groups as healthy alternatives to 
street gangs and, hence, encourage their children (GenXers) to join one of the many groups in the 
parishes. Still another reason for the surge in youth group participation is the recent influx of 
young GenX immigrants who follow church doctrine. These young immigrants join the church 
youth groups because it is a way for them to meet other young people with similar interests and 
to get involved, not only in church, but also in their neighborhoods and the larger community. 

4.7.2 Barriers 

It is important to recognize that all of our respondents felt that they have experienced barriers to 
being civically engaged at times. Based on respondent narratives, GenXers do not always “step-
up,” that is, “take the necessary steps to live up to ones’ maximum potential as a member-leader 
in a community.” Beyond possessing a “weak community spirit” at times, as some respondents 
lamented, perceived and actualized obstacles do exist that hinder GenX civic and government 
involvement. 

The means to “step up”, according to respondents, is sometimes deficient. For example, if a 
respondent has irregular, unstable or illegal residency status in the U.S., they are apprehensive of 
getting involved in any civic or government engagement activities for fear of deportation. Also, 
resources such as civic skills were felt to be lacking among our respondents along with not 
knowing, at times, how to get involved in something that will instigate economic, social or 
cultural community change. Respondents have also expressed a lack of motive to “step up” - a 
rallying point by which “twenty-year olds are connected to,” that is, a lack of motive to “step-up” 
is a sentiment that some respondents can identify with. Additionally, GenXers reported, “no one 
is reaching out to us.” Respondents also expressed that the expansion of power by certain adults 
has led to fewer decision-making opportunities for GenXers as well as fewer roles with 
responsibilities of importance. It is therefore important to recognize that without such 
opportunities, many GenXers will not feel any ambition to “step up.” This ambivalence may 
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stem in part, from the fact that Generation X has had difficulty gaining access to national politics 
and has little representation in the national arena. Lacking the incentive or motivation to ‘step 
up’ could possibly include decennial census noncompliance. Most GenXers do not seem to 
identify with any current leader. Respondents do value being heard and having a voice. One 
respondent explained that “having a voice is a value...it’s your responsibility as a citizen to be 
heard.” The same respondent further shares, 

I want to be part of the government. I want to be able to sit down and voice 
my opinion to the head people. Because really, we as a community can do it, 
but we need someone inside the government who really wants that for us, who 
really wants to sit down and listen to us and take action. I believe that I’m that 
type of person because I want it for them also. I want a better community. But 
if we have no one there who wants it for us in return, it would never get done. 

Decennial census enumeration, as stated previously, offers many opportunities to serve as the 
motivating force among GenXers in which civic and government engagement opportunities are 
readily available. The Census provides the chance to ‘step up,’ it is a rallying point and cause 
(caring about one’s local community by completing and returning ones’ Census form), and it is 
a way to give back to the community all while having your ‘voice heard.’ These are the means 
and motives that should be stressed to GenXers and the general respondent population in order to 
overcome some of the decennial engagement and enumeration barriers. 

5. RECOMMENDATIONS 

5.1 Recommendations to Decrease Census Nonresponse and Respondent 
Undercoverage 

• 	 Many of the immigrant newcomers, as we have found in our research, are not always 
aware of the Census and its mission, and as a consequence, they are reluctant to be 
counted. Often, the only time they hear of the Census is a few months before and during 
decennial census enumeration. If immigrants are to be enumerated accurately in the 
future, they must be informed of the Census and its mission. An effective way of 
accomplishing this task is for the Census Bureau to continue their partnership with 
immigrant-centered community-based organizations that can also serve as a vehicle to 
educate its members about the decennial census and the importance of decennial 
compliance. 

• 	 For young adult respondents, the message broadcast about Census compliance should not 
contain any hints of compulsion. The negative reaction to being forced to do something 
indicates that for this respondent group, unlike past research findings for other cohorts, 
GenXers are likely to respond to such compulsion by purposely not complying. Instead, 
we suggest that Census promotions should continue to emphasize the positive good that 
filling out the Census may bring to one’s family and community. The Census Bureau 
should not emphasize, in any messages targeting young adults that filling out a Census 
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form is required by law. 

• 	 Promote the Census Bureau as an impartial service agency that collects and tabulates data 
objectively. The Census Bureau should continue to develop a rapport with local, church 
and community-oriented organizations and avoid public links to Immigration and 
Naturalization Services (INS), the Federal Bureau of Investigation (FBI), the Central 
Intelligence Agency (CIA) and the Internal Revenue Service (IRS). Many of our 
respondents reported that negative experiences with the police and other law enforcement 
agencies negatively impact their perceptions of any agency that is affiliated with them. 

• 	 Advertisements should clearly and simply stress that all people residing in the United 
States be included in census surveys- documented as well as undocumented individuals. 

• 	 Include information about the Census, its purpose and function, as a permanent part of 
the Immigration and Naturalization Service’s Guide to Naturalization. For instance, the 
Census Bureau should collaborate with Immigration and Naturalization Services to 
incorporate one or two decennial census questions on the Naturalization Civics Exam 
sponsored by the Department of Justice, Immigration and Naturalization Services. All 
applicants are required to pass this exam before being considered eligible for American 
naturalization. According to 1996 Immigration and Naturalization Services estimates 
(the most current and publicly available data), 1,044,689 persons are naturalized in the 
United States annually. The top ten countries for persons naturalized as American 
citizens are from Mexico, Cuba, Vietnam, the Philippines, the Former Soviet Union, El 
Salvador, China, India, the Dominican Republic and Columbia. The top three countries 
that produce American naturalized citizens are also respondents included in this research 
study. Questions included in this exam (go to 
http://www.ins.usdoj.gov/graphics/services/natz/require.htm for specific test questions) 
assess the applicant’s knowledge of U.S. government and history. The Study Guide to 
the Naturalization Civics Exam is one venue that the Census Bureau can utilize to 
educate a segment of the immigrant population about the historical role and national 
function of the decennial census. Decennial census questions that could be included on 
this exam (e.g. What is the U.S. Decennial Census?  Name one purpose of the U.S. 
Decennial Census.) could increase knowledge and familiarity about the decennial census 
that many newly arrived immigrants often lack. 

5.2 Recommendations about Decennial Census Privacy and Confidentiality 
Policies 

• 	 The commitment of the Census Bureau to maintaining survey information 
confidential should be stressed in outreach efforts to all respondent groups. 

• 	 A privacy and confidentiality brochure should be created and distributed to each 
household on the Master Address File during decennial enumeration. This 
brochure should clearly and simply explain how the law protects personal 
information and how third party agencies, such as INS, FBI, CIA and IRS, cannot 
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access divulged personal information regardless of ones’ citizenship status. This 
brochure should also be available in several different languages. 

• 	 The commitment of the Census Bureau to maintaining survey information 
confidential should be especially stressed to undocumented immigrant 
populations. 

5.3 Recommendations to Improve Decennial Promotional Outreach Efforts 
and Educational Campaigns 

• 	 The Census Bureau should continue to hold outreach efforts on community 
colleges. For instance, previous studies have found that college bound GenX 
Mexican Americans and GenX Mexican immigrants are concentrated in two-year, 
community colleges throughout the country. In fact, for the vast majority of 
them, their college education ends after receiving their Associates of Arts degree. 

• 	 The Census Bureau should recruit and hire church youth groups for outreach and 
enumeration work. Their members are familiar with their communities and the 
enumeration mission of the Census, and in many instances they are bilingual 
(English- Haitian Creole, English-Spanish). The church youth groups, as we 
discovered, have also had success in attracting and recruiting young 
undocumented workers and ethnic-minorities, both hard-to-reach populations in 
Census surveys. The undocumented immigrants and migrants feel welcome and 
through these groups they feel part of the larger community. In a foreign and 
hostile world, the Catholic Church along with its Spanish or Haitian Creole 
language masses are familiar to them—they remind undocumented workers, for 
example, of home and give them hope. Many immigrant participants do not feel 
part of their neighborhoods because they do not know whom to trust with 
knowledge of their immigration status and, if they should be discovered, whether 
they will be accepted or turned in to the immigration authorities. At church, 
however, they do not have these concerns. They feel like they belong. 

• 	 The importance of Census data for writing effective community development 
proposals and obtaining needed funds should be stressed in reaching church youth 
group members. 

• 	 Outreach messages should incorporate images of the family. Family is the most 
important social institution in these communities. Filling out Census forms should 
be depicted as a family activity that will also help one’s ethnic community and the 
broader community of everyone in the U.S. 

• 	 Our findings indicate that no single, focused strategy for outreach will be 
sufficient. Rather outreach must be to multiple communities, simultaneously to 
local and national communities. This includes, for example, distinguishing among 
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Mexicans and Cubans or Haitians and African Americans. There should not be 
solely a pan-Hispanic or pan-Black outreach strategy. 

6. CLOSING REMARKS 

In planning this research, it was important to respond to the charge of apathy levied 
against all GenXers. It seems that the perceptions surrounding minority Generation X 
members are recklessly simplistic, and that our understanding of the attitudes, values, 
behaviors and beliefs embraced by GenXers regarding civic involvement needs to be 
deepened and re-evaluated. By exploring the habits, behaviors, activities and attitudes of 
civic and government engagement among minority GenXers, it is our hope that this 
ethnographic research, as a first step, will inform and improve decennial census 
enumeration efforts and respondent survey cooperation in the future. 

In thinking about generations, it is useful to distinguish between the terms life-cycle 
effects, generational effects and period effects. Life-cycle effects refer to the social, 
psychological and physical changes that take place as individual’s age (Erickson 1968). 
In any society, particular experiences take place at particular stages in the life-cycle. It is 
important not to overestimate common experiences premised on age because in American 
society today, there are many experiences that counter age-related experiences. For 
example, college classrooms contain older students who have returned as older adults, 
“non-traditional students.” Many women are delivering their first baby in their thirties 
and forties. Nevertheless, common life-cycle experiences have implications for civic 
engagement and can help us to understand civic participatory differences between age 
groups. 

The generational phenomenon was most succinctly put forth by Karl Mannheim in his 
essay, “The Problem of Generations.” According to Mannheim, a generational unit is not 
merely a chronological age unit, but a social unit. It is formed by an age group, similarly 
situated in the social and historical processes, whose shared experiences form a common 
outlook and a sense of solidarity among its members. To produce a generational effect, 
events must have a disproportionate impression on the young compared to other segments 
of the population or affect the young (i.e. Generation X) in ways different than other age 
groups. 

When the consequences of an event ripple through almost every group in society, 
irrespective of age, the phenomenon is known as a period effect. In short, a period effect 
is when an event has an impact on an entire population in a similar way (Carpini 1986). 
However, caution must be taken, because a period effect can sometimes affect citizens of 
all ages but exert its strongest influence on the young as we have seen with the Internet. 

If our research indicates a life-cycle effect, then civic apathy or political efficacy among 
minority GenXers will correct itself with maturity. As one grows up and accumulates 
habits - developing civic skills, earning higher salaries, accumulating mortgages, and the 
like - civic engagement among these individuals will match their age counterparts in 
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previous decades. If the relevant forces are generational rather than life-cycle, then 
compared with previous generations at similar points in the life-cycle, levels of civic 
participation among GenXers, for instance, will be depressed. 

We do know that Generation X has come of age in an era of high-level political distrust, 
alienation and the deterioration of wages. Such factors have the potential to leave a 
permanent mark on the members of Generation X - impairing their sense of civic 
responsibility and duty. Life-cycle and generational effects are conceptually 
interconnected and separating the effects are quite tricky. Meanwhile, life-cycle and 
period effects are obfuscated when using data drawn from a single cohort followed over 
time. 

This research has proven to be a constructive journey of discovery. GenXers are 
optimistic cynics who believe that one person can make a difference, but not much. 
Feeling connected to a community based on trust, we have learned, may explain why 
historically underenumerated GenX respondents participated in Census 2000. The 
two—trust and feeling connected to a community—made a difference in decennial 
compliance, in our opinion. 

Too often, hard-to-reach subgroups in ethnic minority populations, such as gang 
members and others who live in the shadows of society, are targeted for special 
consideration in these studies. The rational behind these efforts, is that, since these 
groups are at a higher risk of being missed in decennial and related surveys, they should 
receive more attention. However, other groups in minority populations, such as the ones 
included in this study, are also at risk of not being included, not because they are hiding 
or engaging in illicit activity, but because they may not quite understand the mission and 
the importance of participating in decennial censuses. They, too, need to be targeted 
aggressively in outreach drives. 

Were we right in our initial assumptions? Were there major differences in community 
involvement, government, and participation in Census surveys among our sample?  Our 
sample of Generation Xer’s did exhibit a shared consciousness, but not in the same way 
stereotyped in the media. They are not only concerned with themselves or people just like 
them. They are not uniformly slackers disinterested in and disengaged from the broader 
community. A minority in our study did indeed exhibit these traits. A majority, however, 
evinced a strong concern for family. Moreover, family seldom refers exclusively to the 
nuclear family. For our respondents, it minimally extends to one’s grandparents and is 
further likely to include aunts, uncles and cousins. 

For those respondents who did exhibit the characteristics of slackers, we suspect that this 
is a temporary state, a role adopted primarily by individuals who are relatively 
independent, have no significant responsibilities and can thus socially afford to be self-
centered. Other research (Putnam 2000) indicates that individuals in the age range 
included in our study are the least civically engaged, but that as they mature, form their 
own families and obtain full-time work, they will become more civically engaged. Since 
our research is not longitudinal and only examined one age cohort, we do not know for 
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certain if this generalization will apply to our group. Nevertheless, we expect, given the 
tendencies within our respondent groups, that those with stronger family ties will be more 
civically engaged. 
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EXECUTIVE SUMMARY 

In the Administrative Records Experiment in 2000 (AREX 2000), an administrative records 
census was conducted in which administrative records were used to enumerate people and obtain 
demographic data.  The Administrative Records Experiment was conducted in two sites:  one 
composed of two counties in Maryland, and the other composed of three counties in Colorado.  
The Administrative Records Experiment 2000 was intended to compare methodologies for 
conducting an administrative records census, and to evaluate the results of this administrative 
records census. 

Two methodologies for conducting an administrative records census were tested in 
Administrative Records Experiment 2000.  This evaluation focuses on one of these:  the Bottom-
up method.  In the Bottom-up method, administrative records persons are grouped into 
households, and administrative records addresses are linked with addresses in an independently 
maintained address list. 

The primary goals of this evaluation were to assess the coverage and accuracy of household level 
data from the administrative records census, and to investigate the feasibility of using 
administrative records to substitute for nonresponse in a survey or census. 

We assessed the coverage and accuracy of Administrative Records Experiment by comparing its 
results to those of Census 2000.  In order to investigate the feasibility of using administrative 
records to substitute for nonresponse, Administrative Records Experiment data were compared to 
Census data for Census non-responding households.  Our analyses considered two kinds of 
household level Census nonresponse:  Nonresponse Followup households, and “imputed 
households” (or “imputed housing units”).  Imputed households include: those whose vacancy 
status is unknown after mailout/mailback and Nonresponse Followup operations have been 
completed;  and those which are known to be occupied, but contain no data defined people after 
mailout/mailback and Nonresponse Followup operations have been completed. 

Key findings of the evaluation include the following: 

• Coverage of the Census universe.  Administrative Records Experiment housing units 
could be linked with: 

• about 81 percent of Census housing units and 84 percent of occupied Census 
housing units, 

• about 71 percent of Nonresponse Followup housing units and 77 percent of 
occupied Nonresponse Followup housing units, and 

• about 62 percent of Census imputed housing units, and 63 percent of imputed 
housing units that were imputed to be occupied. 

• Comparison of household size.  Among matched, occupied housing units, 
Administrative Records Experiment  and Census household sizes were the same for: 

• about 51 percent of all households, 
• about 37 percent of Census Nonresponse Followup households, 
• about 32 percent  of imputed households imputed to be occupied, and 
• about 27 percent of imputed households imputed to be vacant. 
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• Comparison of household demographic composition.  Among linked households of 
the same size, Administrative Records Experiment and Census agreed in demographic 
composition (age, sex, Hispanic origin, and age groups 0-17, 18-64, 85+) in: 

• about 81 percent of all households,  

• about 63 percent of Nonresponse Followup households, and  

• about 23 percent of imputed households. 

• Households which were covered less well by the Administrative Records 
Experiment, or had more discrepancy between Census and the Administrative 
Records Experiment for size or demographic composition.  We found several types of 
households for which administrative records did less well with regard to coverage or 
accuracy.  These include: 

• Households within multi-unit structures.  Census households that were within a 
multi-unit structure were less likely to be linked with Administrative Records 
Experiment households.  When such households were linked, Administrative 
Records Experiment and Census were less likely to agree in household size and 
household demographic composition. 

• Households containing races other than White, or  Hispanics.  For Census 
households that contained  people of races other than White,  or contained 
Hispanics, Administrative Records Experiment and Census agreed less often in 
size and demographic composition than for other households. 

• Households in which a race was imputed in the Administrative Records 
Experiment.  Administrative Records Experiment and Census distributions of 
racial composition were more similar for Administrative Records Experiment 
households in which no person’s race was imputed, than when all Administrative 
Records Experiment households were included. 

• Predicting households in which Administrative Records Experiment household 
characteristics agreed well with Census characteristics.  We developed a model which 
predicted, with 72.1 percent accuracy, when an Administrative Records Experiment 
household’s demographic composition (size, and the fully crossed array of: sex, race, 
Hispanic origin, and age in 5-year categories) was the same as the linked Census 
household’s demographic composition.  We found some characteristics of Administrative 
Records Experiment households that were useful predictors of Administrative Records 
Experiment and Census demographic equivalence.  These include: 

• being in a single unit structure, 

• containing only one or two persons, 

• containing no persons with imputed race, 

• containing one or more White persons, and 

• containing only persons 65 and older in the household. 
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We also found substantial interaction effects in the model: 

• Administrative Records Experiment households which are in single unit structures, 
contain only persons 65 and older, and have no imputed race, are five times more 
likely to match in demographic composition than other households. 

• Administrative Records Experiment households in which there are one or more White 
persons, only one or two persons, and only persons are 65 and older, are 19 times 
more likely to match in demographic composition than other households. 

On the basis of the results of this evaluation, we recommend the following: 

• Improve record linkage techniques.  The success of a Bottom-Up style 
administrative records census depends on the ability to link addresses.  While 80 
percent of Census households were linked with Administrative Records Experiment 
households, the percentage of Nonresponse Followup and imputed households that 
were linked was significantly lower.  Research should continue into new computer 
methods for linkage of records, and for parsing and standardizing addresses.  Clerical 
review processes should be should be used to resolve many-to-one and one-to-many 
address links. 

• Investigate ways to reduce the time lag between administrative records and 
surveys or censuses.  The time lag between administrative records used in the 
Administrative Records Experiment and Census date appears to be a major reason for 
discrepancies between the Administrative Records Experiment and Census results.  
Ways to reduce the time lag between administrative records and when they are 
available for nonresponse substitution should be investigated.  In particular, the 
possibility of obtaining and processing records on a flow basis should be investigated. 

• Improve race and Hispanic origin imputation.  Imputation of race and Hispanic 
origin were a source of inaccuracies of Administrative Records Experiment 
demographic data.  Research should continue into the development of models to 
impute race and Hispanic origin. 

• Continue to explore techniques for predicting when administrative records 
household level data are likely to be accurate.  Suppose that the accuracy of 
administrative records has not been proven accurate enough for nonresponse 
substitution in a particular survey or census.  Administrative records might still be 
accurate enough to substitute for some types of non-responding households in that 
survey or census.  Modeling techniques should be developed to predict households at 
which administrative records are likely to be accurate. 

• Test the use of administrative records for substitution for nonresponse.  With the 
lessons learned in the Administrative Records Experiment, improved methods for 
conducting an administrative records census can be developed.  These improved 
methods should be tested.  Future Census tests would be ideal candidates for these 
tests.  These tests could evaluate the accuracy and coverage of administrative records 
data, the quality of record linkage operations, and the validity of models used to 
predict households for which administrative records are particularly accurate.  
Finally, tests could be done in which proposals for nonresponse substitution are 
implemented. 
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1. BACKGROUND 

1.1 Introduction 
The Administrative Records Experiment 2000 (AREX 2000) was an experiment in two areas of 
the country designed to gain information regarding the feasibility of conducting an 
administrative records census (ARC), or the use of administrative records in support of 
conventional decennial census processes.  The first experiment of its kind, AREX 2000 was part 
of the Census 2000 Testing, Experimentation, and Evaluation Program.  The focus of this 
program was to measure the effectiveness of new techniques, methodologies, and technologies 
for decennial census enumeration.  The results of the testing lead to formulating 
recommendations for subsequent testing and ultimately to the design of the next decennial 
census. 

Interest in taking a decennial census by administrative records dates back at least as far as a 
proposal by Alvey and Scheuren (1982) wherein records from the Internal Revenue Service 
(IRS) along with those of several other agencies might form the core of an administrative record 
census.  Knott (1991) identifies two basic ARC models:  (1) the Top-down model that assembles 
administrative records from a number of sources, unduplicates them, assigns geographic codes 
and counts the results; and (2) the Bottom-up model that matches administrative records to a 
master address file, fills the addresses with individuals, resolves gaps and inconsistencies address 
by address, and counts the results.  There have been a number of other calls for ARC research — 
see for example Myrskyla 1991; Myrskyla, Taeuber and Knott 1996; Czajka, Moreno and Shirm 
1997; Bye 1997.  All of the proposals fit either the Top-down or Bottom-up model described 
here. 

Knott also suggested a composite Top-down/Bottom-up model, which would unduplicate 
administrative records using the Social Security Number (SSN) then match the address file and 
proceed as in the Bottom-up approach.  In overall concept, AREX 2000 most closely resembles 
this composite approach. 

More recently, direct use of administrative records in support of decennial applications was cited 
in several proposals during the Census 2000 debates on sampling for Nonresponse Followup 
(NRFU).  The proposals ranged from direct substitution of administrative data for non-
responding households (Zanutto, 1996; Zanutto and Zaslavsky, 1996; 1997; 2001), to 
augmenting the Master Address File development process with U.S. Postal Service address lists 
(Edmonston and Schultze, 1995:103).  AREX 2000 provided the opportunity to explore the 
possibility of NRFU support. 

The Administrative Records Research (ARR) staff of the Planning, Research, and Evaluation 
Division (PRED) performed the majority of coordination, design, file handling, and certain field 
operations of the experiment.  Various other divisions within the Census Bureau, including Field 
Division, Decennial Systems and Contracts Management Office, Population Division, and 
Geography Division supported the ARR staff. 

Throughout this report, rather than identifying individual workgroups or teams, we shall refer to 
the operational decisions made in support of AREX to be those of ARR; that is, we shall say that 
“ARR decided to…” whenever a key operational decision is described, even though, of course, 
ARR staff were not the only decision makers. 
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1.2 Administrative Record Census—Definition and Requirements 
In the AREX, an administrative record census was defined as a process that relies primarily, but 
not necessarily exclusively, on administrative records to produce the population content of the 
decennial census short form with a strong focus on apportionment and redistricting requirements.  
Title 13, United States Code, directs the Census Bureau to provide state population counts to the 
President for the apportionment of Congressional seats within nine months of Census Day.  In 
addition to total population counts by state, the decennial census must provide counts of the 
voting age population (18 and over) by race and Hispanic origin for small geographic areas, 
currently in the form of Census blocks, as prescribed by PL 94-171 (1975) and the Voting Rights 
Act (1964).  These data are used to construct and evaluate state and local legislative districts. 

Demographically, the AREX provided date of birth, race, Hispanic origin, and sex, although the 
latter is not required for apportionment or redistricting purposes.  Geographically, the AREX 
operated at the level of basic street address and corresponding Census block code.  Unit numbers 
for multi-unit dwellings were used in certain address matching operations and one of the 
evaluations; but generally, household and family composition were not captured.  In addition, the 
design did not provide for the collection of sample long form population or housing data, needs 
that will presumably be met in the future by the American Community Survey program.  The 
design did assume the existence of a Master Address File and geographic coding capability 
similar to that available for the Census 2000. 

1.3 AREX Objectives 
The principal objectives of AREX 2000 were twofold.  The first objective was to develop and 
compare two methods for conducting an administrative records census, one that used only 
administrative records and a second that added some conventional support to the process in order 
to complete the enumeration.  The evaluation of the results also included a comparison to Census 
2000 results in the experimental sites. 

The second objective was to test the potential use of administrative records data for some part of 
the NRFU universe, or in place of other imputation methods.    In order to effectively use 
administrative records databases for substitution purposes; one must determine which kinds of 
administrative record households are most likely to yield similar demographic distributions to 
their corresponding census households. 

Other more general objectives of the AREX included the collection of relevant information, 
available only in 2000, to support ongoing research and planning for administrative records use 
in the 2010 Census, and the comparison of an administrative records census to other potential  

2010 methodologies.  These evaluations and other data will provide assistance in planning major 
components of future decennial censuses, particularly those that have administrative records as 
their primary source of data. 
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1.4 AREX Top-down and Bottom-up Methods 
1.4.1 Top-down 
The AREX 2000 enumeration was accomplished by a two-phase process.  The first phase 
involved the assembly and computer geocoding of records from a number of national 
administrative record systems, and unduplication of individuals within the combined systems.  
This was followed by two attempts to obtain and code physical addresses (clerical geocoding and 
request for physical address) for those that would not geocode by computer.  Finally, there is a 
selection of “best” demographic characteristics for each individual and “best” street address 
within the experimental sites.  Much of the computer processing for this phase was performed as 
part of the Statistical Administrative Records System (StARS) 1999 processing (Judson, 1999; 
Farber and Leggieri, 2002).  As such, StARS 1999 was an integral part of the AREX 2000 
design. 

One can think about the results of the Top-down process in two ways.  First, counting the 
population at this point provides, in effect, an administrative-records-only census.  That is, the 
enumeration includes only those individuals found in the administrative records, and there is no 
other support for the census outside of activities related to geocoding.  AREX 2000 provides 
population counts from the Top-down phase so that the efficacy of an administrative-records-
only census can be assessed. 

However, without a national population register as its base, one might expect an enumeration 
that used only administrative records to be substantially incomplete.  Therefore, a second way to 
think about the Top-down process is as a substitute for an initial mail-out in the context of a 
more conventional census that would include additional support for the enumeration. 

1.4.2 Bottom-up 
The fundamental difference between the Bottom-up method and the Top-down method is the 
Bottom-up method matches administrative records addresses to a separately developed “frame” 
of addresses, and based on this match, performs additional operations.  In this experiment, an 
extract of the Census Bureau’s Master Address File (MAF) served as the frame1. 

The second phase of the AREX 2000 design was an attempt to complete the administrative-
records-only enumeration by the correction of errors in administrative records addresses through 
address verification (a coverage improvement analogue) and by adding persons missed in the 
administrative records (a NRFU analogue).  This phase began by matching the addresses found 
in the Top-down process to the MAF in order to assess their validity and to identify those MAF 
addresses for which no administrative records were found.  A field address review (FAV) was 
used to verify non-matched administrative records addresses, and invalid administrative records 
addresses were excluded from the Bottom-up selection of best address.  Non-matched MAF 
addresses were canvassed in order to enumerate persons at addresses not found in the 
administrative records systems.  In the AREX, such a canvassing was simulated by adding those 
persons found in the Census 2000 at the unmatched addresses to the adjusted administrative-
records-only counts, thus completing the enumeration.  Accomplishing the AREX as part of the 

                                                 
1 In this report, we use the term “MAF” generically.  Our operations were based on extracts from the Decennial 

Master Address File (DMAF). 
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Census 2000 obviated the need to mount a separate field operation to canvass unmatched MAF 
addresses. 

Considering the Top-down and Bottom-up processes as part of one overall design, AREX can be 
thought of as a prototype for a more or less conventional census with the initial mailout replaced 
by a Top-down administrative records enumeration.  Figure 1 below, provides a conceptual 
overview of the experiment for enumerating the population tested during the AREX.  A more 
detailed description of data processing flows can be found in Attachment 1. 

Note:  The graphical description presented here is intended to convey the concept of both AREX 
methods when viewed in terms of the Bottom-up method as a follow-on process to the 
Top-down method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Summary Diagram of AREX 2000 Design 
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1.5 Experimental Sites 
The experiment was set up to include geographic areas that include both difficult and easy to 
enumerate populations.  Two sites were selected believed to have approximately one million 
housing units and a population of approximately two million persons.  One site included 
Baltimore City and Baltimore County, Maryland.  The other site included Douglas, El Paso, and 
Jefferson Counties, Colorado.  The sites provided a mix of characteristics needed to assess the 
difficulties that might arise in conducting an administrative records census.  Approximately one 
half of the test housing units was selected based on criteria assumed to be easy-to-capture in an 
administrative records census (for example, areas having a preponderance of city style addresses, 
single family housing units, older and less mobile populations), and the other half was selected 
based on criteria assumed to be hard to capture (the converse).  Demographic characteristics of 
the sites are given in the following table. 

Table 1.  Key Demographic Characteristics of the AREX 2000 Sites 

Baltimore 
County, MD 

Baltimore 
City, MD 

Douglas 
County, CO 

El Paso 
County, CO 

Jefferson 
County, CO United States 

Total Population1 754,292 651,154 175,766 516,929 527,056 281,421,906 

White1 74.4% 31.6% 92.8% 81.2% 90.6% 75.1% 

Black1 20.1% 64.3% 1.0% 6.5% 0.9% 12.3% 

American Indian, Eskimo or Aleut1 0.3% 0.3% 0.4% 0.9% 0.8% 0.9% 

Asian or Pacific Islander1 3.2% 1.5% 2.6% 2.7% 2.4% 3.7% 

Other Race1 0.6% 0.7% 1.4% 4.7% 3.2% 5.5% 

Multi-Race1 1.4% 1.5% 1.9% 3.9% 2.2% 2.4% 

Hispanic1 1.8% 1.7% 5.1% 11.3% 10.0% 12.5% 

Median Age1 37.7 yrs 35.0 yrs 33.7 yrs 33.0 yrs 36.8 yrs 35.3 yrs 

Crude Birth Rate2 12.6 14.9 19.0 15.7 12.5 14.93 

Crude Death Rate2 9.9 13.1 2.7 5.5 6.0 8.63 

1990-2000 Change4 9.0% -11.5% 191.0% 30.2% 20.2% 13.2% 

Note:  All values include household and group quarters residents. 
1 2000 Census results 
2 1998 rates per 1000; from MD Dept. of Health and Mental Hygiene and CO Dept. of Public Health and Environment 
3 1998 rates per 1000; from www.fedstats.gov 
4 1990 and 2000 Census results 

1.6 AREX Source Files 
The administrative records for AREX were drawn from the StARS 1999 database.  There were 
six national-level source files selected for inclusion in StARS.  The files were chosen to provide 
the broadest coverage possible of the U.S. population, and to compensate for the weaknesses or 
lack of coverage of a given segment of the population inherent in any one source file.  The 
national level files that contributed to the StARS 1999 database and to AREX 2000 included the 
following: 
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• Internal Revenue Service (IRS) Tax Year 1998 Individual Master File (1040), 

• IRS Tax Year 1998 Information Returns File (W-2 / 1099), 

• Department of Housing and Urban Development (HUD) 1999 Tenant Rental Assistance 
Certification System (TRACS) File, 

• Center for Medicare and Medicaid Services (CMS) 1999 Medicare Enrollment Database 
(MEDB) File, 

• Indian Health Services (IHS) 1999 Patient Registration System File, and 

• Selective Service System (SSS) 1999 Registration File. 

The following table displays the primary reason each file was included in the StARS database 
and the approximate number of input records associated with each. 

Table 2.  Source File Characteristics 

File Targeted Population Segment Address 
Records 

Person 
Records 

IRS 1040 Taxpayer and other members of the reporting unit) with 
current address 120 million 243 million 

IRS W2/1099 Persons with taxable income who might not have filed 
tax returns 598 million 556 million 

HUD TRACS Low income housing population (possible non-taxpayers) 3 million 3 million 

Medicare File Elderly population (possible non-taxpayers) 57 million 57 million 

IHS File Native American population (possible non-taxpayers) 3 million 3 million 

SSS File Young male population (possible non-taxpayers) 14 million 13 million 

 Total 795 million 875 million 
Notes:  Variance between the number of address records and person records within input source files is a result of  

the following source file characteristic anomalies. 
1. The number of address records column is generally synonymous with the total record count on the input file. 
2. Each IRS 1040 input record may reflect up to six persons (primary filer, secondary filer, and four dependents). 
3. Each SSS input record may reflect two addresses - defined as current and/or permanent address. 
4. The IRS W-2/1099 file undergoes a preliminary unduplication and clean-up process prior to the initial file edit process.  

Prior to person processing, records are written “out of scope” if the SSN field is blank, the edited or input name field is 
blank, or the name standardizer returns a “bad name” — such as institutional or firm names. 

1.6.1 Timing  
An important limitation for the AREX is the gap between the reference period for data contained 
in each source file and the point-in-time reference of April 1, 2000 for the Census.  The time lag 
has an impact on both population coverage—births, deaths, immigration and emigration—and 
geographic location—housing extant, and geographic mobility.  As an example, both IRS files 
include data for tax year 1998 with an expected current address as of tax filing time close to 
April 15, 1999.  Note, however, that the IRS 1040 file only provided persons in the tax unit as of 
December 31, 1998.  The following table provides the reference periods of the files available.  
Generally, the reference periods are about one year prior to the 2000 Census day.   
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Table 3.  Currency of Source Files 

Source File Cut-off 
Date 

Requested 
Cut Date Universe 

Indian Health Svc. 04/01/99 04/01/99 All persons alive at cut-off date 

Selective Service Note 2 04/01/99 Males between the age of 18 - 252 

HUD TRACS 04/01/99 04/01/99 All persons on file as of cut-off date 

Medicare Note 3 04/01/99 All persons alive at cut-off date 

IRS 1040 12/98 09/30/991 Individual tax returns for tax year 1998 

IRS W-2 / 1099 12/98 04/01/991 Forms W-2 and 1099 forms for tax year 1998 

1. File Cut date is for posting cycle weeks 1-39 only for IRS 1040, and weeks 1-41 for IRS 1099 files.  Weeks 40-52 (and 42-52 
respectively) were not included in StARS '99. 

2. Cut-off date is same as dates used to define universe:  persons born after April 2, 1972 and on (or before) April 1, 1980. 

3. Universe also defined as persons with a death date of 12/31/1989 or later. 

1.6.2 State, Local and Commercial Files  
ARR staff decided not to use state and local files2 and commercially available databases3 in the 
AREX 2000 experiment.  Statistical evidence is limited, but various reports from ARR staff 
indicated that state and local files come in an extremely diverse variety of forms, with equally 
diverse record layouts and content (for historical information, see Sweet, 1997; Buser, Huang, 
Kim, and Marquis, 1998; and other papers in the Administrative Records Memorandum Series).  
Furthermore, ARR staff reported that it was quite time-consuming and intricate to develop the 
interagency contractual arrangements necessary to use state and local files.  Public opinion 
results such as Singer and Miller (1992), Aguirre International (1995), and Gellman (1997), 
convinced ARR staff that public sensitivity to the idea of linking commercial databases with 
government databases (other than for address processing) would be too great, and that such a 
linkage would be unwise. 

In addition to acquisition and processing difficulties, consideration of the use of state and local 
files raises an equity issue in a decennial census context.  Since it is not possible to obtain an 
exact count of the population in its entirety, public perception of fair treatment in the decennial 
census process is important.  Therefore, the accuracy of the counts must be seen as uniform 
between and within states.  The use of data from only certain states or localities would 
compromise notions that decennial census methods must treat all parts of the country equitably. 

The American Business Index (or ABI) file was used to identify addresses that were commercial 
rather than residential, and a Group One product, Code One, used to standardize addresses. 

                                                 
2 Such as state and local tax returns, drivers license files, local utilities, assessor’s records, and the like. 
3 Such as commercially available mailing lists, credit card databases, and the like. 
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1.6.3 Census Numident 
An additional, and critical, file used in creation of the StARS database was the Census Numident 
file.  For the AREX, it was the source of most of the demographic characteristics and some of the 
death data. 

The Census Numident was created by ARR for the primary purpose of validating Social Security 
Numbers (SSNs) used in the processing of administrative records and supplying demographic 
variables missing from source files.  The Census Numident is an edited version of the Social 
Security Administration’s (SSA) Numerical Identification (Numident) File.  The SSA Numident 
file is the numerically ordered master file of assigned Social Security Numbers (SSN) that may 
contain up to 300 entries for each SSN record, although on average contains two records per 
SSN.  Each entry represents an initial application for a SSN or an addition or change (referred to 
as a transaction) to the information pertaining to a given SSN.  The SSA Numident contains all 
transactions (and therefore, multiple entries) ever recorded against a single SSN.  The SSA 
Numident available for StARS 1999 reflected all transactions through December 1998. 

The Census Numident was designed to collapse the SSA Numident entries to reflect “one best 
record” for each SSN containing the “best” demographic data for each SSN on the file.  
However, all variations in name data (including married names, maiden names, nicknames, etc.) 
and all variations in date of birth data were retained as part of the Census Numident as an 
Alternate Name File and Alternate Date of Birth File, respectively.  For the Census Numident, 
selection criteria were established for each of the desired Census 2000 Short Form demographic 
variables (after minor edits were accomplished in an effort to standardize the variables).  The 
short form variables included such items as date of birth, gender, race, and Hispanic origin.  
Following edit, unduplication, and selection processing, the SSA Numident file of nearly 677 
million records was reduced to just over 396 million records that comprise the Census Numident 
file. 

1.7 AREX Evaluations 
Currently, four evaluations are being completed. 

The Process Evaluation documents and analyzes selected components or processes of the Top-
down and Bottom-up methods in order to identify errors or deficiencies.  It is designed to catalog 
the various processes by which raw administrative data became final AREX counts and attempts 
to identify the relative contributions of these various processes. 

The Outcomes Evaluation is a comparison of Top-down and Bottom-up AREX counts by 
county, tract, and block level counts of the total population by race, Hispanic origin, age groups 
and gender, with comparable decennial census counts.  This evaluation is outcome rather than 
process oriented. 

The Household Evaluation assesses outcomes of the Bottom-up method, the potential for 
NRFU substitution and household imputations, and predictive capability.  NRFU substitution 
assesses the feasibility of using administrative records, in lieu of a field interview, to obtain data 
on non-responding census addresses via the Bottom-up method. 

The Request for Physical Address Evaluation assesses the impact of noncity-style addresses.  
These addresses present a significant hurdle to the use of an administrative records census on 
either a supplemental or substitution basis is the determination of residential addresses and their 
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associated geographic block level allocation for individuals whose administrative record address 
is a P.O. Box or Rural Route.  AREX 2000 tested a possible solution in the form of the Request 
for Physical Address operation.  Several thousand letters were mailed to P.O. Box and Rural 
Route addresses requesting the receiver to reply with their residential address for purposes of 
block level geocoding.  This report documents in detail the planning and implementation of the 
operation.  It also analyzes the results of the operation and assesses its potential future use as part 
of an ARC. 

2. METHODOLOGY 

2.1 What were the general goals of the household evaluation? 
The general goal of this evaluation is to focus on household-level comparisons.  In the process, 
we will examine several difficult to measure aspects of the enumeration process:  Nonresponse 
Followup (NRFU) households, and households for which occupancy status, household 
population, and/or household demographics were wholly imputed (”imputed households”).  We 
will specifically assess the ability of AREX databases to match the demographic distributions of 
all households, NRFU households, and imputed households.  Finally, we will attempt to assess 
our ability to predict when an AREX household is likely to demographically match a census 
household. 

2.1.1 NRFU evaluation 
Addresses with missing enumeration forms must be investigated by Nonresponse Followup 
procedures (NRFU).  NRFU addresses are the most expensive to enumerate and may represent 
the most vulnerable segment of Americans. The evaluation considers whether AREX can replace 
or reduce more expensive NRFU processing by examining NRFU addresses, their socio-
demographic characteristics, and how these vary at high and low levels of geography. 

2.1.2 Imputed households evaluation 
Here, we use the term “imputed households”  to refer to households for which occupancy status, 
population count, or all demographics were imputed for Census 2000.  The evaluation considers 
the evidence that AREX databases offer on the occupancy and demographic characteristics of 
imputed households. 

2.1.3 Prediction 
One of the most important potential uses of administrative records data is to substitute 
administrative records data for some proportion of the Nonresponse Followup universe, or for 
the imputed households4. In order to effectively use administrative records databases for 
substitution purposes, we must determine which kinds of administrative record households are 
most likely to yield similar demographic distributions to their corresponding census households.  
The purpose of the prediction section is to make this evaluation. 

                                                 
4 A related use is to use administrative records data to improve non-interview weighting for nonresponse in surveys; 

this also requires matching and substitution, but will not be considered here. 
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2.2 What special terminology do we use in this evaluation? 
We use the term “census household” when referring to an address populated by persons with a 
relationship to the householder.  AREX processing connects persons with addresses, but no 
relationship to a householder is determined. Therefore, we use the term “AREX household” for 
the people at one address, with the understanding that “relationship to householder” information 
is not contained in the AREX database.  For convenience, we apply this definition to vacant 
housing units, so that when a housing unit contains no people, we will consider it to contain a 
household of size zero.  “Household size” refers to the number of people in the housing unit.  
Group Quarters are excluded for the analyses here, so all addresses we consider are addresses of 
housing units. 

We refer to a pair of addresses (AREX and Census) that were linked through a computerized 
record linkage process as “linked” housing units. We use the term “linked  households” when 
comparing the properties of people within linked housing units.  We use the term  “imputed 
household” or “whole household imputation” for households for which occupancy status, 
population count, and/or all household demographic characteristics have been imputed.  We use 
the term “demographic match” when two households have the same  distribution of age, race, 
sex and Hispanic origin. 

Finally, we will use the term “AREX data” for data obtained from the BARCUF file (BARCUF 
stands for “Bottom-Up Administrative Records Census Unedited File”), the resulting file from 
simulated Bottom-Up operations.  We will use the term “Census data” for data obtained from 
the HDF file (HDF stands for “Hundred Percent Detail File”).  In this analysis, we did not use 
the “Census Pull” addresses that were analyzed in the outcomes and process evaluations.  These 
AREX addresses, because they were taken from the HDF file, by construction contain the same 
people. 

2.3 What were the fundamental dependent variables? 
The fundamental dependent variables in the modeling phases of this evaluation are comparisons 
between two distributions, that of the decennial census and that of AREX, at the (computer 
linked) address level.  There are two distributions of main interest, the age/sex distribution and 
the race/ethnicity distribution. The measure we chose to model asks: Do the addresses match on 
the fully crossed distributions (that is, the age distribution by the sex distribution by the race 
distribution by the ethnicity distribution)?  This measure is represented by an indicator variable: 





 ×××

=
otherwise.0

household; AREX match the household Census linked
in the onsdistributiorigin   Hispanic sex   race age crossedfully   theif

1Match  

This measure is based on the distribution of personal characteristics within an address.  Thus, it 
has a substantial weakness: If an address in Census that is matched to a address in AREX that 
has similar demographic characteristics, but is composed of entirely different persons, the match 
indicator could still indicate agreement.  While this is not problematic distributionally, it is 
problematic from an enumeration point of view5. 

                                                 
5 We would like to note that there is a second, more stringent measure of success we proposed as our fundamental 
dependent variable: Matched persons in matched addresses.  This most stringent dependent variable would simply 
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2.4 What descriptive analyses do we perform? 
We perform descriptive analyses for the full five county AREX universe, for the Census NRFU 
universe, and for imputed households.  In these analyses, we compare household level 
characteristics of AREX and Census.  In particular, we do the following: 

• Evaluate the coverage by AREX of its intended universe by determining the number and 
proportion of Census addresses that were matched by AREX addresses; 

• Examine the effect of properties of Census households on the proportion of Census 
households that were matched; 

• Compare AREX and Census distributions of household size and household demographic 
characteristics for the AREX universe and subsets of the AREX universe; 

• Compare household size and demographic characteristics of  AREX and Census matched 
households; and 

• Examine the effect of household properties on the comparisons of distributions, and on 
household to household comparisons.  Examples of such household properties include: 
the presence of a person in the household of a particular race or ethnicity, and the 
presence of a person with a characteristic that was imputed in AREX. 

2.5 How do we know when an AREX address will be similar to a census address? 
A final part of the evaluation will consist of attempting to model the situations where we can 
predict that an AREX address will have similar demographic characteristics to a Census address. 

2.6 Applying Quality Assurance Procedures 
Quality assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report.  The procedures encompassed methodology, specification of project 
procedures and software, computer system design and review, development of clerical and 
computer procedures, and data analysis and report writing.  A description of the procedures used 
is provided in the “Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITS 

3.1 Operational limits that limit the scope of this evaluation 
3.1.1 Group Quarters 
Because of operational limitations Group Quarters’ counts were eliminated on the AREX 2000 
database (for those persons for whom ARRS determined that their address was a Group Quarter 
or Special Place).  In order to make block counts and distributions comparable, persons 
enumerated in a Group Quarter or Special Place in Census 2000 were also eliminated.  In an 
actual administrative records census ARRS would field an actual Group Quarters operation, most 
likely similar to existing Group Quarters and Special Place enumerations.  For the purposes of 
the AREX 2000 simulation, this field operation was not conducted.Administrative Records 

                                                                                                                                                             
be an indicator that all persons within the linked addresses could themselves be linked.  This measure of matching 
was not implemented for this AREX evaluation. 
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In an administrative records census using the bottom up method, addresses that were in the 
DMAF address file but not identified in the AREX database would be enumerated in an 
“administrative records Nonresponse Followup” operations.  These operations would likely 
consist of some combination of mailout/mailback, telephone and/or field operations.  These 
follow-up operations  could not be supported for AREX 2000.  For the AREX experiment, 
Census data were included in AREX for unmatched Census addresses.  In this way, Census mail-
out and NRFU operations were used as substitutes for those that would have been done in a true 
administrative records census. 

3.1.2 Field Address Verification 
A feature of the original design of the AREX 2000 experiment was the inclusion of a coverage 
improvement simulation. A field address verification operation was to be performed on 100 
percent of the AREX 2000 addresses that did not match to the DMAF.  However, because of 
Census 2000 requirements, that verification could not be performed.  Rather than omit field 
address verification information, a sample-based operation was performed.  This information has 
been incorporated into the bottom-up method.  However, despite the use of a sample in the 
AREX 2000 experiment, it should be recognized that ARRS strongly prefers a 100 percent field 
address verification operation, rather than a sample. 

3.1.3 Other File Limitations 
Several individual limitations of the files themselves are worthy of note:  First, AREX 2000 used 
files that were a year or more older than the target date of Census day.  This means that movers, 
births, deaths, immigration and emigration, new housing, abandoned and demolished housing are 
unaccounted for. Second, AREX 2000 by definition has difficulty enumerating children properly, 
by virtue of the time lag problem and by virtue of the limited demographics available for 
children on the Numident file (Miller, Judson, and Sater, 2000). Third, the race measurement and 
reporting deficiencies of the AREX 2000 experiment cause comparisons by race and Hispanic 
origin to be more challenging.  In particular, most persons of Hispanic origin were imputed as 
such by AREX, thus complicating comparisons.  Of course, Census 2000 multiple race reporting 
additionally complicates comparisons between AREX and Census households. 

3.2 General limitations 
The major limitation of this study is that it is observational in nature rather than experimental.  
The characteristics used as regressors in the model developed in section four are not controlled 
by the researcher but rather are random variables.  Consequently the tabulations and modeling 
are primarily descriptive and the hypothesis tests used to determine any coefficient effects are 
not strictly correct.  They should be understood as guidelines for future model building. 

A second major limitation of this study is that the sample of blocks in the five counties in which 
the AREX experiment was performed are neither statistically representative of Census 2000 
blocks nor some superpopulation of blocks.  Because of this, we cannot make proper statistical 
inferences about AREX/Census 2000 relationships in either 2000 or in the hypothetical 
superpopulation.  Therefore, any inferential results presented should be considered as guidelines 
to future model building and identified as approximate. 
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3.3 Limitations on the interpretation of the results 
 

In some of the analyses below, we compared results for households in the Census NRFU 
universe with other households.  The distinction we used between non-NRFU and NRFU 
households does not exactly correspond with the distinction between households for which the 
Census data is from mailout/mailback returns and other households.  Households could have 
been characterized as in NRFU, yet ultimately a mail return was used to provide the data for the 
household.  And some households were not characterized as NRFU at the time the NRFU 
universe was set, but ultimately enumerator data (rather than a mail return) was the source of 
Census data for the household. 

In addition, the Census file we used as our “reference” file for determining whether AREX 
demographics matched Census demographics was the 100% Detail File, or HDF.  The 
tabulations from the HDF match those that are publicly available, for example from American 
Factfinder.  However, due to confidentiality constraints on release of data, some confidentiality 
protections have been imposed on the HDF file, in particular “swapping” of individuals from 
hous ehold to household.  In situations where such “swapping” occurred, the AREX 
demographics may match the “unswapped” households, but of course not match the two 
“swapped” households.  The “correct” match status would not be reflected in our results. 
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4. RESULTS 

4.1 Descriptive Results 
The purposes of the Descriptive Results section of this report are to compare AREX household 
level data to Census household level data, and determine how these comparisons vary with 
characteristics of the household.  For most of the evaluations here, we treat Census as truth. 
Thus, when evaluating how the AREX to Census comparisons vary with the true household 
characteristics, we use characteristics of the Census household.  By contrast, in Section 4.2 
below, the purpose is to show how we might predict households in which administrative records 
data are correct.  For that purpose, the household size and demographic variables used as 
predictors are AREX variables.  Only these would be available for a non-responding household, if 
we were truly trying to use administrative records to substitute for nonresponse. 

4.1.1 Why do we use the results of the Bottom-Up method for the analyses here? 
In the Bottom-Up method, administrative records addresses are matched to an independently 
maintained address list.  This address list might not be the same as the lists used for surveys or a 
Census.  If these administrative records were to be used to substitute for nonresponse in a survey 
or a census, an address match would be required.  The addresses in the administrative records 
address list would have to be linked with the survey or census addresses.  In the particular 
implementation of the Bottom-Up method for AREX, the Census Bureau’s MAF was used as the 
independently maintained address file.  Since the MAF contains Census addresses, the address 
match between AREX and Census has already been done, and we can use the links between 
AREX addresses and the MAF in our comparisons of AREX and Census linked addresses. 

4.1.2 What are the basic household level characteristics of the AREX and Census 
Universes? 
• What administrative records data and Census data are compared in this evaluation? 

We compare the results of the AREX Bottom-Up method to the Census Bureau’s 
Hundred Percent Detail File (HDF), which is the source for Census 2000 data that were 
released and available on, for example, the American Factfinder.  In the analyses in this 
evaluation, ‘AREX’ refers to the operations and results of the Bottom-Up method, and 
‘Census’ to HDF. 

• What are the basic characteristics of Census address data?  

In the five counties covered by the AREX experiment, Census contains 1,092,460 
housing units (HUs) and 1,744 group quarters (GQs).  Because AREX contains no 
administrative records data for Census GQs, we do not include Census GQs in later 
analyses.  There are 24,584 “imputed households6” in Census, accounting for 2.3 percent 
of all Census households.  The Census NRFU universe contains 360,914 households, 
which is 33.0 percent of the total. 

                                                 
6 Recall that we adopt the convention that a vacant housing unit contains a household of size zero. 
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• What are the basic characteristics of AREX address data? 

As part of the implementation of the Bottom-Up method for AREX, Census data were 
included in the AREX results for Census addresses with which no administrative records 
could be linked.  We do not include them in the analyses, because we want to analyze the 
coverage and accuracy of administrative records data.  There are 1,065,031 remaining 
AREX addresses. 

Of these 1,065,031 AREX addresses, 56,638 were not linked with any DMAF address, 
and1,008,393 were linked with DMAF addresses.  The version of the DMAF that was 
used in the matching process was earlier than that used for Census 2000.  Thus, not all of 
the DMAF addresses available for the AREX matching process still existed in Census 
2000.  Of the linked AREX addresses, 992,865 were linked with addresses that exist in 
Census.  Of those that were linked with Census addresses, 889,638 are “perfect matches.”  
These are linked AREX—Census address pairs in which each address was linked with 
exactly one address.  There were “non-perfect matches” – both where an AREX address 
was linked with more than one DMAF address, and where more than one AREX address 
was linked with one DMAF address.  With further processing, we may have been able to 
resolve some of the “non-perfect” matches.  However,  we believe that the number of 
them is small enough that those statistical analyses that use linked addresses will not be 
affected substantially.  In what follows, “linked” addresses are always those that were 
perfect matches. 

Some AREX addresses are flagged as GQs, based on DMAF records for the linked 
addresses.  As noted above, no administrative records data were used for the 1,744 GQs 
in Census.  However, 128 of the AREX addresses that were flagged as GQs remained in 
AREX.  Of these, 90 were linked with Census housing units (not GQs).  Of the 90, 61 
had perfect matches to Census housing units.  For analyses of linked addresses below, the 
61 perfect matches to Census HUs are included.  However, for other analyses, all 128 
AREX GQs are left out of the analysis – to be consistent with the fact that we leave all 
1,744 Census GQs out of the analyses.  

4.1.3 How well did AREX cover the Census universe? 
In this evaluation, we intend to evaluate the ability of administrative records to substitute for or 
supplement a census.  Thus, when we speak of the “coverage” by AREX of a Census universe, 
we are referring to the number or proportion of Census housing units with which we could 
associate AREX administrative records data. 

• How well did AREX cover the universe of Census addresses, for occupied and vacant 
addresses? 

Of the 1,092,460 Census housing unit addresses, 889,638 (81.4 percent) were linked with 
AREX addresses.  Because the administrative records files used for AREX typically contain 
only person records, we expected that AREX would not cover vacant addresses as well as 
occupied ones.  The data confirm this expectation.  AREX housing units were linked with 
84.0 percent of the 1,017,273 occupied Census housing units.  AREX housing units were 
linked with 46.4 percent of the 75,187 vacant Census housing units.  We give more detailed 
information in Table 4 below. 
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Table 4.  Coverage by AREX of Census Housing Units 
 

Total 

Linked with 
AREX housing 

units 
(% of Total) 

Linked with 
AREX occupied 

housing units 
(% of Total) 

Linked with 
AREX vacant 
housing units 
(% of Total) 

Census housing 
units 1,092,460 

889,638 

(81.4%) 

813,688 

(74.5%) 

75,950 

(7.0%) 

Occupied Census 
housing units 1,017,273 

854,741 

(84.0%) 

787,802 

(77.4%) 

66,939 

(6.6%) 

Vacant Census 
housing units 75,187 

34,897 

(46.4%) 

25,886 

(34.4%) 

9,011 

(12.0%) 

• How well did AREX cover the universe of Census NRFU housing units and of Census 
imputed households? 

AREX did not cover the Census NRFU universe as fully as it did the non-NRFU universe.  
AREX housing units were linked with 70.9 percent of the 360,914 Census NRFU housing 
units, compared with 86.6 percent of the Census non-NRFU housing units.  For occupied 
NRFU housing units, the coverage rate goes up to 76.7 percent. Table 5 contains more details 
about AREX coverage of Census NRFU and non-NRFU housing units. 

Table 5.  Coverage by AREX of Census Housing Units by NRFU Status

Type of Census 
housing unit Total 

Linked with 
AREX housing 

units 

Linked with 
AREX occupied 

housing units 

Linked with 
AREX vacant 
housing units 

NRFU  360,914 70.9% 60.8% 10.1% 

Non-NRFU  731,546 86.6% 81.2% 5.4% 

Occupied NRFU  289,224 76.7% 67.1% 9.6% 

Occupied non-NRFU 728,049 86.9% 81.5% 5.4% 

Vacant NRFU 71,690 47.6% 35.2% 12.3% 

Vacant non-NRFU 3,497 22.4% 17.7% 4.7% 

 

There are 24,584 imputed housing units in Census.  AREX housing units were linked with 62.3 
percent of them.  AREX addresses were linked with 63.2 percent of those that were imputed to 
have people in them, and 34.7 percent of those imputed to be vacant.  We give more details in 
Table 6. 
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Table 6.  Coverage by AREX of Census housing units, by imputation status

Type of Census 
housing unit Total 

Linked with 
AREX housing 

units 

Linked with 
occupied AREX 

housing units 

Linked with 
vacant AREX  
housing units 

Imputed 24,584 62.3% 51.7% 10.5% 

Non-imputed  1,067,876 81.9% 75.0% 6.9% 

Imputed occupied 23,811 63.2% 52.6% 10.6% 

Non-imputed, occupied 993,462 84.5% 78.0% 6.5% 

Imputed vacant 773 34.7% 25.5% 9.2% 

Non-imputed, vacant  74,414 46.5% 34.5% 12.0% 

We see that AREX addresses linked with a smaller proportion of NRFU housing units than of 
non-NRFU housing units; and linked with a smaller proportion of imputed housing units than 
non-imputed housing units.  The under coverage of NRFU and imputed households can be due to 
several factors.  Among them are the following: 

• Address data from NRFU and/or imputed housing units might be generally of lower 
quality, and thus harder to match. 

• Addresses of these housing units may be of types that are harder to match,  e.g., those in 
apartment buildings, those on Rural Routes, or at P.O. boxes. 

• People in these housing units may be less likely to have records in any of the 
administrative records used for AREX. 

In addition, households that were imputed to be occupied in Census may easily have been 
vacant.  In that case, we would not expect to have administrative records from the housing unit. 

 

• How did coverage vary for subsets of the NRFU universe? 

Within the NRFU universe, some of the households were more difficult to get data from.  These 
are cases where it would especially attractive to use administrative records.  In Table 7, we 
consider two subgroups of NRFU:  imputed households (as before, but here only those in 
NRFU), and those households where enumerators got data from a proxy (here, either someone at 
the address who did not live there in Census date, or a neighbor, etc.). 
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Table 7.  Coverage by AREX of Census housing units by type of NRFU household.  
Occupied Census housing units only 

Type of Census 
housing unit Total 

Linked with 
AREX housing 

units 

Non-NRFU 728,049 
632,832 

(86.9%) 

NRFU, not imputed or 
proxy 228,354 

179,961 

(78.8%) 

NRFU, proxy 
response 39,779 

27,919 

(70.2%) 

NRFU, imputed 21,091 
14,029 

(66.5%) 

 

We see that coverage for these more difficult NRFU cases was somewhat worse, but not much.  
Coverage was about 67 percent for the imputed households, 70 percent for proxy cases, 
compared to about 79 percent for the rest of NRFU. 

 

4.1.4 How do the sizes of AREX and Census households compare? 
• How do the distributions of household size compare between AREX and Census? 

We use the term “household size” to refer to the number of people in the household,  i.e., the 
number of people in the housing unit.  We will adopt the convention that a vacant housing unit 
contains a household of size zero.  For many of the analyses, we do not include vacant housing 
units, because we know that the AREX covers them much less well.  Table 8 shows the 
distributions of household size for AREX and for Census.  Tables B.1 through B.7 in Appendix 
B contain more detailed comparisons for the AREX universe, and for each of the five counties. 

The AREX distribution of household size is nearly identical to the Census distribution.  We 
consider it promising that these distributions are so similar.  One small pattern that we can see is 
that AREX almost always has a smaller percentage of two person households.  From tables B.1 
through B.7 in Appendix B, we can see that this is true for each of the five counties. 
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Table 8.  Distributions of household size for Census and AREX for all five  
AREX counties — occupied housing units only 

Census AREX Household 
Size Total %1 Total %2 

1 276,590 27.2% 246,726 27.9% 

2 331,472 32.6% 262,075 29.6% 

3 171,136 16.8% 155,929 17.6% 

4 142,822 14.0% 127,295 14.4% 

5 60,988 6.0% 56,596 6.4% 

6 21,655 2.1% 22,695 2.6% 

7-9 11,275 1.1% 12,481 1.4% 

10+ 1,335 0.1% 1,625 0.2% 

All Sizes 1,017,273 100% 885,422 100% 

1 Percent of all Census occupied housing units 
2 Percent of all AREX occupied housing units 

From Tables B.1 through B.7 in Appendix B, we note that among the unlinked housing 
units in both Census and AREX, a very high percentage have one person according the 
respective file.  One possible explanation of this fact is that a much higher percentage of 
one-person households are at basic street addresses7 (BSAs) at which there are multiple 
housing units, and addresses at such BSAs are harder to match.  We test this hypothesis 
by comparing match rates by Census household size and by whether the Census address 
is at a multi-unit BSA.  The results are in Table 9. 

We see that, conditional on whether a household is at a multi-unit BSA, the match rates 
are nearly constant across size of the household.  Ignoring vacant addresses, coverage 
rates for Census housing units at multi-unit BSAs are consistently at about 67 percent, 
while coverage rates at single-unit BSAs are consistently at about 90 percent.  We 
conclude that whether an address is at a multi-unit BSA has a significant effect on 
whether an AREX housing unit was linked with the housing unit.  We also conclude that, 
once the difference between multi- and single units is taken into account, the size of the 
household has little effect on coverage rates. 

                                                 
7 Two addresses are at the same BSA if they  are identical except for apartment numbers or other unit identifiers. 
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Housing units at multi-unit BSAs are harder to match because matching requires 
agreement on apartment number or other unit identifier.  Among possible reasons that 
such addresses are harder to match are: 
• unit identifiers are often written in different forms, 
• unit identifiers are sometimes left off, and 
• unit identifiers probably entered less accurately than other address fields. 

Table 9.  Coverage of Census housing units by Census size and by multi-unit vs. single-unit 
 All HUs  Multi-Unit  Single-Unit Census HH 

Size  Total Linked*  Total Linked  Total Linked 

All Sizes  1,092,460 81.4% 312,363 64.4% 780,097 88.3%

0  75,187 46.4% 33,916 36.4% 41,271 54.7%

1 or  more  1,017,273 84.0% 278,447 67.8% 738,826 90.1%

1  276,590 78.3% 135,833 67.0% 140,757 89.2%

2  331,472 85.2% 80,719 69.2% 250,753 90.4%

3  171,136 86.2% 33,162 68.7% 137,974 90.4%

4  142,822 87.8% 18,082 68.4% 124,740 90.6%

5  60,988 87.1% 6,992 64.7% 53,996 90.0%

6  21,655 86.7% 2,398 64.2% 19,257 89.5%

7+  12,610 86.6% 1,261 57.7% 11,349 89.8%

*  Linked with an AREX housing unit via an address match. 

4.1.5 How do the distributions of AREX and Census household characteristics 
compare? 

The analyses below concern all Census housing units, and AREX housing units.  No GQs in 
either file are included in the analyses. 

• How do the distributions of demographic characteristics of households compare between 
AREX and Census? 

Table 6 contains information about the distributions of household level race characteristics for 
AREX and Census.  Occupied housing units are characterized by whether they:  

• contain only Whites, 

• contain only people of the same race, but not White, or  

• contain people of more than one race. 

We compare Census and AREX  according to their distributions in the above categories.  We 
believe that to best evaluate the accuracy of administrative records data, we should compare 
those AREX households within which no person’s AREX race was imputed.  Thus, our tables 
contain distributions both for those AREX households with no imputed race, and for all the 
AREX households.  Table 6 contains the distribution of household race characteristics for the 
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full AREX universe.  In Tables B.7 through B.11 in Appendix B, we compare distributions in 
more detail, and for each of the five counties.  

In general, the AREX distribution of household race characteristics for those with no imputed 
race is similar to that of Census.  We can see one pattern.  Compared with Census, AREX 
generally has a slightly higher percentage of all-White households and a slightly lower 
percentage of households composed entirely of one race which is not White.  This pattern holds 
for households containing four or fewer people.  The same pattern occurs for each of the 
counties, with one exception.  In Baltimore City, which, according to Census, has a much higher 
percentage of Blacks than the other counties, the percentages of households with all of one race 
other than White are much more similar to those of Census.  

We can also note that, when we include AREX households including those with imputed races, 
the AREX distribution is generally not as close to the Census one.  In particular, AREX tends to 
have more mixed race households.  The effect of race imputations in AREX is discussed in a 
later section of the paper. 
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Table 10.  Distributions of household race characteristics for Census and AREX 
households 

Households with 
all Whites 

Households with 
all one race other 

than White 

Mixed race 
Households Totals 

HH 
Size 

 
 

# of 
HHs (%)1 

# of 
HHs (%)1 # of 

HHs (%)2 Total2 (%) 

 Census 205,139 (74.2%) 71,451 (25.8%) N/A  276,590 (100%) 
1 AREX   (No imputed race) 178,739 (76.1%) 56,297 (24.0%) N/A  235,036 (100%) 

 AREX   (total) 187,763 (76.3%) 58,477 (23.7%) N/A  246,240 (100%) 

 Census 256,496 (77.4%) 62,452 (18.8%) 12,524 (3.8%) 331,472 (100%) 
2 AREX   (No imputed race) 185,228 (80.5%) 37,460 (16.3%) 7,461 (3.2%) 230,149 (100%) 

 AREX   (total) 204,965 (78.6%) 44,378 (17.0%) 11,376 (4.4%) 260,719 (100%) 

 Census 116,767 (68.2%) 45,108 (26.4%) 9,261 (5.4%) 171,136 (100%) 
3 AREX   (No imputed race) 68,047 (70.0%) 24,712 (25.4%) 4,462 (4.6%) 97,221 (100%) 

 AREX   (total) 107,474 (69.6%) 36,588 (23.7%) 10,256 (6.6%) 154,318 (100%) 

 Census 102,127 (71.5%) 32,600 (22.8%) 8,085 (5.7%) 142,822 (100%) 
4 AREX   (No imputed race) 42,592 (71.9%) 13,740 (23.2%) 2,869 (4.9%) 59,138 (100%) 
 AREX   (total) 92,029 (73.1%) 24,399 (19.4%) 9,531 (7.6%) 125,959 (100%) 

 Census 40,412 (66.3%) 16,674 (27.3%) 3,902 (6.4%) 60,988 (100%) 
5 AREX   (No imputed race) 13,568 (63.8%) 6,277 (29.5%) 1,412 (6.6%) 21,257 (100%) 
 AREX   (total) 37,533 (67.2%) 13,024 (23.3%) 5,323 (9.5%) 55,880 (100%) 

 Census 12,700 (58.6%) 7,269 (33.6%) 1,686 (7.8%) 21,655 (100%) 
6 AREX   (No imputed race) 3,867 (54.0%) 2,639 (36.8%) 657 (9.2%) 7,163 (100%) 
 AREX   (total) 13,127 (58.6%) 6,533 (29.2%) 2,723 (12.2%) 22,383 (100%) 

 Census 5,990 (47.5%) 5,390 (42.7%) 1,230 (9.8%) 12,610 (100%) 
7+ AREX   (No imputed race) 1,136 (33.5%) 1,806 (53.5%) 434 (12.9%) 3,376 (100%) 
 AREX   (total) 5,427 (39.0%) 6,011 (43.3%) 2,460 (17.7%) 13,898 (100%) 
1Percent of Total 
2 Households with no people whose race was missing 
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4.1.6 How do the sizes of linked housing units compare? 
There are 889,638 perfect match address pairs, representing 81.4 percent of the Census housing 
units and 83.5 percent of AREX housing units.  These linked pairs are used in the analyses 
below. 

• How do household sizes compare between AREX and Census? How do they compare for 
NRFU housing units, and for whole household imputations? 

Comparisons of household size for linked AREX-Census housing units are given in Table 11.  
Here is a summary of the results. 

AREX and Census counted the same number of people in the housing unit (i.e., in the 
household) for 51.1 percent of the 889,638 linked households.  For 79.4 percent of the linked 
housing units, the AREX person count was within one of the person Census count. 

AREX counted the same number as Census for 56.8 percent of the linked Census non-NRFU 
housing units.  For linked NRFU housing units, the AREX count was the same as the Census 
count for 37.0 percent.  The AREX count is within one of the Census count for 83.5 percent of 
non-NRFU housing units, and was within one of the Census count for 69.3 percent of the NRFU 
housing units. 

We saw above that AREX did not cover the NRFU universe as well as it did other Census 
housing units.  Among Census households with which AREX households are linked, AREX had 
the same number of people as Census for a smaller percent of NRFU households than other 
households.  This could be because: 

• more people move out/move in for NRFU households, or 

• administrative records are less accurate or complete for the types of people that tend to 
be in NRFU households, or  

• Census data are less accurate for NRFU households. 

AREX had the same count for 51.4 percent of the 874,327 linked non-imputed Census housing 
units, and was within one of the Census count for 79.6 percent.  For the 15,043 linked imputed 
occupied households, AREX had the same count for 31.8 percent, and was within one for 66.8 
percent of these addresses.  For the 268 linked imputed vacant housing units, AREX also had a 
count of zero for 26.5 percent, and had a count of zero or one for 62.0 percent. 

The low percentage of household by household agreement for imputed households between 
AREX and Census household should be expected.  Since these are imputations on the Census 
side, the best that could be hoped for Census is that the distribution over some larger population 
of households is correct.  The comparison of AREX and Census for Census imputed housing 
units is a test of the imputation method more than of the accuracy of AREX. 
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Table 11.  Comparison of Census and AREX household size, by NRFU status, and by 
imputation status—for linked housing units 

AREX person 
count compared 

with Census 

All Census 
housing units 

Census non-
NRFU 

housing units 

Census 
NRFU 

housing Units

Non-imputed 
Census 

housing units 

Imputed 
vacant 
Census 

housing units 

Imputed 
occupied 
Census 

housing units 

Same count 454,437 
(51.1%)* 

359818 
(56.8%) 

94,619 
(37.0%) 

449,582 
(51.4%) 

71  
(26.5%) 

4,784 
(31.8%) 

AREX one 
higher than 

C

124,706 
(14.0%) 

84,269 
(13.3%) 

40,437 
(15.8%) 

122,519 
(14.0%) 

95 
(35.5%) 

2,092 
(13.9%) 

AREX one 
lower 

127,531 
(14.3%) 

85,178 
(13.4%) 

42,353 
(16.5%) 

124,355 
(14.2%) 

0 
 

3,176 
(21.1%) 

AREX 2 or 3 
higher 

64,635 
(7.3%) 

36769 
(5.8%) 

27,866 
(10.9%) 

63,024 
(7.2%) 

77 
(28.7%) 

1,534 
(10.2%) 

AREX 2 or 3 
lower 

79,848 
(9.0%) 

47,938 
(7.6%) 

31,910 
(12.5%) 

77,463 
(8.9%) 

0 
 

2,385 
(15.9%) 

AREX 4 or 
more higher 

15,781 
(1.8%) 

6,486 
(1.0%) 

9,295 
(3.6%) 

15,316 
(1.8%) 

25 
(9.3%) 

440 
(2.9%) 

AREX 4 or 
more lower 

22,700 
(2.6%) 

13,158 
(2.1%) 

9,542 
(3.7%) 

22,068 
(2.5%) 

0 
 

632 
(4.2%) 

Total 
889,638 
(100%) 

633,616 
(100%) 

256,022 
(100%) 

874,327 
(100%) 

268 
(100%) 

15,043 
(100%) 

* Percents are percents of column total 
In Charts B.12 and Charts B.13 in Appendix B ,we plot the distributions of AREX household 
sizes for fixed Census household sizes, and the distributions of Census household sizes for fixed 
AREX household sizes.  These distributions are discussed below. 

Ignoring distributions for households of size zero, for each Census size up through six, the mode 
of the distribution of AREX household size is the Census size.  Above Census size of six, the 
AREX mode remains at six.  Thus AREX consistently undercounts large Census households.  
Note also that, for AREX households of size greater than six, the mode of the distribution of 
Census household size is six or fewer. 

We’ve seen that for large Census households, and for large AREX households, the Census 
household size tends to be smaller.  These tendencies may represent a “regression toward the 
mean.”  We know that, because of the time lag between our administrative records and Census, 
there will sometimes be different people at an address in AREX than in Census.  In such a case, 
when there were many people in AREX at the address, we would expect that the household that 
moved into the housing unit later would  be smaller.  Similarly, where there were many people in 
the Census household at the address, there usually would have been fewer AREX people in the 
address before the Census people moved in.  A test of whether the time lag between our 
administrative records and Census accounts for this phenomenon has not been done. 

There is another reason to expect that when the Census household size is greater than six, the 
AREX household size is most likely to be six.  The largest source of administrative records used 
in AREX is the IRS 1040 file.  IRS provides the Census Bureau up to four dependents per tax 
return.  Thus we expect that, when the household size was greater than six, we still did not get 
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records for more than six people.  Hence AREX would tend to undercount Census households of 
sizes greater than six. 

 

• How do household size comparisons vary for different kinds of NRFU households? 

As with coverage, for household size comparisons, we considered also some of the “difficult” 
NRFU cases:  imputed households, and those where data came from a proxy. 

 

Table 12.  Household size comparisons for subsets of the NRFU Universe.  Linked, 
occupied Census housing units only 

Type of Census 
housing unit Total 

AREX and 
Census Have 

Equal Household 
Size 

 

AREX within one 
of Census Size 

Non-NRFU 632,832 
359,652 

(56.8%) 

528,769 

(83.6%) 

NRFU, not imputed or 
proxy 179,961 

70,837 

(39.4%) 

128,270 

(71.3%) 

NRFU, proxy 
response 27,919 

10,672 

(38.2%) 

20,642 

(73.9%) 

NRFU, imputed 14,029 
4,265 

(30.4%) 

9,271 

(66.1%) 

 

For these comparisons, there was virtually no difference between imputed households, or proxy 
cases, and the rest of NRFU. 

 

4.1.7 How do the demographic properties of linked households compare? 
In the next few analyses, we compare demographic characteristics of linked households.  
Because comparisons within households of different sizes are difficult to interpret, we consider 
only linked occupied housing units in which AREX and Census have the same number of people.  
There are 445,426 of these housing units representing 40.8 percent of all Census housing units, 
41.8 percent of all AREX housing units, and 51.2 percent of all linked housing units. 

• How often do AREX and Census agree about numbers in basic demographic categories?  
How do these comparisons differ between the NRFU and non-NRFU universes? 

Table 8 contains data only for linked households for which AREX and Census had the same total 
count.  The table shows the frequencies with which AREX and Census agree for: 

• each sex category; 

• each race category: White, Black, American Indian, Asian/Pacific Islander; 

• each Hispanic origin category; 
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• each five-year age category: 0-4, 5-9, …, 80-84, 85 and up; 

• and each of the age categories: 0-17, 18-64, and 65 and up. 

The agreements for racial composition and numbers of Hispanics and Nonhispanics are, in 
general, well above 90 percent.  This is not surprising, because there generally is a high 
percentage of Whites and a high percentage of Nonhispanics, and households tend to be all one 
race and either all Hispanic or all Nonhispanic.  Because of these facts, two households of the 
same size picked at random will often agree in racial and Hispanic origin compositions.  We still 
would expect that the agreement rates for racial and Hispanic origin compositions to go down as 
household size goes up.  When different households of the same size are compared, and where 
there are more people, it is less likely that distributions will happen to agree.  Furthermore, it is 
more probable that some data are missing and thus imputation necessary. 

The age comparisons are interesting.  There is a large difference between the frequency of 
agreement within 5-year age groups and for agreement within the three broader age groups.  Of 
course, this would be true if different households were picked at random.  But we believe that 
more is going on.  It is highly improbable that two different households would agree in age 
distributions in 5-year categories.  Thus, we expect that the 80 percent or so of AREX to Census 
households of the same size whose 5-year age distributions are the same are almost always cases 
where the housing units have the same people in them. 

The increased agreement rate for distributions in the age groups 0-17, 18-64, and 65 and up, 
would represent a few cases where age was misreported by a few years, and many cases where 
different people were being compared, but happen to agree within these larger age groups. 
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Table 13.  Comparisons between AREX and Census for demographic groups, for  
linked households with the same number of people only 

HH 
Size 

Total 
linked, of 
equal size 

Equal for 
all sex 

groups 1 

Equal for 
all race 
groups 

Equal for 
all Hisp. 
groups 

Equal for all 
5-year age 

groups 

Equal for 
age groups 

0-17, 18-64, 
65+ 

Equal for all 
demographic 

groups3 

All 
sizes 445,426 91.2%2 93.4% 94.8% 81.3% 93.1% 80.5% 

1 139,292 92.2% 95.1% 97.5% 82.5% 96.1% 85.4% 
2 158,259 93.8% 94.8% 95.9% 83.9% 94.0% 84.3% 
3 60,641 87.1% 90.7% 92.3% 75.7% 88.4% 72.2% 
4 60,181 89.3% 90.7% 90.7% 80.8% 91.7% 74.1% 
5 20,723 86.8% 88.9% 89.3% 77.2% 89.0% 69.5% 
6 5,359 80.4% 86.0% 86.0% 68.0% 81.8% 59.2% 
7+ 971 56.8% 80.8% 83.0% 28.7% 52.7% 28.7% 

1. i.e., the AREX and Census households have the same number of males and the same number of females. 
2. Percents are percents of  the Total column. 
3. Both sex groups, all race groups, both Hispanic origin groups, and age  groups 0-17, 18-64, 65+. 

Table 14 contains comparisons between NRFU households and other Census households of 
AREX and Census agreement in demographic groups.  These comparisons are done by 
household size.  In Table 10, we compare household demographic composition by household 
imputation status.   

Table 14.  Comparison of  AREX and Census demographic composition of households.  For 
linked households with the same number of people only, by size 

HH 
Size  Total 

Equal for 
all sex 

groups1,2 

Equal for 
all race 
groups 

Equal for 
all Hisp. 
groups 

Equal for 
all 

5-year age 
groups 

Equal for age 
groups 0-

17,18-64, 65+ 

Equal for all 
demographic 

groups3 

NRFU 85,774 81.0% 87.7% 92.3% 58.1% 84.9% 63.4% 
All  

non-NRFU 359,652 93.7% 94.7% 95.3% 86.9% 95.0% 84.6% 
NRFU 31,313 82.5% 89.3% 95.7% 57.5% 91.1% 68.9% 

1 
non-NRFU 107,979 95.0% 96.8% 98.1% 89.7% 97.5% 90.2% 
NRFU 24,499 83.7% 88.5% 92.7% 58.6% 83.6% 64.9% 

2 
non-NRFU 133,760 95.7% 96.0% 96.5% 88.6% 95.9% 87.9% 
NRFU 12,549 75.7% 85.6% 89.4% 54.3% 77.1% 54.8% 

3 
non-NRFU 48,092 90.1% 92.1% 93.0% 81.4% 91.4% 76.8% 
NRFU 11,423 79.8% 86.3% 88.4% 63.2% 83.3% 60.2% 

4 
non-NRFU 48,758 91.5% 91.7% 91.2% 84.9% 93.7% 77.3% 
NRFU 4,473 78.1% 84.9% 87.2% 60.4% 80.0% 56.8% 

5 
non-NRFU 16,250 89.2% 90.1% 89.9% 81.8% 91.4% 73.0% 
NRFU 1,269 71.0% 80.4% 83.0% 54.0% 73.1% 46.8% 

6 
non-NRFU 4,090 83.4% 87.8% 86.9% 72.4% 84.6% 63.0% 
NRFU 248 53.6% 79.8% 81.5% 27.0% 47.6% 24.6% 

7+ 
non-NRFU 723 58.0% 81.2% 83.5% 29.3% 54.5% 30.2% 

(Table 12 notes — from preceding page) 
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1. i.e., the AREX and Census households have the same number of males and the same number of females 
2. Percents are percents of Total. 
3. Both sex groups, all race groups, both Hispanic origin groups, and age groups 0-17, 18-64, 65+ 

Table 15.  Comparison of  AREX and Census demographic groups within households—For 
linked households with the same number of people only, by size 

HH 
Size  Total 

Equal for 
all sex 
groups 

Equal for 
all race 
groups 

Equal for 
all Hisp. 
groups 

Equal for 
all 5-year 

age groups 

Equal for age 
groups 0-

17,18-64, 65+ 

Equal for all 
demographic 

groups 

Imputed 4,784 49.6% 74.9% 91.7% 7.0% 60.7% 23.0% 
All 

Not imputed 440,642 91.7% 93.6% 94.8% 82.1% 93.4% 81.2% 

We see that the there is less AREX to Census agreement for NRFU households than for other 
Census households, both overall and for each size.  From the analysis here, we cannot determine 
how much of the disagreement is due to inaccuracies in AREX, and how much is due to 
inaccuracies in Census for NRFU cases. 

We also see that there is less agreement between AREX and Census for imputed households than 
for non-imputed households.  This is not surprising, because we would not expect imputed 
households to agree with the true demographic composition household by household. 

 

• How do comparisons of household demographic composition vary for different kinds of 
NRFU households? 

 

In Table 16 below, we consider some “difficult” NRFU cases:  imputed households, and those 
where data given by a proxy were used. 

Table 16.  Comparison of household demographic composition, by type of NRFU 
household.  Linked, occupied housing units with the same number of people only. 

Type of Census 
housing unit Total 

Same in all 
demographic 

groups* 

Non-NRFU 359,652 
304,312 

(84.6%) 

NRFU, not imputed or 
proxy 70,837 

47,817 

(67.5%) 

NRFU, proxy 
response 10,672 

5,622 

(52.7%) 

NRFU, Imputed 4,265 
961 

(22.5%) 
*  Both sex groups, all race groups, both Hispanic origin groups, and age groups 0-17, 18-64, 65+ 

As expected, the demographics did not agree much between AREX and Census for imputed 
households.  Since these are imputations, we do not expect good agreement on a household by 
household basis.  The disagreements here do not necessarily reflect inaccurate AREX data.  For 
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the proxy case, again we have a drop in how similar the demographics are.  Again, we suspect 
that this is due to inaccuracies on the Census side – proxy responses for demographics would not 
be expected to be very accurate in general. 

 

• Summary of comparisons of linked households: 

AREX households were linked with 84.1 percent of Census occupied households.  AREX had 
the same household size for 52.1 percent of the linked occupied households.  Of those occupied, 
linked households with the same size, AREX agreed with Census in counts in all of the 
demographic composition: race, sex, Hispanic origin and age (in groups 0-17,18-64, 65+) in 80.5 
percent of the cases.  Thus, in 41.9 percent of  linked households, AREX and Census agreed in 
household size and demographic composition.   

The results were somewhat different for the Census NRFU universe.  We saw that AREX 
households were linked with 76.7  percent of occupied NRFU households.  AREX had the same 
household size among occupied linked households for 38.7 percent.  AREX and Census agreed 
in demographic composition for 63.4 percent of linked occupied households with the same size.  
For 24.5 percent of linked occupied NRFU households, AREX agreed in size and demographic.  
These compare to occupied non-NRFU households, where AREX agreed with the Census in size 
and household demographic composition for 48.1 percent of Census linked occupied households. 

4.1.8 What was the effect of later NRFU dates on coverage and AREX to Census 
comparisons? 

For NRFU housing units, the dates on which data are entered for the household can differ.  
Because AREX compares worse for NRFU households, we might expect that for later NRFU 
dates, AREX and Census would differ more.  However, we found that there is little correlation 
between NRFU data entry dates and match rates. 

4.1.9 What is the effect of multi-unit housing units on match rates and comparisons of 
sizes and demographic properties? 

In Table 9 above, we showed that AREX housing units were linked with about 68 percent of 
occupied Census housing units which were at multi-unit basic street addresses (BSAs), and about 
90 percent of occupied Census housing units which were at single-unit BSAs.  Table 17 contains 
data regarding comparisons of coverage rates, household size, and demographic characteristics 
for multi-unit BSAs compared to those at single-unit BSAs. 

As noted above, the match rates for occupied Census housing units at multi-unit BSAs are at 
about 67 percent for all sizes, and the rates for occupied Census housing units at single-unit 
BSAs are at about 90 percent. 

For linked households, when the Census household size is one, the household size comparison of 
multi-units is close to that for single units.  However, for larger sizes of Census household, the 
AREX and Census household sizes differed more frequently for households in multi-units. 

For linked households of equal size, AREX differed from Census in demographic composition 
more often for households in multi-units.  The percentage of households which agree in 
demographic composition runs from about 10 to 20 less for households at multi-unit addresses 
than for those at single-unit addresses. 
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We expect that people in multi-unit addresses move more often than others.  Then, due to the 
time lag between AREX and Census it would be more probable that the households in the 
housing unit are different.  In that case, the sizes are more likely to be different, and when they 
are the same, the demographic characteristics are more likely to be different. 

Table 17.  Comparison of match rates and household comparisons between occupied 
housing units at multi-unit BSAs and housing units at single-unit BSAs

Census 
HH Size Group Total Linked (% of 

Total) Equal size (%)1 
Equal in all 

demographic 
groups(%)2 

In multi-unit 278,447 188,826 
(67.8%) 

88,517 
(46.9%) 

64,992 
(73.4%) All 

sizes3 
In single-unit 738,826 

 
665,915 
(90.1%) 

356,909 
(53.6%) 

293,720 
(82.3%) 

In multi-unit 135,833 91,051 
(67.0%) 

57,218 
(62.8%) 

44,978 
(78.6%) 

1 
In single-unit 140,757 125,568 

(89.2%) 
82,074 

(65.4%) 
74,034 

(90.2%) 

In multi-unit 80,719 
 

55,820 
(69.2%) 

21,788 
(39.0%) 

15,009 
(69.3%) 

2 
In single-unit 250,753 226,676 

(90.4%) 
136,471 
(60.2%) 

118,386 
(86.7%) 

In multi-unit 51,244 35,165 
(68.6%) 

8,567 
(24.4%) 

4,459 
(52.0%) 

3-4 
In single-unit 262,714 237,644 

(90.5%) 
112,255 
(47.2%) 

83,906 
(74.7%) 

In multi-unit 
 

9390 6,063 
(64.6%) 

926 
(15.3%) 

456 
(49.2%) 

5-6 
In single-unit 73,253 65,838 

(89.9%) 
25,156 

(38.2%) 
17115 

(68.0%) 
In multi-unit 

 
1,261 727 

(57.7%) 
18 

(2.5%) 
0 
 

7+ 
In single-unit 11,349 10,189 

(89.8%) 
953 

(9.4%) 
279 

(29.3%) 

1 Percent of linked households, 2 Percent of linked households of equal size, 3 Except size zero 

4.1.10 What are the effects of household demographic characteristics on the match rate 
and AREX to Census comparisons? 

• What is the effect of  household age characteristics on coverage and on comparisons 
between AREX and Census? 

The discrepancies between AREX and Census are partly because some households have moved 
out of , and others moved into, addresses between the time of AREX data and Census.  For this 
reason, we expect that households less likely to move will have a better AREX to Census 
comparison.  And we expect that households containing only older people are less likely to 
move.  In Table 18, we give match rates by whether the housing unit is at multi-unit BSA, and by 
whether it has only people 50 and over.  In Table 16, we give comparisons of match rates, size, 
and demographics for housing units containing only people 50 and over, and others – controlling 
for household size.  Tables B.16 and B.17A-B in Appendix B contain similar comparisons for 
ages 18 and over, and for 65 and over. 
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The coverage by AREX of Census households with everyone over 50 are slightly, but 
consistently, higher.  This is true whether controlling for multi-units or controlling for size.  The 
comparison for household size and demographics are much better for households with everyone 
over 50, as would be expected if fewer of these households moved.  (The demographic 
comparison is worse for households of size 3 or more, but there are few of those.)   

From tables B.16 and B.17A-B in Appendix B, we see that these patterns do not hold for 
households with everyone over 18 compared to others.  For households with everyone over 65, 
we see a pattern similar to that for everyone over 50. 

Table 18.  Coverage by multi vs. single unit, and by  
household age characteristics 

Type of 
housing unit 

Census household 
age characteristic Total Percent 

linked 

All 50 or older 292,091 85.8% 
All HUs 

Some under 50 725,182 83.3% 

All 50 or older 81,480 69.8% 
In multi-unit 

Some under 50 196,967 67.0% 

All 50 or older 210,661 91.8% 
In single-unit 

Some under 50 528,215 89.4% 
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Table 19.  AREX to Census comparisons by size of housing unit and by 
household age characteristics 

Equal size Size of 
HH 

Census 
household age 
characteristic 

Total 

Linked with 
AREX 

housing units
(% of Total) (%)1 

Equal in all 
demographic 

groups2 

(%)3 

All 50 or over 

 

148,355 121,781 

(82.1%) 

86,518 

(71.0%) 

78,500 

(90.7%) 
1 

Some under 50 128,235 94,838 

(74.0%) 

52,774 

(55.6%) 

40,512 

(76.8%) 

All 50 or over 137,758 123,412 

(89.6%) 

83,662 

(67.8%) 

76,685 

(91.7%) 
2 

Some under 50 193,714 159,084 

(82.1%) 

74,597 

(46.9%) 

56,800 

(76.1%) 

All 50 or over 5878 5,357 

(91.1%) 

2542 

(47.4%) 

2072 

(81.5%) 
3+ 

Some under 50 403,233 350,269 

(86.9%) 

145,313 

(41.5%) 

104,143 

(71.7%) 
1 Percent of linked households 
2 Equal in: both sex groups, all four race groups, both Hispanic origin categories, and age groups 0-17, 18-64, 

65+ 
3 Percent of linked of equal size 

• What is the effect of the household race and Hispanic origin characteristics on match 
rates and comparisons between AREX and Census? 

Table 14 shows how coverage, size comparisons, and race comparisons, vary with whether there 
is a someone who is not White in the household according to Census. 

For Census households with at least one person who is not White, the coverage by AREX is 
smaller, but not smaller by much, compared with other households.  The fact that these coverage 
rates are so similar is promising.  On the other hand, the household size comparisons and the 
racial composition comparisons display more disagreement for households that do not contain 
only Whites. 

If we were to use administrative records for nonresponse substitution, we would want 
comparisons to be more similar among households with different racial characteristics.  Because 
our administrative records appear to be more accurate and complete for Whites than for others,  
we should seek administrative records that have more complete and accurate data for people of 
other races. 
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Table 20.  The effect of the presence of other races in a household on  
household match rates and comparisons 

Census 
HH Size 

Household 
type Total 

Linked with 
AREX housing 

units 
( % of Total) 

Equal size 
(%)1 

Equal in all four 
race groups 

(%)2 

all White 
739,631 631,606 

(85.4%) 

358,833 

(56.8%) 

347,592 

(96.9%) 
All sizes 

not all 
White 

277,642 

 

223,135 

(80.4%) 

86,593 

(38.8%) 

68,356 

(78.9%) 

all White 
205,139 165,098 

(80.5%) 

111,112 

(67.3%) 

108,450 

(97.6%) 
1 

not all 
White 

71,451 

 

51,121 

(72.1%) 

28,180 

(54.7%) 

24,049 

(85.3%) 

all White 
256,496 221,806 

(86.5%) 

133,180 

(60.0%) 

130,033 

(97.6%) 
2 

not all 
White 

74,976 60,690 

(80.9%) 

25,079 

(41.3%) 

19,995 

(79.7%) 

all White 
218,894 

 

192,772 

(88.1%) 

93,694 

(48.6%) 

89,491 

(95.5%) 
3-4 

not all 
White 

95,064 80,037 

(84.2%) 

27,128 

(33.9%) 

20,105 

(74.1%) 

all White 
53,112 46,707 

(87.9%) 

20,319 

(43.5%) 

19,144 

(94.2%) 
5-6 

not all 
White 

29,531 25,194 

(85.3%) 

5,763 

(22.9%) 

3,896 

(67.6%) 

all White 
5,990 

 

5,223 

(87.2%) 

528 

(10.1%) 

474 

(89.8%) 
7+ 

not all 
White 

6,620 5,693 

(86.0%) 

443 

(7.8%) 

311 

(70.2%) 
1 Percent of linked households 
2 Percent of linked households of equal size 

The AREX coverage of Census does not vary much with whether the household contains 
Hispanics.  This indicates that Hispanics do not have a strong tendency to live at kinds of 
addresses that are hard to match, nor that our ability to get administrative records from 
households with Hispanics is not greatly worse. 

There is a notable difference in household size comparisons between households with Hispanics 
and those without.  This is true even controlling for Census household size. 
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There is a large difference between households with Hispanics and those without in Hispanic 
origin comparisons.   Where there is a Hispanic in the household according to Census, AREX 
and Census agree in household Hispanic origin composition about 50 percent of the time, as 
compared to 96.9 percent for households with no Hispanics. 

We believe that this discrepancy is largely due to imputations on the AREX side.  Hispanic 
origin was imputed for 96.7 percent of AREX people.  An imputation model would assign non-
Hispanic to a high percentage of people.  Because of this, we would expect that Census 
households composed of only non-Hispanics would agree with AREX household Hispanic origin 
composition a large percentage of the time.  On the other hand, when a Census household does 
have Hispanics, we would not expect an imputation model to agree as often on a household by 
household basis. 

Table 21.  The effect of presence of Hispanics on household match rates and comparisons 

Census 
HH Size 

Household 
type Total 

Linked with AREX 
housing units 
( % of Total) 

Equal size 
(% )1 

Equal # of 
Hispanics 

(%)2 

All 
Nonhispanic 955.253 

803,272 
(84.1%) 

424,867 
(52.9%) 

411,698 
(96.9%) 

All sizes 
At least one 

Hispanic 62,020 
51,469 

(83.0%) 
20,559 
(39.9%) 

10,365 
(50.4%) 

All 
Nonhispanic 268,888 

210,745 
(78.4%) 

136,114 
(64.6%) 

134,063 
(98.5%) 

1 
At least one 

Hispanic 7,702 
5,874 

(76.3%) 
3,178 

(54.1%) 
1,802 

(56.7%) 
All 

Nonhispanic 
314,443 

 
268,371 
(85.3%) 

151,588 
(56.5%) 

147,697 
(97.4%) 

2 
At least one 

Hispanic 17,029 
14,125 

(82.9%) 
6,671 

(47.2%) 
4,053 

(60.8%) 
All 

Nonhispanic 287,700 
250,589 
(87.1%) 

112,467 
(44.9%) 

106,922 
(95.1%) 

3-4 
At least one 

Hispanic 26,258 
22,220 

(84.6%) 
8,355 

(37.6%) 
3,609 

(43.2%) 
All 

Nonhispanic 73,483 
64,212 

(87.4%) 
23,831 
(37.1%) 

22,235 
(93.3%) 

5-6 
At least one 

Hispanic 9,160 
7,689 

(83.9%) 
2,251 

(29.3%) 
876 

(38.9%) 
All 

Nonhispanic 10,739 
9,355 

(87.1%) 
867 

(9.3%) 
781 

(90.1%) 
7+ 

At least one 
Hispanic 1,871 

1,561 
(83.4%) 

104 
(6.7%) 

25 
(24.0%) 

1 Percent of  linked 
2 Percent of linked of equal size 
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4.1.11 What are the effects of AREX imputations on the similarity of AREX and Census 
demographic characteristics? 

Race and Hispanic origin were imputed for AREX people when missing (with a few exceptions).  
Many of our administrative records treated Hispanic as a race.  Thus, we typically have either a 
race or a Hispanic origin for a person but not both.  There are 2,282,401 people in the AREX 
non-GQ population.  Race was imputed for 15.2% of them. 

• What are the effects of AREX race imputations on the similarity of distributions of AREX 
and Census race characteristics? 

In Table 10 above, and in Tables B.7 to B.11 in Appendix B, the distribution of household race 
characteristics for AREX is compared to that of Census, by whether or not the household had 
anyone whose AREX race was imputed. 

From Table 10, we see that the percent of mixed race households for all AREX households is 
higher than that for all Census households and for AREX households which contained no person 
with an AREX imputed race.  Thus, it appears that race imputation created a higher percentage 
of multi-race households than were indicated by Census. 

4.1.12 What are the effects of race imputation on race comparisons within linked 
households? 

Table 22 concerns linked households in which no person’s AREX race was imputed, and those in 
which at least one person’s race was imputed.  The comparison is done with regard to the racial 
composition of the household. 

The degree of agreement when races were not imputed is promising for administrative records.  
The fact that 78 percent of linked households with equal size required no race imputation, 
together with the 96 percent agreement rate in racial composition for those households shows 
good potential for use of administrative records for nonresponse substitution, when households 
are linked and have equal sizes.  The percentage of agreement in household racial composition as 
a percentage of all of the 889,638 linked households is 37.1 percent. 

As expected, when households with imputed race are included in the analysis, there is less 
household by household agreement between AREX and Census about racial characteristics.  We 
consider the 86 percent agreement when race is imputed to be quite good.  Since data shown 
above concerning distributions of racial composition suggested improvements in the model used 
to impute race, we expect that this agreement rate could be improved. 
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Table 22.  The effect of AREX imputed race on household comparisons 
  HHs with at least one person with 

AREX imputed race 
HHs with no person with AREX 

imputed race 
Census 
HH Size 

Total linked, 
with equal size 

[1] 

Number 
(% of [1]) 

[2] 

Equal in all race 
categories 
(% of [2]) 

Number 
(% of [1]) 

[3] 

Equal in all race 
categories 
(% of [3]) 

All sizes* 445,426 100,416 

(22.5%) 

86,290 

(85.9%) 

345,010 

(77.5%) 

329,658 

(95.6%) 

1 139,292 5,197 

(3.7%) 

4,099 

(78.9%) 

134,095 

(96.3%) 

128,400 

(95.8%) 

2 158,259 14,087 

(8.9%) 

11,351 

(80.6%) 

144,172 

(91.1%) 

138,677 

(96.2%) 

3-4 120,822 61,389 

(50.8%) 

53,689 

(87.5%) 

59,433 

(49.2%) 

55,907 

(94.1%) 

5-6 26,082 18,991 

(72.8%) 

16,558 

(87.2%) 

7,091 

(27.2%) 

6,482 

(91.4%) 

7+ 971 752 

(77.4%) 

593 

(78.9%) 

291 

(22.6%) 

192 

(87.7%) 

*  Not including zero 

Because there were so few people whose Hispanic origin was not imputed, we did not include a 
similar analysis for the effect of Hispanic origin imputation. 

4.1.13 Summary of descriptive analyses 
A summary of the AREX to Census comparisons is given in Table 17 below.   

• What do the results here show about the general similarity between AREX data and 
Census data? 

The overall coverage of occupied Census housing units by AREX was about 84 percent.  For 
purposes of an administrative records census, the remaining 16 percent may not be of great 
concern.  These, along with many of the vacant housing units, would require a non response 
operation.  Note that the Census NRFU occurs after all mailout/mailback operations are 
completed.  However for an administrative records census, a mailout operation would be part of 
the non response operation, which would make the number of cases needing phone and/or field 
operations even smaller. 

In addition, we expect that the match rate between Census addresses and administrative records 
addresses could be improved by resolving many-to-one matches, improving computer match 
technology, and obtaining more and better quality administrative records. 

Of the occupied Census linked households, AREX and Census had the same number of people in 
52.1 percent of the cases.  In 41.9 percent of occupied linked households, AREX and Census had 
the same number of people, and the same demographic composition (using the three age 
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categories).  Relaxing the criteria somewhat, we saw that in 79.4 percent of linked households 
(including Census vacants), the AREX person count was within one of the Census count. 

• What do the results here show about the potential use of administrative records for 
nonresponse substitution? 

The under coverage of the Census universe by AREX is of more concern for purposes of 
nonresponse substitution.  For these purposes, administrative records only, not including 
nonresponse operations, would probably be used.  Thus, the 84 percent coverage rate is of some 
concern, and the fact that coverage dropped to about 77 percent for Census NRFU housing units 
and about 63 percent for imputed households is of more concern. 

Among linked occupied households in NRFU, AREX had the same count as Census in 38.7 
percent of the cases.  AREX and Census had the same demographic composition for 24.5 percent 
of these linked occupied households.  Relaxing the criteria, we saw that the AREX count was 
within one of the Census count for 69.3 percent of the cases, including Census vacant housing 
units. 

We should note that Census data for NRFU are probably worse than for other households, so for 
some of the AREX to Census disagreement AREX may be correct. 
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Table 23.  Summary of match rates and household comparisons  
between AREX and Census

Type of Housing Unit All of Census NRFU non-NRFU Imputed HHs non-Imputed 
HHs 

Total Occupied Census 
Housing Units 1,017,273 289,224 728,049 23,811 993,462 

Census Occupied, linked 854,741 
(84.0%)1 

221,909 
(76.7%) 

632,832 
(86.9%) 

15,043 
(63.2%) 

839,698 
(84.5%) 

Linked occupied with equal 
number  

455,426 
(52.1%)2 

85,774 
(38.7%) 

359,652 
(56.8%) 

4,784 
(31.8%) 

440,642 
(52.5%) 

AREX and Census counts 
both sex categories 

406,349 
(91.2%)3 

69,488 
(81.0%) 

336,861 
(93.7%) 

2,373 
(49.6%) 

403,976 
(91.7%) 

AREX and Census counts 
equal in all race categories 

415,948 
(93.4%)3 

75,262 
(87.7%) 

340,686 
(94.%) 

3,583 
(74.9%) 

412,365 
(93.6%) 

AREX and Census counts 
equal in both  Hispanic origin 
categories 

422,063 
(94.8%)3 

79,146 
(92.3%) 

342,917 
(95.4%) 

4,388 
(91.7%) 

417,675 
(94.8%) 

AREX and Census counts 
equal in all 5-year age 
categories 

362,202 
(81.3%)3 

49,833 
(58.1%) 

312,369 
(86.9%) 

335 
(7.0%) 

361,867 
(82.1%) 

Equal in age groups 0-17, 18-
64, 65+ 

414,668 
(93.1%)3 

72,835 
(84.9%) 

341,833 
(95.1%) 

2,905 
(60.7%) 

411,763 
(93.5%) 

AREX and Census counts 
qual in sex, race, Hispanic 
origin, and 5-year age groups 

333,577 
(74.9%)3 

43,210 
(50.4%) 

290,367 
(80.7%) 

138 
(2.9%) 

333,439 
(75.7%) 

AREX and Census equal in 
demographic composition:  
sex, race, Hispanic origin, 
and age groups 0-17, 18-64, 
65+ 

358,712 
(80.5%)3 

54,400 
(63.4%) 

304,312 
(84.6%) 

1,099 
(23.0%) 

357,613 
(81.2%) 

1. Percent of Census occupied housing units 
2. Percent of Census linked housing units 
3. Percent of linked housing units with equal numbers of people 

4.2 Predicting Where An AREX Household Will Be Similar To A Census 
Household 

4.2.1 Why do we need to predict where an AREX household will be similar to a census 
household? 

While earlier analyses show that for some households the AREX household demographics are 
comparable to the census household demographics,  in future censuses, we will not know, before 
the fact, when an AREX household will be similar to a census household.  In order to effectively 
substitute AREX data for Nonresponse Followup data, we must be able to accurately identify the 
properties of addresses where AREX data are most likely to be similar to census data.  The 
predictive model developed here is designed with this goal in mind.   
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4.2.2 What kind of predictive model are we fitting? 
The dependent variable for this analysis is a 0-1 variable, with 1 denoting that the AREX 
household matched the Census household on all demographic distributions, and a zero indicating 
that at least one demographic distribution of the AREX household did not match the Census 
household.  Thus the most natural form of analysis is logistic regression; in effect we will be 
using right hand side predictor variables to predict the probability that the two addresses will 
have the same demographic distribution. 

4.2.3 What information was assumed and how were variables chosen to make this 
prediction? 

The most important assumption is that, in future censuses, we would not have census response 
data available on a particular address:  The only information we have is from the AREX database 
itself and the Master Address File.  Conceivably, for future censuses, we could have tract level 
data from the American Community Survey; however, while we believe that this would improve 
our ability to predict matching demographics, we have not (yet) incorporated any similar data 
into this analysis. 

Because the purpose of this model is to maximize predictive accuracy, we developed several 
hypotheses about which kinds of addresses would be most likely to match on demographic 
characteristics.  In particular, we hypothesize: 

• Nonmoving households are more likely to be captured accurately by administrative 
records than moving households; 

• Households filing tax returns are more likely to be captured accurately than non-tax-filing 
households; 

• Medicare households are more likely to be captured accurately than non-Medicare 
households; 

• Households whose characteristics are corroborated by more AREX source files will be 
more likely to match than households with more limited corroboration among source 
files; 

• The characteristics of households that make them “difficult to enumerate” in the census 
will also tend to make them “difficult to enumerate” via administrative records; therefore, 
mailout/mailback responders will be more likely to be captured accurately by 
administrative records, followed by early Nonresponse Followup responders, and so on; 

• Due to the limitations on the ability of administrative records to accurately cover 
children, and determine their race, households with children will be less accurately 
captured than households without children. 

In order to maximize the descriptive information in these models, various additional factors have 
been extracted from the AREX database and an April extract of Geography Division’s Decennial 
Master Address File.  We will comment on these additional factors at points. 

4.2.4 What simple relationships occur? 
We begin by describing simple bivariate relationships between data in the AREX and Master 
Address File and the Match/Non-match indicator.  (Recall that we use the term “Demographics 
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match” for the “match” definition described earlier—across the age (in five year increments), 
race (four races), sex (two sexes), and Hispanic origin (Hispanic and non-Hispanic) array, all the 
characteristics of the two households are the same)8.  In tables 21-50 that follow, cell counts will 
be accompanied by column percents.  The most relevant two cells to compare are those where 
the  addresses demographically match.  These two cells will be marked in gray, and, in general, a 
large difference between the two column percents indicates that the variable listed along the top 
of the table is a good variable for discriminating between Match and Non-match status. 

• General properties (Colorado, NRFU status, multi-unit status). 

Table 24.  AREX address location and demographic  
match/non-match status 

  AREX address is in:  

  MD CO Total 

 306,141 241,203 547,344 

 
Non-match 

62.5% 60.5%  

 184,754 157,540 342,294 

 
Match 

37.6% 39.5%  

 490,895 398,743 889,638 

 
Total 

55.2% 44.8% 100 

We first examine basic differences between Maryland and Colorado.  As can be seen above, 
addresses in Colorado had a slightly higher demographic match rate (39.5 percent) than 
addresses in Maryland (37.6 percent). 

Table 25.  Address Nonresponse Followup (NRFU) status and  
demographic match/non-match status 

  From Census 2000, address is: 

  Non-NRFU NRFU Total 

 343,267 204,077 547,344 
 
Non-match 

54.2% 79.7%  
 290,349 51,945 342,294 
 
Match 

45.8% 20.3%  
 633,616 256,022 889,638 
 
Total 

71.2% 28.8% 100% 

As can be seen, addresses that are cut for the NRFU universe are much less likely to match 
demographically (20.3 percent) than those that are in the non-NRFU universe (45.8 percent).  
This suggests that administrative records data will be less useful for NRFU substitution use than 
originally hoped, although it will require the multivariate analysis of the next section to answer 

                                                 
8 For example, the two addresses have exactly the same number of people and, further, they have exactly the same 

number of 15-19 year old Black Hispanic males, Black Hispanic Females, etc. etc. 
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the question:  Is the lower demographic match rate of NRFU addresses a result of their 
characteristics, or is there a fundamental problem with NRFU addresses? 

Table 26.  Single unit or multi unit address (from Census 2000 HDF)  
and demographic match/non-match status 

  From Census 2000 data:  

  Single unit Multi unit  

  at BSA at BSA Total
 406,986 140,358 547,344 
 

Non-match 
59.1% 69.8%  

 281,486 60,808 342,294 
 

Match 
40.9% 30.2%  

 688,472 201,166 889,638 
 

Total 
77.4% 22.6% 100% 

As can be seen, addresses that are identified as multiple addresses at a BSA by the MAF are less 
likely to match demographically (30.2 percent) versus those that are single unit (only one address 
at a BSA [40.9 percent]). 

Table 27.  Single unit or multi unit address (from AREX) and  
demographic match/non-match status 

  From AREX data:  
  Single unit Multi unit  
  at BSA at BSA Total 

 413,638 133,706 547,344 

 
Non-match 

59.3% 69.5%  

 283,566 58,728 342,294 

 
Match 

40.7% 30.5%  

 697,204 192,434 889,638 

 
Total 

78.4% 21.6% 100% 

A similar effect occurs for addresses that are identified as multiple addresses at a BSA by 
administrative records data.  Addresses with multiple units match 30.5 percent of the time; 
addresses with single units match 40.7 percent of the time.  We note for the record, however, that 
this result could occur because of difficulties caused by Census operations, for example, 
misdeliveries of census forms to incorrect apartments, rather than administrative records. 
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Table 28.  Number of units at BSA (from AREX) and  
demographic match/non-match status 

  From AREX data:  
  Less than 10 10 or more  
  units at BSA units at BSA Total 

 466,198 81,146 547,344 
 
Non-match 

60.7% 66.5%  
 301,487 40,807 342,294 
 
Match 

39.3% 33.5%  
 767,685 121,953 889,638 
 
Total 

86.3% 13.7% 100% 

For addresses with ten or more units at the BSA, we see that these addresses are less likely to 
match demographically (33.5 percent) than those that have one to nine units at the BSA (39.3 
percent).  However, we note that 33.4 percent is actually slightly higher than the previous table 
(30.5 percent)—addresses with ten or more units are the BSA are slightly more likely to match 
demographically than addresses that are multiunit in general. 

In the next section, we explore whether characteristics of the administrative records address can 
explain demographic matching.  For example; are addresses that come from particular source 
files more likely to match demographically than records that do not? 

4.2.5 Source Files. 
In this section, we will determine that the source file of an address bears a relationship with its 
match/non-match status.  When we refer to an address as being “in” a file (for example, an 
address “in the IRS 1040 file”), we mean the following: At least one person determined to reside 
at that address by AREX processing had their address come from the specified file.  A single 
address could be “in” multiple source files by virtue of the persons determined to reside at that 
address coming from different source files. 

Table 29.  Address is found in the IRS 1040 file versus demographic  
match/non-match status 

  Not in IRS In IRS file Total 
 133,291 414,053 547,344 
 
Non-match 

73.6% 58.5%  
 47,932 294,362 342,294 
 
Match 

26.4% 41.6%  
 181,223 708,415 889,638 
 
Total 

20.4% 79.6% 100% 

As can be seen, for addresses in which at least one person at that address came from the IRS 
1040 file, 41.6 percent of these addresses matched demographically, as opposed to 26.4 percent 
where no person at the address was found on the IRS 1040 file.  This suggests that presence on 
the IRS file is a predictor of accurate demographic matching. 



 

 43

Table 30.  Address is found in the HUD-TRACS file versus  
demographic match/non-match status 

  Not in HUD In HUD file Total 
 547,308 36 547,344 
 
Non-match 

61.5% 100%  
 342,294 - 342,294 
 
Match 

38.5% 0%  
 889,602 36 889,638 
 
Total 

100% 0% 100% 

As can be seen, so few addresses came only from the HUD TRACS file, that no substantive 
inferences can be made, except perhaps to note that none of them demographically matched their 
census counterparts. 

Table 31.  Address is found in Medicare versus demographic  
match/non-match status 

  Not in In  

  Medicare Medicare Total 

 456,058 91,286 547,344 
 
Non-match 

66.1% 45.7%  
 233,619 108,675 342,294 
 
Match 

33.9% 54.3%  
689,677 199,961 889,638 

Total 
77.5% 22.5% 100% 

As can be seen, addresses for which at least one person came from the Medicare file matched at 
a notably higher rate (54.3 percent) than addresses in which no one came from the Medicare file 
(33.9 percent).  The difference between these two percentages (about 21 percent) is one of the 
largest that we will find, suggesting that presence on the Medicare file is a substantial predictor 
of demographic matching.  Our later multivariate analyses will question this relationship 
somewhat, however. 

Table 32.  Address is found in Information Returns Master File (IRMF)  
versus demographic match/non-match status 

  Not in IRMF In IRMF Total 
 117,382 429,962 547,344 
 
Non-match 

81.2% 57.7%  
 27,210 315,084 342,294 
 
Match 

18.8% 42.3%  
 144,592 745,046 889,638 
 
Total 

16.3% 83.7% 100% 

As can be seen, addresses for which at least one person came from the Information Returns 
Master File (IRMF) matched at a higher rate (42.3 percent) than those for which no one come 
from the IRMF (18.8 percent).  The difference between these two percentages(about 24 percent) 
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is again one of the largest that we will find, suggesting that the non-presence on the IRMF is a 
substantial predictor of an address not demographically matching. 

Table 33.  Address is found in Indian Health Service (IHS) versus  
demographic match/non-match status 

  Not in In  
  IHS file IHS file Total 
 547,201 143 547,344 
 
Non-match 

61.5% 83.6%  
 342,266 28 342,294 
 
Match 

38.5% 16.4%  
 889,467 171 889,638 
 
Total 

100.0% 0.0% 100% 

Only a small number of addresses came from the IHS file in the AREX test sites; and, for those 
that did, they demographically matched at a lower rate (16.4 percent) than those that did not 
(33.5 percent).  Thus, presence on this file is a predictor of the addresses demographically not 
matching. 

Table 34.  Address is found in the Selective Service System (SSS) versus  
demographic match/non-match status 

  Not in In Total 
  SSS SSS  
 508,423 38,921 547,344 
 

Non-match 
60.4% 82.3%  

 333,898 8,396 342,294 
 

Match 
39.6% 17.7%  

 842,321 47,317 889,638 
 

Total 
94.7% 5.3% 100% 

47,317 addresses had one or more persons coming from the Selective Service file.  However, 
those that did had a lower rate of demographic matching (17.7 percent) than those that did not 
(39.6 percent). 

The results of the IRS, IRMF, and Medicare tables above led us to explore the following two 
way interactions between IRS and IRMF, IRMF and Medicare, and Medicare and IRS. 
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Table 35.  Address is found in both IRS 1040 and IRMF versus  
demographic match/non-match status 

  Not in IRS& In IRS &  

  IRMF IRMF Total 
 180,355 366,989 547,344 
 
Non-match 

73.9% 56.8%  
 63,728 278,566 342,294 
 
Match 

26.1% 43.2%  
 244,083 645,555 889,638 
 
Total 

27.4% 72.6% 100% 

As can be seen, addresses that are in both the IRS 1040 and the IRMF are more likely to match 
demographically (43.2 percent) than addresses that are in neither (26.1 percent).  This is slightly 
higher than either individually, but only slightly. 

Table 36.  Address is found in both IRS 1040 and Medicare versus  
demographic match/non-match status. 

  Not in IRS & In IRS &  

  Medicare Medicare Total 
 478,492 68,852 547,344 
 
Non-match 

64.6% 46.4%  
 262,754 79,540 342,294 
 
Match 

35.4% 53.6%  
 741,246 148,392 889,638 
 
Total 

83.3% 16.7% 100% 

As can be seen, addresses that are in both the IRS 1040 and the Medicare are more likely to 
match demographically (53.6 percent) than addresses that are in neither (35.4 percent).  This is 
slightly lower than the Medicare only table above (54.3 percent), suggesting that, conditional on 
knowing that an address came from the Medicare file, knowing that it also came from the IRS 
1040 does not provide any additional predictability about its demographic match. 

Table 37.  Address is found in both IRMF and Medicare versus  
demographic match/non-match status 

  Not in IRMF In IRMF  
  & Medicare & Medicare Total 
 Non-match 459,628 87,716 547,344 
  66.0% 45.4%  
 Match 236,650 105,644 342,294 
  34.0% 54.6%  
 Total 696,278 193,360 889,638 
  78.3% 21.7% 100% 

As can be seen, addresses that are in both the IRMF and Medicare are more likely to match 
demographically (54.6 percent) than addresses that are in neither (34.0 percent).  This is slightly 
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higher than the Medicare only table above (54.3 percent), but only very slightly.  Again this 
suggests that, conditional on knowing that an address came from the Medicare file, knowing that 
it also came from the IRMF does not provide any additional predictability about its demographic 
match. 

Finally, we present the results of being in all three files. 

Table 38.  Address is found in IRS 1040, IRMF, and Medicare versus  
demographic match/non-match status 

 Not in IRS, IRMF 
& Medicare 

In IRS, IRMF 
and Medicare Total 

479,450 67,894 547,344 
Non-match 

64.5% 46.2%  
263,387 78,907 342,294 

Match 
35.5% 53.8%  

742,837 146,801 889,638 
Total 

83.5% 16.5% 100% 

As can be seen, addresses that are in all three files are more likely to match demographically 
(53.8 percent) than addresses that are in none (35.5 percent).  This is slightly lower than the 
Medicare only table above (54.3 percent).  Again this suggests that, conditional on knowing that 
an address came from the Medicare file, knowing that it also came from the IRMF and IRS 1040 
does not provide any additional predictability about its demographic match. 

The next section focuses on variables that we hypothesized, and later exploratory analysis 
confirmed, that predict demographic matching. 

4.2.6 Demographic properties (Size, age, race, imputation status). 
Table 39.  Number of persons in the AREX address versus  

demographic match/non-match status 

 AREX household number of persons 
 0 1 2 3 4 5 6+ Total 

66,939 106,529 119,419 105,101 78,193 39,826 31,337 547,344 Not 
Matched 88.1% 49.3% 48.9% 72.2% 65.2% 74.8% 91.0%  

9,011 109,680 124,895 40,475 41,756 13,390 3,087 342,294 
Matched 

11.9% 50.7% 51.1% 27.8% 34.8% 25.2% 9.0%  

Total 75,950 216,209 244,314 145,576 119,949 53,216 34,424 889,638 

The effect of number of people on the AREX file is distinctive:  Essentially, those addresses with 
exactly one or two persons in the administrative records database are much more likely to match 
demographically than those addresses that have zero, three, or more persons.  This suggests that 
administrative records data will tend to match demographically more with smaller households 
than with larger.  This is confirmed when we collapse the above table. 
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Table 40.  One or Two persons in AREX address versus  
demographic match/non-match status 

AREX household has only one or two persons 
 No Yes Total 

321,396 225,948 547,344 
Non-match 

74.9% 49.1%  

107,719 234,575 342,294 
Match 

25.1% 51.0%  

429,115 460,523 889,638 
Total 

48.2% 51.8% 100% 

Confirming the previous table, addresses with only one or two persons on the administrative 
records file are more likely to match demographically (50.9 percent) than addresses with zero or 
three or more persons (25.1 percent). 

Table 41.  AREX imputed race versus demographic match/non-match status 

 At least one AREX person  
has imputed race: 

  No Yes Total 

 395,818 151,526 547,344 

 
Non-match 

58.7% 70.4%  

 278,689 63,605 342,294 

 
Match 

41.3% 29.6%  

 674,507 215,131 889,638 

 
Total 

75.8% 24.2% 100% 

As can be seen, if at least one AREX person had their race imputed using the AREX 2000 race 
imputation rules, then that household is less likely to demographically match (29.6 percent) than 
addresses where no person had their race imputed (41.3 percent).  This contributes further 
evidence (beyond that found in other AREX reports and evaluations) that the race imputation 
model does not work at these small levels of geography, even though it generates correct 
aggregate distributions. 
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Table 42.  Address has children versus demographic  
match/non-match status 

  AREX Children in Household? 
  No Yes Total 

 351,560 195,784 547,344 

 
Non-match 

57.8% 69.6%  

 256,894 85,400 342,294 

 
Match 

42.2% 30.4%  

 608,454 281,184 889,638 

 
Total 

68.4% 31.6% 100% 

As can be seen, if the address has at least one child, then that household is less likely to 
demographically match (30.4 percent) than an address where no children are believed to be 
present (42.2 percent).  This may reflect difficulties in modeling of race for children or 
difficulties of accurately capturing children in administrative records. 

Table 43.  Address contains only persons 65 and older versus  
demographic match/non-match status 

 All AREX persons age 65 or older? 

 No Yes Total 
513,926 33,418 547,344 

Non-match 
66.6% 28.4%  

258,150 84,144 342,294 
Match 

33.4% 71.6%  

772,076 117,562 889,638 
Total 

86.8% 13.2% 100% 

As can be seen, having all persons in the household aged 65 or older is a very strong predictor of 
demographic matching (71.6 percent), as opposed to other households (33.4 percent).  We do not 
know if this is because of better data quality for persons 65 or older, the Medicare source file for 
many of these persons, lower mobility rates of such addresses, or more accurate census responses 
by such persons.  These are all conceivable explanations for this effect. 
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Table 44.  Address contains only persons 50 and older versus  
demographic match/non-match status 

  All AREX persons age 50 or older? 

  No Yes Total 
 475,248 72,096 547,344 

 
Non-match 

71.3% 32.4%  

 191,618 150,676 342,294 

 
Match 

28.7% 67.6%  

 666,866 222,772 889,638 

 
Total 

75.0% 25.0% 100% 

Having seen the effect in the previous table, we also wished to explore whether addresses where 
everyone was age 50 and older would have similar characteristics.  As can be seen, the effect is 
somewhat less strong: Addresses where every person is 50 or older match 67.6 percent of the 
time, while addresses where this is not the case match 28.7 percent of the time. 

The next section explores whether demographic characteristics of the address itself (taken from 
the administrative records files) predict demographic matching. 

Table 45.  AREX contains at least one White person  
versus demographic match/non-match status 

  AREX household has at least one White person? 

  No Yes Total 
 197,578 349,766 547,344 

 
Non-match 

78.8% 54.7%  

53,217 289,077 342,294 
Match 

21.2% 45.3%  

250,795 638,843 889,638 
Total 

28.2% 71.8% 100% 

As can be seen, addresses with at least one White person match demographically at a higher rate 
(45.3 percent) than addresses that do not have at least one White person (21.2 percent). 
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Table 46.  AREX contains at least one black person versus  
demographic match/non-match status 

  AREX household has at least one black person? 

  No Yes Total 
 408,668 138,676 547,344 

 
Non-match 

57.7% 76.7%  

 300,085 42,209 342,294 

 
Match 

42.3% 23.3%  

 708,753 180,885 889,638 

 
Total 

79.7% 20.3% 100% 

As can be seen, addresses with at least one Black person match demographically at a lower rate 
(23.3 percent) than addresses that do not have at least one Black person (42.3 percent). 

Table 47.  AREX contains at least one American Indian person versus 
demographic match/non-match status 

 AREX household has at least one American Indian person? 

  No Yes Total 

 541,875 5,469 547,344 

 
Non-match 

61.3% 95.9%  

 342,063 231 342,294 

 
Match 

38.7% 4.1%  

 883,938 5,700 889,638 

 
Total 

99.4% 0.6% 100% 

As can be seen, within the AREX test sites, addresses with at least one American Indian person 
match demographically at a substantially lower rate (4.1 percent) than addresses that do not have 
at least one American Indian person (38.7 percent). 

Table 48.  AREX contains at least one Asian or Pacific Islander person versus 
demographic match/non-match status 

 AREX household has at least one Asian/PI person? 

  No Yes Total 

 524,711 22,633 547,344 

 
Non-match 

60.9% 81.6%  

 337,177 5,117 342,294 

 
Match 

39.1% 18.4%  

 861,888 27,750 889,638 

 
Total 

96.9% 3.1% 100% 



 

 51

As can be seen, addresses with at least one Asian or Pacific Islander person match 
demographically at a substantially lower rate (18.4 percent) than addresses that do not have at 
least one Asian or Pacific Islander person (38.7 percent). 

Table 49.  AREX contains at least one Hispanic person versus  
demographic match/non-match status 

 AREX household has at least one Hispanic person? 

  No All missing Yes Total 

 492,491 170 54,683 547,344 

 
Non-match 

59.5% 100% 88.5%  

 335,160 - 71,343 42,294 

 
Match 

40.5% 0% 11.5%  

 827,651 170 61,817 889,638 

 
Total 

93.0% 0.0% 6.9% 100% 

In this table, we see an additional column: All missing. When developing or imputing Hispanic 
origin status, there existed persons where the AREX processing had almost literally no 
information on which to make a flag, either Hispanic or non-Hispanic.  These individual person 
records were flagged with missing Hispanic origin.  For an address full of such persons, it also 
receives a special “all missing” code.  These represent only 170 out of the 889,638 addresses in 
the two test sites. 

As can be seen, addresses with at least one Hispanic person match demographically at a 
substantially lower rate (11.5 percent) than addresses that do not have at least one Hispanic 
person (40.5 percent). 

Table 50.  All persons in the same household have the same  
Hispanic origin versus demographic match/non-match status 

 AREX household persons all have the same Hispanic origin? 

  No All missing Yes Total 

 39,907 181 507,256 547344 

 
Non-match 

91.1% 100% 60.0%  

 3,877 - 338,417 342294 

 
Match 

8.9% 0.0% 40.0%  

 43,784 181 845,673 889638 

 
Total 

4.9% 0.0% 95.1% 100% 

As can be seen, addresses with all persons of the same Hispanic origin (all Hispanic or all non-
Hispanic) match demographically at a substantially higher rate (40.0 percent) than addresses that 
do not all have the same Hispanic origin (8.9 percent). 
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Table 51.  All persons in the same household have the same race  
versus demographic match/non-match status 

 AREX household persons all have the same race? 

  No All missing Yes Total 

 35,678 5,011 506,655 547344 

 
Non-match 

91.4% 100.0% 59.9%  

 3,348 - 338,946 342294 

 
Match 

8.6% 0.0% 40.1%  

 39,026 5,011 845,601 889638 

 
Total 

4.4% 0.6% 95.1% 100% 

As can be seen, addresses with all persons of the same race (e.g. all Black or all Asian/Pacific 
Islander) match demographically at a substantially higher rate (40.1 percent) than addresses that 
do not all have the same race (8.6 percent). 

Table 52.  Hispanic origin imputation status versus  
demographic match/non-match status 

 AREX household has at least one imputed Hispanic person? 

  No Yes Total 

 74,523 472,821 547,344 

 
Non-match 

84.0% 59.0%  

 14,187 328,107 342,294 

 
Match 

16.0% 41.0%  

 88,710 800,928 889,638 

 
Total 

10.0% 90.0% 100% 

As can be seen, addresses in which at least one person has imputed Hispanic origin match 
demographically at a substantially higher rate (41.0 percent) than addresses that do not all have 
at least one person with imputed Hispanic origin (16.0 percent).  This runs directly counter to the 
race imputation questions, where the effect of having a person’s race imputed was to reduce the 
matching rate. 
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Table 53.  No AREX person has imputed race versus  
demographic match/non-match status 

 AREX household has no one with imputed race 

  No Yes Total 

 Non-match 151,526 395,818 547,344 

  70.4% 58.7%  

 Match 63,605 278,689 342,294 

  29.6% 41.3%  

 Total 215,131 674,507 889,638 

  24.2% 75.8% 100% 

Addresses in which no person had imputed race are more likely to match demographically (41.3 
percent) than those that had one or more persons with imputed race (29.6 percent).  Clearly, race 
imputation was associated with non-matching on demographic characteristics. 

Finally, an interesting phenomenon occurs for addresses that were found in the 1998 and 1999 
LUCA (Local Update of Census Addresses) programs, which we will comment on but not 
elaborate here.  Essentially, any address that was added during LUCA, or LUCA appeals, and 
was verified to exist in field verification, tended to be more likely to match demographically. 

4.2.7 What multivariate relationships occur? 
Based on the exploratory analysis of the previous section, we have constructed a multivariate 
logistic regression model.  This model was not the result of a specification search; instead, 
variables and their coding were chosen based on their bivariate predictability, described above, 
and entered into a single logistic regression model (to avoid problems with multiplicity).  Only 
variables were chosen that would be available prior to decennial Census operations, with two 
exceptions: an indicator that the Census address was a census Enumerator return and an indicator 
that the Census address was imputed.  These two indicators were included to provide additional 
information about relative effect sizes of AREX data versus NRFU and imputation status.  
Nonetheless, we remind the reader that these matched households are not a representative sample 
from some population of households, thus, in any case, standard error estimates, z-statistics, and 
p-values should be considered illustrative only, and guides to future inferential modeling. 

Table 54.  Overall Response Profile for the “Match” Variable 

Response Profile and Overall Model Fit Statistics 

Match Status Total Frequency 

Demographics Match 342294 (38.5%) 

Demographics Do Not Match 547344 (61.5%) 

As can be seen, 38.5 percent of all addresses that were linked during computer matching, also 
match on demographics.  Conversely, 61.5 percent do not. 



 

 54

Table 55.  Goodness-of-Fit Measures for the Logistic Regression Model 

Criterion Intercept Only Intercept and Covariates 

AIC 1,185,613.2 1,001,550.2 

SC 1,185,624.9 1,001,831.0 

-2 Log L 1,185,611.2 1,001,502.2 

Pseudo R-Square 0.1869  

Test   Chi-Square DF Pr > ChiSq 
Likelihood Ratio  184,108.945 23 <.0001 
(full model versus null model of intercept only) 
Note:  N=889,638 households in two AREX test sites in Colorado and Maryland whose addresses were computer linked; A 
household is declared “matched” if it’s age, race, sex and Hispanic origin composition is the same across the AREX household 
and the equivalent census household. AIC is the Akaike Information Criterion; SC is the Schwarz criterion. –2 Log L is –2 times 
the log likelihood (LL) of the model, evaluated at its maximum; R-square is the pseudo R-square value, consisting of (LL(model) 
– LL(intercept only))/LL(model). The Likelihood Ratio test tests the null hypothesis that all coefficients except the intercept are 
zero in the population; Pr>ChiSq is the (nominal) probability of obtaining that Chi-Square value by chance; Because observations 
are not drawn from a probability sample from any particular population, all standard errors, Chi-square tests, and significance 
testing should be considered illustrative only.  (Note is also applicable to Table 53). 

As can be seen in all of these tests, the full model dramatically improves upon the null (intercept 
only) model.  The Pseudo R-Square value indicates that the model results in a 19 percent 
improvement in the log-likelihood over the null model of an intercept only. 

The following table provides maximum likelihood estimates of the full model with all interaction 
terms included. 
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Table 56.  Maximum Likelihood Parameter Estimates, Standard Errors, 
and Approximate Tests 

Row 
Number Variable df Estimate Standard 

Error 

Wald 
Chi-

Square 

PR 
>ChiSq Exp (Est) 

[0] Intercept 1 -2.756 0.050 2977.43 <.0001 0.064 
[1] Colorado Effect 1 -0.102 0.005 379.62 <.0001 0.903 
[2] Enumerator Return 1 -1.096 0.006 26648.72 <.0001 0.334 
[3] Imputed Return 1 -3.133 0.110 809.52 <.0001 0.044 

[4] Not Multi-unit 1  0.926 0.018 2656.05 <.0001 2.525 
[5] One or Two Persons 1 0.982 0.011 7013.33 <.0001 2.672 
[6] No Imputed Race 1 0.790 0.018 1778.60 <.0001 2.205 
[7] Hhold has Children 1 0.275 0.007 1239.27 <.0001 1.317 
[8] Hhold has 1+White 1 0.598 0.009 4168.03 <.0001 1.819 
[9] Hhold all age 65+ 1 0.281 0.187 2.25 0.1334 1.325 

[10] In IRS File 1 -0.048 0.047 1.04 <0.3075 0.953 
[11] In IRMF File 1 -0.341 0.047 52.61 <.0001 0.710 
[12] In Medicare File 1 -0.076 0.048 2.50 <0.1136 0.927 
[13] In IRS & IRMF 1 0.901 0.047 363.32 <.0001 2.462 
[14] In IRS & Medicare 1 -0.488 0.015 996.77 <.0001 0.614 
[15] In Medicare and IRMF 1 0.390 0.047 68.23 <.0001 1.478 

[16] Age 65+ & One/Two 1 0.870 0.156 30.81 0.0001 2.389 
[17] Age 65+ & 1 + White 1 -1.042 0.167 38.63 <.0001 0.353 
[18] One/Two & 1 + White 1 -0.036 0.013 8.001 <0.0047 1.037 
[19] 65+ & 1 or 2 & 1+ White 1 0.974 0.168 33.25 <.0001 2.649 

[20] 65+ and not Multi-unit 1 -1.021 0.119 73.41 <.0001 0.360 
[21] 65+ and no Imputed Race 1 0.425 0.105 16.23 <.0001 1.531 
[22] No Imp.Race and not Multi 1 -0.630 0.019 1057.22 <.0001 0.532 

[23] 65+ & no Imp. Race & not Multi 1 0.657 0.120 29.90 <.0001 1.931 

[10]*[11]* 
[13] 

Total Effect of Capture in IRS 
and IRMF      1.666 

[10]*… 
…*[15] 

Total Effect of Capture in all 
Three Files      1.401 

[5]*[8]* 
[9]*[16]… 
*[19] 

Total Effect of all of 65+, White, 
and 1/2 Person Hhold      14.92 

[4]*[6]* 
[9]*[20] 
…*[23] 

Total Effect of all of 65+, 
Nonmulti-unit, nonimputed race      4.177 

Note:  N=889,638 households in two AREX test sites in Colorado and Maryland whose addresses were computer linked; A 
household is declared “matched” if its age, race, sex and Hispanic origin composition is the same across the AREX household. 

This table indicates individual coefficients estimated via maximum likelihood.  The rightmost 
column indicates exponentiated coefficients, and can be interpreted as the change in the odds of 
being a match given a one unit change in the independent variable, holding all other variables 
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constant.  An exponentiated coefficient of one indicates no effect, greater than one indicates 
positive effect, and less than one indicates negative effect. 

We will begin with individual effects (rows [1]—[9]).  Households in the Colorado test site are 
slightly less likely to match census demographics, all other effects held constant, as indicated by 
the exponentiated coefficient less than one.  Households where an enumerator enumerated the 
household (as opposed to a mailout/mailback household) are substantially less likely to match 
census demographics, and households where the census return was imputed are, not surprisingly, 
very unlikely to have the same demographics as their AREX counterparts. 

Addresses that are not multiunit (that is, only a single address resides at the basic street address) 
are 2.53 times more likely to match census demographics, holding other effects constant.  
Addresses that consist of only one or two persons are 2.67 times more likely to match census 
demographics, holding other effects constant.  Addresses that have no person with imputed race 
are 2.21 times more likely to match census demographics, holding other effects constant.  A 
household that has children is slightly more likely to match census demographics, holding all 
other effects constant (obviously, this interacts with other variables in the model—an address 
with children logically cannot have all persons 65 or older).  A household that has at least one 
person of White race is 1.82 times more likely to match census demographics, holding all other 
effects constant.  Finally, a household will all persons 65 or older is 1.33 times more likely to 
match census demographics, holding other effects constant. 

Because there are several two- and three-way interaction terms in the model, the remainder of the 
coefficients deserve special care in their interpretation.  Rather than describe individual two-way 
and three-way interactions, we will focus on the variables’ “total effect”.  The last four rows of 
the table indicate the “total effect” of combinations of variables, calculated by multiplying their 
exponentiated coefficients.  As can be seen in the row labeled “total effect of capture in IRS and 
IRMF”, a household with at least one person captured by IRS 1040 and at least one person 
captured by IRMF is 1.666 times more likely to match demographics than a household not so 
composed.  The total effect of being captured in IRS, IRMF, and Medicare is 1.401 times more 
likely to match demographics than a household not so composed. 

The total effect of having all persons 65 or older, at least one White person, and consisting only 
of a one or two person household is dramatically positive.  A household composed of each of the 
above is about fifteen  times more likely to match census demographics, holding other effects 
constant.  Similarly, a household having all persons 65 or older, not being a multiunit address, 
and having no imputation from the administrative records is about four times more likely to 
match census demographics, holding other effects constant. 
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Table 57.  Classification Results for Predicted Probabilities .5,…,.8 

Classification Table 

Correct Incorrect Percentages 
Prob. 
Level Event Non-Event Non-

Event Event Correct Sensitivity Specificity False 
POS False NEG 

0.5 184,230 457,943 89,401 158,064 72.2 53.8 83.7 32.7 25.7 

0.6 110,701 506,699 40,645 231,593 69.4 32.3 92.6 26.9 31.4 

0.7 72,335 530,307 17,037 269,959 67.7 21.1 96.9 19.1 33.7 

0.8 32,373 540,798 6,546 309,921 64.4 9.5 98.8 16.8 36.4 

As can be seen, if we choose the cutoff of .5  (so that we predict a “match” when P[match=1|XB] 
is greater than or equal to .5), we obtain about 184,000 correct match predictions, and about 
458,000 correct non-match predictions.  Similarly, we obtain about 89,000 incorrect match 
predictions, and about 158,000 incorrect non-match predictions.  This totals 72.2 percent correct 
predictions, 53.8 percent of the matches correctly predicted to be matches (sensitivity), 83.7 
percent of the non-matches correctly predicted to be non-matches (specificity), a 32.7 percent 
false positive rate and a 25.7 percent false negative rate. 

We need not choose .5 as our cutoff, however.  If we choose a more stringent cutoff, for example 
.8 (so that we predict a “match” only when P[match=1|XB] is greater than or equal to .8), we 
obtain about 32,000 correct match predictions, about 541,000 correct non-match predictions, 
only 6,546 incorrect non-match predictions, and about 310,000 incorrect non-match predictions.  
This generates 64.4 percent overall correct predictions, but a false positive rate of only 16.8 
percent, with a correspondingly higher false negative rate of 36.4 percent.  Of course, by using 
such a stringent cutoff, we in fact miss most of the actual matches (sensitivity drops to 9.5 
percent), but we are quite sure to correctly predict most of the actual non-matches (specificity 
climbs to 98.8 percent). 

In order to evaluate cutoffs and their implications for goodness of fit, sensitivity and specificity, 
we present the following evaluative figures.  Figure 2 provides an assessment of the goodness of 
fit of the obtained logit function against “jittered” outcomes. 
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Figure 2.  Goodness of Fit Diagnostic Plot 
In this figure, the ordinate is the value of the logit function ln(p/1-p).  A 10 percent sample of the  
889,638 observations are plotted here.  Each individual observation (a linked pair of addresses) is 
plotted as a point near zero or one. The points have been “jittered” slightly to simulate density 
and avoid overplotting.  The abscissa is the predicted probability that an observation will be a 
match.  If we choose .5 as our cutoff (so that we declare an observation a predicted match if 
P[match=1|XB]>.5), then this corresponds to a logit value of zero, and the vertical line.  The 
horizontal line at .5 is for reference.  Points in the upper right hand quadrant are “hits”—correct 
predictions that the demographics of the households match.  Points in the lower left hand 
quadrant are also “hits”—correct predictions that the demographics of the households will not 
match.  Points in the upper left hand and lower right hand quadrants are misses—incorrect 
predictions.  Goodness of fit is assessed by comparing the predicted logit function to the density 
of the obtained match outcomes.  (For more on the development and interpretation of this graph, 
see Judson, 1992). 

 



 

 59

 

Figure 3.  Receiver Operating Characteristic (ROC) curve 
Figure three is a Receiver Operating Characteristic (ROC) curve, first developed in signal 
detection theory (Peterson, Birdsall, and Fox, 1954; Green and Swets, 1974; StataCorp, 2001).  
ROC curves are typically used when the point of the analysis is correct classification, as it is 
here. The user must specify a “cutoff” above which to declare an observation a match.  The 
curve starts at (0,0), where the cutoff is c=1, and continues to (1,1), where the cutoff is c=0.  A 
model with no predictive power would be at the diagonal, where sensitivity = 1-specificity, so 
both match and non-match cases are being predicted equally well (or poorly).  The greater the 
predictive power of the model, the more bowed the curve.  As can be seen, the curve is 
substantially better than the null diagonal model; however, it has some way to go to be fully 
bowed in the upper left hand quadrant, thus suggesting that further improvement is in order. 
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Figure 4.  Plot of Sensitivity and Specificity Versus User-Chosen Probability Cutoff 
Figure four plots the sensitivity and specificity directly against the user-chosen cutoff.  These 
two curves provide a “guide” to the user as to which probability level to choose—that is, if the 
user chooses as cutoff value P[match|XB]=c, what sensitivity and specificities will he/she 
endure?  An example is the cutoff value of .7: Should we require that the model predict that there 
is a 70 percent chance that an observation has matched demographics before we so make that 
prediction, then we will successfully detect about 21 percent of the true matches, and 
successfully detect about 95 percent of the true non-matches.  If we choose a cutoff of .5 for this 
decision, we will successfully detect about 50 percent of the true matches, but only 80 percent of 
the true non-matches will be successfully detected.  Obviously, we want high sensitivity and high 
specificity, but we cannot get both. 
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Figure 5.  False Positive Rate Versus User-Chosen Probability Cutoff 

Finally, a relevant diagnostic for the classification problem is to plot the false positive rate (= # 
false positives/ (# false positives + # correct positives) for a given value of c) against our chosen 
cutoff (figure five).  For example, if we choose .5 as our cutoff, we will endure a 33 percent false 
(demographic) match rate.  If we choose about .7 our cutoff, we will endure about a 19 percent 
false match rate.  Similarly, choosing .8 as our cutoff will force us to endure about a 17 percent 
false match rate.  The erratic increase at the right hand side is caused by a very small number of 
predictions at the highest probability levels. 

4.3 Conclusions 
The results of this evaluation indicate that administrative records addresses and households do 
have potential use in the Nonresponse Followup or imputation phase of a traditional census.  
However, the results also suggest that some caution in the use of administrative records data is in 
order, and improvements in processing, record linkage, modeling, and data quality will need to 
be made for future use of administrative records. 
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4.3.1 Our link rates are low enough to hurt the use of administrative records addresses 
in a traditional census. 

Recall that approximately 81 percent of the AREX addresses linked on a one-to-one basis with a 
MAF address, in the AREX test sites.  A small fraction of addresses linked on a many-to-many 
basis: Either more than one MAFID became linked with an AREX ID, or more than one AREX 
ID became linked with one MAFID, or both.  Currently, an estimate of the number or percent of 
false links does not exist.  Based on the finding that NRFU and imputed housing units are less 
likely to be linked to AREX addresses, we conclude that this will necessarily hurt (but not 
preclude) the use of administrative records as an aid for NRFU substitution or imputation. 

4.3.2 The AREX experiment results suggest that we need continued improvements in our 
computerized record linkage techniques. 

The 81 percent link rate suggests that continued improvements in administrative record data 
cleaning and standardization, and in developing tools for address record linkage across 
databases, has the potential to yield significant benefits in increasing linkage rates.  However, 
without an assessment of false linkage rates and their characteristics, we are hampered in what 
we can say about the overall success at linking addresses, and hence matching household 
demographics. 

4.3.3 Overall, for linked households, we match numbers of occupants reasonably well. 
When we compare basic household demographics between AREX households and Census 
households, we saw that in approximately 51 percent of the linked households (52 percent of the 
linked occupied addresses), the AREX household count was the same as the Census household 
count.  In almost 80 percent of the linked households, the AREX and Census household counts 
were the same.  This suggests that administrative records are successfully predicting how many 
persons are in these addresses. 

4.3.4 Overall, for linked households of the same size, we match age, race, sex, and 
Hispanic origin relatively well. 

In about 80 percent of linked occupied households, AREX and Census agreed in demographic 
composition.  The agreement rate is lower when we require that AREX and Census agree in both 
size and demographic composition.  In 42 percent of all linked occupied households, AREX and 
Census agreed in both size and demographic composition.  The numbers were not as good for 
NRFU households.  Among linked occupied NRFU households of the same size, 63.4 percent 
agreed in both size and demographic composition.  Among linked, occupied households in 
NRFU, 24 percent agreed in both size and demographic composition.   

4.3.5 The race imputation model apparently is the primary cause of difficulties 
matching age, race, sex, and Hispanic origin within linked  households. 

When comparing detailed household demographics between AREX households and Census 
households, we find that the AREX race imputation models created substantial within-household 
demographic matching problems.  Not only do the race imputation models create too many 
multi-race households, but they do so in an independent probabilistic manner, essentially 
“scattering” persons among different addresses.  Overall, addresses where no person had their 
race imputed were twice as likely to match demographics with the census address than those for 
which at least one person had an imputed race. 
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4.3.6 We can predict, to a modest extent, which households are prime candidates for 
substitution. 

We developed a logistic regression model that predicts when an AREX address will match 
Census age, race, sex, and Hispanic origin.  If we wish to equalize false positive predictions with 
false negative predictions, we correctly predict match status 72 percent of the time.  If we choose 
a more stringent cutoff, for example, requiring the predicted probability of a match to be 80 
percent or greater, we correctly predict match status only 64.4 percent of the time.  However, 
with this stricter cutoff, we successfully identify 98.8 percent of the matches, with a false 
positive rate of 16.8 percent. 

Factors that predict demographic matches include:  one or two person households, households 
with exclusively older persons, households where members are captured by more than one 
administrative record system, households with no race imputation, and households that are 
single-unit structure. 

5. RECOMMENDATIONS 

This section contains our recommendations for future work. 

5.1 Improve record linkage techniques. 
The success of a Bottom-Up style administrative records census depends on the ability to link 
addresses.  Administrative records addresses must be linked with addresses on a separate address 
list.  About 80 percent of the Census addresses linked with an AREX address on a one-to-one 
basis.  Had the one-to-many and many-to-one links been resolved, that link rate would have 
improved to as high as 85 percent.  However, a significantly smaller percentage of Census 
NRFU and imputed households were linked with AREX households.  This latter fact presents a 
challenge for the prospects of using administrative records to substitute for nonresponse.  We 
noted that many of the failures to link addresses by computer were due to incorrect parsing of 
addresses into fields, or to failure to standardize different forms of addresses that refer to the 
same housing unit. 

Recommendation:  Research into new methods of computer linkage of records should continue.  
New computer programs for parsing and standardizing addresses should be developed.  
Typically, as in AREX, a record linkage process involves a computer match followed by a 
clerical review process to resolve questionable links and to find links for unmatched addresses.  
This clerical review process should maintain, as one of its emphases, the resolution of one-to-
many and many-to-one links. 

5.2 Investigate ways to reduce the time lag between administrative records and 
surveys or censuses. 

We believe the time lag between the administrative records used in AREX and Census date was 
a major reason for discrepancies at the household level between AREX and Census results. 

Recommendation:  Ways to reduce the time lag between administrative records, and when they 
are available for nonresponse use should be investigated.  In particular, the possibility of getting 
records on a flow basis, and of processing those records on a flow basis should be investigated. 
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5.3 Improve race and Hispanic origin imputation. 
Imputation of race and Hispanic origin was a source of inaccuracies of AREX demographic data.  
AREX households containing a person with an imputed race had a lower rate of demographic 
agreement than other households.  AREX and Census distributions of household race 
characteristics differed more when AREX households with imputed race were included, than 
when they were not.  Of particular note is that, when AREX households with imputed races were 
included in the distribution, AREX had a much higher percentage of mixed race households. 

Recommendation:  The development of improved models and other techniques to impute race 
and Hispanic origin should continue.  In particular, we recommend development of models 
which emphasize demographics within the household, and characteristics of nearby households. 

5.4 Continue to explore techniques for predicting when administrative records 
household level data are likely to be accurate. 

Suppose that the accuracy of administrative records has not been proven to be accurate enough 
for nonresponse substitution in all of a particular survey or census.  Administrative records may 
still be accurate enough to substitute for some types of non-responding households in that survey 
or census. 

Recommendation:  Modeling techniques should be developed to predict addresses at which 
administrative records are likely to be accurate.  These techniques should be evaluated by using 
them to predict household level data within a non-responding universe, and then tested – perhaps 
through a field operation. 

5.5 Test the use of administrative records for substitution for nonresponse. 
We believe that with the lessons learned in AREX, and with the recommendations mentioned 
above, improved methods for conducting an administrative records census can be developed.  
Improved methods would increase the feasibility of using administrative records to substitute for 
non-responding households.  These improved methods should be tested.  Future Census tests 
would be ideal candidates for these tests. 

Recommendation:  The evaluation of the accuracy of administrative records and their potential 
for use for nonresponse substitution should be included in future Census tests.  The accuracy of 
administrative records should be assessed by comparison with Census test data.  The ability of 
administrative records to cover the nonresponse universe should be assessed.  The accuracy of 
the address linkage could be addressed through field operations.  Field operations could be used 
to evaluate the validity of models that predict households for which administrative records are 
particularly accurate, by testing the models’ predictions about non-responding households. 
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Appendix A.  AREX 2000 Implementation Flow Chart 
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Appendix B.  Distribution Tables and Charts 

Table B.1.  Distributions of Household Size for the Whole AREX Universe 

HH Size Census AREX Census Linked to an 
AREX Household 

Census Not Linked 
to an AREX 
Household 

AREX Linked to a 
Census Household 

AREX Not 
Linked to a 

Census 
Household 

1 276,590 27.2% 246,726 27.9% 229,282 25.5% 47,308 40.5% 231,223 26.9% 15,503 60.3%
2 331,472 32.6% 262,075 29.6% 297,038 33.0% 34,434 29.5% 256,745 29.9% 5,330 20.7%
3 171,136 16.8% 155,929 17.6% 155,179 17.2% 15,957 13.7% 153,199 17.8% 2,730 10.6%
4 142,822 14.0% 127,295 14.4% 131,685 14.6% 11,137 9.5% 126,046 14.7% 1,249 4.9%
5 60,988 6.0% 56,596 6.4% 56,003 6.2% 4,985 4.3% 56,064 6.5% 532 2.1%
6 21,655 2.1% 22,695 2.6% 19,866 2.2% 1,789 1.5% 22,500 2.6% 195 0.8%

7-9 11,275 1.1% 12,481 1.4% 10,335 1.1% 940 0.8% 12,359 1.4% 122 0.5%
10+ 1,335 0.1% 1,625 0.2% 1,200 0.1% 135 0.1% 1,585 0.2% 40 0.2%

All Sizes 1,017,273 100% 885,422 100% 900,282 100% 116,685 100% 859,721 100% 25,705 100%

Table B.2.  Distributions of Household Size for the Douglas County, Colorado 

HH Size Census AREX Census Linked to 
AREX Household 

Census Not 
Linked to AREX 

Household 

AREX Linked to 
Census Household

AREX Not 
Linked to Census 

Household 
1 8,130 13.3% 8,155 15.9% 6,533 12.5% 1,597 18.1% 7,615 15.2% 540 46.8% 
2 20,930 34.4% 16,057 31.3% 17,613 33.8% 3,317 37.6% 15,753 31.4% 304 26.4% 
3 11,691 19.2% 10,045 19.6% 10,052 19.3% 1,639 18.6% 9,909 19.8% 136 11.8% 
4 13,277 21.8% 11,023 21.5% 11,774 22.6% 1,503 17.0% 10,911 21.8% 112 9.7% 
5 5,046 8.3% 4,258 8.3% 4,486 8.6% 560 6.3% 4,213 8.4% 45 3.9% 
6 1,354 2.2% 1,290 2.5% 1,191 2.3% 163 1.8% 1,277 2.5% 13 1.1% 

7-9 469 0.8% 399 0.8% 421 0.8% 48 0.5% 396 0.8% 3 0.3% 
10+ 27 0.0% 20 0.0% 27 0.1% 0 0.0% 20 0.0% 0 0.0% 

All Sizes 60,924 100% 51,247 100% 52,097 100% 8,827 100% 50,094 100% 1,153 100% 
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Table B.3.  Distributions of   Household Size for El Paso County, Colorado 

HH Size Census AREX Census Linked to 
AREX Household 

Census Not linked to 
AREX Household 

AREX Linked to 
Census Household 

AREX Not Linked 
to Census 
Household 

1 45,945 23.9% 42,688 25.2% 39,336 22.8% 6,609 33.2% 40,239 24.4% 2,449 57.5% 

2 64,060 33.3% 50,971 30.1% 57,934 33.6% 6,126 30.7% 50,109 30.4% 862 20.2% 

3 32,837 17.1% 29,990 17.7% 29,872 17.3% 2,965 14.9% 29,549 17.9% 441 10.4% 

4 29,922 15.6% 26,533 15.7% 27,395 15.9% 2,527 12.7% 26,222 15.9% 311 7.3% 

5 12,744 6.6% 12,002 7.1% 11,628 6.7% 1,116 5.6% 11,876 7.2% 126 3.0%
6 4,534 2.4% 4,739 2.8% 4,156 2.4% 378 1.9% 4,699 2.8% 40 0.9%

7-9 2,162 1.1% 2,107 1.2% 1,976 1.1% 186 0.9% 2,089 1.3% 18 0.4%
10+ 205 0.1% 247 0.1% 187 0.1% 18 0.1% 236 0.1% 11 0.3%

All Sizes 192,409 100% 169,277 100% 172,484 100% 19,925 100% 165,019 100% 4,285 100% 

 

Table B.4.  Distributions of Household Size for Jefferson County, Colorado 

 
HH Size 

 
Census 

 
AREX 

 
Census Linked to 
AREX Household 

 
Census Not 

Linked to AREX 
Household 

 
AREX Linked to 

Census 
Household 

 
AREX Not 

linked to Census 
household 

1 50528 24.5% 47685 26.1% 43254 23.0% 7274 40.0% 44815 25.1% 2870 70.6%
2 72983 35.4% 58348 32.0% 66918 35.6% 6065 33.3% 57630 32.3% 718 17.6%
3 34106 16.6% 31468 17.2% 31773 16.9% 2333 12.8% 31205 17.5% 263 6.5%
4 30823 15.0% 27974 15.3% 29259 15.6% 1564 8.6% 27831 15.6% 143 3.5%
5 11953 5.8% 11300 6.2% 11316 6.0% 637 3.5% 11245 6.3% 55 1.4%
6 3787 1.8% 4076 2.2% 3581 1.9% 206 1.1% 4064 2.3% 12 0.3%

7-9 1699 0.8% 1601 0.9% 1601 0.9% 98 0.5% 1596 0.9% 5 0.1%
10+ 188 0.1% 170 0.1% 178 0.1% 10 0.1% 168 0.1% 2 0.0%

All Sizes 206,067 100% 182,622 100% 187,880 100% 18,187 100% 178,554 100% 4,068 100%
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Table B.5.  Distributions of Household Size for Baltimore County, Maryland 

 
HH Size 

 
Census 

 
AREX 

 
Census 

Linked to an 
AREX Household 

 
Census 

Not Linked to an 
AREX Household 

 
AREX 

Linked to a Census 
Household 

 
AREX 

Not Linked to a 
Census Household 

1 81863 27.3% 75372 27.9% 72528 26.1% 9335 41.9% 72198 27.2% 3174 63.6%
2 101341 33.8% 82613 30.6% 94567 34.1% 6774 30.4% 81617 30.8% 996 20.0%
3 51299 17.1% 48498 18.0% 48318 17.4% 2981 13.4% 48046 18.1% 452 9.1%
4 40943 13.7% 38155 14.1% 38979 14.0% 1964 8.8% 37951 14.3% 204 4.1%
5 16536 5.5% 16230 6.0% 15699 5.7% 837 3.8% 16143 6.1% 87 1.7%
6 5327 1.8% 6045 2.2% 5077 1.8% 250 1.1% 6005 2.3% 40 0.8%

7-9 2361 0.8% 2920 1.1% 2238 0.8% 123 0.6% 2895 1.1% 25 0.5%
10+ 207 0.1% 317 0.1% 187 0.1% 20 0.1% 306 0.1% 11 0.2%

All Sizes 299,877 100% 270,150 100% 277,593 100% 22,284 100% 265,161  
100% 4,989 100%

 

 

Table B.6.  Distributions of Household Size for Baltimore City, Maryland 

 
HH Size 

 
Census 

 
AREX 

 
Census 

Linked to an 
AREX Household 

 
Census 

Not Linked to an 
AREX Household 

 
AREX  

Linked to a Census 
Household 

 
 AREX 

Not Linked to a 
Census Household 

1 90,124 34.9% 72,826 34.3% 67,631 32.1% 22,493 47.4% 66,356 33.0% 6,470 57.6%
2 72,158 28.0% 54,086 25.5% 60,006 28.5% 12,152 25.6% 51,636 25.7% 2,450 21.8%
3 41,203 16.0% 35,928 16.9% 35,164 16.7% 6,039 12.7% 34,490 17.2% 1,438 12.8%
4 27,857 10.8% 23,610 11.1% 24,278 11.5% 3,579 7.5% 23,131 11.5% 479 4.3%
5 14,709 5.7% 12,806 6.0% 12,874 6.1% 1,835 3.9% 12,587 6.3% 219 1.9%
6 6,653 2.6% 6,545 3.1% 5,861 2.8% 792 1.7% 6,455 3.2% 90 0.8%

7-9 4,584 1.8% 5,454 2.6% 4,099 1.9% 485 1.0% 5,383 2.7% 71 0.6%
10+ 708 0.3% 871 0.4% 621 0.3% 87 0.2% 855 0.4% 16 0.1%

All Sizes 257,996 100% 212,126 100% 210,534 100% 47,462 100% 200,893 100% 11,233 100%
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Table B.7.   Household Race Distribution Douglas County, Colorado 

  Households With 
all Whites 

 

Households With 
all of Some Race 

Other Than 
White 

 Mixed Race 
Households   

HH 
Size   # of 

HHs (%2)  # of 
HHs (%2)  # of 

HHs (%2) Total1 (%) 

 Census 7,812  (96.1%)  318  (3.9%)  N/A  8,130 (100%)
1 AREX   (No imputed race) 7,392  (96.5%)  270  (3.5%)  N/A  7,662 (100%)
 AREX   (total) 7,765  (95.6%)  358  (4.4%)  N/A  8,123 (100%)

 Census 19,823  (94.7%)  382  (1.8%)  725  (3.5%) 20,930 (100%)
2 AREX   (No imputed race) 13,641  (96.4%)  157  (1.1%)  354  (2.5%) 14,152 (100%)
 AREX   (total) 15,183  (94.9%)  244  (1.5%)  576  (3.6%) 16,003 (100%)

 Census 10,840  (92.7%)  334  (2.9%)  517  (4.4%) 11,691 (100%)
3 AREX   (No imputed race) 4,753  (94.7%)  85  (1.7%)  181  (3.6%) 5,019 (100%)
 AREX   (total) 9,231  (92.6%)  208  (2.1%)  534  (5.4%) 9,973 (100%)

 Census 12,268  (92.4%)  393  (3.0%)  616  (4.6%) 13,277 (100%)
4 AREX   (No imputed race) 3,881  (95.5%)  68  (1.7%)  113  (2.8%) 4,062 (100%)
 AREX   (total) 10,163  (92.7%)  218  (2.0%)  578  (5.3%) 10,959 (100%)

 Census 4,665  (92.4%)  126  (2.5%)  255  (5.1%) 5,046 (100%)
5 AREX   (No imputed race) 1,220  (93.2%)  21  (1.6%)  68  (5.2%) 1,309 (100%)
 AREX   (total) 3,869  (91.4%)  77  (1.8%)  287  96.8%) 4,233 (100%)

 Census 1,234  (91.1%)  45  (3.3%)  75  (5.5%) 1,354 (100%)
6 AREX   (No imputed race) 282  (91.3%)  5  (1.6%)  22  (7.1%) 309 (100%)
 AREX   (total) 1,146  (89.5%)  30  (2.3%)  104  (8.1%) 1,280 (100%)

 Census 421  (84.9%)  29  (5.8%)  46  (9.3%) 496 (100%)
7+ AREX   (No imputed race) 57  (80.3%)  5  (7.0%)  9  (12.7%) 71 (100%)
 AREX   (total) 337  (82.0%)  16  (3.9%)  58  (14.1%) 411 (100%)
1  Households with no people whose race was missing 
2 Percent of Total 
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Table B.8.  Household race Distribution El Paso County, Colorado 

 

 

Households With 
all Whites 

Households With 
All of Some Race

Other Than 
White 

Mixed Race 
Households 

  

 HH 
Size  

# of 
HHs (%2) 

# of 
HHs (%2) # of 

HHs (%2) Total1 (%) 

 Census 41,551  (90.4%) 4,394  (9.6%) N/A  45,945 (100%)

1 AREX   (No imputed race) 36,000  (90.8%) 3,626  (9.2%) N/A  39,626 (100%)

 AREX   (total) 38,506  (90.4%) 4,087  (9.6%) N/A  42,593 (100%)

 Census 56,090  (87.6%) 3,776  (5.9%) 4,194  (6.5%) 64,060 (100%)

2 AREX   (No imputed race) 39,023  (90.1%) 1,988  (4.6%) 2,288  (5.3%) 43,299 (100%)

 AREX   (total) 44,574  (88.2%) 2,519  (5.0%) 3,423  (6.8%) 50,516 (100%)

 Census 26,846  (81.8%) 2,748  (8.4%) 3,243  (9.9%) 32,837 (100%)

3 AREX   (No imputed race) 14,367  (84.4%) 1,229  (7.2%) 1,418  (8.3%) 17,014 (100%)

 AREX   (total) 24,083  (82.1%) 2,013  (6.9%) 3,246  (11.1%) 29,342 (100%)

 Census 24,679  (82.5%) 2,303  (7.7%) 2,940  (9.8%) 29,922 (100%)

4 AREX   (No imputed race) 9,627  (84.9%) 790  (7.0%) 920  (8.1%) 11,337 (100%)

 AREX   (total) 21,374  (82.5%) 1,503  (5.8%) 3,046  (11.8%) 25,923 (100%)

 Census 10,239  (80.3%) 1,093  (8.6%) 1,412  (11.1%) 12,744 (100%)

5 AREX   (No imputed race) 3,150  (80.9%) 327  (8.4%) 419  (10.8%) 3,896 (100%)

 AREX   (total) 9,231  (79.1%) 721  (6.2%) 1,718  (14.7%) 11,670 (100%)

 Census 3,516  (77.5%) 423  (9.3%) 595  (13.1%) 4,534 (100%)

6 AREX   (No imputed race) 964  (76.9%) 114  (9.1%) 175  (14.0%) 1,253 (100%)

 AREX   (total) 3,441  (74.9%) 314  (6.8%) 840  (18.3%) 4,595 (100%)

 Census 1,753  (74.1%) 227  (9.6%) 387  (16.3%) 2,367 (100%)

7+ AREX   (No imputed race) 272  (65.4%) 51  (12.3%) 93  (22.4%) 416 (100%)

 AREX   (total) 1,467  (64.7%) 175  (7.7%) 624  (27.5%) 2,266 (100%)
1  Households with no people whose race was missing 
2 Percent of Total  
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Table B.9.  Household Race Distribution for Jefferson County, Colorado 

  
Households With 

all Whites 

Households With 
all of Some Race 

Other Than 
White 

Mixed Race 
Households   

 HH 
Size 

 

  

# of 
HHs (%2) 

# of 
HHs (%2) 

# of 
HHs (%2) Total1 (%) 

 Census 48,891  (96.8%) 1,637  (3.2%) N/A  50,528 (100%)

1 AREX   (No imputed race) 43,366  (97.5%) 1,129  (2.5%) N/A  44,495 (100%)

 AREX   (total) 46,038  (96.7%) 1,553  (3.3%) N/A  47,591 (100%)

 Census 69,413  (95.1%) 1,247  (1.7%) 2,323  (3.2%) 72,983 (100%)

2 AREX   (No imputed race) 49,120  (96.9%) 403  (0.8%) 1,161  (2.3%) 50,684 (100%)

 AREX   (total) 55,367  (95.6%) 648  (1.1%) 1,900  (3.3%) 57,915 (100%)

 Census 31,577  (92.6%) 829  (2.4%) 1,700  (5.0%) 34,106 (100%)

3 AREX   (No imputed race) 17,749  (95.3%) 234  (1.3%) 632  (3.4%) 18,615 (100%)

 AREX   (total) 28,778  (93.2%) 520  (1.7%) 1,595  (5.2%) 30,893 (100%)

 Census 28,465  (92.3%) 837  (2.7%) 1,521  (4.9%) 30,823 (100%)

4 AREX   (No imputed race) 11,624  (95.3%) 162  (1.3%) 412  (3.4%) 12,198 (100%)

 AREX   (total) 25,470  (92.5%) 460  (1.7%) 1,591  (5.8%) 27,521 (100%)

 Census 10,861  (90.9%) 413  (3.5%) 679  (5.7%) 11,953 (100%)

5 AREX   (No imputed race) 3,540  (93.9%) 70  (1.9%) 158  (4.2%) 3,768 (100%)

 AREX   (total) 10,060  (91.1%) 247  (2.2%) 737  (6.7%) 11,044 (100%)

 Census 3,301  (87.2%) 203  (5.4%) 283  (7.5%) 3,787 (100%)

6 AREX   (No imputed race) 1,004  (90.5%) 34  (3.1%) 72  (6.5%) 1,110 (100%)

 AREX   (total) 3,459  (87.2%) 147  (3.7%) 359  (9.1%) 3,965 (100%)

 Census 1,514  (80.2%) 196 (10.4%) 177  (9.4%) 1,887 (100%)

7+ AREX   (No imputed race) 263  (83.8%) 17  (5.4%) 34  (10.8%) 314 (100%)

 AREX   (total) 1,263  (74.4%) 126  (7.4%) 308  (18.1%) 1,697 (100%)
1  Households with no people whose race was missing 
2 Percent of Total 
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Table B.10.  Household Race Distribution for Baltimore County, Maryland 

  Households With 
all Whites 

Households With 
all of Some Race 

Other Than 
White 

Mixed Race 
Households   

 HH 
Size 

 

  

# of 
HHs (%2) 

# of 
HHs (%2) 

# of 
HHs (%2) Total1 (%) 

 Census 65,939  (80.5%) 15,924  (19.5%) N/A  81,863 (100%)

1 AREX   (No imputed race) 59,332  (81.5%) 13,446  (18.5%) N/A  72,778 (100%)

 AREX   (total) 61,186  (81.3%) 14,045  (18.7%) N/A  75,231 (100%)

 Census 81,275  (80.2%) 17,385  (17.2%) 2,681  (2.6%) 101,341 (100%)

2 AREX   (No imputed race) 62,467  (83.7%) 10,270  (13.8%) 1,929  (2.6%) 74,666 (100%)

 AREX   (total) 67,046  (81.4%) 12,446  (15.1%) 2,876  (3.5%) 82,368 (100%)

 Census 36,308  (70.8%) 12,832  (25.0%) 2,159  (4.2%) 51,299 (100%)

3 AREX   (No imputed race) 24,236  (76.0%) 6,497  (20.4%) 1,177  (3.7%) 31,910 (100%)

 AREX   (total) 35,321  (73.1%) 10,285  (21.3%) 2,686  (5.6%) 48,292 (100%)

 Census 29,503  (72.1%) 9,685  (23.7%) 1,755  (4.3%) 40,943 (100%)

4 AREX   (No imputed race) 14,130  (76.6%) 3,569  (19.3%) 754  (4.1%) 18,453 (100%)

 AREX   (total) 28,491  (75.0%) 7,052  (18.6%) 2,470  (6.5%) 38,013 (100%)

 Census 11,424  (69.1%) 4,261  (25.8%) 851  (5.1%) 16,536 (100%)

5 AREX   (No imputed race) 4,469  (71.2%) 1,447  (23.0%) 362  (5.8%) 6,278 (100%)

 AREX   (total) 11,453  (70.9%) 3,354  (20.8%) 1,356  (8.4%) 16,163 (100%)

 Census 3,406  (63.9%) 1,561  (29.3%) 360  (6.8%) 5,327 (100%)

6 AREX   (No imputed race) 1,227  (64.1%) 527  (27.5%) 161  (8.4%) 1,915 (100%)

 AREX   (total) 3,869  (64.3%) 1,443  (24.0%) 702  (11.7%) 6,014 (100%)

 Census 1,446  (56.3%) 877  (34.2%) 245  (9.5%) 2,568 (100%)

7+ AREX   (No imputed race) 369  (49.4%) 264  (35.3%) 114  (15.3%) 747 (100%)

 AREX   (total) 1,635  (50.9%) 1,009  (31.4%) 571  (17.8%) 3,215 (100%)
1  Households with no people whose race was missing 
2 Percent of Total 
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Table B.11.  Household Race Distribution for Baltimore City, Maryland. 

  Households With 
all Whites 

Households With 
all of Some Race 

Other Than 
White 

Mixed Race 
Households   

 HH 
Size 

 

  

# of 
HHs (%2) 

# of 
HHs (%2) # of 

HHs (%2) Total1 (%) 

 Census 40,946  (45.4%) 49,178  (54.6%) N/A  90,124 (100%)

1 AREX   (No imputed race) 32,649  (46.3%) 37,826  (53.7%) N/A  70,475 (100%)

 AREX   (total) 34,268  (47.1%) 38,434  (52.9%) N/A  72,702 (100%)

 Census 29,895  (41.4%) 39,662  (55.0%) 2,601  (3.6%) 72,158 (100%)

2 AREX   (No imputed race) 20,977  (44.3%) 24,642  (52.0%) 1,729  (3.7%) 47,348 (100%)

 AREX   (total) 22,795  (42.3%) 28,521  (52.9%) 2,601  (4.8%) 53,917 (100%)

 Census 11,196  (27.2%) 28,365  (68.8%) 1,642  (4.0%) 41,203 (100%)

3 AREX   (No imputed race) 6,942  (28.1%) 16,667  (67.6%) 1,054  (4.3%) 24,663 (100%)

 AREX   (total) 10,061  (28.1%) 23,562  (65.8%) 2,195  (6.1%) 35,818 (100%)

 Census 7,212  (25.9%) 19,382  (69.6%) 1,263  (4.5%) 27,857 (100%)

4 AREX   (No imputed race) 3,267  (25.0%) 9,151  (69.9%) 670  (5.1%) 13,088 (100%)

 AREX   (total) 6,531  (27.7%) 15,166  (64.4%) 1,846  (7.8%) 23,543 (100%)

 Census 3,223  (21.9%) 10,781  (73.3%) 705  (4.8%) 14,709 (100%)

5 AREX   (No imputed race) 1,189  (19.8%) 4,412  (73.5%) 405  (6.7%) 6,006 (100%)

 AREX   (total) 2,920  (22.9%) 8,625  (67.5%) 1,225  (9.6%) 12,770 (100%)

 Census 1,243  (18.7%) 5,037  (75.7%) 373  (5.6%) 6,653 (100%)

6 AREX   (No imputed race) 390  (15.1%) 1,959  (76.0%) 227  (8.8%) 2,576 (100%)

 AREX   (total) 1,212  (18.6%) 4,599  (70.4%) 718  (11.0%) 6,529 (100%)

 Census 856  (16.2%) 4,061  (76.7%) 375  (7.1%) 5,292 (100%)

7+ AREX   (No imputed race) 175  (9.6%) 1,469  (80.4%) 184  (10.1%) 1,828 (100%)

 AREX   (total) 725  (11.5%) 4,685  (74.3%) 899  (14.2%) 6,309 (100%)
1  Households with no people whose race was missing 
2 Percent of Total 
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Charts B.12  Distributions of AREX Household Size for Fixed Census  
Household Sizes 

Distribution of AREX HH Size for Census HHs of Size 0
(out of 34,897 HHs)
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Distribution of AREX HH Size for Census HHs of Size 1
(Out of 216,619 HHs)

0

10

20

30

40

50

60

70

0 1 2 3 4 5 6 7 8 9 10 11-20 21+

AREX HH Size

Pe
rc

en
t

 



 

 78

Distribution of AREX HH Size for Census HHs of Size 2
(out of 282,496 HHs)
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Distribution of AREX HH Size for Census HHs of Size3
(out of 147,470 HHs)

0
5

10
15
20
25
30
35
40
45

0 1 2 3 4 5 6 7 8 9 10 11-20 21+

AREX HH Size

Pe
rc

en
t

 

Distribution of AREX HH Size for Census HHs of Size 4
(out of 125,339 HHs)
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Distribution of AREX HH Size for Census HHs of Size 5
(out of 53,131 HHs)
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Distribution of AREX HH Size for Census HHs of Size 6
(out of 18,770 HHs)
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Distribution of AREX HH Size for Census HHs of Size 7
(out of 6,201 HHs)
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Distribution of AREX HH Size for Census HHs of Size 8
(out of 2,555 HHs)
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Distribution of AREX HH Size for Census HHs of Size 9
(out of 1,014 HHs)
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Distribution of AREX HH Size for Census HHs of Size 10
(out of 581 HHs)
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Distribution of AREX HH Size for Census HHs of Size 11-20
(out of 565 HHs)
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Charts B.13.  Distributions of Census Household Size for Fixed  
AREX Household Size  

Distribution of Census HH size for AREX HH size = 0
(out of 75,950)
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Distribution of Census HH size for AREX HH size = 1
(out of 216,209)
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Distribution of Census HH Size for AREX HH Size = 2
(out of 244,314)
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Distribution of Census HH Size for AREX HH Size = 3
(out of 145,576)
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Distribution of Census HH Size for AREX HHs of Size 4
(out of 119,949 HHs)
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Distribution of Census HH Size for AREX HHs of Size 5
(out of 53,216 HHs)
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Distribution of Census HH Size for AREX HHs of Size 6
(out of 21,349 HHs)
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Distribution of Census HH Size for AREX HHs of Size 7
(out of 7,066 HHs)
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Distribution of Census HH Size for AREX HHs of Size 8
(out of 3,110 HHs)
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Distribution of Census HH Size for AREX HHs of Size 9
(out of 1,462 HHs)
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Distribution of Census HH Size for AREX HHs of Size 10
(out of 699 HHs)
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Distribution of Census HH Size for AREX HH Size = 11-20
(out of 701 HHs)
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Distribution of Census HH Size for AREX HH Size = 21+
(out of 37 HHs)
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Table B.16.  Coverage by AREX of Census Households by Multi vs. Single Unit,  
and by Household Age Characteristics 

Type of 
Housing Unit 

Census Household 
Age Characteristic Total Percent 

Linked 

All 18 or over 654,449 82.9% 
All Census HUs 

Some under 18 362,774 86.1% 

All 18 or over 213,722 67.6% 
Multi Unit 

Some under 18 64,725 68.7% 

All 18 or over 440,777 90.3% 
Single Unit 

Some under 18 298,049 89.9% 

All 50 or over 292,091 85.8% 
All HUs 

Some under 50 725,182 83.3% 

All 50 or over 81,480 69.8% 
Multi-Unit 

Some under 50 196,967 67.0% 

All 50 or over 210,661 91.8% 
Single-Unit 

Some under 50 528,215 89.4% 

All 65 or over 139,784 86.6% 
All HUs 

Some under 65 877,489 83.6% 

All 65 or over 47,334 73.4% 
Multi-Unit 

Some under 65 231,113 66.7% 

All 65 or over 92,450 93.4% 
Single-Unit 

Some under 65 646,376 89.7% 
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Table B.17A.  AREX to Census Comparisons by Size of Housing Unit  
and by Household Age Characteristic 

Size of 
Census 

HH 

Census 
household age 
characteristic 

Total 

Linked with 
AREX 

Housing 
Units 

( % of Total) 

Equal Size 
(%)1 

Equal in 
Demographic 
Composition2 

(%) 3 

All 18 or over 276,490 216557 

(85.8%) 

139,270 

(64.3%) 

119,011 

(85.5%) 
1 

Some under 18 100 62 

(62%) 

22 

(35.5%) 

1 

(4.5%) 

All 18 or over 297,587 255,280 

(85.8%) 

147,555 

(57.8%) 

126,744 

(85.9%) 
2 

Some under 18 33,885 27,216 

(80.3%) 

10,704 

(39.3%) 

6,741 

(63.0%) 

All 18 or over 75,568 66,459 

(87.9%) 

27,819 

(41.9%) 

20,906 

(75.2%) 
3-4 

Some under 18 238,390 206,350 

(86.6%) 

93,003 

(45.1%) 

67,459 

(72.5%) 

All 18 or over 4,854 4,041 

(83.3%) 

993 

(24.6%) 

568 

(57.2%) 
5+ 

Some under 18 90,399 78,776 

(87.1%) 

26,060 

(33.1%) 

17,282 

(66.3%) 
1 Percent of linked 
2 Equal in: both sex groups, all four race groups, both Hispanic origin categories, and age groups 0-17,  

18-64, 65+ 
3 Percent of linked of equal size 
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Table B.17B.  AREX to Census Comparisons by Size of Housing Unit  
and by Household Age Characteristic 

Type of 
housing 

unit 

Census 
household age 
characteristic 

Total 

Linked with 
AREX 

housing units 

( % of Total) 

Equal size 

(%)1 

Equal in 
demographic 
composition2 

(%) 3 

All 65 or over 

 

85,588 72,077 

(84.2%) 

55,468 

(77.0%) 

51,493 

(93.8%) 
1 

Some under 65 
191,002 144,542 

(75.7%) 

83,820 

(58.0%) 

67,519 

(80.6%) 

All 65 or over 
53,159 48,091 

(90.5%) 

37,582 

(78.1%) 

35,251 

(93.8%) 
2 

Some under 65 
278,313 234,405 

(84.2%) 

120,677 

(51.5%) 

98,234 

(81.4%) 

All 65 or over 
1037 943 

(90.9%) 

452 

(47.9%) 

386 

(85.4%) 
3+ 

Some under 65 
409,971 354,683 

(86.9%) 

147,423 

(41.6%) 

105,829 

(71.8%) 
1 Percent of linked 
2 Equal in: both sex groups, all four race groups, both Hispanic origin categories, and age groups 0-17,  

18-64, 65+ 
3 Percent of linked of equal size 
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EXECUTIVE SUMMARY

It has been hypothesized and demonstrated that a number of languages (verbal, numeric,
symbolic, and graphic) combine to affect respondents’ perception and comprehension of visual
information (Redline, C. and Dillman, D.  2002.  "The Influence of Alternative Visual Designs
on Respondents’ Performance with Branching Instructions in Self-Administered Questionnaires." 
In Groves, R., Dillman, D., Eltinge, J., and Little, R. (eds.)  Survey Nonresponse.  New York: 
John Wiley and Sons, Inc.).  Verbal language refers to the words on a questionnaire; numeric
refers to the numbers; symbolic refers to symbols, such as arrows; and the graphic refers to the
color, brightness, shape, and location of the information.  Branching instructions were used as an
initial test of this hypothesis because they yield objective measures of performance.  A classroom
experiment with college students, in which three of the languages (the verbal, symbolic, and
graphic) were altered in two distinct ways (the Prevention and Detection methods) and tested
against the Census 2000 method of branching, provided initial evidence in support of this
hypothesis (Redline and Dillman 2002).  In the Prevention method of branching, the response
categories and check boxes were reversed.  In the Detection method, a left-hand arrow came off
the non-branching response option(s) and pointed to a paranthetical feedback phrase.  This report
documents an experiment conducted in Census 2000 in which the two branching instructions
from the classroom experiment were revised, and two additional instructions were developed
(reverse printing the instruction and substituting the words “go to” for “skip to”) and tested
against the Census 2000 version.  

• The results of this experiment provide substantial evidence that manipulating the verbal,
symbolic, and graphic languages of the branching instruction significantly influences
whether the instructions are followed.  

Recommendation:  Continue to gain expertise regarding the non-verbal
(numeric, symbolic, and graphic) language of a questionnaire, for the non-verbal
combines with the verbal to affect reading comprehension—that is, what
respondents read (or do not read), the order in which they read it, and their
consequent interpretation of what they read.  This is an area of questionnaire
design that is clearly emerging as critical to data quality and in need of further
research.   

• As hypothesized, respondents were no more apt to read the instruction ‘go to’ than ‘skip
to.”  The conclusion to be drawn from this is that no amount of rewording is going to help
if the problem is respondents are not reading the information in the first place. In
addition, respondents were more likely to mis-read the reverse printed instructions.
Reverse-printed information may be more effective when a reader is actively searching
for information as opposed to passively reading it.  

Recommendation:   Before rewording information on a questionnaire, be certain
that it is being read first.  Cease using reverse printing anywhere on a
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questionnaire, until more research can be done to explicate the conditions under
which it is useful.  

• The Detection Treatment significantly reduced commission errors (respondents answering
questions they were instructed to skip) from 19.7 percent to 13.5 percent  and omission
errors (respondents not answering questions they were supposed to answer) from 5.0  to
4.0 percent.

Recommendation:  Adopt the Detection method of branching in its present form,
though further improvements may be possible.  For example, it may be possible
to combine the Prevention and Detection methods, and compare the results of
this hybrid with either treatment alone.  In addition, disentangle the
contributing effects of the individual manipulations of the Detection treatment,
since it is now clear that they are successful in combination.  

• Questionnaire design experts, respondents in cognitive interviews, and even a debriefing
of respondents who participated in the classroom experiment revealed that many thought
the arrows of the Detection method were confusing. However, the results of the Census
experiment suggest otherwise (error rates actually decreased in the Detection Method). 
The conclusion to be drawn from this is:  what people say and what people do are not
necessarily one and the same.

Recommendation: Exercise care regarding what information we use to guide us
when designing questionnaires.  Relying on the verbal assessments of either
respondents or expert questionnaire designers rather than performance
measures from the experiments would have been misleading and detrimental in
this case.  Further research is necessary to determine when verbal reports are
reliable and when they are not.   

• Wide variations existed in the error rates for individual questions. For example, on the
Census 2000 Skip To Form, commission errors ranged from a low of 1.9 percent for the
active duty question (question 20a)  to a high of 79.2 percent for the age filter question
(question 18). Also, significant differences existed between the error rates in the low
(26.9 percent) and high (18.6 percent) coverage areas. 

Recommendation:  Analyze the potential reasons for these variations in future
research, as well as the relationship between respondent characteristics and
branching errors. 

• The overall pattern of commission error rates across treatments is similar between the
classroom and the Census 2000 experiment. However, the absolute error rates within a
treatment are either the same or higher in the census than the classroom.   This suggests
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that respondents have a greater tendency to answer questions that do not apply to them
under field conditions, despite the questions containing cues to the contrary and
branching instructions.  This is further evidence that respondents do not understand the
questions or the underlying response task (that they need not answer every question).  As
a result, respondent burden is greater than necessary (on average, respondents are
answering 20 percent more questions than they need to).

Recommendation:  Further research is necessary to improve respondents’
understanding of the questions and the response task and to reduce respondent
burden.  

• The thesis of this research (that respondents extract meaning from more than just the
verbal language of the questionnaire) has been borne out with branching instructions.

Recommendation:  It now needs to be systematically extended to other areas of
the questionnaire, like the questions themselves, and it is important to bear in
mind that these issues extend to Web questionnaires as well.  
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1.  BACKGROUND

Information on a self-administered questionnaire can be decomposed into four language
types: verbal, numeric, symbolic, and graphic (Redline and Dillman 2002). 

• Verbal language – refers to the words.
• Numeric –  refers to the numbers.
• Symbolic –  refers to the check boxes, arrows, and other symbols on the questionnaire. 
• Graphic –  is the conduit by which all of the other languages are conveyed and includes

the brightness, color, shape, and location of the information. 

The major thesis of this program of research is that these languages combine to create
meaning for respondents, and that with conventional branching instructions, three of these
languages (the verbal, symbolic, and graphic) combine in such a way that respondents are
often left unaware of the branching instruction.  

One reason for this may be that, typically, these instructions are printed in the same font and
point size as the rest of the text, making them difficult to detect (Foster 1979).   In addition,
Kahneman (1973) demonstrated that people’s vision is sharp only within 2 degrees, which is
equal to about 9 characters of text.  Consequently, when a respondent is in the process of
marking a check box, the branching instruction, which is usually located to the right of a
response option, is likely to be outside of the respondent’s view.   Also, this design does not
take into consideration other strategies for reducing human error, like training respondents to
prevent their errors in advance, or allowing them to detect errors afterwards (Norman 1990;   
Wickens 1992).

Thus, two new designs, the prevention and detection branching instructions, were developed,
which manipulated the brightness, color, shape, and location (the graphic design) of the
branching instructions, as well as incorporating prevention and detection strategies. Redline
and Dillman (2002) offer a detailed description of these instructions, along with their
depiction, which is briefly summarized here.  In the prevention method, an instruction was
placed before the question to remind respondents to pay attention to the branching
instructions. The purpose of these reminders was to prevent mistakes before they were made. 
Also, the location of the response options and check boxes were reversed to bring the
branching instruction into view and the branching instruction was made larger and bolder.  

In the detection design, the branching instruction was made even bolder and larger to
compensate for its poor location.  Also, a left-hand arrow came off of the non-branching
response options and pointed to the indented letter of the next question, which was followed
by a parenthetical phrase.  The purpose of these phrases was to allow respondents to detect
and correct their mistakes after they were made.  Consequently, both instructions attempted
to make the verbal skip instruction more visible, but they differed in that the prevention
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technique tried to remind people in advance that they may need to branch, whereas the
detection technique gave them information afterwards, which allowed them to determine if
they had branched correctly.  

In a classroom experiment of 1,266 students, both designs were shown to decrease errors of
commission (respondents answering questions they were instructed to skip) by more than
half, from 20.3 percent on the control to 9.0 percent on the prevention form and 7.4 percent
on the detection.  However, errors of omission (respondents not answering questions they
were instructed to answer) increased from 1.6 percent on the control to 3.3 percent on the
prevention and 3.7 percent on the detection form (Redline and Dillman 2002) .  In addition to
the experiment, 48 cognitive interviews were conducted with a broad mix of people (Dillman
et al. 1999; Redline and Crowley 1999).  

Although respondents were supposed to understand that the check box and branching
instructions were connected because they were next to each other in the same white
background in the prevention instruction, both the results of the classroom experiment and
the cognitive interviews suggested that this did not reliably work.  Consequently, a stronger
visual connection, an arrow, was devised for the census experiment (refer to Figure 1d). The
reminder instructions may have contributed to the problem as well.  Therefore, the number of
these were dramatically reduced by strategically placing them after a long series of questions
without any branching instructions.   In addition, respondents demonstrated difficulty
understanding the ‘training’ instruction of the prevention instruction, so it was simplified in
the census design. 

The larger size of the detection branching instruction in the classroom experiment appeared
to overly attract respondents’ attention to it, so this instruction was decreased in size for the
census experiment.  Also, respondents had trouble when they came to a branching instruction
at the bottom of a page because the left-hand arrow did not point to anything.  Thus, the left-
hand arrow was made to terminate into another verbal branching instruction at the bottom of
a page in the census design (refer to Figure 1e).  

In addition to revising the prevention and detection instructions, two new instructions were
developed to test additional issues.   A branching instruction was designed to test the
hypothesis that simply changing the verbal language from “skip to” to “go to” without
making the instruction more visible is unlikely to make a difference in respondents’
performance (refer to Figure 1b).  Respondents in the cognitive interviews suggested that "go
to" was clearer than "skip to."  However, the purpose of  the "go to" instruction was to
demonstrate that rewording information may not prove to be the answer if the underlying
problem is that respondents are not reading information in the first place.  This is not to say,
however, that rewording will not prove useful once respondents read the information. 
Rewording may very well improve comprehension, and consequently, performance further
once respondents read the information, which explains our use of the words 'go to' in all of
the experimental versions of the instruction.    
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Another branching instruction was designed to provide insight into whether printing
branching instructions in reverse print is a good practice or not (Figure 1c).  Normal print is
the black lettering on the yellow background typical of most information on the census
questionnaires.  Reverse print is yellow lettering on a black background.  There are
arguments both for and against using reverse printing.  On the one hand, it is plausible that
the high contrast of a reverse-printed branching instruction and the fact that it is made
visually dissimilar from the other information on the questionnaire could attract respondents’
attention (Foster 1979) .  On the other hand, typographical studies warn against using reverse
print because it is difficult to read (Hartley, 1981; Wallschlaeger and Busic-Snyder, 1992). 
Also, since most of what  respondents generally read is black, they may come to expect
information to be printed in black.  As a result, they may pay less attention to the occasional
reverse-printed instruction. 

2. METHODOLOGY

These ideas were tested in an experiment in Census 2000 using the long form.  Five versions
of the long form were developed, each employing a different treatment of the branching
instruction.  A sample of approximately 25,000 addresses was selected to receive one of the
five treatments, with approximately 5,000 addresses independently selected per treatment. 
This number was distributed equally between so-called high coverage areas (2,500 per
treatment), which are expected to have low proportion of minorities and renters, and low
coverage areas (2,500 per treatment), which are expected to have a high proportion of
minorities and renters. 

Addresses on the Decennial Master Address File in the mailout/mailback areas of the country
at the time sample selection took place served as the universe for sample selection. 
Consequently, addresses in non-mailback areas of the country  (which can be characterized as
highly rural areas of the country, where the forms need to be dropped off and picked back up
by interviewers) were excluded from sample.  Also, addresses that were added later as a
result of coverage improvement operations were not included because these addresses were
not available at the time of sample selection.  Also, addresses that were in the Accuracy and
Coverage Evaluation were excluded from sample so as not to overburden these households. 
A systematic sample by state, stratum (the high coverage and low coverage areas), and
treatment was selected (Woltman, 1999).  Analysis, then, was limited to those from this
universe that mailed back their form. 

The five treatments were the Census 2000 Skip To Instruction, Go To Instruction, (Go To)
Reverse Print Instruction, (Go To) Prevention Instruction and the (Go To) Detection
Instruction.
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2.1 Treatments

2.1.1  The Census 2000 Skip To Instruction

Shown in Figure 1a, this instruction was used in the classroom experiment, and is
exactly the same as the instruction used on the Census 2000 long form.  

2.1.2  The Go To Instruction 

Shown in Figure 1b, this instruction is like the Census 2000 instruction in all respects,
except that the words “skip to” have been changed to “go to.”  

2.1.3 The (Go To) Reverse Print Instruction

Shown in Figure 1c, this instruction is like the Go To instruction, except that the
words ‘Go to” have been changed from normal print (black lettering on a yellow
background) to reverse print (yellow lettering on a black background).     

2.1.4  The (Go To) Prevention Instruction

Shown in Figure 1d, this is a modification of the prevention branching instruction
from the classroom experiment, with  “skip to” changed to “go to.” A bold arrow was
placed between the check box and the branching instruction to make the connection
between these two pieces of information clearer.  Also, the number of “attention”
instructions was dramatically reduced.  And finally, the language of the ‘training
instruction’ was simplified from what it had been in the classroom experiment.  

2.1.5  The (Go To) Detection Instruction

Shown in Figure 1e, this is a modification of the detection instruction from the
classroom experiment, with “skip to” changed to “go to.”  The size of the branching
instruction was decreased slightly from what it had been in the classroom experiment,
and a left-hand arrow that terminated into a verbal branching instruction at the bottom
of pages was added. 

2.2  Implementation Procedures

The questionnaires in this experiment received very nearly the same implementation
procedure as other questionnaires in Census 2000. The questionnaires were mailed out
according to the Census 2000 schedule, with every sampled address mailed an advance
letter, a questionnaire, and a follow-up postcard.  One difference between the experimental
and the census procedures, however, was that the experimental questionnaires were mailed
back to the National Processing Center (in Jeffersonville, Indiana) rather than the
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geographically desingated processing office.  Consequently, the color of the return
envelope was changed from white to yellow to facilitate its reaching the National
Processing Office during the onslaught of census mail.  

2.3  Analytic Procedures

2.3.1 Calculating Mail Response Rates

Households that returned duplicate forms were excluded from the calculation of the
mail response rate (2 cases), as were households which did not return a form, but which
were subsequently labeled as undeliverable as addressed in the mailout file (2834
cases).  It was assumed in the latter case that the household was correctly labeled as
non-existent or vacant.  However, households that were identified as undeliverable as
addressed in the mailout file, but which returned a questionnaire were included in the
calculation.  It was assumed in this case that the household was mistakenly labeled in
the mailout file. 

Non-response, then, was defined as any remaining household in the mailout universe
which did not return a form, or returned a blank form.  Blank forms were defined as
having less than two answers for the first two persons. Response was defined as
households from which a non-blank form from the mailout universe was received.  The
aggregate total for all responses (R) and for all nonresponses (NR) was established and
then the total number of responses was divided by the total number of responses plus
the total number of non-responses to yield the mail response rate (MRR), as shown

here: 

2.3.2 Calculating Error Rates

To control for differences in the number of questions that respondents answered, this
analysis was limited to the questions for Person 1.  Branching error rates were
calculated for questions that had branching instructions (because only their designs
differed between form types)  and those questions that had valid responses (because
only then was it evident whether a respondent should branch or not).

An opportunity to make an error of commission occurred when a respondent selected a
response with a branching instruction associated with it.  An error of commission
occurred if the respondent answered a question other than they were instructed to
answer. An opportunity to make an error of omission occurred when a respondent
selected a response that did not have a branching instruction associated with it.  An
error of omission occurred if the following question was left blank.  It is also possible
that lack of a response to a follow-up question may be due to a refusal by the
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respondent to answer the question.  However, it was assumed that refusals were equal
across the treatment groups, and therefore, would not affect the conclusions drawn
from the experiment. For any checked answer,  either a commission opportunity or an
omission opportunity can exist, but not both.  Commission and omission opportunities,
errors, and rates were calculated by respondent, by question within a treatment, across
all questions, and across all treatments.

2.3.3 Significance Testing

Households were sampled at different rates within two geographic strata:  high
coverage areas and low coverage areas.  Branching error rates were calculated by
dividing the number of branching errors by the number of branching opportunities,
where each of the two quantities is random.  To compare rates across strata or
treatments, standard errors were calculated using the statistical replication method of
the stratified  jackknife.  As each household can have a variable number of branching
opportunities and errors, clusters were incorporated into the variance estimation at the
household level.  Operationally, the stratified jackknife dropped one household at a
time to calculate variance estimates.  Statistical significance testing was conducted on
pairs of strata or treatments using a t-test that incorporates the covariance between the
branching opportunities and branching errors in the calculation.  The normal
approximation to the t distribution was used to calculate p-values and establish
statistical significance.  A Bonferroni adjustment was used to account for the multiple
comparisons between treatments.

3.  RESULTS

3.1 Response Rates

Response rates for the five treatment groups varied significantly between the high and low
coverage areas, averaging 66.7 percent for the former and only 48.6 percent for the latter
(Table 1). This difference of about 18 percentage points is not surprising inasmuch as the
strata differ significantly with regard to the characteristics of residents.  Respondents that
mailed back their forms from the low coverage areas are about six times as likely as high
coverage respondents to be nonwhite (53.8 percent vs. 8.8 percent) and/or Hispanic (23.7
vs. 4.25 percent). In addition, they are three times as likely to speak another language at
home (28.7 percent vs. 9.6 percent) and more than twice as likely never to have graduated
from high school (29.4 percent vs. 13.1 percent).  These characteristics have often been
associated with lower response rates for mail surveys (Dillman, 2000). 

However, differences in response rates across treatment groups tend to be small or non-
existent. Comparisons of the Skip To and Go To Control groups, and all Go To treatment
groups with one another did not result in any significant differences. 
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3.2 Commission Error Rates

Significant differences existed for most of the treatment comparisons of commission error
rates.  It can be seen in Table 2 that the average commission error rate for the 19 branching
items contained in the Census 2000 Skip form (Treatment 1) was 19.7 percent.  As
expected, the rate was substantially higher in the low coverage areas (26.9 percent
compared to 18.6 percent).   Commission error rates also varied substantially by item (not
shown in tabular form) with the overall rates ranging from 1.9 percent for the active duty
question to  79.2 percent for the age filter question on the census form.

The overall commission error rate for the Go To comparison (Treatment 2) was not
statistically different from the Skip to Treatment.

 
Because all of the remaining treatment groups used the words “Go to,” Treatment 2
becomes the control group for the remaining comparisons. Table 2 reveals that all three of
the remaining treatment groups achieved significantly   lower commission error rates, 17.9
percent for Reverse Print, 14.7 percent for the Prevention group, and 13.5 percent for the
Detection group. The Detection Method, which had the lowest rate, was significantly lower
than each of the other treatment groups, with two exceptions, the comparison with the
Prevention group in the high coverage areas and at the national level.  The Detection
Method lowered the commission rate by about one-third for the strata as well as overall.

3.3  Omission Error Rates

Shown in Table 3, a somewhat different pattern emerges for the omission error rates. 
There were no significant differences between the standard Skip To form used in Census
2000 (Treatment 1), and the Go To (Treatment 2) version.  In addition, the only form that
significantly reduced the omission error rates was the Detection form, which did so across
all groups.   In contrast, the omission error rates for the Reverse Print and Prevention
Methods were significantly higher than the Go To Control form for all groups.   Thus, only
the Detection form significantly reduced both the commission and omission error rates.

4.  DISCUSSION

4.1 Response Rates

We hypothesized that changes in the branching instructions would have little effect on the
response rates, and the results confirmed this (Table 1).  When the data are parsed by high
and low coverage area, the patterns are nearly identical, suggesting that for the most part,
treatment and coverage area do not interact.  
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4.2 Commission Error Rates

There is only one change between the Skip To and Go To Treatments (the verbal
instruction was changed from “Skip to” to “Go to”); therefore, the effect of this change is
controlled for by design.  However, several distinct changes were introduced into each of
the next three treatments (Reverse Print, Prevention, and Detection), making it impossible
to disentangle with certainty the effects of any single manipulation.  Despite this limitation,
however, the treatments build upon one another in such a way as to be highly suggestive
regarding the individual manipulations and languages, as discussed below.

Figure 2 shows that, except for the Go To version, the commission error rate (for all areas)
declines across the treatments.  It was originally hypothesized that changing the instruction
from “Skip to” to “Go to” would not affect the error rate because such a change does not
address the underlying need to attract respondents’ attention to the instruction first.  The
results support this hypothesis.  

The fact that the commission error rate decreases across the Go To, Reverse Print,
Prevention and Detection Treatments suggests that the changes made from one design to
the next improved respondents’ perception and comprehension of the instruction.  We
hypothesized that the Prevention and Detection Treatments would have this effect. 
However, the literature was ambiguous concerning what to expect from using reverse print. 
Although the Reverse-Printed Treatment led to a reduction in the commission error rates,
this reduction was mediocre in comparison to the Prevention and Detection Treatments. 
This finding implies that there are probably better ways to attract respondents’ attention to
information on a questionnaire than using reverse print.   It may be that respondents get
used to reading information in a particular figure-ground (in this case, black against
yellow).  As a result, they come to expect that the information they should pay attention to
will be black against yellow too.  When the instruction is reverse printed, it may look so
different that respondents have a greater tendency to disregard it.  According to Gestalt
psychologists a number of perceptual principles guide our understanding and interpretation
of visual information.  The Gestalt Grouping Law of Similarity states that we tend to see
similar information as belonging together.  Thus, reverse printing information may be an
example of not using the visual element of color, or the Gestalt Grouping Law of
Similarity, in a beneficial way (Wallschlaeger and Busic-Snyder, 1992). 

The improvement in performance between both the Prevention and Detection Treatments
over the other treatments is likely due to making respondents more aware of the branching
instruction, i.e., making it more visible.  However, the added improvement the Detection
Treatment displayed over the Prevention Treatment in the low coverage area may be due to
the feedback mechanism.  It appears that this mechanism may have effectively helped these
particular respondents to self-correct their mistakes. 
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4.3  Omission Error Rates

Figure 2 shows that the errors of omission decreased for the Detection Treatment in the
census experiment, but increased for every other method.  It would seem that unlike the
Reverse Print and Prevention Treatments, which were intent on making the branching
instruction more visible, the Detection Treatment successfully grouped information in the
census experiment so that respondents were less likely to erroneously associate a branching
instruction with a non-branching response option.  It would seem that the left-hand arrow
served the purpose intended here— to lead respondents’ attention away from the branching
instruction when they chose a response option without a branching instruction.     

The implication of this finding is that grouping information correctly may be tantamount to
respondents reading and understanding it correctly.  If so, this is an example of the power
of the Gestalt Grouping Law of Proximity (Wallschlaeger and Busic-Snyder, 1992), that is,
of manipulating the visual element of location.  

These results suggest that at the same time strong steps are taken to visually associate (or
group) the check box(es) with the branching instruction(s), counter steps must also be
taken to clearly dissociate the branching instruction from the other response options (i.e.,
not allow them to be seen as grouped together).  It would seem that the Detection
Treatment accomplished this balancing (grouping) act best. 

In addition, the feedback mechanism may have worked better in the census experiment
than the classroom experiment because it was simpler.  In the census experiment it was
almost always “(If Yes)” or “(If No),” whereas in the classroom experiment it tended to be
a more complicated phrase, like “(If basketball, wrestling, or sent here from an earlier
question)."  For example, the errors of omission soared to 17.62 percent  in the case of the
citizen question in the Detection Treatment of the census experiment, whereas they
averaged 4.05 percent across the rest of the questions using this same method.  The
feedback mechanism for the citizen question was “(If born outside or not a citizen of the
United States)” whereas it tended to be “(If Yes)” or “(If No) for the rest of the questions.  

4.4  Questionnaire Design Guidance

A conclusion to be drawn from this program of research is that we must be careful what
information we use to guide us when designing questionnaires.  Early on, when
questionnaire design experts perused the questionnaires they had negative reactions to the
use of the arrows in the Detection Treatment, claiming that the arrows looked confusing. 
Respondents in cognitive interviews often said the same (Dillman et al. 1999), and even a
debriefing of respondents who participated in the classroom experiment revealed that some
felt the arrows were confusing  (Redline et al. 1999).  These findings suggest that expert
reviewers and respondents perceive themselves as being confused, when the outcome
suggests otherwise.  This may be occurring for one of two reasons.  Preattentive processing
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involves the automatic registration of features at global or holistic level, whereas attentive
processing requires a detailed analysis of a field (Jenkins and Dillman 1997).  Quickly
surveying the questionnaire (that is, using preattentive processing rather than attentive
processing) may lead to a perception of confusion when actually filling it out proves
otherwise.  And the other possibility is that respondents perceive themselves as confused
because the feedback mechanism is working—it is slowing them down and helping them to
correct their mistakes.  Therefore, they perceive themselves as being lost and confused,
when in reality their performance is improved. 

Finally, it remains to be seen if the Prevention and Detection Treatments would benefit
from being melded into one.  One possibility is to maintain the reverse order of the check
boxes/response options from the Prevention Treatment (because theoretically this should
make the branching instruction the most visible), but counter balance this with the left-
hand arrow and feedback mechanism, or something akin to this mechanism (because
empirically this mechanism looks to be working) and compare the results of this hybrid to
either treatment alone to see if it produces the greatest reduction in the errors of
commission and omission.

4.5 Question and Respondent Effects

Redline  and  Dillman (2002)  have proposed that respondents make mistakes navigating
through a questionnaire both as a result of the characteristics of the questions they are
answering (for example, questions that fall at the bottom of the page may lead to greater
errors than those located elsewhere) and as a result of respondents’ characteristics (for
example, respondents with less education may make more mistakes). Differences in the
error rates across the different versions of the branching instructions, across the different
question types (an example of which was provided earlier with the citizenship question),
and between respondent types (that is, between the coverage areas) provide evidence in
support of both propositions.  The conclusion to be drawn here is that this is a highly
complex system under investigation, the effects of which are clearly going to take time to
explore and explain well.  

4.6  Effects of Cues from Follow-up Questions

The classroom experiment controlled for the effects of the wording of the questions so that
respondents could get no cues from the questions themselves whether they should be
answering them.  However, in the census, the questions were dependent.  So, for example,
one of the questions asked respondents if they had any of their own grandchildren under
the age of 18 living in their house or apartment, and if they did, then they were asked a
follow-up question concerning whether they were responsible for these grandchildren.  It
seemed reasonable to expect that respondents would be able to figure out if a follow-up
question applied to them in the census, not from reading the branching instruction, but
from reading the content of the follow-up question and that the error rates would be lower
in the census as a result.
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However, a surprising finding to come out of this research is that the error rates are either
the same or higher in the census than the classroom.  This suggests that nationally
representative respondents have a tendency to answer questions that do not apply to them,
despite the fact that:  

• the screener questions contain branching instructions, which clearly tell respondents to
branch over the follow-on questions.  

• the follow-on questions contain contrary cues, which ought to keep respondents from
answering them.  

• survey methodologists perceive the questions as logically connected, and therefore,
think that respondents will too.  

Therefore, not only may it be a good idea to improve upon the branching instruction, but
also it may pay to recognize that respondents do not necessarily understand the basic logic
of the questionnaire and the questions themselves, and that any steps taken to improve their
understanding of this may help to reduce navigational errors as well.
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Response Rates By Treatment (Table 1)

 Treatment

    Weighted

National

Total

  (All Areas)

Weighted

N

(in 000s)

High

Coverage

Areas

Unweighted

N

Low

Coverage 

Areas

Unweighted 

N

1. Censu s

2000 Skip

To 

      63.9% (12,630)       67.5% (2,377)        48.5% (2,321)

2.  Go To

Control 

      64.3 (12,520)       67.8 (2,355)        49.5 (2,307)

3.  (Go To)

R e v e r s e

Print

      61.8 (12,650)       64.9 (2,387)        48.1 (2,304)

4.  (Go To)

Prevention

      63.1 (12,540)       66.7 (2,365)        47.6 (2,288)

5.  (Go To)

Detection

      63.3 (12,660)       66.4 (2,388)        49.3 (2,305)

S t a t is t ic a l

Comparison

1 vs. 2 n.s. n.s. n.s.

2 vs. 3 n.s n.s. n.s.

2 vs. 4 n.s. n.s. n.s.

2 vs. 5 n.s. n.s. n.s.

3 vs. 4 n.s. n.s. n.s.

3 vs. 5 n.s. n.s. n.s.

4 vs. 5 n.s. n.s. n.s.



15

Commission Error Rates For All Census Long-Form Items With Branching Instructions
(Table 2)

Instruction

Treatment

    Weighted

National

Total

 (All Areas)

Weighted

Commission

Opportunities

(in 000s)

High

Coverage

Areas

Unweighted

Commission

Opportunities

Low

Coverage 

Areas

Unweighted 

Commission

Opportunities

1. Census

2000 Skip

To 

      19.7% (62,168)       18.6% (2,302)        26.9%     (2,296)

2.  Go To

Control 

      20.8 (62,947)       20.0 (2,512)        25.4      (2,207)

3.  (Go To)

Reverse

Print

      17.9 (60,803)       16.7 (2,017)        24.9 (2,116)

4.  (Go To)

Prevention

      14.7 (62,146)       13.6 (1,576)        21.7 (1,546)

5.  (Go To)

Detection

      13.5 (61,046)       12.7     (1,653)        18.6 (1,830)

S t a t is t ic a l

Comparison

1 vs. 2 n.s. n.s. n.s.

2 vs. 3 p < .01 p < .01 n.s.

2 vs. 4 p < .01 p < .01 p < .01

2 vs. 5 p < .01 p < .01 p < .01

3 vs. 4 p < .01 p < .01 p < .01

3 vs. 5 p < .01 p < .01 p < .01

4 vs. 5 n.s. n.s. p < .01
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Omission Error Rates For All Census Long-Form Items With Branching 
Instructions (Table 3)

Instruction

Treatment

    Weighted

National

Total

  (All Areas)

Weighted

Omission

Opportunites

(in 000s) 

High 

Coverage

Areas

Unweighted

Omission

Opportunities

Low

Coverage

Areas

Unweighted

Omission

Opportunities

1.  Census

2000 Skip

To 

        5.0% (40,079)       4.8%     (1,649)         6.5%       (363)

2.  Go To

Control 

        5.4 (40,443)       5.2     (1,805)         6.3       (369)

3.  (Go To)

R e v e r s e

Print

        7.6 (39,248)       7.3     (2,483)         9.1       (487)

4.  (Go To)

Prevention

       7.0 (39,451)       6.7     (1,265)         9.4       (334)

5.  (Go To)

Detection

       4.0 (39,044)       3.7     (2,241)         6.2       (510)

S t a t is t ic a l

Comparison

1 vs. 2 n.s. n.s. n.s.

2 vs. 3 p < .01 p < .01 p < .01

2 vs. 4 p < .01 p < .01 p < .01

2 vs. 5 p < .01 p < .01 n.s.

3 vs. 4 n.s. n.s. n.s.

3 vs. 5 p < .01 p < .01 p < .01

4 vs. 5 p < .01 p < .01 p < .01
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Error Rates by Panel.  (Figure 2)
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EXECUTIVE SUMMARY 

The American Community Survey (ACS) is indispensable to the successful reengineering of the 
2010 census design. To meet the challenges of rapid demographic and technological change and 
in response to stakeholders’ requests, Census Bureau managers have concluded that the design of 
the decennial census must be simplified and long form data collection must be more timely. 
Therefore, rather than occurring as part of the decennial census, collection of demographic and 
socioeconomic data will be ongoing throughout the decade via the ACS. 

The formal program to develop and test the ACS began in 1994. Since then, the program’s 
name, size, and scope have been evolving in preparation for full implementation in 2003. A 
series of testing activities have been occurring. The full set of testing and developmental 
activities starting in 1994 are referred to as the ACS development program in this report. Key 
results will be documented in a series of reports. 

This initial report focuses on the desirability and operational feasibility of full implementation 
of the ACS. In 2000, ACS methods were employed in 36 counties, and a nationwide survey–the 
Census 2000 Supplemental Survey (C2SS)–was conducted in an additional 1,203 counties. The 
primary purpose of the C2SS was to demonstrate the operational feasibility of collecting long 
form data at the same time, but in a separate process from, Census 2000. 

The successful implementation of the C2SS during 2000 demonstrated that full implementation 
of the ACS is operationally feasible. Operational feasibility means that C2SS planned tasks 
were executed on time, within budget, and that the data collected met certain basic Census 
Bureau quality standards. Despite competition from Census 2000 for resources and lack of 
experience with a nationwide workload, staffing was sufficient, operations were carried out as 
anticipated, and observed response rates were high. To determine whether a nationwide 
implementation would adversely affect operational performance, comparisons were made 
between the 1999 and 2000 results from 36 counties. Based on the results of the C2SS, managers 
are confident that the full ACS can be successfully implemented nationwide in 2003. Specific 
findings include: 

•	 The American Community Survey will improve planning and simplify the 2010 
decennial census design. 

•	 Implementing the American Community Survey, supported by the MAF/TIGER 
modernization, will potentially improve decennial census coverage. 

•	 The American Community Survey has been designed to collect detailed demographic and 
housing information. 

•	 The American Community Survey development program provides current, timely 
information essential for governing. 

•	 Communities continues to benefits for the American Community Survey development 
program. 

•	 The American Community Survey development program is improving the federal 
statistical system. 

• Workload projections for the C2SS were achieved. 

iii 



• An effective strategy allowed the C2SS to collect much of the survey data by mail. 
•	 Telephone Questionnaire Assistance and Edit Follow-up activities were completed 

although staffing limitations caused some delays. 
• The quality assurance process for data entry ensured accurate capture of mail returns. 
•	 Computer-Assisted Telephone Interviews were conducted on schedule, successfully 

reducing the workload for personal visit followup. 
• Personal visit interviewing was completed on schedule with a high rate of response. 
• Total survey response rates remained high in 2000. 
• Timely release of C2SS data products is expected. 

Nationwide implementation of the ACS via the C2SS in Census 2000 was operationally 
successful and demonstrated that full implementation of the ACS is operationally feasible. 
Based on these findings, the Census Bureau should fully implement the ACS in 2003. 
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1. BACKGROUND 

Census Bureau managers have concluded that Census 2000 cannot be repeated without incurring 
significant risk. The decennial census design must be reengineered to respond to rapid 
demographic and technological change. The American Community Survey is crucial to 
successfully reengineering the decennial census design–moving away from the massive and 
nearly overwhelming effort to collect demographic and socioeconomic data once in 10 years 
from one in six households.1  Rather than occurring as part of the decennial census, this detailed 
and dynamic activity will be ongoing throughout the decade. 

The formal ACS development program of testing, research, and development program activities 
began in 1994. Since then, the program’s name, size, and scope have been evolving in 
preparation for full implementation in 2003. The Continuous Measurement program, an 
experimental activity conducted in four sites, began in 1996. Its primary purpose was to develop 
the methods for providing timely, accurate, and detailed long form data each year. Over a period 
of four years, this activity expanded to 36 counties. The C2SS was conducted as part of Census 
2000 in 1,203 counties. Its primary purpose was to demonstrate the operational feasibility of 
collecting long form data at the same time as, but in a separate process from, Census 2000 and at 
the national level. The C2SS combined with the 36 counties provided national level data. Data 
collection activities for the Census Long Form Transitional Database is continuing in the same 
1,203 counties. Its purpose is to demonstrate the data’s usability and reliability. By 2003, 
developmental activities within the ACS program will be completed, culminating in the full 
nationwide implementation of the ACS. A more detailed description of the ACS development 
program activities can be found in Appendix A. 

As part of the Census Bureau’s comprehensive ACS development program, key results will be 
documented in a series of reports. This report focuses on the importance, desirability, and 
feasibility of full implementation of the ACS. It illustrates how implementing the ACS will 
improve the 2010 census design and provide timely and relevant demographic and 
socioeconomic data to policymakers at the federal, state, and local levels. Further, this report 
demonstrates the operational feasibility of conducting the C2SS concurrently with Census 2000. 

2. METHODOLOGY 

In preparing this report, Census Bureau staff reviewed available information on the ACS 
development program performance. Analysts consulted with decennial survey and field experts 
to identify key technical and operational quality indicators, developed study plans to collect the 
data, analyzed the data, and documented the results. Additionally, case studies were identified 
providing direct, empirical information on the usefulness of the survey in communities where it 
has been implemented. Further, analysts identified current and intended federal uses of ACS-

1Long form and ACS development program data include social, demographic, housing, and 
economic characteristics 
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related data to improve the quality of important demographic and socioeconomic information. 
Finally, as detailed below, analysts examined the 2000 C2SS operations and assessed its 
effectiveness by comparing its results to the 1999and 2000 ACS counties results. 

To determine whether a nationwide implementation would adversely affect operational 
performance, comparisons were made between the 1999 and 2000 results from 36 counties. The 
C2SS applied ACS survey methods (See Appendix B). The C2SS was conducted continuously 
on independent monthly samples of addresses. The data for each sample were collected over a 
three month time period. The design of the ACS relies on optimizing three modes of data 
collection. Initial attempts are made to collect the data using mailout/mailback techniques. 
Telephone Questionnaire Assistance (TQA) is provided to help households complete the forms 
that they receive in the mail. Mail returned forms are data captured by keying and reviewed for 
completeness. Incomplete forms are included in the Edit Follow-up operation. Nonrespondents 
to the mailout are enumerated using CATI and CAPI methods. Figure 1 below depicts the 
general data collection and processing activities occurring for each month’s sample. The design 
for each of the C2SS data collection and processing operations is detailed below and analyzed 
with respect to workloads, timing, and any lessons learned. 

Figure 1 ACS Primary Process Flow Diagram 

Mail Out 
& TQA 

(Month 1) 
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Edit Followup 
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(1) Shaded boxes represent primary operations discussed in report

(2) Numbers represent the general flow of primary operations over a given three month period,

whereby the post data capture operations are conducted after all data collection activities are

completed each year.


3. LIMITATIONS 

Operational performance measures for the C2SS indicated a well-planned and executed survey. 
This is especially notable given that the most experienced field managers were detailed from the 
ACS development program to the decennial census, not to mention the competition with Census 
2000 in hiring interviewers. Similar resource competition existed in the processing center. 
Further, according to field reports, the presence of both the C2SS and Census 2000 caused 
confusion about why both were required. Nevertheless, the C2SS came in slightly under budget 
and increased staffing and workloads were found to be manageable. During the conduct of the 
C2SS, some staffing deficiencies and higher than anticipated workloads were identified for some 
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data processing activities. Specifically, during the most intense data processing time frame for 
Census 2000, the C2SS did experience an increase in data capture backlogs and both TQA and 
Edit Follow-up operations suffered delays. These operations were able to recover once Census 
2000 processing abated. An assessment is underway to preclude these problems from recurring. 

4. RESULTS 

The American Community Survey will improve planning and simplify the 2010 decennial 
census design 

Planning for a short-form-only census in 2010 allows innovation and streamlining in ways and 
on a scale not possible when long form data collection is included. Planners can focus on the 
basics–determining the best methods to count the nation’s large, growing, and diverse 
population. An implemented ACS directly and indirectly supports 2010 planning and improves 
the design. For example, the ACS can provide the Census Bureau with current profiles of the 
geographic concentrations, numbers, and languages other than English that are spoken in some 
areas throughout the country. This knowledge enables planners to better focus decennial census 
data collection and outreach research and design efforts. 

Because ACS staff will maintain a continuous presence in the local areas, rapport and 
relationships will have already been established, thus facilitating the 2010 census enumeration 
activities. For example, ACS staff and community partners will have adequate time to identify 
and resolve issues. They will be able to refine data collection or outreach processes and 
procedures for use in the decennial census. In addition, an ongoing community presence will 
continue to foster relationships and partnerships among government and community officials. 

Collecting only short form information allows the Census Bureau to simplify and improve upon 
most decennial census operations, including printing, data collection, and data capture. The 
absence of the long form will substantially reduce the amount of paper required and will 
facilitate expanded electronic reporting. For example, the long form accounted for about half of 
all the paper in Census 2000 and its size (about 45 pages) increased production difficulties. Not 
having a long form greatly simplifies printing, assembly, and postal service distribution 
activities. Additionally, focusing on enumeration enables the Census Bureau to take full 
advantage of state-of-the-practice technology to streamline data collection and processing 
activities. For example, enumerators may collect short form data using a handheld computer that 
enables fast and accurate data collection with less paper. Less paper translates into simpler, 
faster data processing, substantially reducing workloads. 

Finally, full implementation of the ACS will allow the Census Bureau to try out new 
technologies and adapt them to make data collection and processing more efficient and cost 
effective. For example, the ACS development program is exploring Internet data collection and 
its effects on response rates. The results will provide early insight into issues associated with the 
expanded use of the Internet and other electronic data collection modes, identifying areas for 
additional research and testing. 
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Implementing the American Community Survey–supported by the MAF/TIGER 
modernization–will potentially improve decennial census coverage 

In addition to aiding decennial census planners, the ongoing collection of long form data via the 
implementation of the ACS, supported by an accurate MAF/TIGER system, potentially will lead 
to improved coverage in the 2010 census enumeration. The ACS presence in counties across the 
U.S. will provide current and accurate information about where to target traditionally hard-to-
enumerate groups and areas. For example, should a new community of non-English speaking 
people be identified, regional staff can better respond by ensuring appropriate outreach and other 
special data collection methods. This is in stark contrast to Census 2000 planning. Planners 
were dependent on the outdated 1990 long form data to support an internal targeting database 
that identified neighborhoods that would have required additional outreach or special data 
collection methods. However, the data were too old to reliably target such neighborhoods. 
Regional managers and staff had to depend on community specialists to identify such areas–a 
much less systematic approach.2  With ongoing ACS data collection, current and detailed 
demographic and socioeconomic profiles of geographic concentrations will be available to 
support census enumeration, as well as to continuously update the planning database. 

The MAF/TIGER modernization provides the foundation upon which the Census Bureau’s 
censuses and surveys will depend. MAF/TIGER is a mission-critical program. The 
MAF/TIGER modernization enhances and improves the current system by incorporating global 
positioning system technology to ensure positional accuracy and by moving from a Census 
Bureau-developed database to a commercial-off-the-shelf system. 

To take advantage of a fully implemented ACS, the Census Bureau requires a complete and 
accurate MAF/TIGER. On the other hand, a complete and accurate MAF/TIGER depends on the 
implementation of the ACS. The ongoing presence of ACS staff enables the timely update of the 
address list, including the identification of new construction and newly converted group quarters. 
An accurate MAF/TIGER helps ensure that the data collected by the ACS correctly reflect the 
population and housing characteristics for small geographic areas and groups. In 1990 and in 
2000, many enumeration errors were due to errors in the census address file that affected both 
coverage and data quality. These errors included housing units not being included, included 
more than once, or being placed in the wrong geographical location (known as geocoding error). 
For example, the Census Bureau estimates that about one-third of the persons missed in the1990 
census were due to missing entire housing units.3  In addition to missing housing units, 
overcounts occur when housing units are listed more than once. In Census 2000, decennial 
managers had to design a complex, unplanned operation to try to identify and delete housing 

2Bureau of the Census, “The Census 2000 Language Program: Lowering Barriers to Census 
Participation–A Business Case Analysis,” July 31, 1998. 

3Hogan, Howard, “The 1990 Post-Enumeration Survey: Operations and Results,” Journal of the 
American Statistical Association, September 1993, p. 1056. 
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units that had been improperly duplicated in the MAF. By providing continuous updates to the 
address list throughout the decade, MAF accuracy will be improved for 2010 and the 2010 
decennial census design will be simplified. 

Together, the ACS implementation and the MAF/TIGER modernization reduce the complexity 
of the 2010 decennial census design. These two strategic programs allow flexibility for 
incorporating new and innovative data collection and processing methods. Such methods 
include a targeted second mailing or mailing forms in two languages to selected small areas. 
Expending resources throughout the decade in an informed, focused, and proactive manner will 
optimize the 2010 census planning environment and lay the foundation for future censuses and 
surveys. The ACS implementation, supported by a modern and accurate MAF/TIGER, will 
provide better ground truth–not only a crucial factor in a successful 2010 census but also an 
invaluable contribution to governments and communities. 

. 
The American Community Survey has been designed to collect detailed demographic and 
housing information 

The ACS design and implementation stands in stark contrast to the traditional decennial long 
form survey. The ACS design is premised on the ongoing operational improvement of survey 
methods to ensure data quality versus the decennial long form survey that, once designed and 
implemented, cannot be readily adjusted. Given that the primary purpose of the decennial 
census is to enumerate the U.S. population and housing–not to collect detailed long form data--
the long form survey is subjected to the same constraints. For example, because of schedule and 
budget concerns, the long form survey in Census 2000 did not include a content followup, 
thereby decreasing data quality. That is, if items on questionnaires returned by mail were left 
blank, no attempt to collect that data was made. Subsequently, these items were statistically 
inferred. The quality of data items, such as income, that are used to distribute federal funding 
could be adversely affected. In contrast, following up with respondents to obtain answers to 
questions is an integral part of the ACS development program methodology. 

Collecting data from nonresponse households is a formidable task. Because the long form 
survey is part of the decennial census enumeration, Census Bureau managers are dependent on 
the hiring and training of hundreds of thousands of temporary employees. Due to schedule 
constraints, these employees undergo limited training. In contrast, ACS development program 
staff are permanent professional interviewers. These professional interviewers are typically 
experienced and have undergone extensive training, including methods to collect information 
from a reluctant respondent. This better level of preparedness is expected to lead to both higher 
response rates and interview quality. 

Another major contrast between the two approaches is the data collection methodology. The 
Census 2000 long form survey data are collected as part of the one-time census enumeration 
activity. The 20 million long forms distributed in Census 2000 were mailed along with the 100 
million short forms in mid-March, 2000. Due to schedule and operational constraints, a 
replacement questionnaire was not feasible. Followup for housing units not returning forms by 
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mail began in late April, 2000.4  Hundreds of thousands of temporary Census Bureau 
enumerators began streaming out nationwide, armed with paper questionnaires and their 
respective lists of addresses from which no mailed response had been received. Nonresponse 
followup lasted about nine weeks. While the snapshot of America was taken as of April 1, 2000, 
readying the long form data for release to data users occurred from about October 2000 until the 
spring of 2002. 

In contrast, the ACS development program data are collected in ongoing, three-month cycles 
through a combination of mail out/mail back questionnaires, Computer Assisted Telephone 
Interviewing (CATI), and Computer Assisted Personal Interviewing (CAPI). A sample of 
housing unit addresses is drawn from the MAF, and questionnaires are mailed at the beginning 
of month one. A second (targeted) questionnaire is then mailed to those who did not respond by 
mail. During month two, housing units that did not respond by mail and have telephone numbers 
are called. Finally, in month three, a subsample of nonrespondents is drawn, and a personal visit 
by professional interviewers is made to those housing units. The quality of data is improved by 
using well-trained permanent interviewers with computers to complete interviews. The use of 
the computerized questionnaire, rather than a paper questionnaire, allows the Census Bureau to 
incorporate consistency checks of the data into the collection process.5 

The ACS development program divides a huge nationwide workload into manageable pieces 
over a longer time frame. ACS staff are able to gather the information and conduct the required 
analyses and quality checks in a controlled manner. Consequently, while data release and 
distribution for the decennial long form take two years, ACS development program data products 
can be released in about six months. Such efficiency can be achieved because the program is not 
burdened by the production of the products required for apportionment. 

The American Community Survey development program provides current, timely information 
essential for governing 

Decennial census long form data have played an indispensable role in governing the nation for 
decades. Every question on the form has a specific federal legislative or judicial mandate or 
requirement. When the Census Bureau reported to Congress on March 30, 1998, on the specific 
Census 2000 questions, the Census Bureau provided selected citations from about 130 laws that 
use specific long form items. As one example, there are 25 citations alone for the long form 
disability questions. Without the decennial long form, the Congress could lack the information 
needed to effectively manage its programs. However, as stated earlier, increasingly rapid 
demographic change has rendered the social, economic, and housing profiles from the decennial 
long form less useful for meeting congressional and other stakeholder needs. This is why federal 
agencies and communities have urged the Census Bureau to develop the ACS. 

4Bureau of the Census, “Census 2000 Master Activity Schedule,” April 5, 2001. 

5 Bureau of the Census, “Computer-Assisted Person Interviewing in Census 2000: A Business 
Case Analysis,” September 18, 1998. 
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Already, the ACS development program is beginning to assist some federal managers administer 
their programs. For example, the 107th Congress has mandated the use of ACS data for 
determining the number of children and youth with limited English proficiency for use in 
computing formula grants to states.6  Similarly, the ACS will provide community data on 
children with disabilities and specific functional limitations for use in the distribution of more 
than 4 billion dollars in grants to states for programs for children with disabilities. 

When fully implemented, the ACS will enable informed decision making across the full 
spectrum of federal programs. The ACS will collect information that is comparable within and 
across states for program evaluations and use in funding formulas. Three case studies illustrate 
the value that a fully implemented ACS will provide to the federal government: 

•	 For the Department of Education, the distribution of eight billion dollars in funding 
for the Title 1 program for educationally disadvantaged students requires estimates of 
children in poverty for school districts. The ACS will greatly improve the quality of 
these estimates over what is currently available by providing current demographic 
characteristics for areas. Programs that will benefit from updated ACS information 
include Educational Excellence for Hispanic Americans, Neglected and Delinquent 
Children Program, Bilingual Education/English as a Second Language Program, and 
Programs for Children with Disabilities. 

•	 For the Department of Health and Human Services, the ACS will improve the 
availability of welfare data. ACS information will be used in formulas for awarding 
high-performance bonuses to states achieving welfare reform goals. 

•	 For the Administration on Aging, the ACS will enable policymakers and planners at 
the federal, state, and local levels to make informed decisions about the needs and 
resources of older Americans (i.e., Quality of Life of the Elderly). For example, the 
ACS will provide information about the characteristics of aging workers, transitions 
in living arrangements that people make as they age, and the ability of the elderly to 
perform activities of daily living. 

Because ACS information will be provided every year, trends over time and results of some 
federal programs may be measured. Helping to define the needs and the resources of the people 
living in the U.S., a fully implemented ACS provides the tool required for the business of 
governing in an increasingly complex and dynamic society at the federal, state, and local 
community level. 

Communities continue to benefit from the American Community Survey development program 

To date, empirical evidence of the usefulness of ACS development program data is primarily 
found at the community level. However, the usefulness of the information at the local level is 

6 HR1, Report No. 107-67, Part 1, Section 3105. Formula Grants to States, paragraph 4. 
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indicative of the value that the fully implemented ACS will bring to the federal and state 
governments. For example, the fully implemented ACS will continue to help communities 
establish goals using objective information, increase program accountability by measuring 
results, and measure program performance for future planning. While the Census Bureau and 
community researchers are continuing to evaluate and understand the program’s results, the 
preliminary assessment is that the information has surpassed expectations as to its quality and 
usefulness. Three case studies illustrate the value of the ACS development program data to 
states and communities: 

•	 The Agency on Aging and the Medical Center in Fulton County, Pennsylvania ( a 
sparsely populated rural county) uses the ACS development program information 
to better understand the needs and resources of its elderly population. The Fulton 
County Partnership uses updated ACS development program information as part 
of its ongoing assessment of community needs for the county’s human services 
programs. For example, the program data identify the parts of Fulton County 
where the older population is most concentrated to provide insight into current 
needs for nursing home care. 

•	 The Baystate Medical Center in Springfield, Massachusetts is using ACS 
development program data to develop appropriate educational materials and tailor 
health intervention strategies in its lower-income neighborhoods with 
concentrations of women with late-stage breast cancer. ACS development 
program data were also used to target specific neighborhoods where about 29,000 
adults spoke Spanish at home and about 7,000 did not speak English well or at all. 
As a result, educational material in both Spanish and English was provided for 
those neighborhoods with a concentration of Spanish speaking women. 

•	 The Springfield, Massachusetts community is using the ACS development 
program information in its citywide Violence Prevention Task Force. The 
purpose of the Task Force is to educate and mobilize residents and implement 
public policy to reduce youth violence. The Task Force uses geographic 
information system software to map the incidence of arrests of youth in the police 
districts of Springfield. Then, the demographic and socioeconomic characteristics 
from the ACS development program–such as poverty, high school dropout rates, 
childbearing, and work patterns among teens–are overlaid on the maps to help the 
Task Force understand possible interactions among factors associated with youth 
violence. This, in part, enables the Task Force to develop services (e.g., youth 
centers, libraries) and intervention programs that might be most effective to 
address youth violence in the community. 

These are some of the real-life examples of communities and governments using timely, accurate 
ACS development program data. Because these are case studies and the ACS is not fully 
implemented, one cannot statistically generalize about the results. However, once implemented, 
there is every reason to expect that communities large and small will benefit from the ongoing 
presence of the ACS and the timeliness of its information. 
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The American Community Survey development program is improving the federal statistical 
system 

A fully implemented ACS has the ability to dramatically improve the federal statistical system 
and, in fact, has already demonstrated improvement. Responding to the requests of 
policymakers for unforeseen data needs is costly and time consuming not only for the Census 
Bureau but also other statistical organizations. Such requests require implementing a new survey 
or modifying existing surveys. The ACS can be a valuable resource to avoid or reduce the cost 
of new or modified surveys. For example, once the implemented ACS completes a stable year of 
initial operations, it could add questions on health insurance coverage. Specifically, the ACS in 
combination with Current Population Survey data could more effectively respond to Congress’s 
expressed need for data on the health insurance coverage of children.7  Combining the 
information in both surveys precludes the need for developing a new survey or further expanding 
an existing one. 

Additionally, other federal agencies are beginning to use the ACS development program to 
improve their statistics about important demographic and socioeconomic data. For example, the 
Bureau of Labor Statistics (BLS) will be using ACS development program data to improve the 
quality of its labor force statistics. Specifically, the BLS has decided to include this information 
in its statistical model for the Local Area Unemployment Statistics program. The BLS has 
determined that the estimates will be improved at state and substate levels. 

Finally, rather than having to wait for the release of decennial long form data products, Census 
Bureau experts are using the C2SS information to research the presence of an unanticipated 
number of Hispanics in Census 2000. For example, researchers are using C2SS data to study 
migration patterns to begin understanding how and why the number of Hispanics exceeded 
projections. 

Conceptually, full implementation of the ACS is critical both to the success of the 2010 census 
design and for capturing detailed and current demographic and socioeconomic data. Further, its 
benefits are already being realized. However, conducting a survey in 36 counties is not 
comparable to the nationwide implementation of the Census 2000 long form survey. 
Consequently, the ACS development program demonstrated that it was operationally feasible to 
successfully scale-up from three dozen counties in 1999 to a nationally representative sample in 
2000 through the conduct of the C2SS. 

Workload projections for the C2SS were achieved 

Operational performance measures for the C2SS indicated a well-planned and executed survey. 
This is especially notable given that the most experienced field managers were detailed from the 
ACS development program to the decennial census, not to mention the competition with Census 

7The Current Population Survey is a monthly survey, administered by the Bureau of Labor 
Statistics, that provides labor force and employment data. 
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2000 in hiring interviewers. Similar resource competition existed in the processing center. 
Further, according to field reports, the presence of both the C2SS and Census 2000 caused 
confusion about why both were required. Nevertheless, the C2SS came in slightly under budget 
and increased staffing and workloads were found to be manageable. During the conduct of the 
C2SS, some staffing deficiencies and higher than anticipated workloads were identified for some 
data processing activities. Specifically, during the most intense data processing time frame for 
Census 2000, the C2SS did experience an increase in data capture backlogs and both TQA and 
Edit Follow-up operations suffered delays. These operations were able to recover once Census 
2000 processing abated. An assessment is underway to preclude these problems from recurring. 

The experiences gained in the C2SS implementation will assist in refining workload projections 
for 2003. As can be seen in Table 1, workloads for the key data collection and processing 
activities came in close to projections, but could be improved. Table 1 also summarizes the 
workload increase from the 36 comparison counties in 1999 to the combined comparison 
counties and C2SS in 2000. The approximate five-fold increase in workloads coupled with a 
geographic dispersion from 36 counties into 1,239 counties was the major challenge of this test. 

Managers responsible for the implementation of the ACS in 2003 concluded that the risk 
involved in expanding from 36 counties in 1999 to over 1,200 counties nationwide in 2000 was a 
greater risk than increasing the sample size from about 890,000 to 3 million. In general, major 
operations worked as anticipated and staffing was not a major concern. According to Field 
Division managers, recruiting challenges for 2003 will be mitigated because there is a qualified 
applicant pool coming off of Census 2000. Based on the results of the C2SS, managers are 
confident of the ability to conduct the ACS at full implementation in 2003. The design for each 
of the C2SS data collection and processing operations is detailed below and analyzed with 
respect to workloads, timing, and any lessons learned. 

Table 1: Key Workload Comparisons* 
Operation 

Sample 

Mail Out & Telephone 
Questionnaire 
Assistance Activities 

Edit Follow-up 

Mail Responses -
Keying 

CATI 

CAPI 

1999 County 2000 County 2000 
Tests Tests & County 

(Actual) C2SS Tests & 
(Projected) C2SS 

(Actual) 

166,000 891,000 891,000 3,000,000 

163,000 855,000 850,000 2,880,000 

28,000 143,000 153,000 480,000 

84,000 428,000 441,000 1,440,000 

43,000 214,000 228,000 749,000 

24,000 128,000 143,000 461,000 

10 

2003 
ACS 

(Projected) 



* rounded to nearest thousand 

An effective strategy allowed the C2SS to collect much of the survey data by mail 

The foundation for cost-efficient implementation is the successful use of the U.S. Postal Service 
mail delivery to collect survey data. Census Bureau staff are responsible for a series of 
sampling, address editing, and questionnaire labeling and mailing activities. After sample 
selection, addresses are reviewed to ensure that they can be mailed successfully. Only complete 
addresses are eligible for mailing.8  Sample addresses that are complete are subjected to a full 
implementation strategy to maximize the potential for mail response. Advance letters and 
reminder cards are used in addition to the initial and targeted replacement questionnaire 
mailings. Mail returns are checked in and data captured by keying. The timing of each of these 
activities is carefully scheduled and must be maintained. 

Appendix C, Table 1 summarizes the projected and actual workloads and the planned and actual 
schedules for each of these steps. This information indicates that each of the critical activities 
required to support the mailout of questionnaires and other materials was carried out as planned. 
Minor delays were experienced in the first four months of 2000, but schedules were met exactly 
in the months of May through December. Nationwide implementation of the required 
mailout/mailback activities, including more than a five-fold increase in workloads over 1999, 
was accomplished as planned. 

Two additional measures assess the effectiveness of using mailout/mailback methods in the 
C2SS–rates of mailable addresses and rates of mail response. The rate of mailable addresses is 
important since incomplete addresses are not eligible for mailout and require subsampling at a 
rate of two-thirds for CAPI. A decrease in the rate of mailable addresses is, therefore, an 
indication of an increase in the proportion of addresses requiring CAPI interviewing. Because of 
the obvious cost implications, the MAF must be continuously updated to obtain an ever-
increasing number of complete addresses. About 95.5 percent of the sample addresses in the 
combined C2SS and 2000 comparison counties were deemed complete and, thus, mailable. Note 
that this rate is relatively high nationally although lower rates are found in smaller geographic 
areas. 

Mail response rates provide another measure of the success of using mailout/mailback methods. 
They provide a preliminary measure of respondent cooperation. The initial mail response rate is 
the ratio of valid responses received by mail to the total addresses determined to be eligible for 
mailout. In 1999, the initial mail response rate in the 36 counties was 51.8 percent. In the same 
36 counties in 2000, the initial mail response rate was 49.0 percent. This drop in response was 
expected after April when, it is hypothesized that, many households felt that they had done 

8 A complete address is defined as an address with either a house number, street name and ZIP 
Code or a complete rural route, box number, and ZIP Code. Post Office boxes and other rural 
style addresses are considered incomplete. 
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enough by participating in the decennial census. The initial mail response rate for the combined 
C2SS and 2000 comparison counties was 51.9 percent. 

To stay within budget and produce high quality data, it is critical that the initial mail response 
rate remain at about 50 percent or higher. The sample design, as well as budget projections, rely 
on maintaining this rate of mail response. The initial mail response rate for the combined C2SS 
and 2000 comparison counties shows that assumptions about mail response were met when a 
national sample was used. Because the initial mail response rate directly affects CATI and CAPI 
workloads, a high rate indicates the ability to complete subsequent operations on schedule and 
within budget. 

Telephone Questionnaire Assistance and Edit Follow-up activities were completed although 
staffing limitations caused some delays 

Two activities that could have benefitted from a more robust staffing plan were TQA and Edit 
Follow-up. Understaffing impeded these activities from achieving full operational success. This 
C2SS experience resulted in increased staffing and use of CATI interviewers as backups when 
workloads exceed expectations. Alternative methods to improve the efficiency of the TQA and 
Edit Follow-up operations are being explored. This includes the use of interactive voice 
response and automated menus for TQA and call scheduler research supporting Edit Follow-up. 

TQA interviewers field a spectrum of questions in providing assistance to households in sample 
for both the C2SS and the comparison counties. Interviewers usually deal with content or 
general questions about the survey. To support self-response, a toll-free number is provided on 
the questionnaire, and households are encouraged to call if they have any questions or need 
general help in completing their questionnaires. In 2000, the same staff that handled incoming 
calls to the TQA operation were also responsible for Edit Follow-up. 

TQA was initially staffed with 15 interviewers to accommodate incoming calls for the C2SS. 
Workloads for the first four months of 2000 were higher than expected. Adjustments were not 
made until late in the year to address these staffing issues. The increased number of calls may 
have resulted from publicity related to Census 2000. Nonetheless, this staffing shortfall, in turn, 
adversely affected the Edit Follow-up operation. 

In the Edit Follow-up operation, response records created by keying are subjected to an 
automated coverage and content edit to identify missing or inconsistent responses. A record can 
fail for content reasons based on the number of questions that were not answered that should 
have been. A record can also fail for coverage reasons if the questionnaire has missing or 
inconsistent information on the total count of persons. This edit provides a critical review of 
questionnaires returned by mail. Approximately one-third of all mail returns fail one or more of 
the edits and require telephone followup. This Edit Follow-up operation results in more 
complete and consistent data. No such followup for content deficiencies existed in Census 2000. 

The workload for Edit Follow-up grew from about 28,000 cases in 1999 to about 153,000 cases 
in 2000. To assess potential production problems, data were analyzed to identify the proportion 
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of the workload that exited Edit Follow-up without a call attempt being made. It appears that 
this operation was not sufficiently staffed early in the year and the additional TQA calls resulting 
from Census 2000 made the problem even worse. For most of the year, no call attempts were 
made for about 30 percent of the Edit Follow-up workload. The staffing changes made late in 
the year led to an improvement in these rates, cutting the proportion of cases without a call 
attempt to less than 14 percent. Currently, ACS managers are assessing what staffing and 
methodological changes are needed for 2003. 

The quality assurance process for data entry ensured accurate capture of mail returns 

After questionnaire check-in, mail return questionnaires are data captured by keying. To 
accommodate the increase in keying workloads from approximately 84,000 in 1999 to over 
441,000 in 2000, the number of data entry keyers increased from 25 to 35. It is important that 
questionnaires are keyed in a timely manner to support later processing activities. Keying 
assignments are created on a continuous basis and not tracked by sample month. Keying 
backlog information was, therefore, studied to assess the average amount of time that a sample 
case was in the keying unit. The production goal is to have questionnaires keyed within two 
weeks of receipt. The data in Table 2 show that the production goal was only met in the latter 
part of 2000. This information indicates that major backlogs existed earlier in the year, 
especially in April and May. The table also shows that once Census 2000 competition subsided, 
timely data capture was reestablished. Although timely data capture is important, the delays 
experienced in 2000 were reversed as the decennial census operations were ending. 

Table 2: Keying Backlogs 
Month Percent of Workload 

Completed in 2 
Weeks or Less 

January 86.4 

February 68.4 

March 41.2 

April 0.5 

May 5.4 

June 36.0 

July 46.5 

August 86.2 

September 99.5 

October 98.8 

November 97.6 

December 94.3 
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To ensure that errors are not introduced during keying, a detailed quality assurance process has 
been developed. A new keyer, after training, must go through three stages of qualification: 
training, pre-qualification, and qualification. In the first stage, the keyer’s work is 100 percent 
verified. If substantial errors are found, the keyer is retrained.9  The pre-qualification stage 
requires 100 percent verification with immediate feedback on detected errors provided to the 
keyer. A sample of completed work is verified once the keyer moves into the qualification stage. 

By design, this quality assurance process keeps the work unit total error rate below the 1.5 
percent level, which prevents keying from being a serious source of error. Examination of 
summary reports from 2000 shows that the total error rate for all keyed data was 0.64 percent. 
Although the keying operation will introduce some error, the current quality assurance plan is 
sufficient to ensure that keying quality is maintained at a high level. 

Computer-Assisted Telephone Interviews were conducted on schedule, successfully reducing 
the workload for personal visit followup 

The CATI operation attempts to complete interviews by telephone for those who do not respond. 
The addresses in sample are matched to a commercial database to obtain telephone numbers. 
Sample addresses with a telephone number that lack a mail response are included in the initial 
CATI workload. Once CATI interviewers verify that they have reached the correct address, they 
try to complete the interview. 

The CATI operation grew from a small centralized followup of about 3,500 cases per month in 
1999 to a decentralized effort using three CATI call centers that processed about 19,000 cases 
per month in 2000. As with mail implementation activities, monthly schedules must be adhered 
to so that the number of sample cases enumerated by CATI are maximized with any remaining 
work moved to the CAPI operation on schedule. Appendix C, Table 2 displays the monthly 
planned and actual dates for the beginning of CATI followup and the closeout of this operation 
about three weeks later. Projected and actual workloads by month are also provided. These data 
show that workload estimates were on target in most months and that the CATI operation began 
and ended on schedule. The CATI operation was able to accommodate the higher than expected 
workloads experienced in June, July, September, and December. It is important to recognize that 
although stopping the CATI operation on schedule each month is simple, completing the 
assigned work in this time period is the key to successful implementation. 

Monitoring CATI response rates each month allows for an assessment of whether this operation 
is performing as expected. The response rate for CATI is the ratio of completed CATI 

9 A batch will fail if any data entry field has an error rate of 1.5 percent or higher. 
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interviews to cases determined to be eligible for CATI interviewing.10  The 2000 CATI response 
rate for the combined C2SS and comparison county workloads was 57.3 percent. In 1999, the 
CATI response rate (for the 36 comparison counties) was 62.4 percent. For the same 36 counties 
in 2000, the rate dropped to 52.5 percent. This 10 percentage-point drop was due to increases in 
both the rate of refusals and the rate of other noninterviews. This was expected considering that 
the CATI operations had to convince respondents to provide information for another Census 
Bureau request on the heels of Census 2000. 

The CATI operation benefits from several quality assurance programs. The software prevents 
most errors such as out-of-range responses or skipped questions. Monitoring is used to check for 
other errors the interviewers could make, such as keying a different answer from what the 
respondent provided or failing to follow procedures for asking questions or probing respondents 
for answers to questions. Such monitoring is widely used and effective in the control of 
telephone interviewer errors. Also, full-time call center staff are carefully trained and provided 
with periodic training updates. 

New interviewers receive standard CATI training plus a special workshop to train them on how 
to avoid refusals. At this point, interviewers are in their initial work status phase where they are 
monitored during 5 percent of their interviewing time. After qualification, interviewers are 
monitored periodically to make sure that they continue conducting interviews in a satisfactory 
manner. The monitor assigns a rating from 1 to 5 based on performance on a set of seven 
factors. As long as an interviewer maintains ratings of at least level 3, the interviewer is 
considered to be doing the job correctly. If the ratings drop, training or coaching is provided 
until the ratings are improved. 

Given the substantial increase in workload for the C2SS, there was a clear need to train and 
monitor a large number of new interviewers. The staffing for the CATI operation grew from 39 
interviewers in 1999 to 181 interviewers in 2000. Work expanded from one to three call centers. 
Monitoring provided an efficient means to assess if the new interviewers were performing as 
expected. A review of these monitoring reports indicated that the interviewers were generally 
performing the CATI interviews well. Moreover, this monitoring program enabled managers to 
identify and address potential problems in a timely manner. 

Personal visit interviewing was completed on schedule with a high rate of response 

The final data collection operation–Computer Assisted Personal Interviewing–has the crucial 
responsibility of obtaining completed interviews from households that have not as yet been 
enumerated by either mail or CATI. Two subsamples are selected for this followup operation. 
A two-third subsample is selected from addresses originally deemed to be incomplete and thus 
ineligible for the mailout and CATI operations. A one-third subsample is selected from the 

10Eligible CATI cases include sample addresses without a mail response with a telephone 
number that either reaches the correct sample address or appears to be a functioning number, 
even if the call attempts do not make contact with the household. 
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addresses with complete address information and neither a mail response nor a CATI interview. 
The CAPI workload is defined each month and sent to the field to be completed in about four 
weeks. Appendix C, Table 3 summarizes the projected and actual CAPI workloads by month for 
the C2SS. It also includes the planned and actual dates for the start of CAPI interviewing and 
for CAPI closeout. These data show that the critical monthly schedules for CAPI interviewing 
were met consistently and that workloads for personal interviewing were in line with projections. 

As with CATI interviewing, closing out an operation on time is important. But even more 
important is the need to complete a high proportion of the assigned interviews. The CAPI 
response rate provides an important performance measure for completing assigned CAPI cases. 
The CAPI response rate is the ratio of cases enumerated by CAPI to the cases eligible for CAPI 
interviewing.11  The overall 2000 CAPI response rate for the combined C2SS and 36 counties 
was 91.7 percent. The rate achieved in the 36 comparison counties in 2000 was 91.9 percent. 
This was slightly lower than the rate for these same 36 counties in 1999 (93.0 percent.) These 
data show that the rates of CAPI response were not negatively affected by the large increase in 
total workload, the need to hire and train many new interviewers, or by competition from the 
decennial census. 

The quality of completed interviews is very important. As in the CATI operation, built-in 
checks and edits in the software control for the introduction of certain types of errors. A formal 
quality control reinterview program is also built into the CAPI operation. This program serves 
as a deterrence of performance deficiency, including falsification of data. The work of field 
interviewers is sampled and the respondent is contacted to determine if there is any evidence of 
falsification or other substandard performance. In addition, during the reinterview, the 
household roster is verified to measure the accuracy of roster information.12  The falsification 
rate for 2000 was less than 1 percent (0.5 percent). This was a drop from the estimated 
falsification rate in 1999 of 1.6 percent. The 2000 rate was also consistent with other large 
demographic surveys. In 2000, 99.0 percent of the household rosters checked were accurate. 
This was similar to the 98.6 percent observed in 1999. 

Total survey response rates remained high in 2000 

Survey response rates are an important measure of performance. If survey response rates are low 
in certain areas or for certain population groups, the data may not provide an accurate picture. 
The total survey response rate is the ratio of completed interviews to the sample cases that were 
eligible to be interviewed. 

11Since the C2SS is a survey of housing as well as population, vacant units are considered 
eligible for CAPI. 

12Interviewers must create a complete roster, or listing, of the people in the household that need 
to be interviewed in the survey. The accuracy of the household roster is critical to ensuring 
survey coverage. 
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As Table 3 depicts, the total survey response rate for the C2SS and the comparison counties was 
96.5 percent. The rate achieved overall in the 36 counties that were surveyed in 1999 was 97.3 
percent. The response rate for the same 36 counties in 2000 was 96.6 percent. The survey 
response rate was essentially maintained despite moving to a nationwide implementation. 
Estimates are also provided for each of the 36 comparison counties included in both 1999 and 
2000. Appendix D provides detailed survey response rates for each of these 36 counties and 
demonstrates the variability that exists in these rates at lower levels of geography. The lowest 
rate of total survey response was observed in Bronx County, New York at 91.0 percent. All 
other counties had response rates of 95 percent or higher with nearly half of those response rates 
exceeding 98.0 percent. 

Table 3: Total Survey Response Rates 
Survey/Year Estimated Survey 

Response Rate 

36 counties (1999) 97.3 

36 counties (2000) 96.6 

C2SS + 36 counties combined (2000) 96.5 

Timely release of C2SS data products is expected 

The complexity of preparing raw survey data for public release cannot be overstated. This 
complexity exacerbated by the very large workload is why it takes about two years to prepare 
decennial census long form data for release. The C2SS data products will undergo the same set 
of steps as census long form data. The difference is that the smaller sample size, coupled with 
the benefits that come from conducting the processing on a regular versus once a decade basis, 
expedite the data preparation and release of the C2SS. 

A myriad of complex procedures are followed to ensure that the data are complete, statistically 
valid, and of high quality. The data must first be edited to correct for obvious errors. Then, 
using a well-established statistical method known as imputation, missing responses (e.g., race, 
education) are statistically derived. Because the data come from a survey that does not include 
the entire population, the data must be statistically weighted so that they represent the total 
population. Then, the data must be calibrated to the population controls to ensure consistency. 
Additionally, a series of complex steps are followed to calculate the actual estimates that will be 
used in the data products. Once the estimates are prepared, they undergo a rigorous review by 
subject matter experts using independent data sources to verify accuracy. Finally, the data are 
readied for tabulation and release. 

All of these activities must be completed before data are released. In 1999, data for the largest 
comparison counties were released beginning in July of 2000; sufficient sample will not be 
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available for the remaining counties until 2002. Work is underway to support release of data 
products from the C2SS and the same 21 comparison counties this summer. Appendix E 
provides a summary of the ACS development program data release dates. 

The successful implementation of the C2SS during Census 2000 demonstrated that full 
implementation of the ACS is operationally feasible. Successful implementation or operational 
feasibility means that planned tasks for the C2SS were executed on time, within budget, and the 
data collected met certain basic Census Bureau quality standards. Despite competition from 
Census 2000 for resources and lack of experience with a nationwide workload, staffing was 
sufficient, major operations were carried out as anticipated, and observed response rates were 
high. The C2SS operation provided insight into activities needing improvement or revision, 
given the large increase in workload over 1999. In particular, Telephone Questionnaire 
Assistance (TQA) and Edit Follow-up operations were not sufficiently staffed to handle the large 
increase in workloads To determine whether a nationwide implementation would adversely 
affect operational performance, comparisons were made between the 1999 and 2000 results from 
36 counties. Based on the results of the C2SS, managers are confident of the ability to 
successfully conduct the ACS at full implementation in 2003. 

5. RECOMMENDATION 

As the ACS development program has evolved over the last seven years, its desirability and the 
methodological and operational feasibility of full implementation have been successfully 
demonstrated. Federal, state, and local uses of ACS data have been steadily growing. Policy 
and decision makers from the federal to the community levels are beginning to reap the benefits 
of current, relevant information provided by the presence of the ACS development program. 
However, it was essential to demonstrate that the program could be scaled up from 36 counties to 
a national survey, which was the rationale for the C2SS conducted in 2000. Although the 
presence of Census 2000 did have some negative effects on C2SS, overall, the data collection 
and processing operations were successfully completed and response rates were high. 
Adjustments are being made to further optimize operational activities, such as adopting a more 
robust staffing plan for TQA and Edit Follow-up. Such ongoing operational improvement is 
integral to the power of the ACS development program methodology. 

Nationwide implementation of the ACS via the C2SS in Census 2000 was operationally 
successful and demonstrated that full implementation of the ACS is operationally feasible. 
Based on these findings, the Census Bureau should fully implement the ACS in 2003. 
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Appendix A 

American Community Survey Development Program Names 

Continuous Measurement: An experimental program conducted in 31 sites across the nation to 
develop the methods for providing timely, accurate, and detailed socioeconomic long form data 
each year. The program uses the American Community Survey (ACS) questionnaire as the data 
collection instrument. The Continuous Measurement program will end in FY 2003, when the 
ACS program is fully implemented nationwide as part of the decennial census program. In 
FY2002, detailed analyses will compare data collected by the ACS in the 31 sites with data from 
Census 2000 for the same sites to understand how the two methodologies differ. 

American Community Survey: When fully implemented in FY2003, it will collect the detailed 
demographic data traditionally collected on the decennial census long form from 3 million 
households a year, located in every county, American Indian and Native Alaskan area, and 
Hawaiian Homeland, as well as Puerto Rico. These data will provide updates on detailed 
characteristics about our nation every year, rather than only once every ten years. Full 
implementation of the ACS will enable the 2010 census to collect only short form information. 

Census 2000 Supplementary Survey: The Census 2000 Supplementary Survey (C2SS) was 
conducted as part of Census 2000. Whereas Continuous Measurement is currently testing data 
quality, the C2SS was designed to demonstrate the operational feasibility of collecting long form 
information at the same time as, but in a separate process from, the decennial census. It, too, was 
conducted using the ACS questionnaire, but it is separate from the Continuous Measurement 
program, which is collecting data from larger samples, but only in the 31 sites. The C2SS 
covered 1,203 counties nationwide surveying 58,000 households monthly. 

Census Long Form Transitional Database (CLFTD): CLFTD continues collecting data using 
the ACS questionnaire in the 1,203 counties of the C2SS. Thus, in combination with data from 
the C2SS, the CLFTD will measure the quality and usability of estimates based on averaging 
data collected over several years. It will demonstrate the reliability and stability of state and 
large area estimates over time, as well as the usability of multi-year estimates for the purposes 
now being met by data from the long form. 

Finally, in FY 2003, all testing programs will be complete and the ACS program will be fully 
implemented nationwide within the decennial census program. 

21 



Appendix B 

The American Community Survey has been designed to collect detailed demographic and 
housing information. The ACS design is premised on the ongoing operational improvement of 
survey methods to ensure data quality versus the decennial long form survey that, once designed 
and implemented, cannot be readily adjusted. The ACS developmental program data are 
collected in ongoing, three-month cycles through a combination of mail out/mail back 
questionnaires, Computer Assisted Telephone Interviewing (CATI), and Computer Assisted 
Personal Interviewing (CAPI). A sample of housing unit addresses is drawn from the MAF, and 
questionnaires are mailed at the beginning of month one. A second (targeted) questionnaire is 
then mailed to those who did not respond by mail. During month two, housing units that did not 
respond by mail and have telephone numbers are called. Finally, in month three, a subsample of 
nonrespondents is drawn, and a personal visit by professional interviewers is made to those 
housing units. The quality of data is improved by using well-trained permanent interviewers with 
computers to complete interviews. The use of the computerized questionnaire, rather than a 
paper questionnaire, allows the Census Bureau to incorporate consistency checks of the data 
into the collection process. 

The ACS development program divides a huge nationwide workload into manageable pieces 
over a longer time frame. ACS staff are able to gather the information and conduct the required 
analyses and quality checks in a controlled manner. Consequently, while data release and 
distribution for the decennial long form take two years, ACS development program data products 
can be released in about six months. Such efficiency can be achieved because the program is not 
burdened by the production of the products required for apportionment. 
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Appendix C 

Workloads and Timing 
Table 1: loads and Timing of Mail Preparatory Activities Work

Sample 
Panel 

Workload 
for Initial 
Mailings 

Deliver 
Advance 
Letters to 

USPS 

Deliver Initial 
Packages to 

USPS 

Deliver 
Reminder 

Cards to USPS 

Workload 
for Second 

Mailing 

Deliver 
Repl 

Packages to 
USPS 

January  P: 71,000 
A: 69,621 

P: 12/23/99 
A: 12/23/99* 

P: 12/27/99 
A: 12/27/99* 

P:12/30/99 
A:12/30/99* 

P:53,000 
A:54,590 

P: 1/21/00 
A: 1/21/00 

February P: 
A: 

P: 1/20/00 
A: 1/20/00** 

P: 1/24/00 
A: 1/24/00** 

P:1/27/00 
A:1/28/00** 

P:53,000 
A:47,490 

P: 2/17/00 
A: 2/17/00 

March P: 
A: 

P: 2/17/00 
A: 2/17/00 

P: 2/22/00 
A: 2/22/00*** 

P: 2/25/00 
A: 2/25/00*** 

P:53,000 
A:46,181 

P: 3/16/00 
A: 3/16/00 

April P: 
A: 

P: 3/23/00 
A:3/24/00**** 

P: 3/27/00 
A:3/28/00**** 

P:3/30/00 
A:3/30/00**** 

P:53,000 
A:47,254 

P: 4/20/00 
A: 4/20/00

May P: 
A: 

P: 4/20/00 
A: 4/20/00 

P: 4/24/00 
A: 4/24/00 

P: 4/27/00 
A: 4/27/00 

P:53,000 
A:46,401 

P: 5/18/00 
A: 5/18/00 

June P: 
A: 

P: 5/25/00 
A: 5/25/00 

P: 5/30/00 
A: 5/30/00 

P: 6/2/00 
A: 6/2/00 

P:53,000 
A:48,714 

P: 6/22/00 
A: 6/22/00 

July P: 
A: 

P: 6/22/00 
A: 6/22/00 

P: 6/26/00 
A: 6/26/00 

P: 
A: 6/29/00 

P:53,000 
A:47,761 

P: 7/20/00 
A: 7/20/00 

August P: 
A: 70,920 

P: 7/20/00 
A: 7/20/00 

P: 7/24/00 
A: 7/24/00 

P: 7/27/00 
A: 7/27/00 

P:53,000 
A:47,298 

P: 8/17/00 
A: 8/17/00 

September P: 
A: 71,188 

P: 8/24/00 
A: 8/24/00 

P: 8/28/00 
A: 8/28/00 

P: 8/31/00 
A: 8/31/00 

P:53,000 
A:46,790 

P: 9/21/00 
A: 9/21/00 

October P: 
A: 71,184 

P: 9/21/00 
A: 9/21/00 

P: 9/25/00 
A: 9/25/00 

P: 9/28/00 
A: 9/28/00 

P:53,000 
A:46,962 

P: 10/19/00 
A: 10/19/00 

November P: 71,000 
A: 71,251 

P: 10/19/00 
A: 10/19/00 

P: 10/23/00 
A: 10/23/00 

P: 10/26/00 
A: 10/26/00 

P:53,000 
A:47,245 

P: 11/16/00 
A: 11/16/00 

December P: 71,000 
A: 71,266 

P: 11/22/00 
A: 11/22/00 

P: 11/27/00 
A: 11/27/00 

P: 11/30/00 
A: 11/30/00 

P:53,000 
A:47,688 

P: 12/21/00 
A:12/21/00 

71,000 
69,463 

71,000 
69,552 

71,000 
71,347 

71,000 
71,274 

71,000 
71,463 

71,000 
71,333 

6/29/00 

71,000 

71,000 

71,000 

LEGEND: P: Projected/Planned; A: Actual 

* 	 C2SS: Delivery of January advance letter was 12/29/99, initial package was 1/5/00, reminder was 
1/10/00, replacement was 1/21-24/00 

** 	 C2SS: Delivery of February advance letter was 1/20-21/00, initial package was 1/25-31/00, 
reminder was 2/2/00 

*** C2SS: Delivery of March initial package was 2/22-23/00, reminder was 2/28/00 
****	 C2SS: Delivery of April advance letter was 3/27/00, initial package was 3/30/00, reminder was 

4/3/00 
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Table 2: Workloads and Timing of Computer Assisted Telephone 
Interviewing Activities 

Sample Panel Estimated 
CATI 
Workload 

Begin CATI 
Follow-up 

Closeout 
CATI 
Follow-up 

January P: 18,000 
A: 17,443 

P: 2/4/00 
A: 2/4/00 

P: 2/27/00 
A: 2/27/00 

February P: 18,000 
A: 16,075 

P: 3/3/00 
A: 3/3/00 

P: 3/26/00 
A: 3/26/00 

March P: 18,000 
A: 14,834 

P: 4/5/00 
A: 4/5/00 

P: 4/27/00 
A: 4/27/00 

April P: 18,000 
A: 18,014 

P: 5/3/00 
A: 5/3/00 

P: 5/26/00 
A: 5/26/00 

May P: 18,000 
A: 18,761 

P: 6/2/00 
A: 6/2/00 

P: 6/25/00 
A: 6/25/00 

June P: 18,000 
A: 21,650 

P: 7/1/00 
A: 7/1/00 

P: 7/26/00 
A: 7/26/00 

July P: 18,000 
A: 20,405 

P: 8/4/00 
A: 8/4/00 

P: 8/27/00 
A: 8/27/00 

August P: 18,000 
A: 18,514 

P: 9/1/00 
A: 9/1/00 

P: 9/25/00 
A: 9/25/00 

September P: 18,000 
A: 20,733 

P: 10/4/00 
A: 10/4/00 

P: 10/28/00 
A: 10/28/00 

October P: 18,000 
A: 18,927 

P: 11/3/00 
A: 11/3/00 

P: 11/26/00 
A: 11/26/00 

November P: 18,000 
A: 19,945 

P: 12/1/00 
A: 12/1/00 

P: 12/27/00 
A: 12/27/00 

December P: 18,000 
A: 22,489 

P: 
A: 1/3/00 

P: 1/27/00 
A: 1/27/00 

1/3/00 

LEGEND: P: Projected/Planned; A: Actual 
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Table 3: Workloads and Timing of Computer Assisted Personal 
Interviewing Activities 

Sample Panel CAPI 
Workload 

Begin CAPI 
Follow-up 

Closeout 
CAPI 
Follow-up 

January P: 11,000 
A: 11,237 

P: 3/6/00 
A: 3/6/00 

P: 3/30/00 
A: 3/30/00 

February P: 11,000 
A: 10,560 

P:4/4/00 
A: 4/4/00 

P: 
A: 4/30/00 

March P: 11,000 
A: 10,669 

P: 5/4/00 
A: 5/4/00 

P: 5/31/00 
A: 5/31/00 

April P: 11,000 
A: 11,836 

P: 6/5/00 
A: 6/5/00 

P: 6/29/00 
A: 6/29/00 

May P: 11,000 
A: 12,360 

P: 7/3/00 
A: 7/3/00 

P: 7/31/00 
A: 7/31/00 

June P: 11,000 
A: 12,381 

P: 8/3/00 
A: 8/3/00 

P: 8/31/00 
A: 8/31/00 

July P: 11,000 
A: 12,583 

P: 9/5/00 
A: 9/5/00 

P: 9/28/00 
A: 9/28/00 

August P: 11,000 
A: 12,280 

P: 10/3/00 
A: 10/3/00 

P: 10/31/00 
A: 10/31/00 

September P: 11,000 
A: 12,211 

P: 11/3/00 
A: 11/3/00 

P: 11/30/00 
A: 11/30/00 

October P: 11,000 
A: 12,299 

P: 12/4/00 
A: 12/4/00 

P: 12/28/00 
A: 12/28/00 

November P: 11,000 
A: 12,262 

P: 1/3/01 
A: 1/3/01 

P: 1/31/01 
A: 1/31/01 

December P: 11,000 
A: 12,190 

P: 2/5/01 
A: 2/5/01 

P: 2/28/01 
A: 2/28/01 

4/30/00 

LEGEND: P: Projected/Planned; A: Actual 
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Appendix D 

Comparison of 1999 and 2000 Total Survey Response Rates in the 36 Comparison Counties 
Total Survey 

Response Rate 
1999 

Total Survey 
Response Rate 

2000 

Pima AZ 97.5 95.7 

Jefferson AR 98.4 97.4 

San Francisco CA 94.4 95.3 

Tulare CA 99.2 98.2 

Broward FL 97.6 97.1 

Upson GA 98.8 98.8 

Lake IL 97.2 97.2 

Miami IN 97.2 98.2 

Black Hawk IA 98.1 98.4 

De Soto LA 97.9 96.2 

Calvert MD 99.9 98.8 

Hampden MA 97.2 96.0 

Madison MS 99.7 97.3 

Iron MO 97.6 99.2 

Reynolds MO 98.1 100.0 

Washington MO 98.4 99.3 

Flathead MT 98.2 97.7 

Lake MT 94.3 96.7 

Douglas NE 98.6 97.2 

Otero NM 97.3 98.5 

Bronx NY 91.4 91.0 

Rockland NY 98.8 98.3 

Franklin OH 99.4 99.0 

Multnomah OR 98.4 98.2 

Fulton PA 99.1 98.3 

Schuykill PA 97.7 98.1 
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Total Survey 
Response Rate 

1999 

Total Survey 
Response Rate 

2000 

Sevier TN 99.7 96.5 

Fort Bend TX 96.6 95.2 

Harris TX 97.5 96.0 

Starr TX 97.3 95.6 

Zapata TX 98.5 98.4 

Petersburg VA 99.2 100.0 

Yakima WA 99.0 97.3 

Ohio WV 99.5 97.9 

Oneida WI 99.7 98.8 

Vilas WI 97.9 97.8 

Overall 36 Counties 97.3 96.6 
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Appendix E 

ACS Development Program Data Release Schedule 
1999 American Community Survey, 21 of 31 sites* (those areas with a population of 
65,000 or more only): release of core tables on American FactFinder and American 
Community Survey Web site. 

Core Tables are the basic population and housing tables which are used to prepare site 
profiles. 

July 
2000 

(completed) 

Winter 
2000-20001 
(completed) 

1999 American Community Survey CD-ROM: release of 476 tables for 20 of 31 sites.** June 
2001 

2000 American Community Survey, 21 of 31 sites: release of core tables with narrative 
and tabular profiles on American FactFinder and American Community Survey Web site. 
(Subsite data will be released Winter 2001-2002.) 

Census 2000 Supplementary Survey: release of core tables for 50 states, District of 
Columbia, and the country on American FactFinder. 

Summer 
2001 

2000 American Community Survey: release of core tables for subsite data (for cities and 
places with populations of 65,000 or more) on American FactFinder and American 
Community Survey Web site. 

Census 2000 Supplementary Survey: release of core tables for substate data (for most 
counties and cities with populations of 250,00 or more) on American FactFinder. 

Fall 
2001 

2000 American Community Survey: release of noncore tables for the 21 sites listed 
below, on American FactFinder and American Community Survey Web site. 

Census 2000 Supplementary Survey: release of noncore tables for 50 states, District of 
Columbia, and the country on American FactFinder 

Winter 
2001-2002 

2000 American Community Survey and Census 2000 Supplementary Survey: release of 
500+ tables and Public Use Microdata Samples on CD-ROM/DVD 

Spring 
2002 

1999 American Community Survey, 21 of 31 sites: release of updated core tables and 
noncore tables on American FactFinder and American Community Survey Web site. 

Noncore tables round out the balance of the total set of tables (which number about 500) 
for both the American Community Survey and the Census 2000 Supplementary Survey. 
These tables are not required for the site profiles. 

*American Community Survey 21 sites are: Jefferson County, AR; Pima County, AZ; San Francisco County, 
CA; Tulare County, CA; Broward County, FL; Lake County, IL; Black Hawk County, IA; Calvert County, MD; 
Hampden County, MA; Madison County, MS; Flathead & Lake Counties, MT; Douglas County, NE; Bronx 
County, NY; Rockland County, NY; Franklin County, OH; Multnomah County, OR; Schuylkill County, PA; 
Sevier County, TN; Fort Bend & Harris Counties, TX; Starr & Zapata Counties, TX; and Yakima County, WA. 

**The 1999 American Community Survey CD-ROM will not feature data for Bronx County, NY. See 
<www.census.gov/acs/www/index_c.htm>for details. 
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EXECUTIVE SUMMARY 

The Administrative Records Experiment 2000, Request for Physical Address Operation collected 
physical addresses (geocodable house number, street name, city and state) for individuals whose 
address was listed as a Post Office Box or other noncity-style address within six administrative 
records source files. Major components of the operation were to: 

• 	 Create an address file from administrative records where the mailing address was a Post 
Office Box or other noncity-style address. 

• Design a form and mail it to the addresses, requesting a physical address. 

• Clerically geocode the physical addresses to state, county and block. 

• Key addresses and geocode information to a file for further analysis. 

The mailing to test site counties of Baltimore City and County in Maryland and Douglas, El Paso 
and Jefferson Counties in Colorado was to 58,151 Post Office Box and other noncity-style 
addresses associated with 138,653 individuals in the administrative records. Of the 138,653 
individuals, 27,738 had no other type of address listed in administrative record source files. 

At the conclusion of the operation, 9,431 physical addresses were geocoded of which 8,107 were 
geocoded to a test site county. While the initial plan for the operation called for incorporating 
the geocoded addresses into the Administrative Record Experiment 2000 address and population 
tally files, the low return rate combined with resource limitations led to a decision to not update 
the files with the information. Instead, the results are contained in this separate evaluation 
report. 

Based on a review of the return status of the forms and the information provided by respondents, 
the following conclusions were derived: 

• 	 The Request for Physical Address Operation achieved its goal.  The goal of the 
Request for Physical Address operation was to obtain a physical address (potentially 
geocodable house number and street name) by mailing a form to holders of the P.O. Boxes 
and other noncity-style addresses asking them to annotate their physical address on a 
form. Where respondents returned physical address information, addresses were able to 
be geocoded to the state; county and block level and addresses were defined as being in, or 
out of the test site. 

• 	 The timing of the mailing contributed to a low return rate.  Over 60 percent of the 
forms mailed were presumably delivered (not returned as undeliverable) and were not 
returned. Reasons for the low response rate could be many and the operation collected no 
hard data from which to accurately assess the reason. Analysis of returned forms, 
however, suggest that among other potential issues, the timing of the mailing with the 
Census 2000 form mailing, might have confused respondents and caused them to not 
return the forms. 

• 	 Unintended recipients affected the results. An underlying phenomenon regarding the 
mailing is that we can’t be sure the person who received the mailing and responded is the 
person that was linked to that box in the administrative records source files. This can be 
attributed to the time elapsed between the date of the administrative record source file data 
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and the mailing of the Request for Physical Address materials and the typically high 
turnover rental rate of Post Office Boxes. 

• 	 The design of the form impacted the results.  Although the form generally suited the 
purpose of the Request for Physical Address operation, comments returned on the form 
suggest some areas of the form could have been expanded or reviewed to improve the 
quality of information that was returned. 

Based on an analysis of the results of the Request for Physical Address Operation we 
recommend the following actions: 

• 	 Assess the impact of form design and timing of the mailing in a re-mailing to the 
original addressees.  After incorporating improvements to the form, pretest the revised 
form and then conduct a mailing to the same addresses. This will help determine the 
impact of the form design and timing of the mailing on the response rate and also provide 
additional information on the boxholders geocodable address and potentially provide 
addition information on the boxholders physical address. 

• 	 Assess the impact of the form design and timing of the mailing by using another 
universe of administrative record addresses. To test the effect of the timing of the 
mailout and the impact of the age of the administrative record addresses used for the 
operation, one method is to identify a more timely source of P.O. Boxes as the basis for 
another operation. A potential source of addresses for this project is the Social Security 
Administrations Master Beneficiary file. 

• 	 Assess the need for this type of operation.  The analysis will aid in determining if 
collecting physical addresses on individuals who have no other address type in 
administrative record source files, merit the cost of time and resources to launch a 
separate operation to gather these addresses. In this experiment, there were 2,345,487 
persons at addresses geocoded to the block level. The results of this experiment did not 
include 27,738 because their only address was a Post Office Box or other noncity-style 
address (these types of addresses cannot be geocoded so persons at the addresses cannot 
be tabulated). Therefore, adding geocodable physical addresses for individuals with no 
other type of address in the source files would have potentially increased the population 
total by about one percent. However, even if the size of the population for which the 
request for physical address is required is as small as one percent, the uneven distribution 
of this population among and within states, could suggest that enumeration of the 
population could be important for apportionment and redistricting in some areas. 
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1. BACKGROUND 

1.1 Introduction 
The Administrative Records Experiment 2000 (AREX 2000) was an experiment in two areas of 
the country designed to gain information regarding the feasibility of conducting an 
administrative records census (ARC), or the use of administrative records in support of 
conventional decennial census processes. The first experiment of its kind, AREX 2000 was part 
of the Census 2000 Testing Experimentation and Evaluation Program. The focus of this program 
was to measure the effectiveness of new techniques, methodologies, and technologies for 
decennial census enumeration. The results of the testing lead to formulating recommendations 
for subsequent testing and ultimately to the design of the next decennial census. 

Interest in taking a decennial census by administrative records dates back at least as far as a 
proposal by Alvey and Scheuren (1982) wherein records from the Internal Revenue Service 
(IRS) along with those of several other agencies might form the core of an administrative record 
census. Knott (1991) identified two basic ARC models: (1) the Top-down model that assembles 
administrative records from a number of sources, unduplicates them, assigns geographic codes 
and counts the results; and (2) the Bottom-up model that matches administrative records to a 
master address file, fills the addresses with individuals, resolves gaps and inconsistencies address 
by address, and counts the results.  There have been a number of other calls for ARC research — 
see for example Myrskyla 1991; Myrskyla, Taeuber and Knott 1996; Czajka, Moreno and Shirm 
1997; Bye 1997. All of the proposals fit either the Top-down or Bottom-up model described 
here. 

Knott also suggested a composite Top-down/Bottom-up model, which would unduplicate 
administrative records using the Social Security Number (SSN) then match the address file and 
proceed as in the Bottom-up approach. In overall concept, AREX 2000 most closely resembles 
this composite approach. 

More recently, direct use of administrative records in support of decennial applications was cited 
in several proposals during the Census 2000 debates on sampling for Nonresponse Followup 
(NRFU). The proposals ranged from direct substitution of administrative data for non-
responding households (Zanutto, 1996; Zanutto and Zaslavsky, 1996; 1997; 2001), to 
augmenting the Master Address File development process with U.S. Postal Service address lists 
(Edmonston and Schultze, 1995:103). AREX 2000 provided the opportunity to explore the 
possibility of NRFU support. 

The Administrative Records Research (ARR) staff of the Planning, Research, and Evaluation 
Division (PRED) performed the majority of coordination, design, file handling, and certain field 
operations of the experiment. They were supported by various other divisions within the Census 
Bureau, including Field Division, Decennial Systems and Contracts Management Office, 
Population Division, and Geography Division. 

Throughout this report, rather than identifying individual workgroups or teams, we shall refer to 
the operational decisions made in support of AREX to be those of ARR; that is, we shall say that 
“ARR decided to…” whenever a key operational decision is described, even though, of course, 
ARR staff were not the only decision makers. 
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1.2 Administrative Record Census—Definition and Requirements 
In the AREX, an administrative record census was defined as a process that relies primarily, but 
not necessarily exclusively, on administrative records to produce the population content of the 
decennial census short form with a strong focus on apportionment and redistricting requirements. 
Title 13, United States Code, directs the Census Bureau to provide state population counts to the 
President for the apportionment of Congressional seats within nine months of Census Day. In 
addition to total population counts by state, the decennial census must provide counts of the 
voting age population (18 and over) by race and Hispanic origin for small geographic areas, 
currently in the form of Census blocks, as prescribed by PL 94-171 (1975) and the Voting Rights 
Act (1964). These data are used to construct and evaluate state and local legislative districts. 

Demographically, the AREX provided date of birth, race, Hispanic origin, and sex, although the 
latter is not required for apportionment or redistricting purposes. Geographically, the AREX 
operated at the level of basic street address and corresponding Census block code. Unit numbers 
for multi-unit dwellings were used in certain address matching operations and one of the 
evaluations; but generally, household and family composition were not captured. In addition, the 
design did not provide for the collection of sample long form population or housing data, needs 
that will presumably be met in the future by the American Community Survey program. The 
design did assume the existence of a Master Address File and geographic coding capability 
similar to that available for the Census 2000. 

1.3 AREX Objectives 
The principal objectives of AREX 2000 were twofold. The first objective was to develop and 
compare two methods for conducting an administrative records census, one that used only 
administrative records and a second that added some conventional support to the process in order 
to complete the enumeration. The evaluation of the results also included a comparison to Census 
2000 results in the experimental sites. 

The second objective was to test the potential use of administrative records data for some part of 
the Nonresponse Followup universe, or for the unclassified universe. Addresses that fall into the 
unclassified status have very limited information on them—so limited, in fact, that the address 
occupancy status must be imputed, and, conditional on being imputed “occupied”, the entire 
household, including characteristics, must be imputed. In order to effectively use administrative 
records databases for substitution purposes, one must determine which kinds of administrative 
record households are most likely to yield similar demographic distributions to their 
corresponding census households. 

Other more general objectives of the AREX included the collection of relevant information, 
available only in 2000, to support ongoing research and planning for administrative records use 
in the 2010 Census, and the comparison of an administrative records census to other potential 
2010 methodologies. These evaluations and other data will provide assistance in planning major 
components of future decennial censuses, particularly those that have administrative records as 
their primary source of data. 
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1.4 AREX Top-down and Bottom-up Methods 

1.4.1 Top-down 
The AREX 2000 enumeration was accomplished by a two-phase process.  The first phase 
involved the assembly and computer geocoding of records from a number of national 
administrative record systems, and unduplication of individuals within the combined systems. 
This was followed by two attempts to obtain and code physical addresses (clerical geocoding and 
request for physical address) for those that would not geocode by computer. Finally, there is a 
selection of “best” demographic characteristics for each individual and “best” street address 
within the experimental sites. Much of the computer processing for this phase was performed as 
part of Statistical Administrative Records System (StARS) 1999 processing (Judson, 1999; 
Farber and Leggieri, 2002). As such, StARS 1999 was an integral part of the AREX 2000 
design. 

One can think about the results of the Top-down process in two ways. First, counting the 
population at this point provides, in effect, an administrative-records-only census. That is, the 
enumeration includes only those individuals found in the administrative records, and there is no 
other support for the census outside of activities related to geocoding. AREX 2000 provides 
population counts from the Top-down phase so that the efficacy of an administrative-records-
only census can be assessed. 

However, without a national population register as its base, one might expect an enumeration 
that used only administrative records to be substantially incomplete. Therefore, a second way to 
think about the Top-down process is as a substitute for an initial mail-out in the context of a 
more conventional census that would include additional support for the enumeration. 

1.4.2 Bottom-up 
The fundamental difference between the Bottom-up method and the Top-down method is the 
Bottom-up method matches administrative records addresses to a separately developed “frame” 
of addresses, and based on this match, performs additional operations. In this experiment, an 
extract of the Census Bureau’s Master Address File (MAF) served as the frame.1 

The second phase of the AREX 2000 design was an attempt to complete the administrative-
records-only enumeration by the correction of errors in administrative records addresses through 
address verification (a coverage improvement analogue) and by adding persons missed in the 
administrative records (a NRFU analogue). This phase began by matching the addresses found 
in the Top-down process to the MAF in order to assess their validity and to identify those MAF 
addresses for which no administrative records were found. A field address review (FAV) was 
used to verify non-matched administrative records addresses, and invalid administrative records 
addresses were excluded from the Bottom-up selection of best address. Non-matched MAF 
addresses were canvassed in order to enumerate persons at addresses not found in the 
administrative records systems. In the AREX, such a canvassing was simulated by adding those 
persons found in the Census 2000 at the unmatched addresses to the adjusted administrative-
records-only counts, thus completing the enumeration. Accomplishing the AREX as part of the 

1 In this report, we use the term “MAF” generically. Our operations were based on extracts from the Decennial 
Master Address File (DMAF). 
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Census 2000 obviated the need to mount a separate field operation to canvass unmatched MAF 
addresses. 

Considering the Top-down and Bottom-up processes as part of one overall design, AREX can be 
thought of as a prototype for a more or less conventional census with the initial mailout replaced 
by a Top-down administrative records enumeration. Figure 1, below, provides a conceptual 
overview of the experiment for enumerating the population tested during the AREX. 

Note: 	The graphical description presented here is intended to convey the concept of both AREX 
methods when viewed in terms of the Bottom-up method as containing follow-on 
processing actions to the Top-down method. 
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Figure 1. Summary Diagram of AREX 2000 Design 
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1.5 Experimental Sites 
The experiment was set up to include geographic areas that include both difficult and easy to 
enumerate populations. Two sites were selected believed to have approximately one million 
housing units and a population of approximately two million persons. One site included 
Baltimore City and Baltimore County, Maryland. The other site included Douglas, El Paso, and 
Jefferson Counties, Colorado. The sites provided a mix of characteristics needed to assess the 
difficulties that might arise in conducting an administrative records census. Approximately one 
half of the test housing units was selected based on criteria assumed to be easy-to-capture in an 
administrative records census (for example, areas having a preponderance of city style addresses, 
single family housing units, older and less mobile populations), and the other half was selected 
based on criteria assumed to be hard to capture (the converse). Demographic characteristics of 
the sites are given in the following table. 

Table 1. Key Demographic Characteristics of the AREX 2000 Sites 

Total Population1 

Baltimore 
County, MD 

Baltimore 
City, MD 

Douglas 
County, CO 

El Paso 
County, CO 

Jefferson 
County, CO United States 

754,292 651,154 175,766 516,929 527,056 281,421,906 
White1 74.4% 31.6% 

20.1% 64.3% 
0.3% 0.3% 
3.2% 1.5% 
0.6% 0.7% 
1.4% 1.5% 
1.8% 1.7% 

92.8% 81.2% 90.6% 
1.0% 6.5% 0.9% 
0.4% 0.9% 0.8% 
2.6% 2.7% 2.4% 
1.4% 4.7% 3.2% 
1.9% 3.9% 2.2% 
5.1% 11.3% 10.0% 

75.1% 
12.3% 
0.9% 
3.7% 
5.5% 
2.4% 
12.5% 

Black1 

American Indian, Eskimo or Aleut1 

Asian or Pacific Islander1 

Other Race1 

Multi-Race1 

Hispanic1 

Median Age1 37.7 yrs 35.0 yrs 33.7 yrs 33.0 yrs 36.8 yrs 35.3 yrs 
Crude Birth Rate2 12.6 14.9 

9.9 13.1 
9.0% -11.5% 

19.0 15.7 12.5 
2.7 5.5 6.0 
191.0% 30.2% 20.2% 

14.93 

8.63 

13.2% 
Crude Death Rate2 

1990-2000 Change4 

Note: all values include household and group quarters residents 
1. 2000 Census results

2 1998 rates per 1000; from MD Dept. of Health and Mental Hygiene and CO Dept. of Public Health and Environment 

3 1998 rates per 1000; from www.fedstats.gov 

4 1990 and 2000 Census results 


1.6 AREX Source Files 
The administrative records for AREX were drawn from the StARS 1999 database. There were 
six national-level source files selected for inclusion in StARS. The files were chosen to provide 
the broadest coverage possible of the U.S. population. The national level files were selected to 
compensate for the weaknesses or lack of coverage of a given segment of the population inherent 
in any one source file. At a minimum, the files had to have for each record, a name, Social 
Security Number (SSN), and street address. 

1.6.1 Timing 
An important limitation for the AREX was the gap between the reference period for data 
contained in each source file and the point-in-time reference of April 1, 2000 for the Census. 
The time lag had an impact on both population coverage--births, deaths, immigration and 
emigration--and geographic location--housing extant, and geographic mobility. As an example, 
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both IRS files included data for tax year 1998 with an expected current address as of tax filing 
time close to April 15, 1999. Note, however, that the IRS 1040 file only provided persons in the 
tax unit as of December 31, 1998. 

1.6.2 State, Local and Commercial Files 

ARR staff decided not to use state and local files2 and commercially available databases3 in the 
AREX 2000 experiment. Statistical evidence is limited, but various reports from ARR staff 
indicated that state and local files come in an extremely diverse variety of forms, with equally 
diverse record layouts and content (for historical information, see Sweet, 1997; Buser, Huang, 
Kim, and Marquis, 1998; and other papers in the Administrative Records Memorandum Series). 
Furthermore, ARR staff reported that it was quite time-consuming and intricate to develop the 
interagency contractual arrangements necessary to use state and local files. Public opinion 
results such as Singer and Miller (1992), Aguirre International (1995), and Gellman (1997), ARR 
staff judged that public sensitivity to the idea of linking commercial databases with government 
databases (other than for address processing) would be too great, and that such a linkage would 
be unwise. 

In addition to acquisition and processing difficulties, consideration of the use of state and local 
files raises an equity issue in a decennial census context. Since it is not possible to obtain an 
exact count of the population in its entirety, public perception of fair treatment in the decennial 
census process is important. This means that the accuracy of the counts must be seen as uniform 
between and within states. The use of data from just certain states or localities would 
compromise notions that decennial census methods must treat all parts of the country equitably. 

The American Business Index (or ABI) file was used to identify addresses that were commercial 
rather than residential, and a Group One product, Code One, used to standardize addresses. 

1.6.3 Census Numident 
An additional, and critical, file used in creation of the StARS database was the Census Numident 
file. For the AREX, it was the source of most of the demographic characteristics and some of the 
death data. 

1.7 AREX Evaluations 
Currently, four evaluations are being completed. 

The Process Evaluation documents and analyzes selected components or processes of the Top-
down and Bottom-up methods in order to identify errors or deficiencies. It is designed to catalog 
the various processes by which raw administrative data became final AREX counts and attempts 
to identify the relative contributions of these various processes. 

The Outcomes Evaluation is a comparison of Top-down and Bottom-up AREX counts by 
county, tract, and block level counts of the total population by race, Hispanic origin, age groups 
and gender, with comparable decennial census counts. This evaluation is outcome rather than 
process oriented. 

2 Such as state and local tax returns, drivers license files, local utilities, assessor’s records, and the like. 
3 Such as commercially available mailing lists, credit card databases, and the like 
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The Household Evaluation assesses outcomes of the Bottom-up method, the potential for 
nonresponse substitution and unclassified imputations, and predictive capability. Nonresponse 
Followup substitution assesses the feasibility of using administrative records, in lieu of a field 
interview, to obtain data on non-responding census addresses via the Bottom-up method. 

The Request for Physical Address (RFPA) Evaluation assesses the impact of noncity-style 
addresses. These addresses present a significant hurdle to the use of an administrative records 
census on either a supplemental or substitution basis is the determination of residential addresses 
and their associated geographic block level allocation for individuals whose administrative 
record address is a P.O. Box or Rural Route. AREX 2000 tested a possible solution in the form 
of the Request for Physical Address operation. Several thousand letters were mailed to P.O. Box 
and Rural Route addresses requesting the receiver to reply with their residential address for 
purposes of block level geocoding. This report documents in detail the planning and 
implementation of the operation. It also analyzes the results of the operation and assesses its 
potential future use as part of an ARC. 

1.8 The RFPA – Operational Background 

1.8.1 Why Do an RFPA Operation? 

In a Census operation, P.O. Box and Rural Route (noncity-style) addresses pose a challenge 
when matching and geocoding addresses. The same challenges exist with the ever-increasing 
number of commercial post office box-type addresses. With these addresses, the Census Bureau 
cannot determine the precise housing unit location from the box number/rural route address 
alone, nor can it geocode the addresses. To rectify this issue in AREX 2000, an attempt was 
made to obtain a physical address (house number and street name) by mailing a form to holders 
of the P.O. Box and noncity-style addresses and asking recipients to annotate their address on the 
form. Where respondents returned physical address information, attempts were made to 
determine if the addresses were within the test site and then to geocode them to the state, county 
and block level. 

1.8.2 How Were the Address Types Handled in Previous Census Operations? 

The AREX 2000 RFPA operation was not the first attempt at gathering geocodable addresses 
from noncity-style address holders. In the 1990 Census, P.O. Boxes were included as part of the 
larger 1990 Casing Check operation – a pre-census activity to update the census address file 
before delivering the census questionnaires. 

Casing is the sorting process the United States Postal Service (USPS) mail carriers use to put 
mail in the proper sequence for delivery. In the casing operation, the Census Bureau gave the 
USPS an address card (buff colored card), for each of the addresses in the mailing file. The mail 
carriers cased the buff cards to identify the deliverable, duplicate and undeliverable addresses as 
well as to identify residential addresses missing from the census mailing file. The USPS carriers 
then completed a Report of Missing Addresses (blue card) for each residential address missing a 
buff card. All blue card addresses were checked in the district offices or in the field to determine 
if the addresses were missing from the census address file and were valid residential units. The 
district offices then labeled and mailed census questionnaires to the missing addresses if they 
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were processed early; addresses not sent a census questionnaire were enumerated during a 
nonresponse follow-up operation. 

The 1990 'Blue Card' casing check operation was not used in the Census 2000, nor was there any 
special operation implemented to affix physical addresses to P.O. Box addresses. These types of 
addresses were included in standard census follow-up operations where necessary. 

1.8.3 What Alternatives Were Considered to Determine the Physical Address for AREX? 

For AREX 2000, several alternatives were considered to determine the physical addresses for 
holders of P.O. Box and other noncity-style addresses. These alternatives included: 

1. Mailing out a short census form. 
2. Creating a model to allocate the addresses to blocks. 
3. 	 Requesting records from the U.S. Postal Service (USPS) that could potentially link 

P.O. Boxes to a physical address. 
4. Mailing the addressees a letter requesting the physical address. 

• Mailing the Short Census Form to the Addresses 
In this approach, the census short form used in the Decennial census is sent to holders of the P.O. 
Box and other non-city style addresses. The benefit of this approach is that no additional form 
design is required. The problems with this approach are that there was no opportunity to tailor 
requests for information specifically addressing the physical address issue and no provision for 
geocoding the addresses. The form would have to include a place for the respondent to include a 
social security number or other identifier so that the response could be linked back to the 
administrative record. Problematic is that, because it was a census year, these addresses already 
had a census form mailed to them and a duplicate form may confuse respondents and affect 
return rates. In a true administrative records census, however, there would not be multiple forms 
mailed. 

• Modeling the Results 
Another approach considered was to use existing information regarding these types of addresses 
to build a model to allocate these addresses to blocks. While this approach precluded the need to 
gather additional information, it was problematic in that there is not a lot of empirical data from 
which to build a model so the value of the allocation algorithm may be questionable. 

• Requesting Linkage Data from the USPS 
Also considered as an approach to the RFPA issue was researching possible links in the USPS 
record system and physical addresses of the box holders. Preliminary inquiries with USPS 
indicated no such record system exists and any local Post Office records that may support this 
effort were not accessible by the Census Bureau. 

• Sending an RFPA Form 
The approach that the Planning, Research and Evaluation Division (PRED) selected to determine 
physical addresses is sending specific RFPA forms to the holders of these address types. This 
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approach afforded the respondent an opportunity to provide only that information necessary from 
which to geocode their actual physical address. 

1.8.4 How was the RFPA Operation Conducted? 

PRED developed a mailing list for the form by extracting all P.O. Box and other noncity-style 
addresses from the AREX 2000 Address File. The extract of these addresses created an input 
file for DocuPrint. PRED worked with the Administrative and Customer Services Division 
(ACSD) to create a form layout file and with the National Processing Center (NPC) to create a 
control file. NPC used the three files (address input, form layout and control) to produce each 
Request for Physical Address Form printed with the specific P.O. Box or other noncity-style 
mailing address and a unique barcode/control number (see Attachment 1 for details on the 
DocuPrint process). The form explains why the Bureau of the Census is requesting the physical 
address and includes instructions for providing this information on the reverse side of the form. 
The form also includes space for drawing a map of the residence location.  Attachment 2 is a 
copy of the form used in the Request for Physical Address Operation. 

Also printed during the DocuPrint process was a telephone insert card (Attachment 3). To assist 
respondents in completing the form, a toll-free telephone assistance service was offered through 
the Census Bureau’s Tucson Telephone Center (TTC). The insert card lists the telephone 
number and hours for this service. After producing the materials through DocuPrint, the NPC 
prepared, checked out and mailed the request form packages (form, outgoing envelope, return 
envelope marked “AREX”, insert card listing the telephone number in the TTC to call for more 
information). 

Forms were returned to NPC from respondents where they were checked in and reviewed. All 
forms that were blank, had notes or were returned by the USPS as undeliverable were sent to 
PRED. The forms with useable information were sent to the Denver and Philadelphia Regional 
Census Center’s (RCC) for clerical geocoding. 

In the RCCs, the forms were used to attempt to assign geocodes to the updated address 
information. The back of the form had a For Office Use Only Box for Master Address File 
Geocoding Office Resolution (MAFGOR) clerks to annotate the geocodes (state, county, block) 
if identified. Once all forms were processed, they were returned to NPC for check-in, batching, 
keying and verification. The keyed data file was sent through the Decennial Systems and 
Contracts Management Office (DSCMO) to PRED. Table 2 and Figure 2 provide an overview 
of the RFPA process. 
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 Table 2. Timeline of Significant Activities for the RFPA Operation 

Activity Date of Activity 
Request for Physical Address forms mailed from NPC to May 5, 2000 
respondents 
Tucson Telephone Center 1-800 line activated to respond to May 8 - June 16, 
questions regarding the mailing 2000 
Cutoff for returned forms to be mailed to the RCCs for clerical July 13, 2000 
geocoding 
Check-in forms returned from the RCC to NPCs for keying October 6, 2000 
NPC completes keying and returns the files to DSCMO for final November 2, 2000 
formatting 
DSCMO completes processing of the keyed files and sends them to November 13, 2000 
PRED 

Select outgoing 
and return 
envelopes

(PRED/ACSD) 1.30 

Design physical 
address 

request letter 
(PRED/ACSD) 1.25 

Addresses 

Addresses 
from AREX 2000 

Address File 
1.40 

DocuPrint & QA request 
letters to P.O. Box and 
rural-style addresses 

1.45(NPC) 

Assemble & QA mailing packages 
(letters, insert cards, and return envelopes 

are placed in outgoing envelopes) 
1.55(NPC) 

Check-out & mail packages 
1.60(NPC) 

Respondents complete & 
return letters 

1.65(NPC) 

Check-in returned letters and 
remove letters meeting 

certain criteria (i.e., blank) 
1.70(NPC) 

Photocopy letters 
1.80(NPC) 

Sort letters by RCC 
(Denver,Phila) 

1.75(NPC) 

Retain copies 
1.85(NPC) 

Send letters to RCC’s 

1.90(GEO) 

Use MAFGOR to clerically 
geocode addresses and annotate 

results on letters 
1.95(RCC’s) 

Send all letters to NPC 

1.100(RCC’s) 

Check-in returned 
letters and batch 

1.105(NPC) 

Perform clerical 
prekeyediting 

1.110(NPC) 

Send Keyed Data 
File to DSCMO 

1.125(NPC) 

Send Keyed Data 
File to PRED 

1.130(GEO) 

Key & verify 
returned letters 

1.115(NPC) 

Keyed Data 
File 

1.120 

Design 
insert card 

(PRED/ACSD) 1.05 

Form 

Card Layout 
File from ACSD 

1.10 

DocuPrint & QA 
insert cards 

1.15(NPC) 

Request 
Letters 

1.50 

Insert 
Cards 

1.20 

Request for 
Physical Address 

Keyed File 
1.140 

Form 

Form Layout 
File from ACSD 

1.35 

Figure 2. Request for Physical Address Operation 
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2. METHODOLOGY 

2.1 Evaluation Methodology 

The evaluation addresses the following general themes: 
• The significance of the results of the RFPA. 
• Lessons learned and key judgments about the operation. 

Specific issues addressed within the evaluation include: 
• Analysis of the return status of the forms. 
• Analysis of the significance of the contents of the returned forms. 
• Analysis of lessons learned from the operation. 

Tables 3, 4 and 5 detail the source of information and measurements used to address specific 
issues within the general themes. 

Table 3. Methodology for Evaluating the Return Status of the Forms 

Issue Source of Information Measurement 
What is the tally, by return Keyed data file and the A tally of forms for each of 
disposition category, for each of the Decennial Systems and the disposition categories 
58,121 RFPA forms mailed to Contract Management Office that reflects the number of 
respondents? (DSCMO) check in reports. forms and percent of the 

whole for each category. 
Were there patterns by ZIP Code or Keyed data file, DSCMO A qualitative analysis of 
significance to the forms returned as check in reports, Post Office situations surrounding the 
UAA?  If so, was there any Post staff. undeliverable as addressed 
Office procedures or operations that (UAA) forms from two ZIP 
might explain the difference? Codes from each of the five 

AREX test site counties. 
Of the two ZIP Codes per 
county, one will have a 
UAA rate higher than 
average for the state and 
one will have a UAA rate 
lower than average for the 
state. 

Was there any significance to the Keyed data file, DSCMO Three point-in-time tallies 
time elapsed for forms to be returned check in reports, Post Office showing the return 
or to mailing the forms at the same Staff, and a review of the disposition for the forms. 
time as the census forms? returned forms. Qualitative analysis of 

explanations concerning 
time elapsed for return of 
the forms. 
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Table 4. Methodology for Evaluating the Significance of the Letter Content 

Issue Source of Information Measurement 
What is the tally and Keyed data file and the A tally of addresses that were 
significance of addresses that forms returned with useable geocoded from the address 
were geocoded based on the information. forms for each of the 
address respondents provided disposition categories that
on the letter? 	 reflect the number of forms 

and percent of the whole for 
each category. 

What is the tally and Keyed data file and the A tally of addresses that had 
significance of forms that were forms returned with useable the box checked and a 
returned with the homeless box information. qualitative analysis based on 
checked? letter comments. 
What is the tally and Keyed data file and returned A tally of addresses that had 
significance of forms that were forms. letter comments to the effect 
returned with comments that the that the address was a 
address was a business address? business address. 
Was the RFPA Letter design Returned forms and An assessment of the letter 
adequate? questions posed to the based on comments from the 

telephone support operation. respondents and observations 
by the analyst. 

Occupant category of Returned forms and keyed A tally of respondents by 
respondent – who uses P.O. data file. commercial, seasonal 
Boxes? occupant, homeless, or other 

categories. 
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Table 5. Methodology for Evaluating Lessons Learned and Key Judgments 

Issue Source of Information Measurement 
Did the RFPA operation achieve Qualitative reports and Based on the return status of 
the intended goal? quantitative analysis based on the forms and an analysis of 

the evaluation of the return letter contents, provide a 
status and content of the qualitative analysis of the 
RFPA Forms. effectiveness of the RFPA 

operation. 
Would we change anything if we Qualitative reports and Based on results and outcome 
conducted this operation again? 	 quantitative analysis based on of the RFPA operation, a 

the evaluation of the return qualitative analysis of project 
status and content of the in its entirety. 
RFPA Forms. 

Is there potential for further Qualitative reports and Based on results and outcome 

research on P.O. Boxes and quantitative analysis based on of the RFPA operation, a 

possibly improving coverage in a the evaluation of the return qualitative analysis of the 

census by contacting P.O. Box status and content of the potential for future 

holders. RFPA Forms. application of this process. 


2.2 Applying Quality Assurance Procedures 
We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data and prepared this report.  For a description of these 
procedures, reference “Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITS 

The intent of the AREX 2000 RFPA was to use the respondent-provided information to update 
the AREX Address File (AAF) so that allocation to a census block (geocoding) was possible. A 
low response rate and review of the returned forms, however, showed that the amount of useable 
information within the forms did not merit the programming time and scheduling impact on other 
processing operations, to update the AAF with the RFPA information. As such, the information 
was not used to update the AAF and not included in the AREX results. This separate evaluation 
of the RFPA process was designed to evaluate the overall operation and assess the data that were 
obtained. 
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4. RESULTS 

The results of the RFPA operation are described in the following descriptions of the response 
rate of the mailing; the usefulness of the respondent provided information and an overview 
profile of the boxholders who responded. 

4.1 What was the Response Rate? 

During the RFPA operation, the NPC staff maintained a check-in system to flag the return 
disposition of each form. The categories of the form disposition and the final tally of forms for 
each category are shown in Table 6. Following the table is a definition of criteria used to assign 
the categories. 

Table 6. Return Disposition of Forms S-950(L) 

Category of Return Maryland Colorado Total Percentage of 
Total Mailed 

Forms Mailed 18,694 39,457 58,151 100% 
Useable Information 3,538 8,145 11,683 20.1% 
Received after Cutoff Date 56 74 130 .2% 
Incomplete Data 338 899 1,237 2.1% 
Blank 39 68 107 .2% 
Undeliverable 2,545 7,429 9,974 17.2% 
Not Returned 12,178 22,842 35,020 60.2% 

4.1.1 Forms Returned with Useable Information 

When forms were returned from respondents, NPC staff assessed if the form contained enough 
address information to forward for geocoding. If the form contained enough information for the 
RCCs to code it, the form was checked-in to the DSCMO control system and flagged that it 
contained useable information. These forms were batched and mailed to the respective RCC 
(Denver for Colorado addresses, Philadelphia for Maryland addresses). 

4.1.2 Forms Received After the Cutoff Date 

Forms received after July 17, 2000 were checked-in as “Received After the Cutoff Date”. These 
forms were not categorized by NPC as to the usability of the information. The forms were 
forwarded directly to PRED. The last forms received were returned in December, seven months 
after the mailing. 

4.1.3 Forms Received with Incomplete Data 

If a returned form did not have enough information for the RCC to geocode the address, the NPC 
staff flagged it as “Incomplete Data” at check-in. These forms were returned to PRED for 
further analysis. 
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4.1.4 Blank Forms 

Some respondents returned blank forms. NPC staff flagged these as “Blank”. 

4.1.5 Undeliverable 

When forms were returned by the Post Office as undeliverable, they were flagged as 
“Undeliverable” in the NPC check-in system. 

4.1.6 Not Returned 

Forms not checked into any other category were considered not returned and flagged as such in 
the NPC control system. 

4.2. What Does the Response Rate Tell Us? 

The return rate of the forms did not meet expectations. Based on previous Bureau of the Census 
mailings, PRED staff had estimated a 50 percent return rate on the forms. The actual return rate, 
discounting the UAA category, was 23 percent. 

The following analysis discusses the significance of the tallies for each of the form return 
categories and speculates why the return rate was low by estimating what factors influenced the 
rate. Table 7 is a subjective estimate of the effect of the following three factors on the return 
category: 

1. 	 Is their something about the unique characteristics of an ARC that affected the return 
category tally? 

2. Is there something about the RFPA operation itself that affected the return category? 

3. Did the respondent reaction affect the return category? 
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Table 7. Relationships Estimated to Affect Response Rates 

Impacted by Impacted Impacted by 
Return Category Unique 

Characteristics by the RFPA 

of an ARC Operation 
Respondent Reaction 
to the Mailout 

Useable Information X X 
Received After Cutoff Date X 
Incomplete Data X X 
Blank X 
Undeliverable X 
Not Returned X X 

Areas where in the author’s opinion there is a significant relationship between the characteristics and a negative 
influence on the category return rate (i.e. a return rate decreasing the amount of data provided for the experiment) 

4.2.1 Forms Returned with Useable Information 

Forms returned with useable information represent forms that generally met the intended 
objective of the operation. These forms had enough useable information to be sent to the RCCs 
to attempt clerical geocoding. As noted in Table 6, only 20 percent of the forms mailed were 
returned in this category. Table 8 shows the linkage between the mailing address of the original 
mailout and the geocoding results for that jurisdiction. 

Table 8. Forms Returned with Useful Information Based on Mailout ZIP Code 

County of Mailout Address Based on ZIP Code Shown in Source Number of Forms Returned 
Files With Useable Information 
Baltimore City, Maryland 690 

Baltimore County, Maryland 2,091 
ZIPS that crossed Maryland Test Site County Borders* 757 
Douglas County, Colorado 756 
El Paso County, Colorado 3,220 
Jefferson County, Colorado 3,210 
ZIPS that crossed Colorado Test Site County Borders* 959 
Total 11,683 

*These addresses represent ZIP Codes that cross county borders and include more than one AREX test site county 

An important point to highlight, regarding forms returned with useable information, is that the 
vintage of the address information on the administrative records and the actual date of the 
mailing might have created a situation where the actual recipient of the form was not the 
intended recipient. The address information in the administrative records source files were based 
on records received by the Census Bureau in 1999. The mailing of the RFPA occurred in May 
2000, at least a year from the last record of that address within the administrative records source 
files. In research conducted for this evaluation, discussions with postal staff indicated that P.O. 
Boxes often have a high turnover rate and are sometimes immediately reissued to a new renter, 
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when the previous renter closes the box. Therefore, a situation might arise where the intended 
recipient of the mailing based on the 1999 or earlier address information, may not be the same 
renter of that P.O. Box in the year 2000. 

This unintended recipient factor (URF) can negatively affect the accuracy of an administrative 
record census by potentially undercounting or double counting individuals at addresses in the 
final consolidation and tally. Asking for unique person characteristic information (such as a 
Social Security Number) in the mailout can mitigate the impact of the URF. Then, as part of the 
processing of respondent information, a match process can be invoked to resolve a situation 
where the intended recipient was different from the respondent. While name data can be the 
basis of the confirmation key, Social Security Numbers would improve the accuracy of this 
linkage process. 

Another method of mitigating the effects of the URF is to include on the form a place where the 
person can indicate how long he/she has held the Post Office Box. If the answer is a date within 
the range of the administrative records source date, then the respondent could be considered the 
intended recipient. 

An additional factor that might have negatively influenced the return rate is the respondent 
reaction to the mailing. In all probability, many respondents received the form and chose not to 
reply. 

4.2.2 Forms Received After the Cutoff Date 

For forms received after the cutoff date, NPC made no further assessment on the value of the 
information within the forms. The reasons for forms received late can be many but based on a 
review of forms, it is assessed that respondents infrequently checking for mail in the P.O. Box, 
misunderstanding the instructions on the form, or simply forgetting to return the form in the time 
specified are the primary contributing factors. 

Although the number of forms in this category is relatively low, the time elapsed between the 
cutoff date and when the last forms were received at NPC is noteworthy. Respondents were 
asked to reply within five days of receiving the form (mailed on May 15, 2000) and the cutoff 
date for NPC to send the forms to the RCCs was ultimately set at July 17, 2000. A full two 
months from the mail-out seemed like a reasonable amount of time to allow respondents to pick 
up their mail, complete the form, and return the form to NPC. The last forms recorded as 
received in NPC were in December 2000, seven months from the mailout. Table 9 and Figure 3 
show three, point-in-time accounts of the form receipt status. 
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Table 9. Tally of Returned Forms Over Time 

Category of Return July 2000 Tally October 2000 
Tally 

December 
2000 Tally 

Change between 
July and 
December 

Forms Mailed 58,151 58,151 58,151 0 

Useable Information* 11,683 11,683 11,683 0 

Received after Cutoff Date 
9 118 130 121 

Incomplete Data* 1,237 1,237 1,237 0 
Blank* 107 107 107 0 
Undeliverable 9,734 9,964 9,974 240 
Not Returned 35,381 35,042 35,011 -361 

* All Forms received after July 13, 2000 were checked in as “Received after Cutoff” and not evaluated by NPC for 
their applicability for useable information or incomplete data 

Letters Not Returned 

34800 
35000 
35200 
35400 
35600 

July , 2000 Tally October, 2000 Tally December, 2000 Tally 

Figure 3. Decrease in “Forms Not Returned” Category 

Of note is that of the 361 forms received after the cutoff date, 240 were returned as 
undeliverable. In a telephone interview with post office staff regarding the UAA rate (covered in 
more detail later in this report) Post Office personnel offered two probable reasons 

1. 	 Recipients who did not check their P.O. Box regularly and when they did, opted to 
not accept the form; and 

2. 	 Recipients who were delinquent in their post office box accounts and did not 
pick-up the contents of the box. Post Office staff noted that a mail container is 
kept near the Post Office Box where boxholders could deposit mail that they 
refused to accept and wanted returned to sender. 

Within the Post Office boxholder universe is a transient subpopulation that may not check their 
box regularly. If a person who only checked their mailbox once every few months chose not to 
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accept the RFPA form, this will cause the form to be returned to the sender several months after 
the mailing. 

Another situation that will cause a form to be returned undeliverable several months after 
mailing is one in which the post office boxholder is delinquent paying box rental fees. 
According to Post Office staff, when a box rental fee is late, due process dictates that several 
notices are given and a specified period of time elapse before contents can be seized and the box 
closed. In the meantime, mail continues to be delivered to the box. Once the box is closed and 
the contents are seized, the mail is returned to sender. Thus, another scenario is created where 
mail could be returned to sender several months after the mailing. 

The reason for the forms returned late probably had little to do with the uniqueness of 
administrative records addresses or in how the RFPA was conducted. The primary cause of the 
late returns is likely the respondents themselves. Respondent comments on the forms suggest the 
form was “buried on my desk” or apologies were offered for returning the form late. 

4.2.3 Forms Returned with Incomplete Data 

Based on a review of forms returned with incomplete data, the primary reasons for forms 
returned incomplete appear to be: 

• shortcomings in the form design; 

• respondent misunderstanding the intent of the RFPA form; and 

• respondent unwillingness to participate in the operation. 

• Shortcomings in the form design: Of the 1,237 forms checked in as incomplete, almost half 
(596) were returned with a note stating the address was used for business only. Because of this 
comment, the forms were classified as incomplete. Future form design should include a check 
box for businesses. 

• Respondent misunderstanding of the intent of the RFPA form: If instructions on the form 
were not clear, a respondent might not complete enough information on the form to geocode 
their physical address. There are indications that the intent of the form was not understood by 
the respondents. Some Air Force Academy cadets filled out the name portion of the form and 
then checked the no home address box on the form. While technically the cadets may not have a 
home address at the time, this was not the intent of what the no home address box was trying to 
capture. 
Also suggesting respondent confusion on the intent of the mailing, 181 respondents commented 
that they had already responded to the census and vented frustration with having to complete yet 
another form. This effect can partially be attributed to the timing of the mailing. Many 
respondents appeared frustrated that they had filled out a Census 2000 form, been visited by an 
enumerator and now received this form from the Census Bureau. A wider gap in time between 
Census 2000 and the mailing of the RFPA form might have eliminated some of this confusion 
and frustration experienced by the respondents and improved the response rate of the forms. 
Also indicating some confusion on the part of the respondents, regarding the intent of the RFPA 
form, is the tally of calls to the Tucson Telephone Support Center. During the RFPA operation, 
338 calls came into the RFPA toll free number listed in the RFPA mailing. Telephone support 
staff was provided a background paper addressing the category of questions. A tally 
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categorizing the 990 questions asked in those calls is shown in Table 10. The highest count to a 
specific question was the question of whether the survey was part of Census 2000. 

Table 10. Request for Physical Address Form Telephone Hotline Tally Sheet 

Number 
Category of Question Question of 

Questions 

Questions on How do I complete the address (including ZIP 
Code)? 100 

Completing the How do I complete the location description? 43 

RFPA Form How do I prepare the sketch map? 12 

What if this is my business address? 131 
Questions on the RFPA What is the purpose of this 151 

operation/experiment? 
Operation and AREX 2000 How will this information be used? 36 

Questions on Census 2000 Is this survey part of Census 2000? 160 

Is this part of the American Community Survey 13 

Other Questions/Comments General Questions regarding Census issues 224 

Employment/payroll questions 81 

Communicated refusal to complete forms 39 

Total Questions/Comments 990 

4.2.4 Forms Returned Blank 

As shown in Table 6, 107 forms were returned blank. Because the forms were returned blank, a 
conclusive assessment is difficult to make of the reasons they were returned blank. Speculation 
is that perhaps respondents either did not understand the instructions or chose this method to 
make a statement of their disinterest in participating in the operation. 

4.2.5 Forms Returned as Undeliverable As Addressed. 

As shown in Table 6, over 17 percent of the forms were returned undeliverable as addressed. As 
part of the analysis to determine why this number was so high, telephone interviews were 
conducted with the staff of several Post Offices within the AREX test sites. Post Office 
representatives from within two ZIP codes, from each of the five counties comprising the AREX 
test site were contacted. One of the selected ZIP Codes for the county had a high UAA rate for 
the RFPA forms; the other ZIP Code had a low UAA rate. The selected ZIP Codes and their 
UAA rates are shown in Table 11. 
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Table 11. UAA Profile of ZIP Codes Selected for Analysis 

County Zip # of Forms # of Forms 

Mailed Returned 
UAA 

% UAA 
Rate 

Baltimore City (Maryland) 21202 14 10 71% 
Baltimore City (Maryland) 21205 143 10 7% 
Baltimore County (Maryland) 21204 70 45 64% 
Baltimore County (Maryland 21023 126 2 2% 
Jefferson County (Colorado) 80439 20 16 80% 
Jefferson County (Colorado) 80001 994 144 14% 
Douglas County (Colorado) 80126 28 25 89% 
Douglas County (Colorado 80131 139 17 12% 
El Paso County (Colorado) 80913 1,455 996 68% 
El Paso County (Colorado) 80132 1,091 142 13% 

Staff was contacted from each of the Post Offices from the selected ZIP codes and asked a set of 
questions. The intent of the questions was to determine if there was significant Post Office 
procedural issues that might explain the deviation between high UAA rates and low UAA rates. 
The following questions were asked: 

1. Does a P.O. Box address need a name to make it deliverable? 

2. Under what situation is a form addressed to a resident at a P.O. Box returned as UAA? 

3. 	 Once a patron closes a P.O. Box, is there a standard period of time where mail is 
forwarded to a new address (if any) specified by the patron?  If so, for how long? 

4. 	 Once a patron closes a P.O. Box, is there a policy that specifies a period of time the Box 
remains vacant before it is rented to the next person? If the box is rented immediately, is 
there an explanation for why a form addressed to the “resident” of the P.O. Box is 
returned as undeliverable (as opposed to being delivered to the new boxholder)? 

• What Was Learned From the Telephone Interview? 
The significant results of each of the four questions follow. Detailed discussion of the findings 
follows the list. 

• 	 With the exception of one of the Post Offices contacted, all will deliver a first class 
form not having a name associated with the address. 

• 	 Post Offices make it convenient for boxholders to not accept mail and return it to 
sender. 

• Patrons can specify that mail be forwarded for up to one year after closing the box. 

• 	 There is no standard period among post offices for how long a box remains unrented 
after it is closed out. While most Post Offices said they like the box to remain empty 
for a period between renters, it is often based on customer demand for the boxes. 
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• Question 1 - Is mail delivered when there is no name? 

Staff from nine out of the ten Post Offices contacted said that mail would be delivered to a box 
addressed “To Resident at” (used in the name field of the RFPA mailing). One Baltimore Post 
Office staff person said a first class form without a name could not be guaranteed delivery. She 
said a third class form without a name would be more assured of delivery. Her logic was that 
Post Office staff is sensitive to the fact that commercial operations pay third class rates 
specifically to deliver flyers/advertisements where there is not a name on the item. As such, they 
will ensure this mail is delivered. She said that she could not guarantee box clerks had the same 
sensitivity while delivering first class mail. 

• Question 2 -What conditions would cause a form to be returned as undeliverable? 
All Post Office staff said that a closed box would be the primary cause of a form being returned 
as undeliverable. Of interest is that at least two of the Post Offices contacted said they have a 
mail bin convenient to the boxes so that boxholders can deposit mail they chose not to accept. 
This mail would be returned to sender as undeliverable. 

• Question 3 - Is there a standard period of time when mail is forwarded? 
All Post Office staff said that this decision is entirely up to the boxholder. After closing the box, 
a boxholder can specify that mail either not be forwarded or forwarded for any time up to one 
year. 

• Question 4 - Are boxes left vacant between renters? 
There is no standard policy about how long to leave a box vacant before renting it to a new client 
and it is often based on the customer demand for the boxes. Of interest is that the majority of 
Post Offices at ZIP Codes showing a high UAA rate, had policies whereby a box is left vacant 
for a period of time (range from 15 days to 3 months) between renters. This policy explains a 
high UAA rate in that the form would be addressed to a closed box and thus returned. If a box 
was rented immediately, the RFPA mailing (addressed “To Resident at”) was delivered to the 
new boxholder. 

• General Observation from Discussions with Post Office Staff. 
An observation based on discussions with Post Office staff is that if there are any inconsistencies 
with the address, the ultimate delivery of the form is left up to the judgment/discretion of the 
person delivering the mail. Supporting this observation is the fact that ZIP Codes 21202 and 
21204 have no Post Office Boxes assigned. As can be seen from Table 11, however, apparently 
29 percent of the forms addressed to 21202 and 36 percent of those addressed to 21204 were in 
fact delivered. Post Office staff explained that there is another ZIP Code processed by their post 
office that does have P.O. Boxes and the box clerk probably surmised that was the intended 
destination of the mail. 

4.2.6 Does Relative Geographic Location within the Test Site Have an Impact on the 
UAA Rate? 

Another tact to assess influential factors was whether ZIP Codes that bordered neighboring 
counties had any significant change in their UAA rates. The data in Figure 4 show a comparison 
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of the overall UAA rate of all both test sites and the UAA rates for ZIP Codes on the periphery 
of test site counties. As seen from the data, the periphery UAA rates were actually lower than 
the overall UAA rate. 
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Figure 4. UAA Rate for ZIP Codes on County Borders 

4.3 Did Respondents Provide Useful Information? 
Forms returned with useable information were forwarded to Regional Census Centers (RCC) for 
clerical geocoding. Maryland forms were forwarded to the Philadelphia RCC and Colorado 
forms to the Denver RCC. Using the information provided by respondents, the RCC staff 
attempted to clerically geocode the addresses to the State, County and Block level. Tables 12, 13 
and 14 show results of this geocoding operation. 

Table 12. Geocoding Rate of Returned Forms 

Forms Percentage of Percentage of 
P.O. Box Address Number of Forms Returned Geocoded Forms with Forms Mailed 
AREX Test Site Forms with Useable to a Useable to the Test Site 
State of: Mailed Information Physical Information State that 

Address that Geocoded Geocoded 
Maryland 18,694 3,538 2,377 67.2% 12.7% 
Colorado 39,457 8,145 7,047 86.6% 17.9% 
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Table 13. Analysis of Geocoded Addresses 

P.O. Box Forms Forms Percentage of Forms 
Address Forms Sent For Geocoded to Geocoded to Sent for GeocodingPhysicalAREX Test Site Geocoding Address in Test Address Not that Geocoded to Test 
State of: Site in Test Site Site 

Maryland 3,538 1,939 438 54.8% 
Colorado 8,145 6,168 879 75.8% 

Table 14. Geocoded Addresses and Forms Returned With Useable Information 

Number of Addresses Based on mailout ZIP Code, 
AREX Test Site Geocoded Number of Forms Returned 

With Useable Information 
Baltimore City Maryland 774 690 
Baltimore County Maryland 1,165 2,091 
Forms mailed to addresses that 

were either Baltimore County N/A 757 

or City based on ZIP Code 

Douglas County Colorado 685 757 
El Paso County Colorado 3,099 3,220 
Jefferson County Colorado 2,384 3,210 
Forms mailed to addresses that 

were more than one Colorado 

Test Site County Based on ZIP N/A 959 


Code 

Total 8,107 11,683 
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4.4 Who are the Post Office Box Holders? 

The 58,151 unduplicated physical addresses in the AREX test site that comprised the RFPA 
mailing, were associated with 138,653 different individuals in administrative record source files. 
Of those individuals, 110,915 had addresses other than a Post Office Box address shown in 
source files. Of those associated with the mailout, 27,738 individuals (20 percent of those with 
associated with the mailout) had only a Post Office Box address in the source files. 

Other characteristics from the returned forms are shown in Table 15. 

Table 15. Characteristics of P.O. Box Holders 

Number of Returned Number of Forms Number of Forms Returned 

Forms Evaluated* Returned with “No Home with Comments that the P.O 
Address” Box Checked Box was Used for a Business 

13,050 527 674 


*Forms evaluated include those in the return categories of useable information; received after the cutoff and 
incomplete data return categories. 

A review of the returned forms showed the “No Home Address” box was often checked for 
reasons other than what was intended. The intent of the box was to identify homeless 
individuals, or people who lived in other than a permanent place of residence (recreational 
vehicles, boats, etc). Many of the forms with this box checked were from people living on 
military installations or people who apparently just misunderstood the question. 
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5. RECOMMENDATIONS 
This section of the report will discuss lessons learned from the operation and provide 
recommendations regarding future initiatives to secure physical addresses for Post Office 
Boxholders. The discussion will include an opinion on whether the RFPA operation met the 
intended goal and what should change if we conducted this operation again. Also addressed will 
be suggestions for further analysis on the RFPA issue. 

5.1 Conclusions 

Listed below are conclusions from the analysis of the RFPA operation. Recommended solutions 
to problem areas are discussed later in this report. 

5.1.1 The Request for Physical Address Operation Achieved its Goal 

The goal of the RFPA operation was to obtain a physical address (potentially geocodable house 
number and street name) by mailing a form to holders of the P.O. Boxes and other noncity-style 
addresses and ask them to annotate their physical address on a form. Where respondents 
returned physical address information, an attempt was made to geocode them to the state; county 
and block level and determine if the addresses were within the test site. 

The assessment of program success is described below, formatted in the two basic components 
of the goal statement: 

1. Were we able to get a physical address from the respondents via the mailing? 
2. 	 When we got a physical address, were we able to determine if the address was in the test 

site and geocode it to the state, county and block? 

Getting a physical address.  The operation proved that we could get a physical address for a 
holder of a P.O. Box/non-city style address if the form was returned. Table 16 depicts the 
relative success in this area. 

Table 16. Rate of Forms Returned with Useable Information 

Percentage of Percentage of 
P.O. Box Number of Number of Forms forms mailed that Forms With 
Address State Forms Returned with were returned Useable 
of Origin Mailed Useable Information with useable Information that 

information Geocoded 

Maryland 18,694 3,538 18.9% 67.2% 

Colorado 39,457 8,145 21.7% 86.6% 

• Determining if addresses are within the test site.  This component of the operational goal 
was generally achieved. As shown in Tables 12 and 13, the forms returned with useable 
information, 81 percent were clerically geocoded by the RCC. Of those geocoded, the RCCs 
found 86 percent of those addresses to be within the AREX test sites. 
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5.1.2 The Timing of the Mailing Affected the Return Rate 

One of the more revealing aspects of this operation was the low return rate of forms. Over 60 
percent of the forms mailed were presumably delivered (not returned as undeliverable) and were 
not returned. Reasons for the low response rate could be many and the operation collected no 
hard data from which to accurately assess the reason. Analysis of returned forms, however, 
suggest there was some degree of confusion among recipients regarding the relationship between 
the RFPA operation and Census 2000. One could speculate that this confusion could have 
caused some respondents to not return their forms. 

In reviewing the returned forms, there were a number of comments from respondents who were 
concerned that they were required to submit this additional census form. In forms that actually 
geocoded to the test site counties there were at least 532 respondents who expressed, concern or 
frustration with having to fill out yet another census form. As pointed out in the earlier section 
for the forms returned incomplete, 181 respondents expressed the same sentiments regarding this 
form and its relationship to Census 2000 and 160 people called the TTC hotline questioning if 
the survey was part of Census 2000. Although these numbers are not large, they are significant 
enough to suggest that there was misunderstanding on the respondents’ part that whether they 
should reply to both the Census 2000 form and the RFPA request. If that is true, then it is 
reasonable to believe that many of the forms that were received but not returned by respondents 
were due to the respondents’ believe they had already provided the information or their 
frustration in responding to census form requests. 

If this factor did negatively affect the form return rate, in a full scale ARC, the impact will be 
mitigated. With fewer census forms in the mail, there might be a better chance that respondents 
would reply to forms they did receive. In a less than full scale ARC such as coverage 
improvement, there would be no mitigation of this effect. Forms would be mailed to respondents 
who might have opted not to reply to previous solicitations and therefore would not complete 
and return an RFPA form. 

5.13 Unintended Recipients Affected the Results 

An underlying phenomenon regarding the Post Office Boxes mailing and response is that we 
can’t be sure the person who received the mailing and responded is actually the person that was 
linked to that box in the administrative records source files. This can be attributed to: 

1. 	 The time elapsed between the date of the administrative record source file data and 
the mailing of the RFPA materials. 

2. The potential high turnover rental rate of Post Office Boxes. 

As stated in Section 4 of this evaluation the URF could have affected all categories of the return 
disposition of the form – forms returned and not returned. Because of this situation, any linkage 
between the person, the P.O. Box and the physical address might not be pure. 

5.1.4 The Design of the Form Impacted the Results 

Although the form generally suited the purpose of the RFPA, comments returned on the form 
suggest some areas of the form could have been expanded or revised to improve the quality of 
information that was returned. Suggested improvements are covered later in this paper. 
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5.2 What Can We Do Differently? 

As shown in Table 7, the respondent reaction to the RFPA operation is estimated to have had a 
major influence on the low return rate. Two primary adjustments to the operation might have 
reduced this influence and improved the response rate are a redesign of the form and an 
adjustment to the mailing date of the forms. 

5.2.1 Expand the Range of Questions 

A review of the returned forms suggests that a broader range of questions on the form would 
have improved the quality of the responses. The recommended improvements are listed below 

1. 	 A checkbox needs to be included to allow the respondent to indicate the P.O. Box 
was used for a business only. Although some respondents chose to provide this 
information in the comment section, we cannot be certain that physical addresses 
provided by respondents with no comment that it was for a business were actually not 
for a business. 

2. 	 Information on the form needed to be more specific about separating the RFPA from 
Census 2000. As noted in Section 4, there was confusion among respondents 
regarding the RFPA relationship to Census 2000. 

3. 	 Add a question to allow the respondent to show how long they have had the P.O. 
Box. This will address the unintended recipient factor discussed in Section 5. 

4. 	 The “How would you describe the location where you live” was sometimes 
misinterpreted so that respondents provided information such as drug-infested, rural, 
etc. Perhaps something like “How would you give someone directions to your 
address” might work better. 

5.2.2 Consider the Timing of the Mailing 

The timing of the mailing at the same time mailings were being made for Census 2000, confused 
respondents.  One alternative might have been to do the RFPA mailing a month before the 
Census 2000 mailings. Another alternative would have been to keep the mailing on the same 
schedule but provide more detailed instructions separating the RFPA from Census 2000 as noted 
in Section 5. 

5.3 Areas for Further Study 

5.3.1 Assess the impact of the Form Design and Timing of the Mailing on the Response 
Rate in a Re-mailing to the Original Addresses 

After incorporating the recommended improvements noted above to the form, pretest the revised 
form and then mail it to the same addresses and conduct an operation to clerically geocoded the 
addresses. This will assist to determine the impact of the form design and timing of the mailing 
on the response rate while also providing more information from which to define the profile of 
holders of these types of addresses. 
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With the additional information gathered by the revised form, a comparison can be made of 
information returned by the respondents to information already contained on AREX files to 
assess further the impact of not conducting an RFPA operation. 

5.3.2 Assess the Impact of the Form Design and Timing of the Mailing on the Response 
Rate by using another Universe of Administrative Record Addresses 

To test the effect of the timing of the mail out and the impact of the age of the administrative 
record addresses used for the RFPA operation, one method is to identify a more timely set of 
P.O. Boxes and other types of non-city style addresses as the basis for another RFPA operation. 
A potential source of current administrative record addresses for this project is the Social 
Security Administrations Master Beneficiary File. One reason for focusing on these files is that 
once the extract specifications are written and tested, current extracts could be requested on a 
monthly basis. 

5.3.3 Assess the Need for this Type of Operation 

In administrative record source files, 27,738 people had no other type of address listed than the 
P.O. Box or other noncity style address. AREX 2000 showed the population geocoded to the 
block level was 2,345,487. Getting a geocodable address for the 27,738 people potentially will 
increase the test site population tally by one percent. Future experiments of this type should 
include consideration of whether the cost of resources to conduct the operation merit the value of 
a potential one percent increase in accuracy. Another option might be to evaluate if there are 
other ongoing census operations regarding these types of addresses where this function could be 
added. 
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Attachment 1. Reprint of “DocuPrint Delivers” 

DocuPrint Delivers 
(Reprinted from the July 2, 1998, Census CounterParts) 
In 1992, the printing costs for the economic 
census were nearly $400,000. In 1997, this cost 
dropped to $100.000 and, for the first time all 
respondent packages were mailed out on time. 
The reason: a high-speed color printer called 
DocuPrint. 

“DocuPrint offers real advantages for 
applications with multiple-form types or many 
small mailings, complicated assembly or 
variable data imprinting” said B.J.Fitzpatrick 
(EPCD), instrumental in coordinating the 
printing and forms mailout for the economic 
census. “If such applications are designed to 
use the features of DocuPrint, tailored packages 
(except for envelopes) can be entirely printed 
for each recipient in a single operation.” 

DocuPrint was brought to the Census Bureau as 
part of the Computer Assisted Survey Research 
Office pilot project called Standardized 
Technology Assisted Mail Processing and is 
now being used by a number of divisions around 
the Census Bureau. Questionnaires, forms, 
letters and address books are just a few of the 
jobs performed by DocuPrint. 

Print on demand lowers survey costs because 
there is not guessing as to the number of 
individual forms needed, no waste due to 
overprinting, no emergency reprinting costs if 
more forms are needed and no warehouse 
storage costs. If additional forms are needed, 
they can be printed in days, rather than weeks. 

Another advantage to this new technology is 
that corrections to forms or documents (e.g., 
changes in NAICS codes on economic forms or 
new signatures due to staff changes) can be 
made immediately and stored on printer, 
eliminating the need to wait for new forms to 
arrive before printing can be resumed. 

While the greatest savings in time and 
money are most evident with surveys, 
the benefits are not limited to large jobs. 
Divisions have used the printer for 
brochures, internal-use manuals, 
serialized official parking hang-tags, 
conference materials, reprints of forms 
and information cards placed on the 
tables in the cafeteria. 

Files are submitted in Postscript or 
ASCII depending on the complexity of 
the job. Don’t be put off by Postscript 
programming. DPD offers programming 
services for those divisions who prefer 
not to prepare their own print files, and 
for the smaller jobs printed in Suitland, 
the DocuPrint staff can assist you in 
setting up and appropriate data file 
format. About 40 programmers have 
attended the free 10- hour class on 
DocuPrint programming offered by the 
Census Bureau by Elisabeth Busse, the 
Xerox consultant. 

There is one printer at the Census 
Bureau and three in Jeffersonville. The 
size and complexity of the job 
determines where the printing is done, 
but most jobs are printed in DPD to take 
advantage of the automated folding and 
finishing equipment there, as well as 
DPD’s capability of processing and 
shipping large quantities of materials 
and maximizing postal savings. 
The printers are linked so a job being run 
in Jeffersonville may be reviewed in 
Suitland before the production run starts. 
Documents are stored in the printer and 
changes are easily made and viewed 
regardless of where they are being 
printed. More than 5000 forms are 
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currently stored on these printers, with plenty of 
room for new ones. 

For application planning or to discuss the many 
printing capabilities and services available in 
DPD, call Don Overton (812-028-2080). For 
more information about DocuPrint, a 
demonstration or for on-site consulting, call 
Pam Lovell (301-457-3165) or Tracy Leonardis 
(301-457-3164) of the TMO staff., Elisabeth 
Busse(301-457-4783), Xerox consultant, or stop 
by room 2166-4. 

DocuPrint’s vital statistics: 

• 	 Completed packages (letters, forms, 
instructions, brochures) may be printed 

eliminating the need for manual 
assemble. r-and legal-size can 
be mixed in one job. 

• Cost to print is 3 ½ cents per page. 
• Images both black and a highlight 

color in one pass (up to 92 pages per 
minute). 

• Prints in 10 highlight colors in 
addition to printing on colored paper. 
A variety of paper stock is also 
available. 

• Staples up to 50 sheets per 
document. 

Lette
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Attachment 2. Request for Physical Address Letter (Form S-950 (L)) 

) 
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Attachment 3. Telephone Insert Card (Form S-949) 
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The Census 2000
Testing, Experimentation, and Evaluation Program

Introduction

In their final report on the design of Census 2000, the Commerce Secretary’s 2000 Census
Advisory Committee concluded: “What everyone wants is as simple as A-B-C... A Better
Census.”  

But how will we know if we achieve a better census in 2000, and how will we build a better one
for 2010?  An important source for answering these questions will be the Census 2000 Testing,
Experimentation, and Evaluation Program.  Besides being used to assess Census 2000, this
program will help design testing for early 2010 Census planning and provide information for the
American Community Survey, Master Address File Updating System, and other Census Bureau
censuses and surveys.  As other countries look to the U.S. Census Bureau as a leader in
techniques and methodologies, the results of the Census 2000 Testing, Experimentation, and
Evaluation Program may also help them in making more informed decisions in designing their
censuses.

Important factors affecting the next decade include:

C The implementation of the American Community Survey in lieu of a long form census data
collection;

C The ability to dramatically change the 2010 Census when collecting only short form census
data;

C A continually maintained housing unit address frame;

C The modernization of the Master Address File Updating System;

C The role of administrative records in the 2010 Census, the American Community Survey, and
address list development;

C The changing community role in the census as manifested through partnerships,
governmental activities, and constituent groups;

C The impact of a rapidly changing technological environment on census data collection,
capture, processing, and dissemination;

C Difficulty in eliciting public response to censuses and surveys; and
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C The ability to limit the potential for duplicate responses when alternative ways of responding
to the census are offered.

What We Will Learn from the Evaluation Program

The Census 2000 Evaluation Program will measure the effectiveness and impact on data quality
of the Census 2000 design, operations, systems, and processes.  It will provide measures of the
success of Census 2000 and its operations which are of interest to internal and external
stakeholders.  For example, it will inform data users and stakeholders about data quality and
limitations of the data,  help explain the quality of census data, and provide information needed
for historical comparability of census methods and procedures. This also will inform planning
and development of the 2010 Census, the American Community Survey, and the Master Address
File Updating System.  It will help determine what simplifications can be made to the overall
2010 Census design, assist in operational planning, and inform questionnaire development and
alternative data collection methodologies.  Over  1001 studies are planned in the following areas:

Response Rates & Behavior Analysis
Content & Data Quality
Data Products
Partnership and Marketing
Special Places and Group Quarters
Address List Development
Field Recruiting & Management
Field Operations
Coverage Improvement
Ethnographic Studies
Data Capture 
Processing Systems

Quality Assurance Evaluations
Accuracy & Coverage Evaluation Survey

Operations
Coverage Evaluations of the Census and

of the Accuracy and Coverage
Evaluation Survey

Accuracy & Coverage Evaluation Survey
Statistical Design & Estimation

Organization, Budget, and Management
Information System

Automation of Census Processes

Many of the issues we are trying to understand with these evaluation studies are described
below.  In some cases, we will be able to reach firm conclusions, while in others it will be more
difficult to disentangle effects of the census procedures from the external environment.

C The effectiveness of the Partnership and Marketing Program’s paid advertising in changing
awareness and mail response behavior of various groups and hard-to-count populations;

C Whether national and regional objectives of the expanded Partnership Program were
accomplished;
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C The effectiveness of operations used to build, update, and assign geographic codes to the
Census 2000 address list.  This will involve studies of the Master Address File, the Census
Bureau’s geographic database, the Postal Service’s Delivery Sequence File, field operations,
and partnership operations such as the Local Update of Census Addresses;

C Coverage rates for various demographic groups and areas, as measured by the Accuracy and
Coverage Evaluation Survey and by demographic analysis;

C The effectiveness of the various Accuracy and Coverage Evaluation Survey operations in
measuring errors in the census;

C The relative effectiveness of various operations designed to improve overall coverage or
reduce differential coverage errors for hard-to-enumerate groups and areas;

C The use, effectiveness, and data quality of various modes available for responding to the
census (Mail, Nonresponse Followup, Internet, Telephone Questionnaire Assistance, Be
Counted forms);

C The coverage, content, comparability, and sources of information used to construct the group
quarters frame for the decennial census (and American Community Survey);

C The use and effectiveness of language assistance guides and non-English language
questionnaires;

C The success of the Data Capture System, including the Optical Mark Recognition, Optical
Character Recognition, and operational problems;

C The ability of various field and processing operations to identify and unduplicate multiple
responses for the same household or individual;

C The effectiveness of recruiting, training, and pay strategies in obtaining the workforce
needed to conduct field operations;

C The completeness and accuracy of data, as measured by item imputation rates, proxy rates,
and comparisons to external benchmarks, for both mail returns and enumerator completed
questionnaires;

C The effects of the new race and Hispanic origin questions on the content and quality of data,
particularly in comparison to data based on different questions in previous censuses;

C The reliability, functionality, maintenance, and security needs of many of the major
automated systems designed to support Census 2000; and

C The effectiveness of the quality assurance strategy used for Census 2000.
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What We Will Learn from the Census 2000 Testing and Experimentation
Program

The primary role of the Census 2000 Testing and Experimentation Program is to help guide
planning for the 2010 Census and the American Community Survey.  The American Community
Survey began in 1996 and planning for the 2010 Census began in 1997.  These early efforts
identified testing and experimentation that needed to occur during Census 2000 - that is, under
real decennial census conditions of paid advertising and national attention, partnerships, and the
sheer magnitude of efforts such as hiring over 500,000 temporary employees.  The seven studies
are:

Census 2000 Alternative Questionnaire Experiment
Administrative Records Census Experiment
Social Security Number, Privacy Attitudes, and Notification Experiment
Response Mode and Incentive Experiment
Census 2000 Supplementary Survey
Use of Employee Reliability Inventory File for Nonresponse Followup Enumerators 
Ethnographic Studies

Key things we will learn from these studies include:

C An assessment of different questionnaire design and content on coverage and data quality,
including the effects of the amount and presentation of residence rules, instrument design,
and a comparison of the 1990 race question with that used in 2000;

C An assessment, under decennial conditions, of the use of various types of administrative
records as a primary data collection tool - two major approaches will be studied;

C Public response and the effects on mail and item response to a request for Social Security
Numbers on the census short form, and to two variations of a notification about the Census
Bureau’s proposed use of administrative records obtained from other government agencies;

C Public response to alternative modes of response such as Computer-Assisted Telephone
Interviews, interactive voice response, and the Internet;

C The effects of offering alternative self-administered data collection modes, as well as
offering an incentive to respondents who use these modes;

C The operational and technical feasibility of collecting long form data using the methods of
the American Community Survey, a key element in validating the plan to eliminate the long
form from the 2010 Census;
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C The validity and feasibility of using a noncognitive test of personality based competencies to
select interviewers with better interpersonal skills, thereby reducing turnover and improving
work performance; and

C Qualitative data about response behavior for hard-to-enumerate subgroups of the population. 

Planning for the Next Decade

Results from the Census 2000 Testing, Experimentation, and Evaluation Program will help
inform the Census Bureau’s efforts to achieve the following objectives for the 2010 Census and
other programs:

C Improve coverage of the population and reduce the differential undercount;

C Improve the accuracy of responses and locating people geographically;

C Increase mail response rates and reduce field activities;

C Maintain and refine an open process with all stakeholders throughout the decade while
increasing the confidence of our customers; and

C Spread the cost of data collection and updating the address list more evenly throughout the
decade to reduce risk, simplify logistics, and improve manageability.

We will use a three pronged strategy to achieve these goals:

C Enhance the Master Address File and geographic database through modernization initiatives
such as a web-based system, global positioning system, and an on-going Local Update of
Census Address (LUCA) program.  This will:

– enhance LUCA; 
– directly attack the issues of a complete and unduplicated address list; and
– facilitate automation and electronic collection.

C Through the American Community Survey, collect and tabulate long form data every year. 
This will: 

– expand our ability to target;
– simplify the 2010 process allowing us to focus on coverage; and 
– provide long form data on a flow basis.
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C Reengineer the 2010 Census process through early planning, taking into account
opportunities afforded by no long form and an enhanced Master Address File.  Using
technology and a short-form only census will:

– establish a flexible cost effective infrastructure that will facilitate coverage improvement;
– set up a data flow design to allow for efficiencies to the process; and
– establish a foundation upon which the “perfect census” can be built.

The Census 2000 Testing, Experimentation, and Evaluation Program will help us to address key
planning questions for this decade:

C Do we need to lengthen or shorten time periods for census operations for quality or
operational reasons?

C Are there any unforeseen operational difficulties when collecting long form data using the
methods of the American Community Survey?

C What is the overall effect of a continuously maintained address file?

C How can we be most effective with partnerships, promotion, and advertising?

C What is the potential impact of using administrative records?

C How accurate are our sample design and procedures for estimating total and differential
undercount?

C What is the impact on field activities and infrastructure of hiring and training many more
enumerators than are needed for decennial operations in order to compensate for expected
turnover?

C Which response options are most effective?

Conclusion

The design of Census 2000 is by far the most ambitious decennial census in history, particularly
in its use of an open planning process, promotion, partnerships, new technologies, statistical
methodology, and alternative methods for hard-to-count populations and areas.  Yet as our
nation continues to grow and the need for rapid and accurate data continues, all of these
approaches  need to be further refined and developed to meet the challenges of providing data in
the 21st Century - more data needs at lower levels of geography on a more timely basis.  
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The Census 2000 Testing, Experimentation, and Evaluation Program will assist the Census
Bureau in evaluating Census 2000 and in exploring new survey procedures in a census
environment.  It  builds the foundation for making early and informed decisions about 
the role and scope of the 2010 Census in the federal statistical system and its interaction with the
American Community Survey and the Master Address File Updating System.  This work
provides critical analysis and information for Census Bureau planning and implementation of
decisions for the 2010 Census and the American Community Survey.

Part B:
The 

Census 2000
Testing and Experimentation

Program
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The Census 2000 Testing and Experimentation Program

Introduction

A successful decennial census, one that is responsive to the nation’s changing needs, cannot be
achieved without early planning.  Many key issues for Census 2000, such as declining public
cooperation and tighter funding restrictions, were already being studied in the late 1980s. 
Fundamental operational changes, such as those designed to improve the process for capturing
information on the census questionnaires, came from this early research.  For a decennial census,
much lead time is needed to first identify and test promising new procedures, make adjustments,
and retest as needed.  Substantial lead time is particularly necessary for the procurement and
testing of many different types of equipment that must be in place to conduct the decennial
census.

Early in 1997, the Census Bureau formed a team to develop the Census 2000 program of  testing
and experimentation.  The tests and experiments were conducted concurrently with Census 2000
because the decennial census environment provided the best possible conditions to learn about
the value of new or different methodologies.  Research conducted during the decennial census is
expected to guide future decennial census designs, but also provide valuable information for use
by other areas of the Census Bureau. 

Planned Tests and Experiments

Summary descriptions of the tests and experiments conducted in Census 2000 are provided on
the following pages.
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Overview

This experiment was designed to manipulate three independent questionnaire design
components.  The first component evaluates the effects of the amount and presentation of the
residence rules on the short form; that is, in comparison to the current presentation would a
briefer and reformatted presentation of the rules improve data quality?  Since this is a coverage
issue, a reinterview was conducted.  The second component examined the presentation of the
race question to determine whether changes in the way the race questions were asked in the 1990
and 2000 censuses affect the quality and content of race data.  Specifically, it evaluated the
combined effects of variant question wording, format, content, and design on race data quality
and content.  The third component pertains to the long form, specifically in regard to the design
of the skip instructions to determine whether the current format facilitated respondent’s
navigation through the form correctly.  “Skip to” and “go to” instruction variations were
examined.  Information learned about the long form will advise implementation of the American
Community Survey. 

Objectives

The objectives of this experiment were to continue efforts to develop a user friendly mail-out
questionnaire that can be completed accurately by respondents and to evaluate the effects of
questionnaire changes on the data.  Corresponding to the variables described above, the specific
objectives were:  1) to compare the Census 2000 short form, defined as containing a full set of
residence rules, with a revised form that contains an alternate presentation of the rules, 2) to
compare the Census 2000 short form presentation and sequencing of the race question, including
its provision for marking multiple categories, to that of the 1990 presentation and instructions,
and 3) to compare the standard skip instruction on the Census 2000 long form with four revised
formats. 
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Administrative Records Census 2000 Experiment (AREX 2000)
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Overview

The Plan for Census 2000 explicitly called for experimentation with an administrative records
census for two reasons:  1) use of administrative records as the primary data collection method
has tremendous potential for cost savings, and 2) significant testing of administrative records
was not done as part of the 1990 Census testing and experimentation program and, as a result,
the Census Bureau was not sufficiently prepared to include administrative records in the Census
2000 design.  The potential benefit of an administrative records census is to reduce the cost and
response burden of direct data collection.

The AREX 2000 explored two methods for conducting an administrative records census.  In both
methods, national-level administrative records were assembled, unduplicated using Social
Security Numbers, and assigned block-level geographic codes.  Records for the selected test sites
(approximately one million housing units in five counties) were extracted and tallied at the
census block level.  The two methods differ in their use of the Master Address File to create a
universe (frame) of housing units.  The first method did not use the Master Address File but
provided only population counts at the block level.  The second method matched administrative
records to addresses on the Master Address File and reconciled differences through field
operations.  This method provided both population and housing unit counts at the block level.

The experiment included the following field/mailout operations:  1) a clerical geocoding
operation to be conducted at selected Regional Census Centers, 2) a field address verification
operation, and 3) a mailout to P.O. Box and rural-style addresses to obtain geocodable house
number/street name information.

Objectives

The AREX 2000 compared two methods for conducting an administrative records census to
Census 2000 and evaluated the results and costs.  The data analysis for the experiment included
comparisons of site, census tract and block level population and housing counts from AREX
2000 and Census 2000.  The analysis also examined the similarities and differences of
population characteristics (age, gender, race/ethnicity) and simulate the replacement of Census
2000 nonresponse household enumerations with administrative record information.  Secondary
objectives included collecting relevant information that was only available in 2000 to be used for
ongoing testing and planning for administrative records use in the 2010 Census and for
comparing an administrative records census to other potential 2010 methodologies.
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Social Security Number, Privacy Attitudes, and Notification Experiment (SPAN)

Overview

The purpose of the SPAN was to obtain behavioral and attitudinal data on several topics related
to the use of administrative records.  This included how the public responded to requests for
Social Security Numbers (SSNs) on decennial census questionnaires, how the public responds to
differently worded notifications about the Census Bureau’s use of administrative records, and on
what were the public’s attitudes on privacy and confidentiality pertaining to the notion of an
administrative records census.

The SPAN consisted of two components.  The first component collected data on requesting the
SSN and the use of differently worded notifications.  The second component involved a
telephone survey that measured the public’s attitudes on privacy and confidentiality issues.  

Objectives for Component 1:  Specific objectives were to determine:  1) what effect a request for
the SSN for every household member has on mail and item response, 2) what effect a request for
an SSN for only the person completing the questionnaire has on mail and item response, 3) the
accuracy of the respondent-provided SSNs, and 4) what effect different notifications on the
Census Bureau’s possible use of administrative records has on mail and item response rates. The
methodology for achieving these objectives involved the mailout of seven short form and three
long form panels -- each panel containing a 5,000 sample -- for a total of 50,000 forms during
Census 2000.  The long form panels included only the notification test with no requests for
SSNs.

There were two notifications -- referred to as “general” and “specific.”  Each notification was
included in the cover letter and described how or why the Census Bureau may use administrative
records data from other Federal agencies.  A “general” notification mentioned the Census
Bureau’s possible use of statistical data from other Federal agencies, while the “specific”
notification goes further to mention actual Federal agencies, such as the Internal Revenue
Service, Social Security Administration, and “agencies providing public housing assistance.”

Objectives for Component 2:  The second component of the SPAN was a telephone survey that
measured the public’s attitudes on privacy and confidentiality issues pertaining to an
administrative records census.  This survey included pre- and post-measurements to Census 2000 
to enable examination of the census environment’s effect on privacy attitudes.  The pre-
measurement took place before the national paid advertising and field recruiting campaigns.  The
post-measurement occurred shortly after Census Day, April 1, 2000.  Each measurement group
was a national sample of 2,000 households.  Specific objectives were to:  1) determine the 

public’s opinion of the Federal government and the Census Bureau in general, 2) assess change
in the public’s attitudes on privacy-related issues using results from studies conducted in 1995
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and 1996, and 3) determine the public’s opinion of the Census Bureau’s testing on expanding the
use of administrative records, possible interest in collecting SSNs in the future, and the notion of
an “administrative records census.”
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Response Mode and Incentive Experiment (RMIE) 

Overview

This experiment measured the effect of an incentive and/or option of alternative electronic
modes of collection on response to the census short form.  Since 1970, response to the mailed
form has declined and labor costs to visit nonresponding households have greatly increased.  To
address these problems, the Census Bureau explored other methods and technologies to count the
population, such as incentives, telephones, and the Internet.  This experiment determined what
effect an incentive has on getting respondents to answer the census using one of three electronic
modes of collection.  The effectiveness of the incentive also was measured on households not
responding to the mailout of the standard Census 2000 questionnaire. 

The alternative modes of collection were:
 
C Operator telephone interview.  This is referred to as reverse computer-assisted telephone

interview (Reverse CATI).  The cover letter accompanying the paper questionnaire 
encouraged response using a toll-free telephone number.  A telephone interviewer
administered the questionnaire over the phone.

C Computer telephone interview.  This is an interactive voice response system called the
Automated Spoken Questionnaire (ASQ).  The cover letter accompanying the paper
questionnaire encouraged response using a toll-free telephone number.  Instead of an
operator taking the interview, an interactive voice response (IVR) system prompted the
respondent through the short form instrument.

C Internet.  The cover letter accompanying the paper questionnaire encouraged response using
the Internet and included a dedicated uniform resource locator (URL) for the data collection.

Employing the collection modes listed above, this experiment incorporated two treatments:
response mode and incentive, each with three panels.  There also was a control group consisting
of three panels which served as the universe for the response phase of the experiment.  The total
mailout for all panels was 35,380 households.  The incentive was a telephone calling card worth
thirty minutes of free long distance service which was activated after response.  Data analysis
was conducted on seven experimental components that included:  1) initial mailout/operator
assistance, 2) nonresponse, 3) ASQ - name recognition, 4) ASQ - customer satisfaction, 5)
Internet Usage Survey (telephone followup), 6) Internet Customer Satisfaction Survey
(administered on the Internet), and 7) Internet administrative data.   

Objectives
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This experiment has the following key objectives:

C Determine the effect of incentives on cooperation rates, household cooperation, item
nonresponse, and on sufficient completeness.

C Determine effect of response mode on cooperation rates, household response, and item
nonresponse. 

C Determine the effect of incentives and response mode on the census nonresponding
households.

C Assess the operational benefits of offering electronic modes for response and data collection
and capture. 
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Census 2000 Supplementary Survey

Overview

Census 2000 included a long form for 1-in-6 households across the country.  Essentially the
same process has been used since 1940 to collect basic socioeconomic information (such as
educational, marital, and veterans’ status; housing characteristics; and commuting patterns) for
all geographic areas of the United States, ranging from the national down to the census tract
level.

In spite of the efficiencies of using the decennial census to collect this critical socioeconomic
data, there is strong interest in moving away from this approach -- both to simplify the census
process and to provide more current and more accurate data for federal, state and local users.  In
response to this interest, Census 2000 included, in addition to a traditional long form, a
supplementary survey designed as the operational feasibility test of collecting long form data
throughout the country during the same time frame but in a process separate from the census.

Objectives

The objective of the Census 2000 Supplementary Survey was to demonstrate the operational and
technical feasibility of collecting the full range of socioeconomic data gathered on the decennial
census long form using a different questionnaire and estimation methodology.  To accomplish
this objective, the Census 2000 Supplementary Survey was conducted during Census 2000 using
an existing questionnaire -- that of the American Community Survey.  Results will inform the
process of removing the long form from the census.
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Use of the Employee Reliability Inventory File for Nonresponse Followup Enumerators        

Overview
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The Office of Personnel Management (OPM) reported that the tests used to hire decennial staff,
while valid, do not assess an important aspect of the knowledge, skills, and abilities needed for
successful performance -- interpersonal skills.  This experiment will help determine if the
Employee Reliability Inventory (ERI) meets each of three criteria for a valid selection test and if
it is appropriate for use in selecting decennial census enumerators.  To be considered a valid
selection aid, the personality-based competencies measured by a noncognitive test should:  1) be
job-relevant, 2) have no between-group differences, and 3) be subject-related.  To measure the
noncognitive competencies of census new hires, an already existing noncognitive instrument
from the testing market (ERI) was administered to a sample of people hired to be nonresponse
followup enumerators.  The research will answer the following questions:

C Does the use of a noncognitive test significantly add to the overall predictability of job
performance and tenure?  

C Can we identify which traits actually distinguish those who stay from those who do not and
those who show the best performance from those who do not?  

C Can we document that decennial enumerators who left before the completion of an operation
performed differently on the ERI than those who stayed?  

C Can we use the ERI to reliably predict turnover or job success?

Objectives

The overall objective of this study was to determine if an existing noncognitive test provided a
reliable and valid measure of interpersonal skills that can be used by the census to make more
precise employee hiring decisions.  The goal was to determine if the Census Bureau could reduce
interviewer turnover and improve interviewer work performance by improving enumerator
selection tools through the use of a commercial noncognitive test -- the ERI.
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Ethnographic Studies

Overview
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The Census Bureau used ethnographic techniques to study survey coverage as early as 1971. 
The National Academy of Science’s Panel on Decennial Census Methodology, established by the
Census Bureau in 1984, recommended that the Census Bureau undertake a series of participant
observation coverage studies in selected areas.  Exploratory ethnographic research was initiated
in a number of communities to identify and explain the complex behavioral processes that lead to
underenumeration.  Based on the experience obtained in preliminary research, the Census
Bureau launched its most ambitious phase of ethnographic studies associated with the 1990
Census.  More than 40 additional exploratory and ethnographic studies and evaluations were
conducted on a wide range of populations–such as the homeless, migrant workers, African
Americans, Latinos, American Indians, and Asians–and issues such as respondents’
understanding of census language and concepts, and other types of communications.  

Objectives

Ethnographic studies conducted in association with Census 2000 provided new insights that can
be used to improve coverage of selected segments of this nation’s population.  The following
studies reflect selected social and demographic aspects in American society that are important to
explore from an ethnographic perspective.  This perspective, grounded in the actual behavior of
respondents, can offer insights which other methods may not capture.

Protecting Privacy:  Information, Trust and Technology in the Decennial Census and
Demographic Surveys:  The goal of this project was to conduct a qualitative study of belief
structures that influence survey respondents' perceptions of, and reactions to, survey information
requests, focusing on privacy concerns.  This study explored how respondents assess the
consequences of survey participation and survey response, their sense of information ownership, 
their reactions to confidentiality statements, and their reasons for choosing to participate in
survey data collections.

Complex Households and Relationships in the Decennial Census and Demographic
Surveys:  This ethnographic research project had three objectives:  1) to explore the range and
functioning of complex households within different ethnic groups in the United States, 2) to
examine how the response categories of the decennial relationship question capture the emerging
diversity of household types, and 3) to compare the household composition and relationship
information collected by the ethnographic interviews to those in Census 2000.  This study was
designed to assess how well census methods, questions, relationship categories, and household
composition typologies describe the emerging diversity of household types in this country.  Six
ethnographers or teams each conducted 25 ethnographic interviews with a selected ethnic/race
group:  African Americans, Hispanics, Inupiaq Eskimos, Koreans, Navajos, or Whites. 

Generation X Speaks Out on Censuses, Surveys, and Civic Engagement:  An Ethnographic
Approach:  The purpose of this nationwide ethnographic research was to examine civic
engagement, behaviors, and attitudes towards censuses and surveys among Gen-Xers
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(individuals born during the years 1968-1979) from varied socioeconomic backgrounds and
ethnicities, including individuals from hard-to-enumerate categories, such as young minority
males and immigrants.

Patterns of civic engagement have consequences for government data collection efforts in terms
of survey nonresponse, trust and privacy concerns, policy-oriented issues and effective
educational outreach campaigns.  Millennial Generation individuals (14-18 years of age) were
also interviewed in order that comparative life-cycle experiences and cultural explanations
emerge with regard to census and survey nonresponse, government engagement, and civic
responsibility and obligation.

Part C:
The 
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Introduction 2

For over half a century, the Census Bureau has conducted a formal evaluation program in
conjunction with each decennial census.  For Census 2000, the Evaluation Program will assess
the effectiveness of key operations, systems, and activities in order to evaluate the current
census and to facilitate planning for the 2010 Census, the American Community Survey, and the
Master Address File Updating System modernization.

The Census 2000 Dress Rehearsal in 1998 included evaluations of questionnaire design, field
operations, data processing, and estimation.  Over 40 evaluation studies were used to inform the
final Census 2000 design.  As originally planned, the Census 2000 Evaluation Program more
than tripled this effort with nearly 150 evaluations.  In early 2002, the Census 2000 Evaluation
Program was refined and priorities reassessed due to resource constraints at the Census Bureau. 
We attempted to obtain the best balance of resources needed for:

•
completing and releasing Census 2000 data products, and

•
conducting key Census 2000 evaluations.

To accomplish this, we combined important aspects of similar evaluations and dropped those
that were less critical for 2010 Census planning.  We dropped components of evaluations for
which analytical data were not available.  Additionally, some evaluations planned for the
Accuracy and Coverage Evaluation were no longer needed when the decision was made not to
adjust the Census 2000 population counts.  It was determined that some of the reports that were
developed in an expedited manner to inform the Executive Steering Committee for Accuracy and
Coverage Evaluation Policy (ESCAP) decisions were sufficiently complete and informative to
answer the research questions from the earlier-planned evaluation reports.  As a result, the
Census 2000 Evaluation Program, which previously included 149 evaluation reports, will now
include 115, of which 18 are ESCAP reports.  These reports and their corresponding ESCAP
reports are noted in the following section for evaluation report descriptions.  To review the
ESCAP reports on the Internet, go to http://www.census.gov/ and search on “ESCAP.”

The evaluations fall into 18 broad categories covering response rates, data quality, partnership
and marketing, address list development, field operations, coverage improvement, data capture
and processing systems, the Accuracy and Coverage Evaluation Survey, and others.  The
evaluations speak to issues of quality, plausibility, feasibility, accuracy, effectiveness, and value,
and will provide a comprehensive assessment of the operations and outcomes of the census.
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Every evaluation in the program was approved by the Census 2000 Evaluations Executive
Steering Committee.  The steering committee includes the Associate Director for Decennial
Census, the Associate Director for Methodology and Standards, division chiefs, and other census
experts. All evaluations undergo an extensive Quality Assurance process.  Evaluation
methodologies and study plans are critiqued by a wide audience of census experts.
Specifications, field procedures, and computer programs are documented, reviewed, and
approved by appropriate census staff.  Finally, each evaluation report is reviewed for factual
accuracy and then sent to the Census 2000 Evaluations Executive Steering Committee and
Census Bureau Executive Staff for their approval. 

Results from the evaluations, as well as relevant results from tests and experiments, will be
synthesized into topic reports that address broad census subjects that cross categories. Current
plans are to prepare reports for the following topics: address list development, partnership and
marketing, coverage improvement, data collection, data processing, data capture, automation of
census processes, coverage measurement (Accuracy and Coverage Evaluation Program), content
and data quality, response rates and behavioral analysis, race and ethnicity, ethnographic studies,
Puerto Rico, special places and group quarters, and privacy.

For each of the 18 categories, this section provides an “Overview” and a “What Will We Learn?”
section, followed by a brief description of each planned evaluation.
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A:  Response Rates and Behavior Analysis

Overview

These evaluations examine various modes for providing responses to the census.  We will study
the use of the telephone and Internet as response options. The effectiveness of mailing practices
and the targeted dissemination of forms will also be assessed.  These evaluations focus on
respondent behavior and how that behavior impacts response rates (i.e., mailback, telephone, and
Internet).  Findings from these evaluations will identify methods that can be used in future
censuses to improve the overall response rates. 

What Will We Learn?

The findings from these evaluations will answer a number of critical questions about how
quickly the U.S. population responded to Census 2000.  From a technical standpoint, the use of
an Internet Questionnaire Assistance module will demonstrate the utility of employing the “most
current” technologies and provide insight into respondent perception of using this mode for
requesting information or completing a questionnaire.  Likewise, an enhanced telephone
questionnaire assistance program that is user-friendly and comprehensive will provide further
insight into respondent needs and preferences.   

Analyzing mail response/return rates (by form type, demographics, and geography) and mailing
practices, such as tracking undeliverable questionnaires, will provide insight into improving
overall response rates.  Assessment of the Be Counted Campaign will help determine
demographic groups that responded via the Be Counted Campaign.  We also will examine the
frequency of using language assistance guides and questionnaires in languages other than
English, along with the number of returned non-English questionnaires. 
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Response Rates and Behavior Analysis Evaluations

 (A.1.a) Telephone Questionnaire Assistance Operational Analysis
The Census 2000 Telephone Questionnaire Assistance system was developed with contractor
support to provide the following services to  respondents: 1) helping them complete
questionnaires, 2) providing questionnaires (English forms only) and foreign language guides
upon request, and 3) conducting short form questionnaire telephone interviews when necessary. 
This operational evaluation assesses calling patterns, caller behavior, and system performance. 

(A.1.b) Telephone Questionnaire Assistance Customer Satisfaction Survey 
This evaluation focuses on customer reaction to the Census 2000 Telephone Questionnaire
Assistance program.  It includes analyses in the following areas:  accessibility, ease of use,
overall satisfaction with the assistance and appropriateness of the information provided.  

(A.2.a) Internet Questionnaire Assistance Operational Analysis (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(A.2.b) Internet Data Collection Operational Analysis
For Census 2000, respondents had the opportunity to complete the short form questionnaire on
the Internet.  This was the first time a decennial census had used this data collection mode. 
Since there is no background data, a general evaluation of the Internet data collection mode is
planned on what might be expected in terms of frequency of use. 

(A.2.c) Census 2000 Internet Web Site and Questionnaire Customer Satisfaction Survey 
Customer satisfaction surveys are used to measure respondent satisfaction with both the Internet
Questionnaire Assistance and the Internet Data Collection programs.

(A.3) Be Counted Campaign for Census 2000
The Be Counted Campaign made blank questionnaires available at convenient locations for
people who believed they were left out of Census 2000.  This evaluation will examine person
and housing unit coverage gains from the campaign along with the characteristics of those
enumerated on Be Counted forms.  This evaluation also will assess the  impact on the Master
Address File through documentation of housing unit adds resulting from this program, and it will
evaluate our ability to geocode and process Be Counted forms.

(A.4) Language Program - Use of Non-English Questionnaires and Guides 
This study will document how many housing units were mailed the advance letter about
requesting a non-English questionnaire, by state and type of enumeration area  (e.g.,
mailout/mailback, update/leave, etc.); how many non-English forms were requested, completed,
and checked in; and the frequency of requests for non-English short and long forms.  This study
also will document the number of language assistance guides requested through Telephone
Questionnaire Assistance, Questionnaire Assistance Centers, and the Internet, along with an



C-40

May 2002

analysis of which languages were most often requested, whether the requests were clustered
geographically, and how many requests for a language assistance guide resulted in a mail
returned form. 

(A.5) Response Process for Selected Language Groups
This evaluation will provide insight into how Spanish, Vietnamese, and Russian speaking
households coped with the census questionnaire in Census 2000.  Specifically, we will look at
how these non-English speaking long form households were enumerated.  We will assess their
use of language guides, Questionnaire Assistance Centers, Telephone Questionnaire Assistance,
and their experience with the English form.

(A.6.a) U.S. Postal Service Undeliverable Rates for Census 2000 Mailout Questionnaires
For Census 2000, the questionnaire mailout/mailback system provided the primary means of
enumeration.  This type of enumeration was conducted mainly in urban and suburban areas, but
also in some rural areas that contained city-style address (house number/street name) systems.  
This evaluation examines the rates at which housing units were classified by the U.S. Postal
Service as “undeliverable as addressed” (UAA) for varying levels of geography; the occupancy
status of those housing units; demographic characteristics for housing units that were deemed
undeliverable but had a final status of occupied; the effect that undeliverable questionnaires had
on nonresponse rates; and the check-in pattern of UAA questionnaires according to date of
receipt.

(A.6.b) Detailed Reasons for Undeliverability of Census 2000 Mailout Questionnaires by
the USPS  
This evaluation further examines the issue of the undeliverability of census mailout 
questionnaires.  After the U.S. Postal Service determined that mail pieces were “undeliverable as
addressed” (UAA), the Census Bureau attempted to deliver these cases at the Local Census
Office level.  This evaluation assesses the quantity of questionnaires designated as UAA and the
distribution of the UAA questionnaires according to reason for undeliverability.   

(A.7.a) Census 2000 Mailback Response Rates
Housing units in mailout/mailback and update/leave enumeration areas were asked to return
questionnaires in postage paid envelopes.  Those questionnaires were received and checked in at
Data Capture Centers.  This evaluation examines mail response rates at varying levels of
geography and quantifies information about incoming questionnaires according to form type and
timing with respect to critical operational dates.

(A.7.b) Census 2000 Mail Return Rates
Housing units in mailout/mailback and update/leave enumeration areas were asked to return
questionnaires in postage paid envelopes, and once all followup operations were complete, those
housing units were assigned a final status.  Only the housing units assigned to receive an
update/leave or mailout/mailback questionnaire with a final status of occupied on Census Day
(April 1, 2000) are factored into the mail return rates.  Data on mail return rates provide more



C-41

May 2002

accurate measures of cooperation than mail response rates, for which the denominator also
includes units that turned out to be vacant or non-existent on Census Day (April 1, 2000).  This
evaluation examines mail return rates at varying levels of geography, quantifies information
about incoming questionnaires from occupied housing units according to form type and timing
with respect to critical operational dates, and provides return rate data according to certain
housing unit demographic characteristics.

(A.8) Puerto Rico Focus Groups on Why Households Did Not Mail Back the Census 2000
Questionnaire
For Census 2000, the Census Bureau conducted an update/leave enumeration for the first time in
Puerto Rico.  That is, census enumerators left a questionnaire at each housing unit with a mailing
address, and residents were asked to complete the questionnaire and return it to the Census
Bureau in a postage-paid envelope.  The response rate was close to 50 percent.  The purpose of
this research is to obtain information on why nonrespondents did not return the questionnaire by
mail for Census 2000 in Puerto Rico.  This information will help develop strategies for
improving the response rate for the 2010 Census.
. 

  

 B:  Content and Data Quality

Overview
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For Census 2000, the public had five ways of providing census data.  These modes included
mailing back a questionnaire, filling out a census short form on the Internet, picking up and
returning a Be Counted form, completing a short form census interview via telephone
questionnaire assistance, or completing a personal visit interview with an enumerator.  With this
in mind, and the likelihood that the 2010 Census may offer additional options for response,
studies in this category will document the hundred percent data item nonresponse by response
mode.  Additionally, the data quality of each mode will be assessed.  This category includes a
Content Reinterview Survey study that will measure response variance, and a Master Trace
Sample study.  The latter will create a database containing a sample of census records with
information pertaining to them from the entire census process.  Other research will evaluate
multiple responses to the new race question. 

What Will We Learn?

The findings from these evaluations will answer a number of critical questions on our process to
define content (i.e., what questions to ask) and the resulting quality of data for Census 2000. 
These findings, in turn, can help us do a better job for the 2010 Census and the American
Community Survey. 

We will learn about the completeness of the data by calculating item imputation rates for several
data items.  We also will look at hundred percent data item nonresponse by data collection mode.
We will assess responses to the new race question. In particular, we will recontact a sample of
households with responses of two or more races, and collect additional information, including an
instruction to choose a single race category.  This study is needed to meet the data requirements
of other agencies that use only single race categories, and for comparison to 1990 Census race
data. 

We also will gain knowledge about data quality in comparison to external benchmarks by
matching and/or comparing census data to data collected by Census Bureau demographic
surveys including the Current Population Survey, American Community Survey, and the Survey
of Income and Program Participation.  The results of these matching and comparison studies will
also help us to improve the design of future surveys and censuses.    

Some of the reports that were developed in an expedited manner to inform the Executive
Steering Committee for the Accuracy and Coverage Evaluation (ESCAP) decisions were
sufficiently complete and informative to answer research questions from the planned evaluation
reports.  

One of these reports and its corresponding ESCAP report is noted in the following section of
evaluation report descriptions.  To review the ESCAP report on the Internet, go to 
 http://www.census.gov/  and search on “ESCAP.”
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Content and Data Quality Evaluations

(B.1) Analysis of the Imputation Process for 100 Percent Household Population Items
To deal with missing and inconsistent data, three components will comprise the imputation
process for Census 2000: assignment, allocation, and substitutions.  Rates for each of these
components will be produced for the 100 percent characteristics and for the tenure item.   This
analysis will document imputation rates and will serve as a supplement to other evaluations. 

(B.2) Documentation of Characteristics and Data Quality by Response Type (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.  Some of the
hundred percent data item nonresponse aspects have been incorporated into the B.1 evaluation. 

(B.3) Census Quality Survey to Evaluate Responses to the Census 2000 Question on Race
Data by race from most federal surveys currently reflect a collection methodology of asking
respondents to mark only one race category.  Users of the Census 2000 data on race will need to
compare the race distribution from Census 2000 to these other sources.  The objective of the
study is to produce a data file that will improve users’ ability to make comparison between
Census 2000 data on race, that allowed the reporting of one or more races, and data on race from
other sources that allow single race reporting.  The primary goal is to improve comparisons of
1990 and Census 2000 race distributions at national and lower geographic levels.  Other goals
are to facilitate comparisons between Census 2000 and Census Bureau surveys which instruct
respondents to mark one race, and comparisons with data from the vital records system, which
uses census data, to calculate such indicators as birth and death rates.

(B.4) Match Study of Accuracy and Coverage Evaluation to Census to Compare
Consistency of Race and Hispanic Origin Responses (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation I (ESCAP I) analysis and documentation is relevant to this
evaluation.  Refer to ESCAP I report, “A.C.E. Consistency of Post-Stratification Variables”
(report B-10).

(B.5) Content Reinterview Survey:  Accuracy of Data for Selected Populations and Housing
Characteristics as Measured by Reinterview
The Content Reinterview Survey utilizes a test-retest methodology, whereby a sample of
households designated to receive the census long form were reinterviewed shortly after they had
been enumerated by the census.  These households are essentially asked the same questions
posed on the long form.  Then the responses to the census and reinterview survey are compared.  
This survey assesses response variance and error that results from data collection and capture
operations.

(B.6) Master Trace Sample
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While most evaluation studies will provide detailed information on specific Census 2000
operations, the Master Trace Sample database will provide information that can be used to study 
various operations, along with correlates of error across various systems, for a randomly selected
group of census records.  This database will contain, but is not limited to: address list
information (e.g., source of address), final values for questionnaire items along with their values
at various stages of processing, and enumerator information (e.g., number of enumerator
attempts before completing an interview and enumerator production rates).  This database also
will contain information about the data capture system (from rekeying and reconciling a subset
of Master Trace Sample questionnaire images), the Accuracy and Coverage Evaluation, and the
Content Reinterview Survey.  This evaluation report will document the process of developing the
Master Trace Sample database.  It will include information on the sources of data, limitations
with the data, and some basic statistics from the database itself.  The majority of research and
analysis that will be conducted using the Master Trace Sample database will not be done as part
of this evaluation. 

(B.7) Match Study of Current Population Survey to Census 2000 
Using the results of a person-level match of responses to the Current Population Survey (CPS)
and Census 2000, this study provides a data set about differences between the Census and
Survey estimates of social, demographic, or economic characteristics.  Its strength is its ability to
represent differences arising from non-sampling variation.  The study focuses on the difference
between CPS and Census estimates of poverty and labor force status (which are measured
officially by the CPS).

(B.8) Comparisons of Income, Poverty, and Unemployment Estimates Between Census
2000 and Three Census Demographic Surveys
The purpose of this evaluation is to determine to what extent Census 2000 poverty,
unemployment, and income estimates are comparable with estimates from the Current
Population Survey, the American Community Survey, and the Survey of Income and Program
Participation.  This study focuses on changes made to the Census 2000 questionnaire and forms
processing systems that were designed to improve unemployment estimates.  This evaluation
examines whether these changes brought the Census 2000 unemployment estimates (for states,
and for various demographic and socio-economic groups) closer to the official Current
Population Survey estimates than they were in 1990.  This analysis may be extended to compare
data, definitions, and collection procedures with the Survey of Income and Program
Participation.  

(B.9) Housing Measures Compared to the American Housing Survey (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(B.10) Housing Measures Compared to the Residential Finance Survey (cancelled) 
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This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(B.11) American Community Survey Evaluation of Followup, Edits, and Imputations
This evaluation will not be conducted because the available data cannot answer the specified
questions for this study. 

(B.12) Puerto Rico Race and Ethnicity
For the first time, in Census 2000, households in Puerto Rico were asked to answer questions on
race and ethnicity.  These were the same questions used on the stateside questionnaire. This
evaluation will explore how the census questions on race and Hispanic origin were answered by
people living in Puerto Rico.  Specifically, it will investigate whether there are any generalizable
patterns in how people responded to these questions according to age, level of education, level of
income, and response mode.  In addition, it will look for patterns in responding to the Hispanic
origin question by race and to the race question by Hispanic origin.  Finally, it will compare the
patterns of responding to these questions with those of the general U.S. population.  This
investigation will be conducted by preparing special data tables from the Census 2000 data for
Puerto Rico.  The results will be used to help in the interpretation of the tabulated results on race
and Hispanic origin for the Commonwealth. 

(B.13) Puerto Rico Focus Groups on the Race and Ethnicity Questions 
The purpose of this research is to conduct a series of focus groups across Puerto Rico to learn
more about how persons in Puerto Rico view these questions.  The results of the focus groups
will be useful in preparing for the 2010 Census in Puerto Rico.
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C:  Data Products

Overview

The focus of this evaluation is to determine the effects of disclosure prevention measures on
Census 2000 data products.  We will examine the limitations and effects of data swapping and
our confidentiality edit – a combination of strategies used to prevent the disclosure of data that
can be linked to an individual – on our data products. 

What Will We Learn?

In studying our data swapping techniques, we will examine rates for different geographic levels
and race groups and document any issues and problems that resulted from multiple responses to
the race question. 

Data Products Evaluations
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(C.1) Effects of Disclosure Limitation on Data Utility in Census 2000
For Census 2000, the data swapping methods first used in 1990 were refined through better
targeting and expanded to include sample data.  This evaluation examines variations in the
effects of swapping due to:  1) a region’s geographic structure, 2) a region's racial diversity, and
3) the number of dimensions used in the swapping.

(C.2) Usability Evaluation of User Interface With American FactFinder (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.  Some focus
groups were conducted and the results will be documented in a report, “Focus of Key Customer
Segments.”  Additionally, “Revisiting Standard Census Products in a New Environment,”
provides preliminary research findings that were presented at the 2001 American Statistical
Association Conference.  For a copy of the paper, contact the Census Bureau on (301) 457-4218.
 
(C.3) Data Products Strategy (cancelled)
Information about the effectiveness of the data products strategy was rolled into evaluation C.2
in 2001, which recently was cancelled.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

D:  Partnership and Marketing
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Overview

During Census 2000, we used new methods to promote census awareness and increase public
cooperation.  The Census 2000 Partnership and Marketing Program combined public awareness,
promotion, and outreach activities to generate clear and consistent messages about the
importance of participating in Census 2000.  The plan incorporated five components:  direct mail
pieces; media relations; promotions and special events (including Census in Schools);
partnerships with businesses, non-governmental organizations, and government entities; and paid
advertising. 

The primary goal of our comprehensive marketing plan, including the first ever paid advertising
campaign coupled with an expanded partnership program, was to increase the mailback response
rate, especially among historically undercounted populations.  The advertising marketing
strategy included messages delivered through print media, radio, television, and out-of-home
media (billboards, bus shelters, mobile billboards).  The partnership program built partnerships
with state, local, and tribal governments, community-based organizations, and the private sector. 
Partners were asked to assist in three major areas: field data collection support, recruitment, and
promotion.  In addition, a major school-based public information campaign was launched to
inform parents and guardians about the census through their school-age children.  The planned
evaluations for this category will assess the effectiveness of these activities as part of the
integrated program components of the Census 2000 Partnership and Marketing Program.  

What Will We Learn?

These studies will help us understand how people’s attitudes, knowledge, and behavior were
affected by the Census 2000 Partnership and Marketing Program.  We will examine which
elements of the paid advertising media were reported/recalled most often by hard-to-enumerate
groups, and provide data for Hispanics and for five race categories:  African-American, Asian,
American Indian and Alaska Native, Hawaiian/Pacific Islanders, and White.  Specifically, we
will look at what impact the marketing program had on the likelihood of returning a census form. 
We also will compare these data to the 1990 Census, which had no paid advertising campaign. 
The primary goals in studying the Partnership Program are to measure how well national and
regional components accomplished their objectives in communicating a consistent census
message of program initiatives and to determine which populations were best served by the
program.  Our evaluation of the Census in Schools program will tell us about the effectiveness of
census educational materials and whether teachers receiving census materials incorporated them
in their curricula.  Overall, we will analyze how well the integrated strategy of the Census 2000
Partnership and Marketing Program met its two goals:  1) to increase the awareness of the
census, and 2) to increase mailback response rates, especially among historically undercounted
populations.   
Partnership and Marketing Evaluations

(D.1) Partnership and Marketing Program
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The Census Bureau hired the National Opinion Research Center to conduct an assessment of the
marketing and advertising campaign by fielding a survey before the campaign began, during the
education phase of the campaign, and after the campaign had been launched.  From this
evaluation, we will assess intended and self-reported response behavior and establish a baseline
and pre- and post-census measures of awareness, knowledge, and attitudes of the census.  We
will obtain the actual response behavior for respondents to our survey.  We statistically model
what effect self-reported advertising exposure has on the likelihood of responding to the census. 
This evaluation also explores the link between raised awareness, knowledge, attitudes, and
response to the census.  Due to the integrated strategy of the Census 2000 Partnership and
Marketing Program, the analysis will address components from the entire program, not
individually for paid advertising and partnerships.

(D.2) Census in Schools/Teacher Customer Satisfaction Survey
The Census Bureau hired Macro International to conduct a post-census survey of school teachers 
to assess the effectiveness of Census educational materials and whether teachers receiving
census material incorporated them in their curricula. 

(D.3.) Survey of Partners/Partnership Evaluation
We will assess the helpfulness of Census 2000 materials to partners, the types and value of
services rendered, the specific partnership activities conducted, and the effectiveness of the
program in reaching the hard-to-enumerate population.  We also will obtain from partners the
organizational costs incurred to support and promote Census 2000.  The sample of partners will
be selected using the Contact Profile and Usage Management System database.  Westat, an
independent contractor, was hired to conduct this survey.  To improve response among the
geographically dispersed and diverse partners in the Partnership Program, this evaluation uses as
data collection modes a mailout/mailback questionnaire with a nonresponse followup telephone
interview.
 

E:  Special Places and Group Quarters

Overview
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The vast majority of U.S. residents live as families or individually in houses, apartments, mobile
homes, or other places collectively known as “housing units.”  However, there are millions of
people in the United States who live in group situations such as college dormitories, nursing
homes, convents, group homes, migrant worker dormitories, and emergency and transitional
shelters.  Our evaluations will analyze the effectiveness of procedures to enumerate persons
living in different types of group quarters.
 
The Census Bureau developed a specialized operation to enumerate selected service locations
that served people without conventional housing.  The service-based enumeration operation was
conducted from March 27 to March 29, 2000, at shelters, soup kitchens, mobile food vans, and
targeted nonsheltered outdoor locations.

Some studies will focus on such things as enumeration at “service based locations” (shelters and
food facilities for the homeless; outdoor locations where homeless people sleep).  Major
evaluations are planned for two operations designed to enhance the address list of special places:
the Special Place Facility Questionnaire and the Special Place Local Update of Census
Addresses.

What Will We Learn?

The findings from these evaluations will answer important questions on how effective
enumeration procedures were in obtaining the count for group quarters.  We will compare the
telephone and personal visit operations of the Facility Questionnaire.  The evaluations will
include distributions of the group quarters populations by type of group quarters, counts of
persons at group quarters on Census Day who indicated a usual home elsewhere, and comparison
of the predicted group quarters universe from the Facility Questionnaire operation with the group
quarters universe as enumerated.   

Special Places and Group Quarters Evaluations

(E.1.a) Special Place/Group Quarters Facility Questionnaire  - Operational Analysis
(cancelled)
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This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(E.1.b) Facility Questionnaire - CATI and PV
This evaluation used personal visit reinterviews at a sample of special places to assess the
accuracy of the information collected from the Facility Questionnaire via computer assisted
telephone interview or personal visit.  This evaluation will address how often changes occur in
the special place type code and whether classification discrepancies differ by type of special
place.   

(E.2) Special Place Local Update of Census Addresses
This evaluation focuses on local governments’ participation in the Special Place Local Update of
Census Addresses.  It will document changes to the address list along with operational issues that
were encountered.

(E.3) Assess the Inventory Development Process for Service-Based Enumerations
The purpose of this study is to evaluate the return on the efforts made to compile the inventory of
Service-Based Enumerations places and addresses that were included in Census 2000.  The study
will look at various sources that provided names and addresses and the results from enumeration
to determine which sources proved to be more reliable

(E.4) Decennial Frame of Group Quarters and Sources
This study evaluates the content, coverage, and sources of the Decennial Frame of  Group
Quarters by comparing editions and records to independent sources, notably the contemporary
Business Register.   This evaluation examines the feasibility and constraints to enrich or
integrate these frames. 

(E.5) Group Quarters Enumeration
This study will document various aspects of the group quarters enumeration.  Some of the topics
covered by this study include the total count of the group quarters population, the number of
special places that were enumerated, and the number of group quarters that were enumerated.
Additionally, the numerical distribution of group quarters per special place and of residents per
group quarters will be documented.

(E.6) Service-Based Enumeration
The goal of the Service-Based Enumeration (SBE) was to enumerate people without housing
who may have been missed in the traditional enumeration of housing units and group quarters. 
A complete enumeration of shelters, soup kitchens, regularly scheduled mobile food vans and 
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targeted nonsheltered outdoor locations was conducted in March 2000.  This evaluation will
document data collection completeness, partial interviews, and whether the SBE unduplication
process successfully identified individuals who were enumerated more than once. 
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F:  Address List Development

Overview

These evaluations cover a broad spectrum of activities, both internal and external, involved with
building address files and the related geographic database, including field operations from which
address information and related map updates are gathered.  The address list development
category includes various evaluations of the Census Bureau’s Master Address File (MAF), and
the Topologically Integrated Geographic Encoding and Referencing (TIGER) database.  These
include examination of the completeness and accuracy of address information in the MAF, as
well as of the design of the MAF and DMAF.  An evaluation of the U.S. Postal Service’s
Delivery Sequence File used in the MAF building process is also planned.  A variety of census
field and local/tribal partner operations will be evaluated to measure the impact of each operation
on the MAF and the TIGER database.  These include, but are not limited to:  Address Listing,
Block Canvassing, Update/Leave, List/Enumerate, and multiple cycles of the Address List
Review (also referred to as the Local Update of Census Addresses).  Combined, these field
operations offer comprehensive address checks in rural and urban areas and are a primary source
of address information used for MAF and TIGER database enhancement.  Additional evaluations
focus on the geocoding accuracy of addresses in the census.

What Will We Learn?

The findings from the address list development evaluations will provide insight into the most
accurate methods for updating the MAF and the related TIGER database.  This includes
understanding the individual contribution of each operation as it is implemented.  For each
operation, we will look at the characteristics of addresses that were added, corrected, or flagged
for deletion.  We also will look at the geographic impact of each operation (i.e., we will examine
how changes to the MAF are distributed geographically).  Additionally, we will learn some
things about the overall housing unit coverage in the census.  Finally we will learn more about
quality and coverage by examining addresses that are on the full MAF, but were not included in
the census for various reasons.  All of these evaluations will help inform continued MAF and
TIGER database updating through the decade and also will provide insight for the 2010 Census
and the American Community Survey.

Address List Development Evaluations
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(F.1) Impact of the Delivery Sequence File Deliveries on the Master Address File Through
Census 2000 Operations
The Delivery Sequence File (DSF) is a file of addresses produced and maintained by the U.S.
Postal Service.  The Census Bureau uses this file, along with the 1990 Census address list and
other information, to create a permanent national address list called the Master Address File
(MAF).  For Census 2000, the Census Bureau used the DSF as a primary source to enhance the
initial MAF for mailout/mailback areas of the country.  Subsequent DSFs were used to update
the address list through April of 2000, in order to maximize the inclusion of all existing
addresses in the census.  This evaluation will assess the impact of each of the DSFs through
Census 2000 operations by profiling the number and characteristics of housing units added to
and deleted from the MAF following each delivery of the DSF. 

(F.2) Address Listing Operation and its Impact on the Master Address File 
For Census 2000, an Address Listing Operation was used in update/leave areas of the country to
create the initial Master Address File (MAF) and provide a comprehensive update of the
streets/roads and their names in the TIGER database.  In this operation, in areas where census
questionnaires were subsequently hand delivered, census enumerators went door-to-door to
identify the mailing address and physical location of every housing unit.  They also verified and
updated the location and names of geographic features such as streets.  The Census Bureau used
this procedure in order to create a file of good locatable addresses for Census Bureau field
operations in Census 2000 as well as its future demographic surveys, including the American
Community Survey.  This evaluation will assess the impact of the Census 2000 Address Listing
Operation on the MAF by profiling the number and characteristics of housing units added to the
MAF.

(F.3) Local Update of Census Addresses 1998
The Local Update of Census Addresses (LUCA) operation (also known as Address List Review)
for Census 2000 included a LUCA 98 operation that focused on mailout/ mailback  areas.  For
this operation, local and tribal government entities were provided a Census Bureau address list
containing addresses derived from the Delivery Sequence File and the 1990 Address Control
File.  The objective of the LUCA operations was to provide local entities the opportunity to
review the Bureau’s address information and related maps and then provide feedback in the form
of 1) address adds, deletes and corrections and 2) street and street name adds, deletions, and
corrections on the maps.  The Census Bureau compared the results to the block canvassing
results in mailout/mailback areas, and all discrepancies were field verified.  After Census Bureau
review of submissions, local and tribal entities were given the opportunity to review results and
to appeal situations in which they believed the Master Address File (MAF) still was incomplete
or incorrect.  This evaluation will assess the number and profile of housing unit adds to the
MAF, the extent of geographic clustering of these adds, and the total number and profile of
housing unit deletions and corrections.  
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The evaluation also will include information documenting the participation rates of local and
tribal governments and the proportion of addresses covered by these governments.

(F.4) Evaluation of the Census 2000 Master Address File Using Earlier Evaluation Data
(cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(F.5) Block Canvassing Operation
For the 1990 Census, the Census Bureau conducted an operation called Precanvass to improve
its address list for mailout/mailback areas.  For Census 2000, a similar operation, called Block
Canvassing, was implemented.  As with the1990 Precanvass, this operation was conducted
primarily in areas where city-style addresses are used for mail delivery; however, for Census
2000, the Block Canvassing Operation covered a larger geographic area than did the 1990
Precanvass Operation, and the scope of the operation was expanded to include map (i.e. TIGER
database) updates.  The objective of this evaluation is to determine the overall effect of the Block
Canvassing Operation on the Master Address File (MAF) by measuring the number and
characteristics of housing unit adds, deletes, and corrections to the MAF.

(F.6) Local Update of Census Addresses 1999
The Local Update of Census Addresses (LUCA) operation (also known as Address List Review)
for Census 2000 included a LUCA 99 operation for Update/Leave areas.  For LUCA 99, local
and tribal government entities were provided with census housing unit block counts that were
created using addresses obtained from the Address Listing Operation.  Participating entities were
asked to review the counts and provide feedback when they believed the number of housing unit
addresses for the block should have been higher or lower.  Participating governments could
challenge block counts, but could not provide specific housing unit adds, corrections, or deletes. 
Blocks that were challenged were sent to  LUCA 99 Field Verification for relisting, then
returned to participating governments for another review.  This evaluation will document the
participation rates of those tribal and local governments that were eligible to participate, the
proportion of addresses covered by those governments, the number of blocks that were
challenged and went to LUCA 99 Field Verification, and the extent to which changes occurred
during the field verification.

(F.7) Criteria for the Initial Decennial Master Address File Delivery (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(F.8) The Decennial Master Address File Update Rules (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 
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(F.9) New Construction Adds (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.  Some of the
planned research for this study will be evident in evaluation I.4, Coverage Improvement
Followup.

(F.10) Update/Leave
The Update/Leave operation was conducted in areas where mail delivery of questionnaires was
problematic.  Field staff dependently canvassed their assigned area, updated the address list and
map, and distributed a questionnaire to each housing unit.  This evaluation will document
address corrections, added units, and units flagged for deletion during the operation.  We also
will study problem referral forms completed by enumerators for difficult listing situations (e.g.,
unable to obtain access, gate blocked, road washed away, no trespassing signs), to see how well
these situations were followed through and how they might have contributed to coverage errors.

(F.11) Urban Update/Leave
The Urban Update/Leave was an operation that targeted whole census blocks and was conducted
in areas where the Census Bureau was not confident that the addressed questionnaires will be
delivered to the corresponding housing units.  For Census 2000, eight of the 12 Regional Census
Centers identified blocks for this operation.  The Charlotte, Kansas City, Los Angeles, and New
York Regional Census Centers decided to use other special enumeration methodologies in lieu of
Urban Update/Leave.  This evaluation will assess the number of addresses added, deleted,
corrected, and moved as a result of Urban Update/Leave.  It will profile the housing unit
addresses as follows: type of address, single/multi-unit; drop/nondrop delivery.  Delivery
Sequence File match/nonmatch.  It will also look at the addresses in terms of occupancy status
and will describe the persons in Urban Update/Leave addresses by sex, age, Hispanic origin, and
race.

(F.12) Update/Enumerate
Update/Enumerate is similar to Update/Leave, except that interviewers enumerated the unit at
the time of their visit rather than leaving a questionnaire to be completed and mailed back.  The
operation was conducted in communities with special enumeration needs and where most
housing units may not have house numbers and street name addresses.  These areas include some
selected American Indian Reservations and the Colonias.  Update/Enumerate was implemented
in resort areas with high concentrations of seasonally vacant housing units.  Most
Update/Enumerate areas were drawn from address listed areas, but some came from block
canvass areas.  This evaluation will document the number and characteristics of housing units
added, deleted, corrected, and moved in Update/Enumerate areas.

(F.13) List/Enumerate
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List/Enumerate was an all-in-one operation conducted in sparsely populated areas of the country. 
The address list was created and the housing units enumerated concurrently.  The main
objectives of this evaluation will be to profile all addresses produced by the List/Enumerate
operation, as well as to specifically profile the List/Enumerate addresses that matched to the
Delivery Sequence File.

(F.14) Overall Master Address File Building Process for Housing Units (cancelled) 
This evaluation will not be conducted. In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.  Objectives of
this evaluation will be met with the Address List Development topic report, which will
synthesize results from evaluations, experiments, and include some new analysis across all of the
major sources and operations that contributed to the Master Address File in Census 2000.

(F.15) Quality of the Geocodes Associated With Census Addresses
The objective of this evaluation is to measure the quality of residential address geocoding in
Census 2000 and to identify the source of the geocode (i.e., the TIGER database, one of the
several field operations, LUCA/New Construction participants, etc.).

(F.16) Block Splitting Operation for Tabulation Purposes
Block Split operations are conducted by the Census Bureau to provide for tabulation of data
where governmental unit and statistical area boundaries do not conform to collection block
boundaries.  This evaluation will measure the accuracy of block splitting operations for
tabulation purposes.  
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G:  Field Recruiting and Management
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Overview

Prompted by the difficulties in recruiting applicants and high turnover of employees in the 1990
Census, the Census Bureau redesigned its recruitment, staffing, and compensation programs for
Census 2000.  Several new programs were developed to address the 1990 issues and to help the
Census Bureau successfully recruit several million applicants, hire several hundred thousand
employees, and retain this staff through the decennial census.  Some of these programs included
frontloading, higher pay rates, and paid advertising. 

What Will We Learn?

The purpose of this evaluation is to study the effects of these new program activities upon
recruitment, staffing, and retention.  A contractor, for example, determined that the 1990 District
Office (now Local Census Office) pay rates were not adequately set to attract and retain staff
when compared to local economic conditions of that area.  The methodology to set the Census
2000 pay rates, based on this knowledge, was revised and set to a derivative of the local
prevailing pay rate.  The effectiveness of this higher pay rate will be evaluated, as well as other
recruitment and hiring programs (such as frontloading and paid advertising). 

Field Recruiting and Management Evaluations
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(G.1) Census 2000 Staffing Programs
This evaluation examines the effectiveness of the Census 2000 hiring programs during
Nonresponse Followup (NRFU).  Study questions will focus upon the effectiveness of the higher
pay rate program, frontloading, paid advertising, and other areas.  Some of the questions  are: 
1) was the Census Bureau able to adequately hire and attract staff to execute NRFU, Accuracy
and Coverage Evaluation, and other various field operations; 2) were the pay rates effective in
attracting and retaining staff needed for Census 2000 NRFU; and 3) did recruiting activities
provide an adequate supply of applicants and replacements.  A portion of this study will examine
the effectiveness of the higher pay rates on productivity and evaluate the pay model as a
predictor of local economic conditions.

(G.2) Operation Control System
This evaluation has been moved to Evaluation Category R, Automation of Census Processes; see
R.2.a, Operations Control System 2000, System Requirements Study for its description. 

H:  Field Operations

Overview
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This category includes studies of various field operations and strategies whose goals were to
curb questionnaire delivery and enumeration problems, and obtain census data from individuals
who did not respond to the census by a specified date.  For example, the Nonresponse Followup
operation consisted of sending an enumerator to collect census data from every address from
which no mail, telephone, or Internet response was received.  Evaluations in this category will
analyze whether field operations were conducted as planned and will assess their effectiveness. 
Additionally, operational results will be documented for each LCO for historical purposes.

Analyses in this category also will examine our efforts to count those categorized as hard-to-
enumerate.  Our targeting methodologies consisted of 1990 person and housing unit census data
that are indicators of nonresponse and the potential to be undercounted.  This information 
assisted the Regional Census Centers in determining the placement of Questionnaire Assistance
Centers and Be Counted Forms.  The information also assisted participants of our partnership
program.  Studies in this category will evaluate how successful our targeting methodologies were
along with the usage of Questionnaire Assistance Centers.  In addition, we will evaluate our
targeted enumeration methods such as blitz enumeration (use of a group of enumerators to
conduct enumeration in a compressed time frame), team enumeration (two enumerators working
together where safety is a concern), and the use of local facilitators (long-time neighborhood
residents or church leaders who assist the enumerator in gaining entry to the neighborhood).    

Because some respondents were able to provide data without a census identification number
(e.g., Be Counted and Telephone Questionnaire Assistance), it was possible that respondents
submitted addresses that were not on our Master Address File.  We conducted a field verification
of these types of addresses.  If an enumerator verified that the address was a valid housing unit,
then it was added to the Decennial Master Address File.  We also will conduct an evaluation of
the effectiveness of this operation. 

What Will We Learn?

The results of these evaluations will give us an indication of how successful we were at
obtaining data from nonrespondents including those living in areas where we employed special
enumeration methodologies, and how to better plan these types of operations for future censuses. 
The evaluation of Nonresponse Followup will report proxy rates, the number of partial
interviews, vacancy rates, and the number of units enumerated during final attempt procedures,
which will help us to assess whether the operation was conducted as planned.  

Other analyses will provide information about the quality of our enumerator training program,
the utility of our targeting methods, and a profile of Local Census Offices which will contain
various descriptive statistics.
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Field Operations Evaluations

(H.1) Use of 1990 Data for Census 2000 Planning (cancelled) 
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.  “Using the
Planning Data Base to Plan Data Collection for Census 2000,” provides preliminary research
findings that were presented at the 2001 American Statistical Association Conference.  For a
copy of the paper, contact the Census Bureau on (301) 457-4218.

(H.2) Operational Analysis of Field Verification Operation for Non-ID Housing Units
Non-ID questionnaires are those from the Be Counted and Telephone Questionnaire Assistance
operations or questionnaires for which an enumerator was not able to verify that the address
existed.  During field verification, enumerators visited the location of these non-ID housing units
and verified  their existence on the ground before they were added to the Master Address File
(MAF)/Decennial Master Address File (DMAF).  For Census 2000, non-ID questionnaires that
were geocoded to a census block, but did not match to an address already in the MAF were
assigned for field verification.  This operational analysis will attempt to answer questions such as
how many units were added to the MAF/DMAF after verification and if operational problems
were encountered during the implementation of field verification.

(H.3) Local Census Office Delivery of Census 2000 Mailout Questionnaires Returned by
U.S. Postal Service With Undeliverable as Addressed Designation (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(H.4) Questionnaire Assistance Centers for Census 2000
The Census Bureau provided walk-in assistance centers where respondents received assistance
with completing their questionnaire.  Language assistance guides were available in over 40
different languages, along with Be Counted forms that were available in English and five other
languages.  This study will document various aspects of the Questionnaire Assistance Centers
(QACs) such as location, employees, and types of assistance.  In addition, the frequency of use
of the QACs will be analyzed.

(H.5) Nonresponse Followup for Census 2000
This operation was conducted for all housing units in the mailout/mailback and update/leave
areas for which the Census Bureau did not check in a questionnaire by April 11, 2000.  During 
Nonresponse Followup (NRFU), enumerators visited each nonresponding unit to determine the 
occupancy status of the unit on Census Day and to collect the appropriate data (i.e., long form or
short form) for the household members.  The objective of this analysis is to document various
aspects of the NRFU operations.  Some of the topics covered in this study include determination
of NRFU workloads, identification of the demographics of those enumerated in NRFU, and
documentation of the number of NRFU Enumerator Questionnaires that were partial interviews,
refusals, completed via proxy respondents, or completed during final attempt procedures.  The
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percent of NRFU units classified as occupied, vacant, or delete will be documented. 
Additionally, this evaluation will determine when each Local Census Office (LCO) started and
completed their NRFU operation and the cost of the operation.

(H.6) Operational Analysis of Non-Type of Enumeration Area Tool Kit Methods
Tool kit methods were special enumeration procedures (e.g., blitz enumeration, and the use of
local facilitators) available for improving cooperation and enumeration in hard-to-enumerate
areas.  For this evaluation, the Census Bureau will assess the tool kit methods used, where they
were used, and the effectiveness and feasibility of the tool kit methods.  

(H.7) Nonresponse Followup Enumerator Training
During Census 2000, we hired over 500,000 people to fill temporary positions.  The largest
number of these workers were hired for the Nonresponse Followup (NRFU) operation. 
Adequate employee training was critical to the success of NRFU.  The overall objective of this
evaluation is to examine the quality of the NRFU enumerator training program as well as the 
enumerator’s state of preparedness following training.

(H.8) Operational Analysis of Enumeration of Puerto Rico
Census 2000 was the first time that an Update/Leave mailback methodology was used to conduct
the enumeration in Puerto Rico.  This evaluation will determine how many addresses were
encompassed by this enumeration methodology, a profile of the addresses, and what operational
problems were encountered in the field as a result of address list compilation and processing
procedures.  This study also will make comparisons to stateside Update/Leave data.

(H.9) Local Census Office Profile
This operational summary will provide descriptive statistics at the Local Census Office (LCO)
level for many census operations.  For example, total housing units, average household size, and
mail return rate will be among the statistics reported for each LCO.

(H.10) Date of Reference for Respondents of Census 2000
The Census 2000 questionnaire stated that the respondent should report age as of April 1, 2000. 
This study will document the average date of reference used by census respondents and the
average date of reference by method of enumeration.  This study also will document various
types of discrepancies between date of birth and reported age.  
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I:  Coverage Improvement

Overview

The coverage improvement evaluations examine various Census 2000 operations that are
intended to improve the coverage of both housing units and people in the census.  Following the
mailback efforts to complete the census, a series of operations were conducted to ensure that
people were counted at their correct Census Day address, to confirm the status of housing units
that were deleted or enumerated as vacant, and to ensure the inclusion of all persons in a
household when the returned form showed discrepancies in the number of persons enumerated. 

What Will We Learn?

From these evaluations we will learn about the effectiveness of these various operations as they
attempt to improve census coverage.  From the Nonresponse Followup operation, we will
examine the potential coverage gain from identifying movers and checking to see if they were
counted at their Census Day address.  We will also analyze the situations where entire
households were identified as having a “usual home elsewhere.”  For the Coverage Improvement
Followup, we will examine the person and housing unit coverage gains from this operation,
which determined the Census Day status of certain types of housing units (most of which were
identified as deletes or coded as vacants in earlier census operations).  The evaluation of the
Coverage Edit Followup will measure coverage gains from this operation, which consisted of
contacting households whose completed forms showed discrepancies regarding the number of
persons enumerated, or whose completed form indicated there were more than six persons in that
household.  Furthermore, we will evaluate the coverage questions on the enumerator
questionnaire to determine how well enumerators asked these questions and used the answers to
obtain an accurate household roster.  

Coverage Improvement Evaluations
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(I.1) Coverage Edit Followup for Census 2000
The Coverage Edit Followup (CEFU) was designed to increase within household coverage and
improve data quality in two ways.  A standard questionnaire only has room for six persons, so
CEFU was used to collect data on additional persons in large households.  Second, it resolved
discrepancies on mail return forms between the reported household size and the actual number of
persons for which data were recorded on the census form.  An attempt was made to resolve all
households that failed edits for these situations by using a Computer Assisted Telephone
Interview.  This analysis will document the workload, operational aspects, and coverage gains
from conducting this operation.   

(I.2) Nonresponse Followup Whole Household Usual Home Elsewhere Probe
During the Nonresponse Followup (NRFU), List/Enumerate, and Update/Enumerate operations,
enumerators asked respondents whether their address was a seasonal or vacation home and if the
whole household had another place where they lived most of the time.  When respondents
indicated they had a usual home elsewhere on Census Day, enumerators recorded census
information about this on a blank Simplified Enumerator Questionnaire (SEQ - a version of the
mail return questionnaire that is easier to use for personal visit enumeration) and enumerated the
current address as a vacant unit or obtained information about the people living there on Census
Day.  This evaluation examines how often SEQs were completed as Whole Household Usual
Home Elsewhere (WHUHE); how many of these addresses were matched to an address on the
Decennial Master Address File (DMAF); how often addresses could neither be matched to the
DMAF or geocoded; for matched addresses, how often was the WHUHE household already
included on the census form for their ususal place of residence; and how often did we find a
different household on the census questionnaire.

(I.3) Nonresponse Followup Mover Probe
In Census 2000, in-movers (households that moved there after Census Day) were identified
during the Nonresponse Followup (NRFU), List/Enumerate, and Update/Enumerate operations
and were asked if they were enumerated at their Census Day address.  If a respondent did not
recall completing a census form at their Census Day address, the enumerator completed a
questionnaire for the in-mover household using their Census Day address.  This evaluation looks
at how many of these cases occurred, and how many persons were added to the census as a result
of this procedure. 

(I.4) Coverage Improvement Followup
The Coverage Improvement Followup (CIFU) universe consisted of units classified as vacant or
deleted in NRFU, adds from the new construction operation, late adds from Update/Leave, blank
mail returns, and lost mail returns, if any.  During CIFU, enumerators visited these units to verify
the Census Day status and collect person and housing unit data as appropriate.  This evaluation
will document the person and housing unit coverage gain from conducting the CIFU, including
the number of units that changed status from vacant to occupied or from delete to either vacant
or occupied.  This study also will examine the characteristics of persons and housing units added
as a result of the CIFU, start/finish dates, and the cost of the operation.  
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(I.5) Coverage Gain from Coverage Questions on Enumerator Completed Questionnaire
In 1990, enumerators began their interview with an explanation of who should be included as
residents of the household.  This procedure was changed for Census 2000.   Now, enumerators
begin by asking how many people were living or staying in the housing unit on Census Day. 
After collecting appropriate person and housing unit data, the enumerator asked two coverage
questions.  The first asked about typical situations in which persons who should be included as
residents tend to be missed – babies, foster children, persons away on business or vacation,
roomers or housemates, and temporary residents with no other home.  If someone had been
missed, then he or she was added to the form and their census information was collected.  The
second question asked about typical situations in which persons who should not be included as
residents tend to be included as such – persons away at college, in the armed forces, in a nursing
home, or in a correctional facility.  If someone was included on the form but should have been
counted elsewhere, then the enumerator deleted  them from the form by marking the cancel box
under their name.  The purpose of this analysis is to study the effectiveness of the new coverage
questions in the identification of persons who would have otherwise been missed or included in
error.

(I.6) Coverage, Rostering Methods and Household Composition: A Comparative Study of
the Current Population Survey and Census 2000 (cancelled) 
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 
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J:  Ethnographic Studies

Overview

These evaluations will study certain aspects of coverage for various populations and attempt to
identify areas where  methods of collecting census data for these populations can be improved.  
One study in this category will apply social network field and analysis methods to evaluate
census coverage and processes.  We also will conduct ethnographic research on mobile
populations and Colonias – areas lacking basic infrastructure and services along the border
between the United States and Mexico.

What Will We Learn?

Study results will help us determine whether individuals can be better identified from their
position in social networks (based on their  interactions and transactions with others) than by
comparing sets of address and person records.  We will also learn how to improve procedures to
enumerate mobile populations by tracing Census Day travel routes or stopover sites for a sample
of such persons and determining undercounts or multiple enumerations of them in the census. 
We also will learn how to overcome barriers to enumerating Colonias in future censuses.

 

Ethnographic Studies
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(J.1) Coverage, Rostering Methods and Household Composition: A Comparative Study of
the Current Population Survey and Census 2000 
This evaluation was reclassified under the Coverage Improvement category as evaluation I.6,
which was recently cancelled.

(J.2) Ethnographic Social Network Tracing
This study will use ethnographic and social network methods to study the following five
questions.  1) What interactions in social networks influence and explain or determine the
duration of individuals’ stays in domiciles (i.e., households, institutions, or other places where
people sleep) and their residential mobility?  2) How much more likely are people who change
domicile once or more in 6 months to be omitted or erroneously enumerated in Census 2000 (and
in contemporary demographic surveys) than people who remain residentially stable over a 6-
month period?  3) What characteristics (of people, their networks, mobility, housing, household,
occupational, or other social or economic factors) are closely associated with omission in the
census?  4) Can people be more reliably identified (and re-identified) from their position in
social networks and from their interactions with others, than by comparing sets of address and
person records?  5) How well do Census Bureau categories fit with the socially represented
characteristics that people use to form interacting social networks?  

(J.3) Comparative Ethnographic Research on Mobile Populations
In this study, a sample of selected mobile people will be traced to identify their Census Day
travel routes or stopover sites.  The information will be matched and reconciled with census
results.  Coverage errors found in the census will be analyzed to develop recommendations for
improving procedures.

(J.4) Colonias on the U.S./Mexico Border: Barriers to Enumeration in Census 2000
Colonias are unincorporated, generally low income residential subdivisions lacking basic
infrastructure and services (e.g., paved roads and public water systems) along the border between
the U.S. and Mexico.  In order to develop appropriate enumeration procedures and effective
outreach and promotion programs for Colonias, it is necessary to better understand the unique
situations and issues associated with conducting the census or other Census Bureau surveys in
these areas.  This research will examine the potential barriers to census enumeration in Colonias
in the context of Census 2000 through participant observation, in-depth interviews, and focus
groups with selected Colonia residents.  Based on previous research, topics of particular interest
include irregular housing, concerns regarding confidentiality, complex household structure,
knowledge of English, and literacy. 

K:  Data Capture
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Overview

The Data Capture System for Census 2000 (DCS 2000) processed more than 120 million census
forms by creating a digital image of each page and interpreting the entries on each image using
Optical Mark Recognition (OMR), Optical Character Recognition (OCR), or keying.  These
evaluations are designed to assess components of DCS 2000, the Data Capture Audit Resolution
(DCAR) process, and to measure the impact of the data capture system on data quality and on
subsequent data coding operations.

What Will We Learn?

Findings from these evaluations will determine the level of accuracy at which the data capture
system performed.  Detailed information about the system will be collected, ranging from the
number of forms processed by form type, date, and processing office, to measuring the accuracy
of each of the three capture modes - OMR, OCR, and Key From Image.  Operational problems
and their resolution will be documented.  Evaluation of the DCAR process will examine the
system’s ability to identify and resolve capture problems stemming from problems with response
entries.  The impact of data capture errors on our ability to correctly assign industry and
occupation codes will also be assessed. 

Data Capture Evaluations

(K.1.a) Data Capture Audit Resolution Process
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This evaluation documents the results of Data Capture Audit Resolution by failure reason, form
type, and Data Capture Center.  Using these same categories, it also will document the number
and types of changes that can be made by Audit Review clerks and the results of the Audit Count
review.

(K.1.b) Quality of the Data Capture System and the Impact of Questionnaire Capture and
Processing on Data Quality
This evaluation examines how the data capture system affected data quality and whether the
rules for determining where cases are routed (e.g., to key from image) were set appropriately.   In
addition, this evaluation will document and compare the data quality of each data capture
method for every field on the questionnaire, as well as by form type, Data Capture Center, and
racial and ethnic categories.

(K.1.c) Analysis of Data Capture System 2000 Keying Operations (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.
 
(K.1.d) Synthesis of Results from K.1.a, K.1.b, and K.1.c
This evaluation will not be conducted.  Results from evaluations K.1.a, K.1.b, and K.1.c will be
included in a topic report addressing key findings for all data capture evaluations.

(K.2) Analysis of the Interaction Between Aspects of Questionnaire Design, Printing, and
Completeness With Data Capture (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census.  Significant aspects of
this study will be addressed in evaluations K.1.a and K.1.b. 

(K.3) Impact of Data Capture Errors on Autocoding, Clerical Coding and Autocoding
Referrals in Industry and Occupation Coding
The information provided by respondents to the industry and occupation questions on the census
form were assigned (coded) to a standard set of categories.  This evaluation examines how data
capture errors affected  the ability of the autocoding system and clerical coders to assign correct
Industry and Occupation codes.  

(K.4) Performance of the Data Capture System 2000 (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 
  

L:  Processing Systems

Overview
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Once census data from all sources were captured by the Data Capture System 2000, they were
normalized (put in a standard format, regardless of input source) and stored in a file known as
the Decennial Response File, stage 1 (DRF1).  Several processes then were applied before the
data were used to produce official census counts and tabulations.  One process was applied to
link multiple questionnaires that were used to enumerate that same household.  For example, a
large family could have a mail return form with data on six members of the household and an
additional followup Computer Assisted Telephone Interview (CATI) with data on the rest of the
household. Under these circumstances, CATI person records are appended to the original mail
return person records.  Another process was used for situations where multiple questionnaires
involving different households were received for the same address.  For example, one form could
be for a household that moved out near Census Day, and the other form could be for the
household that then moved in.  A computer program known as the Primary Selection Algorithm
(PSA) then was used to decide which person and housing unit data should be used for census
tabulations.  The input into PSA is the DRF1, with the resulting file being the Decennial
Response File, stage 2 (DRF2).  Following all these processes, the DRF2 was merged with key
elements of the Decennial Master Address File (DMAF) to create the 100 Percent Census
Unedited File (HCUF), which contains the response data (i.e., the 100 percent questions from
both the short and long form census questionnaires) selected by PSA processing to represent a
household in the census.  The Sample Census Unedited File (SCUF) contains the unedited
responses for  households with sample (long form) data.

A variety of post-census activities were needed to prepare the data from the original responses to
releasing the official counts and tabulations.  These activities include editing and imputation of
the HCUF and SCUF to create the 100 Percent Census Edited File (HCEF) and the Sample
Census Edited File (SCEF) respectively, coding of write-in response items (such as race,
language, industry and occupation, and place of work/migration), conversion to tabulation
geography, tabulation recoding, and applying disclosure avoidance techniques.   

The Beta Site was a software testing site for Bureau of the Census application developers and is
used as an integration center for Regional Census Centers (RCC) and Local Census Offices
(LCO) systems, a testing center for all systems, and a support center for RCC, LCO, and the
National Processing Center systems.  We will examine the effectiveness of this software testing
site.



C-75

May 2002

What Will We Learn?

Analysis of a reinterview of multiple questionnaire addresses will determine if the PSA
methodology and rules for resolving these cases accurately identified the Census Day household
members.  The evaluation of the DRF creation and processes will examine how well multiple
forms for the same household were linked.  Analysis of CUF creation will document the number
of times each specific DMAF/DRF rule was applied.  The Beta Site analysis will include
information on whether the data collection systems were successfully integrated, and the benefits
of the software testing and release process.
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Processing Systems Evaluations

(L.1) Invalid Return Detection
This evaluation was not conducted because the operation was not necessary in Census 2000. 

(L.2) Decennial Response File Stage 2 Linking and Setting of Expected Household
Population
This evaluation will document how frequently census forms were linked during the Decennial
Response File processing and the types of linkages that were constructed.  It will also assess the
accuracy of the automated process for setting the expected household size and its effects on the
census population.

(L.3.a) Analysis of Primary Selection Algorithm Results (Operational Assessment)
The objective of this evaluation is to document the effects of using the Primary Selection
Algorithm in resolving situations when multiple household questionnaires were received for the
same address.

(L.3.b) Resolution of Multiple Census Returns Using Reinterview
The objective of this evaluation is to determine the accuracy of Primary Selection Algorithm
rules for determining the Census Day residents for an address.  Comparisons were made between
final Census 2000 data and data that were collected using a reinterview of a sample of addresses
where the Primary Selection Algorithm was applied.  

(L.4) Census Unedited File Creation
This evaluation documents the results of the process of determining the final housing unit
inventory.  The final housing unit inventory for the census was determined during the process of
creating the Census Unedited File.  The final housing unit inventory was created by merging
information on the processed Decennial Response File with the information on the Decennial
Master Address File.

(L.5) Beta Site
This evaluation will answer questions about how well the Beta Site integrated the software
systems supporting Census 2000 and its overall utility for software testing and release.
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M:  Quality Assurance Evaluations

Overview

Census 2000 involved more than 20 major field operations and, at its peak, more than 500,000
temporary workers.  Managing the quality of the deliverables produced by this large,
decentralized, and transient workforce was a major challenge for the Census Bureau.  The
quality assurance (QA) programs were designed to minimize significant performance errors, to
prevent the clustering of significant performance errors, and to promote continuous
improvement.   

What Will We Learn?

The first evaluation will determine the effectiveness of the QA programs used in the address list
development and enumeration operations and will determine if different QA approaches should
be explored for the next census.  For the second study, the effectiveness of variables that were
used to detect discrepancies will be measured, and appropriate variables will be added and/or
deleted from the detection process. 
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Quality Assurance Evaluations

(M.1) Evaluation of the Census 2000 Quality Assurance Philosophy and Approach Used for
the Address List Development and Enumeration Operations 
The study will determine the effectiveness of the quality assurance philosophy and activities
used to manage the quality of the deliverables produced in the address list development and
enumeration operations.  This study will document operational experiences with this approach,
measure quality levels achieved, and determine if other approaches should be explored for the
2010 Census.

(M.2) Effectiveness of Existing Variables in the Model Used to Detect Discrepancies During
Reinterview, and the Identification of New Variables
The reinterview program was a quality assurance measure whose major objective was to detect
enumerators whose work indicated discrepancies.  This evaluation examines variables used in
this model to determine if they were effective in detecting discrepancies; whether other variables
should be added to the model; and to provide suggestions on other ways to improve this
program.
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N:  Accuracy and Coverage Evaluation Survey Operations

Overview

The Census Bureau conducted the Accuracy and Coverage Evaluation (A.C.E.), a nationwide
sample survey, to determine the number of people and housing units missed or incorrectly
counted  in the census.  The basic approach was to independently relist a sample of blocks, re-
enumerate them during the A.C.E. survey, and then compare the results to the census data for the
same blocks.  The Census Bureau may use the results of the A.C.E. to correct the census counts
obtained through the preceding enumeration procedures.

The studies in this category will measure how well the Census Bureau carried out different
components of the A.C.E.  For instance, analysis projects and evaluations will be conducted that
measure the completeness of the housing unit lists used for A.C.E. interviewing, the quality of
the A.C.E. person interviewing process, and the accuracy of the procedures used to match
persons counted during the A.C.E. interview to those that were enumerated in the census.  The
success of each A.C.E. component affects the quality of the final estimates.
 
What Will We Learn?

The results of these A.C.E. analysis projects and evaluations will help the Census Bureau to
document this coverage measurement operation and improve its procedures.  For example, we
will determine how well we detect discrepant results, while also looking at their effect on the
A.C.E.

These operational analyses and evaluations will document the A.C.E. process and give the
Census Bureau greater insight into what causes error in the measurement of coverage error.   
Moreover, matching errors may add to errors in the estimates of census coverage.  One
evaluation in this category will examine a subsample of rematched A.C.E. blocks to measure
matching errors.  We also will measure the effect of matching error on Dual System Estimates
and undercount rates.  

The evaluations in this category will help the Census Bureau to identify operational causes of
error in measuring coverage and will help to minimize them when planning future censuses.

Many evaluations in this category that were planned for the A.C.E. were no longer need when
the decision was made not to adjust the Census 2000 population counts.  It was determined that
some of the reports that were developed in an expedited manner to inform the Executive Steering
Committee for A.C.E. (ESCAP) decisions were sufficiently complete and informative to answer
research questions from the planned evaluation reports.  Five of these reports and their
corresponding ESCAP reports are noted in the following section of evaluation report
descriptions.  To review the ESCAP reports on the Internet, go to http://www.census.gov/ and
search on “ESCAP.”
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A.C.E. Survey Operations Evaluations

(N.1) Contamination of Census Data Collected in A.C.E. Blocks
This evaluation examines whether census and A.C.E. operations were kept operationally 
independent (a key requirement for avoiding bias in the dual-system estimates of coverage error)
by comparing census results in A.C.E. and non-A.C.E. clusters and through debriefing of field
staff.

(N.2) Analysis of Listing Future Construction and Multi-Units in Special Places (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(N.3) Analysis of Relisted Blocks (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(N.4) Analysis of Blocks With No Housing Unit Matching (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 
 
(N.5) Analysis of Blocks Sent Directly for Housing Unit Followup (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(N.6) Analysis of Person Interview With Unresolved Housing Unit Status (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 
  
(N.7) Analysis on the Effects of Census Questionnaire Data Capture in A.C.E. (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(N.8) Analysis of the Census Residence Questions Used in A.C.E. (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation ( ESCAP ) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP  report, “Evaluation Results for Movers and Nonresidents in the
Census 2000 Accuracy and Coverage Evaluation” (report B-16).

(N.9) Analysis of the Person Interview Process (cancelled)



C-83

May 2002

This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation I (ESCAP I) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP I report, A.C.E. Person Interviewing Results ( report B-5).  
Additionally, “Automating the Census 2000 A.C.E. Field Operations” and “Results of Quality
Assurance on the Person Interview Operation of the A.C.E. of Census 2000" provide preliminary
research findings that were presented at the 2001 American Statistical Association Conference. 
For a copy of these papers, contact the Census Bureau on (301) 457-4218.

(N.10) Discrepant Results in A.C.E.
This evaluation examines how well the quality assurance process identified interviewers who
entered discrepant data in the A.C.E. interview and the impact of undetected discrepant data on
A.C.E. estimates.

(N.11) Extended Roster Analysis (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(N.12) Matching Stages Analysis (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation I (ESCAP I) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP I report, “A.C.E. Person Matching and Followup Results”      
(report B-6).  Additionally, “Results of Quality Assurance on the A.C.E. Matching Operations,”
provides preliminary research findings that were presented at the 2001 American Statistical
Association Conference.  For a copy of the paper, contact the Census Bureau on (301) 457-4218.

(N.13) Analysis of Unresolved Codes in Person Matching (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation I (ESCAP I) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP I report, “A.C.E. Variance Estimates by Size of Geographic
Area” (report B-11).

(N.14) Evaluation of Matching Error
A potential source of error in the coverage estimates is the matching operation used to classify
persons as missed or erroneously enumerated in the census.  This evaluation will determine the
relative error associated with the matching operation and how matching error affects the Dual
System Estimates.

(N.15) Outlier Analysis in the 2000 A.C.E. (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 
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(N.16) Impact of Targeted Extended Search (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.  Significant
aspects of this study will be addressed in evaluation N.17.
   
(N.17) Targeted Extended Search Block Cluster Analysis
In 1990, the search area for matching was extended to surrounding blocks for all clusters.  In
2000, this was only done for clusters deemed most likely to benefit from this additional
searching.  This report will document overall targeted extended search results and identify
characteristics that may be related to matches and correct enumerations found in surrounding
blocks due to geocoding error.

(N.18) Effect of Late Census Data on Final Estimates (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation II (ESCAP II) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP II report, “Effect of Excluding Reinstated Census People from
the A.C.E Person Process.”

(N.19) Field Operations and Instruments for A.C.E.
This analysis provides an overall assessment of the quality of housing unit and person coverage
in A.C.E. operations.  Some of the topics addressed in the analysis are quality of A.C.E. listing,
effect of housing unit followup interviewing on the enhanced list, effectiveness of housing unit
and person followup quality assurance, and noninterview rates.

(N.20) Group Quarters Analysis (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(N.21) Analysis of Mobile Homes (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 
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O:  Coverage Evaluations of the Census and of the Accuracy and Coverage Evaluation
Survey

Overview

The studies in this category include a group evaluating A.C.E. coverage and a group evaluating
census coverage.  These studies will identify person and housing unit characteristics that are
related to being missed or erroneously enumerated.  Analysis in this area will also study the
quality of data from proxy respondents, and the frequency and patterns of geocoding error. 
Furthermore, census counts and dual system estimates will be compared to demographic
benchmarks to evaluate accuracy and completeness.       

What Will We Learn?

Results from these evaluations will allow us to determine how complete our Master Address File 
was for Census 2000.  Net coverage rates of housing units will be computed at the national and 
subnational levels along with gross omission and erroneous enumeration rates.  Other studies
will explain factors that contribute to housing unit coverage error.  For example, we will learn
whether type of address (city style versus noncity style) had an effect on housing unit coverage. 
In addition, there will be a study of housing unit duplication, to identify characteristics of
duplicate units and their operational source.      

Similarly, we will identify factors that contribute to person coverage error.  We will acquire
knowledge about erroneous enumerations by determining which demographic, housing unit type,
and type of enumeration variables were associated with them.  Furthermore, we will conduct an
analysis of measurement error, which  will help us determine why people were erroneously listed
in the census and the Accuracy and Coverage Evaluation.

Many evaluations in this category that were planned for the A.C.E. were no longer need when
the decision was made not to adjust the Census 2000 population counts.  It was determined that
some of the reports that were developed in an expedited manner to inform the Executive Steering
Committee for A.C.E. (ESCAP) decisions were sufficiently complete and informative to answer
research questions from the planned evaluation reports.  Ten of these reports and their
corresponding ESCAP reports are noted in the following section of evaluation report
descriptions.  To review the ESCAP reports on the Internet, go to http://www.census.gov/ and
search on “ESCAP.”
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Coverage Evaluations of the Census and of the A.C.E.

(O.1) Type of Enumeration Area Summary (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.

(O.2) Coverage of Housing Units in the Early Decennial Master Address File (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.

(O.3) Census 2000 Housing Unit Coverage Study 
This evaluation assesses 1) the net coverage rate of housing units, 2) the gross omission rate of
housing units, and 3) the erroneous enumeration rate of housing units.  These assessments are
made at the national level, smaller geographic levels, and for each post-strata.  This evaluation
also examines the potential impact on housing unit coverage had we excluded specific Master
Address File building operations.  This study is similar to the Housing Unit Coverage Study
conducted in 1990.  It also has a corresponding Executive Steering Committee for Accuracy and
Coverage Evaluation II (ESCAP II) analysis and documentation.  Refer to the ESCAP II report,
“Census 2000 Housing Unit Coverage Study” (report 17).

(O.4) Analysis of Conflicting Households
During A.C.E. housing unit matching, situations were found where the census and A.C.E. listed
two entirely different families.  This study will document the follow-up interviewing results for
these households to determine if the census was in error, the A.C.E. was in error, if the two
families both live at the address, if there was misdelivery of the census form, and so on.

(O.5) Analysis of Proxy Data in the A.C.E.
Both the census and A.C.E. sometimes must collect data from proxy respondents--persons who
are not members of the household where data are needed.  This study will examine match rates
and erroneous enumeration rates for such cases in the A.C.E.

(O.6) P-Sample Nonmatches Analysis (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation II (ESCAP II) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP II report, “P-sample Nonmatch Analysis” (report 18). 
Additionally, “Consistency of Census 2000 Post Stratification Variables,” provides preliminary
research findings that were presented at the 2001 American Statistical Association Conference. 
For a copy of the paper, contact the Census Bureau on (301) 457-4218.

(O.7) Analysis of Person Coverage in Puerto Rico (cancelled)
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This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(O.8) Analysis of Housing Unit Coverage in Puerto Rico (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.   

(O.9) Geocoding Error Analysis (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation II (ESCAP II) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP II reports, “E-sample Erroneous Enumeration Analysis” (report
5) and “Analysis of Nonmatches and Erroneous Enumerations Using Logistic Regression”
(report 12).

(O.10) Housing Unit Duplication in Census 2000
Duplication in the census was one type of erroneous enumeration. This analysis will identify
duplicate housing units in Census 2000 and their characteristics.  The study will also determine if
duplication was  more likely for one group or another (e.g., owners vs. renters).  The census
operations most likely to produce housing unit duplication will be identified, along with the most
plausible sources of duplication. 

(O.11) E-Sample Erroneous Enumeration Analysis (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation II (ESCAP II) analysis and documentation that is relevant to
this evaluation.  Refer to the ESCAP II report, “E-Sample Erroneous Enumeration Analysis”
(report 5).  Additionally, “Census 2000 E-Sample Erroneous Enumerations,”  provides
preliminary research findings that were presented at the 2001 American Statistical Association 
Conference.  For a copy of the paper, contact the Census Bureau on (301) 457-4218.

(O.12) Analysis of Nonmatches and Erroneous Enumerations Using Logistic Regression
(cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation II (ESCAP II) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP II report, “Logistic Regression” (report 19).  Additionally,
“Modeling A.C.E. Non-matches in the Census 2000,” provides preliminary research findings that
were presented at the 2001 American Statistical Association Conference.  For a copy of the
paper, contact the Census Bureau on (301) 457-4218.

(O.13) Analysis of Various Household Types and Long Form Variables 
This study combines the housing unit data and the person data to study coverage.  A new link
between A.C.E. housing units and census housing units in the sample will be created in the
combined data based on the person matching result.  Then the combined data will be used to
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examine whether coverages are affected by variables such as address style, income, education,
property value or rent, type of family, and household complexity.   

(O.14) Measurement Error Reinterview Analysis (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation II (ESCAP II) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP II reports, “Evaluation Results for Changes in A.C.E.
Enumeration Status” (report 3) and “Followup Review” (report 24).

(O.15) Impact of Housing Unit Coverage on Person Coverage Analysis
This evaluation will not be conducted because the available data cannot answer the specified
questions for this study. 

(O.16) Person Duplication in Census 2000
People were duplicated in the census for many different reasons.  This analysis will identify the
number and characteristics of duplicate persons in Census 2000.  The study will also determine if
duplication was more likely for one group or another (e.g., owners/renters).  The census
operations most likely to cause duplication will be identified, along with the most plausible
sources of the duplication. 

(O.17) Analysis of Households Removed Because Everyone in the Household is Under 16
Years of Age (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.  

(O.18) Synthesis of What We Know About Missed Census People (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.    

(O.19) Analysis of Deleted and Added Housing Units In Census 2000 Measured by the
Accuracy and Coverage Evaluation
The goal of this study is to assess the completeness of housing unit coverage on the early
Decennial Master Address File (DMAF).  We will determine which census operations
contributed to undercoverage by deleting units that should have not been deleted, and which
operations improved coverage by adding units not previously accounted for.  We also will
identify which census operations reduced housing unit duplication

(O.20) Consistency of Census Estimates with Demographic Benchmarks 
This study uses independent demographic benchmarks to evaluate the accuracy of the Census
2000 counts and the completeness of coverage in Census 2000.  While this approach cannot
produce estimates for as many demographic groups and geographic areas as A.C.E., results can
be compared to A.C.E. at aggregate levels.    
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(O.21) Implications of Net Census Undercount on Demographic Measures and Program
Uses (cancelled)
This evaluation will not be conducted. It was cancelled before February 2001.

(O.22) Evaluation of Housing Units Coded as Erroneous Enumerations (cancelled)
This evaluation, which was added after February 2001, will not be conducted.  A corresponding
Executive Steering Committee for Accuracy and Coverage Evaluation II (ESCAP II) analysis
and documentation is relevant to this evaluation.  Refer to the ESCAP II report, “Evaluation of
Lack of Balance and Geographic Errors Affecting A.C.E. Person Estimates” (report 2).

(O.23) Analysis of Insufficient Information for Matching and Followup (cancelled)
This evaluation, which was added after February 2001, will not be conducted.  A corresponding
Executive Steering Committee for Accuracy and Coverage Evaluation II (ESCAP II) analysis
and documentation is relevant to this evaluation.  Refer to the ESCAP II report, “E-Sample
Erroneous Enumeration Analysis” (report 5).

(O.24) Evaluation of Lack of Balance and Geographic Errors Affecting Person Estimates
(cancelled)
This evaluation, which was added after February 2001, will not be conducted.  A corresponding
Executive Steering Committee for Accuracy and Coverage Evaluation II (ESCAP II) analysis
and documentation is relevant to this evaluation.  Refer to the ESCAP II report, “Evaluation of
Lack of Balance and Geographic Errors Affecting A.C.E. Person Estimates” (report 2).

(O.25) Mover Analysis (cancelled)
This evaluation, which was added after February 2001, will not be conducted.  A corresponding
Executive Steering Committee for Accuracy and Coverage Evaluation II (ESCAP II) analysis
and documentation is relevant to this evaluation.  Refer to the ESCAP II report, “Analysis of
Movers” (report 15).

(O.26) Analysis of Balancing in the Targeted Extended Search (cancelled)
This evaluation, which was added after February 2001, will not be conducted.  A corresponding
Executive Steering Committee for Accuracy and Coverage Evaluation I (ESCAP I) analysis and
documentation is relevant to this evaluation.  Refer to the ESCAP I report, “A.C.E. Data and
Analysis to Inform the ESCAP Report” ( report B-1).
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P.  Accuracy and Coverage Evaluation Survey Statistical Design and Estimation

Overview

The evaluations in this category were designed to examine the quality of Accuracy and Coverage
Evaluation (A.C.E.) estimates.  Because of resource reallocation and Executive Steering
Committee for Accuracy and Coverage Evaluation (ESCAP) analyses and documentation that
informs evaluations, the evaluations for this category were not conducted.  Refer to specific
evaluations for more information.

Some of the reports that were developed in an expedited manner to inform ESCAP decisions
were sufficiently complete and informative to answer research questions from the planned
evaluation reports.  Two of these reports and their corresponding ESCAP reports are noted in the
following section of evaluation report descriptions.  To review the ESCAP reports on the
Internet, go to http://www.census.gov/ and search on “ESCAP.”

A.C.E. Survey Statistical Design and Estimation Evaluations
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(P.1) Measurement of Bias and Uncertainty Associated With Application of the Missing
Data Procedures (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation (ESCAP) analysis and documentation is relevant to this
evaluation.  Refer to the ESCAP II report, “Analysis of Missing Data Alternatives for the A.C.E”
(report 12).

(P.2) Synthetic Design Research/Correlation Bias (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.  
 
(P.3) Variance of Dual System Estimates and Adjustment Factors (cancelled)
This evaluation will not be conducted.  A corresponding Executive Steering Committee for
Accuracy and Coverage Evaluation I (ESCAP I) analysis and documentation that is relevant to
this evaluation.  Refer to the ESCAP I report, “A.C.E.: Variance Estimates by Size of
Geographic Area” ( report B-11).

(P.4) Overall Measures of A.C.E. Quality (cancelled)
This evaluation will not be conducted.  A summary report of various quality measures was
previously planned.  However, this information will be included in a topic report assessing key
findings for all A.C.E. evaluations.

(P.5) Total Error Analysis (cancelled)
This evaluation will not be conducted.  In early 2002, the Census 2000 Evaluation Program was
refined and priorities reassessed due to resource constraints at the Census Bureau.
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Q:  Organization, Budget, and Management Information System

Overview

Research in this category will document headquarters decision making processes and the impact
of headquarters organizational structure on the decennial census.  We plan to study the
management approach, structure, processes, and management tools.
   
What Will We Learn?

The findings from this study will help the Census Bureau to better manage future censuses and
similar projects.  This study will document how well the Management Information System
worked in helping us manage Census 2000.  We will compare the activities and
recommendations of the Census 2000 research and development program to what was actually
implemented for Census 2000 to determine which projects were most beneficial.  In addition, we
will examine the roles and influences of both external and internal entities on planning and
implementing the census.     
 

Organization, Budget, and Management Information System Evaluation
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(Q.1) Management Processes and Systems of the 2000 Decennial Census
The purpose of this study is to evaluate the management model for Census 2000 including the
organizational structure, the decision making process, and the management information tools. 
The study will also assess the staffing, the use and management of contracts, and the impact of
external influences such as the Census Monitoring Board, the Congress, the funding history, the
General Accounting Office, and other stakeholders. 
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R:  Automation of Census Processes

Overview

For Census 2000, the Census Bureau implemented a series of automated systems to aid the
conduct of the decennial census.  These systems included, but were not limited to, data collection
and capture, cost and progress reporting, management controls, customer reaction, quality
assurance and analysis, and the Internet.  Many of these systems were implemented for the first
time in Census 2000.  There are a total of twelve systems that we will evaluate.  In general, we
will assess whether the correct requirements and proper functionality were specified for each of
these twelve systems, whether the systems performed adequately in terms of either impact on
data quality or in providing useful management information, and whether we specified our
requirements in a timely manner.  We also will examine any contract management issues, as
applicable.  The twelve systems to be evaluated are as follows:  Telephone Questionnaire
Assistance; Coverage Edit Followup; Internet Questionnaire Assistance; Internet Data
Collection; Operations Control System 2000; Laptop Computers for the Accuracy and Coverage
Evaluation; Accuracy and Coverage Evaluation 2000 Control System; Matching and Review
Coding System for the Accuracy and Coverage Evaluation; Pre-Appointment Management
System/Automated Decennial Administrative Management System; American FactFinder;
Management Information System 2000; and Census 2000 Data Capture.     

What Will We Learn?

Evaluation reports will be generated using information collected from debriefings with program
managers, systems users, and others affiliated with the systems.  Questionnaires will be
developed for each system that will address general issues concerning the system’s functionality
and the correct and timely specification of its requirements along with questions that are unique
to each system.  We expect to gain insight, as appropriate, in areas such as maintenance and
security needs, respondent acceptance, initial investment required, ease/difficulty of setup,
reliability, level of training required, effects on coverage and response rates, additional costs or
savings, and technology life cycle issues.

Automation of Census Processes Evaluations
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A list of key questions to be answered for each system follows.  

• Did we specify the right requirements and functionality?
• Did the system do what we needed it to in terms of either its impact on data quality or in

providing useful management information?
• Did we define our requirements in a timely manner?
• If a contractor was hired to work on the system, did the contractor effectively complete

the required tasks?

(R.1.a) Telephone Questionnaire Assistance
Telephone questionnaire assistance (TQA) was a toll-free service provided by a commercial
phone center to answer questions about Census 2000 or the census questionnaire.  This system
also included a reverse-CATI (computer-assisted telephone interview) operation.  For Census
2000, TQA was operated out of 22 phone centers nationwide from March through June 2000.

(R.1.b) Coverage Edit Followup
Coverage Edit Followup (CEFU) was an outbound service operating out of 13 call centers to
resolve count discrepancies (coverage edit failures) and to obtain missing information for large
households.  The CEFU was conducted from May to August 2000.

(R.1.c) Internet Questionnaire Assistance
Internet questionnaire assistance (IQA) was an operation that allowed respondents to use the
Census Bureau’s Internet site to ask questions and receive answers about the census
questionnaire, job opportunities, or general questions about the purpose of the census.  This
service was operative from March through June 2000. 

(R.1.d) Internet Data Collection 
From March through April 2000, respondents to the Census 2000 short form had the option of
completing their census form electronically by accessing the Census Bureau’s Internet site and
providing a 22-digit ID number found on their form received in the mail. 

(R.2.a) Operations Control System 2000
The Operations Control System (OCS) 2000 was a decennial field interface system and was used
for control, tracking, and progress reporting for all field operations conducted for the census,
including production of materials used by field staff to do their work.  This system was operative
from October 1997 through October 2000 for the pre-census and decennial operational phases.



C-97

May 2002

(R.2.b) Laptop Computers for Accuracy and Coverage Evaluation
The Accuracy and Coverage Evaluation was a coverage measurement methodology that was
used to determine the number of people and housing units missed or counted more than once in
Census 2000.  The laptop computers were used to conduct personal and telephone interviews. 
This evaluation examines and assesses the use of laptop computers in determining coverage
error. 

(R.2.c) Accuracy and Coverage Evaluation 2000 Control System
The Accuracy and Coverage Evaluation 2000 Control System was a decennial system to aid
management in tracking and controlling the Accuracy and Coverage Evaluation field operations. 

(R.2.d) Matching and Review Coding System for the Accuracy and Coverage Evaluation 
The Matching and Review Coding System for the Accuracy and Coverage Evaluation was also
referred to as the Accuracy and Coverage Evaluation survey matching system.  The system
provided for a computer matching of housing units and persons followed by a clerical review of
unmatched records.  This system was used at the Census Bureau’s National Processing Center in
Jeffersonville, IN.

(R.3.a) Pre-Appointment Management System/Automated Decennial Administrative
Management System
The Pre-Appointment Management System/Automated Decennial Administrative Management
System was an integrated structure of administrative management programs that support
applicant tracking and processing, background checks, selection records, recruiting reports,
personnel and payroll processing, and archiving of historical data.  This system was used in the
hiring of temporary workers for the census.

(R.3.b) American FactFinder
The American FactFinder is a generalized electronic system for access and dissemination of
Census Bureau data.  The system is available through the Internet and offers prepackaged data
products and the ability to build custom products.  The system will serve as the vehicle for
accessing and disseminating data from Census 2000 (as well as the 1997 Economic Censuses
and the American Community Survey).  The system was formerly known as the Data Access and
Dissemination System.   Census 2000 data products will be available through the American
FactFinder began in January 2001.

(R.3.c) Management Information System 2000
The Management Information System (MIS) provides decision support functions, such as,
critical-path analysis and what-if analysis.  It also provides information on dates, the responsible
organization, budget, cost to date, and current progress of Census 2000 operations.  The MIS
includes the master activity schedule, the executive information system, and the cost and
progress system.  Designed as a tool for Census 2000, the MIS has an ongoing function.
(R.3.d) Census 2000 Data Capture
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The data capture process is a full electronic data capture and processing system for imaging
Census 2000 questionnaires.  This process involves: 1) the check-in of paper forms; 2) the
scanning and imaging of those forms; and 3) the use of optical mark and optical character
recognitions to capture data from census questionnaire images that convert it to a computer
readable format.  The Census Bureau worked with private sector companies to operate four data
capture centers that were operative from March through October 2000. 



Census 2000 Testing, Experimentation, and Evaluation Program Summary

Documentation


Program Modifications Since May 2002


September 2003 

This document provides updates to the May 2002 summary document of the Census 2000 
Testing, Experimentation, and Evaluation (TXE) Program. As originally planned, the Census 
2000 TXE Program was comprised of nearly 150 evaluations and a variety of experiments. 
However, in light of resources and other priorities, the Census 2000 TXE Program is refined and 
reassessed periodically. We attempted to obtain the best balance of resources needed for: 

• completing and releasing Census 2000 data products, and 
• conducting key Census 2000 evaluations. 

To accomplish this, we combined important aspects of similar evaluations and experiments and 
dropped those that were less critical for 2010 Census planning. We dropped components of 
evaluations for which analytical data were not available. Additionally, some evaluations planned 
for the Accuracy and Coverage Evaluation were no longer needed when the decision was made 
not to adjust the Census 2000 population counts. It was determined that some of the reports that 
were developed in an expedited manner to inform the Executive Steering Committee for 
Accuracy and Coverage Evaluation Policy (ESCAP) decisions were sufficiently complete and 
informative to answer the research questions from the earlier-planned evaluation reports. As a 
result, the Census 2000 Evaluation Program, which previously included 149 evaluation reports, 
will now include 106, of which 18 are ESCAP reports. The most recent evaluation report 
changes, made since May 2002, follow: 

(A.5.a) Census 2000 Response Methods for Selected Language Groups 
This evaluation was previously part of evaluation A.5, “Response Process for Selected Language 
Groups,” which was later planned as two separate studies: A.5.a, “Census 2000 Response 
Methods for Selected Language Groups,” and A.5.b, “Awareness and Participation in the Census 
2000 Language Assistance Programs Among Selected Language Groups “ (see following 
description). Evaluation A.5.a will provide insight into how non-English speaking groups such 
as Spanish, Chinese, Korean, Vietnamese, and Russian were enumerated in Census 2000. The 
evaluation includes analysis of form types received from a defined non-English speaking 
universe of housing units. 

(A.5.b) Awareness and Participation in the Census 2000 Language Assistance Programs 
Among Selected Language Groups (cancelled) 
This evaluation will not be conducted. In 2003, the Census 2000 Evaluation Program was 
refined and priorities reassessed due to resource constraints at the Census Bureau. An auxiliary 
research paper will provide research findings. 



(B.1.a) Analysis of the Imputation Process for 100 Percent Household Population Items 
This evaluation was previously part of evaluation B.1, “Analysis of the Imputation Process for 
100 Percent Household Population Items,” which is now being prepared as two separate studies: 
B.1.a, “Analysis of the Imputation Process for 100 Percent Household Population Items,” and 
B.1.b, “Analysis of Item Nonresponse Rates for 100 Percent Household Population Items.” For 
evaluation B.1.a, three components comprise the imputation process to deal with missing and 
inconsistent data from Census 2000: assignments, allocations, and substitutions. Rates will be 
produced nationally for each component. A substitution rate will be produced at a household 
and person level. Assignment and allocation rates will be produced at an item level for each of 
the 100 percent household population items broken down by several characteristics. 

(B.1.b) Analysis of Item Nonresponse Rates for 100 Percent Household Population Items 
This evaluation was previously part of evaluation B.1, “Analysis of the Imputation Process for

100 Percent Household Population Items,” which is now being prepared as two separate studies: 

B.1.a, “Analysis of the Imputation Process for 100 Percent Household Population Items,” and

B.1.b, “Analysis of Item Nonresponse Rates for 100 Percent Household Population Items.” For

evaluation B.1.b, item nonresponse rates for each of the 100 percent household population items

at a national level will be produced. The national level rates will be broken down by the

following characteristics: form type (long, short), response mode (self, enumerator), and Internet

data collection. Additionally, within each of the response modes (self vs. enumerator), rates will

be produced by form type (long, short).


(E.2) Special Place Local Update of Census Addresses (cancelled)

This evaluation will not be conducted. In late 2002, the Census 2000 Evaluation Program was

refined and priorities reassessed due to resource constraints at the Census Bureau. 


(E.3) Assess the Inventory Development Process for Service-Based Enumerations 
(cancelled) 
This evaluation will not be conducted. In mid 2002, the Census 2000 Evaluation Program was 
refined and priorities reassessed due to resource constraints at the Census Bureau. An auxiliary 
research paper will provide research findings. 

(E.4) Decennial Frame of Group Quarters and Sources (cancelled) 
This evaluation will not be conducted. In 2003, the Census 2000 Evaluation Program was 
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(F.1) Impact of the Delivery Sequence File Deliveries on the Master Address File Through 
Census 2000 Operations (cancelled) 
This evaluation will not be conducted. In late 2002, the Census 2000 Evaluation Program was 
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(H.6) Operational Analysis of Non-Type of Enumeration Area Tool Kit Methods 
(cancelled) 
This evaluation will not be conducted. An auxiliary research paper, “Operational Analysis of 
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Non-Type of Enumeration Area Tool Kit Methods,” provides preliminary research findings. 

(K.3) Impact of Data Capture Errors on Autocoding, Clerical Coding and Autocoding 
Referrals in Industry and Occupation Coding (cancelled) 
This evaluation will not be conducted. In 2003, the Census 2000 Evaluation Program was 
refined and priorities reassessed due to resource constraints at the Census Bureau. An auxiliary 
research paper will provide research findings. 

(O.13) Analysis of Various Household Types and Long Form Variables (cancelled) 
This evaluation will not be conducted. In late 2002, the Census 2000 Evaluation Program was 
refined and priorities reassessed due to resource constraints at the Census Bureau. 

(O.15) Impact of Housing Unit Coverage on Person Coverage Analysis (cancelled) 
This evaluation will not be conducted. In late 2002, the Census 2000 Evaluation Program was 
refined and priorities reassessed due to resource constraints at the Census Bureau. 

Use of the Employee Reliability Inventory File for Nonresponse Followup Enumerators 
(cancelled) This experiment will not be conducted. In 2003, the Census 2000 Testing and 
Experimentation Program was refined and priorities reassessed due to resource constraints at the 
Census Bureau. An auxiliary research paper will provide research findings. 
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1. Census 2000 Testing, Experimentation, and Evaluation Program Overview 

As part of each decennial census since 1950, the Census Bureau incorporated a testing, 
evaluation, and experimental program to evaluate the current census and to facilitate planning 
for the next decennial census - two important activities that strongly support the Census 
Bureau’s strategic plan. The objective of the Census 2000 Testing, Experimentation, and 
Evaluation (TXE)1 Program was to evaluate Census 2000 and to help guide planning for the 
2010 Census. 

During Census 2000, the Census Bureau conducted evaluations, experiments, operational 
assessments, and Quality Assurance (QA) Profiles. Each of these components is briefly defined 
in the glossary shown in the Appendix. 

This report provides a summary of all evaluation and experiment results. Section 2 provides a 
broad overview of the results from each evaluation category. Appendix A provides highlighted 
results from each evaluation and experiment. Note that since the Executive Steering Committee 
for Accuracy and Coverage Evaluation Policy (ESCAP) reports superceded the Accuracy and 
Coverage Evaluation (A.C.E.) evaluation results, this report does not contain A.C.E. evaluation 
results. For more detailed information on the evaluation and experiment methods, results, and 
recommendations, refer to the referenced documents which are included in the first web site 
shown in Section 1.1. 

In addition to the individual evaluation and experiment reports, topic reports were prepared to 
synthesize relevant findings from evaluations, experiments, and other research on related census 
subjects and to make recommendations for the 2010 Census. Similarly, synthesis reports were 
prepared to summarize and merge the individual components of four experiments. The topic and 
synthesis reports are included in the web site for evaluation and experiment reports. 

1 Refer to Appendix B for a glossary of abbreviations and acronyms used in this report. 
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1.1 Evaluations 

Using metrics from production activities and processes and data collected from field followup

surveys, as necessary, evaluations analyze and measure the effectiveness of methods,

procedures, operations, and processes and measure the impact of new initiatives on data quality

and the core census processes. As part of the Census 2000 TXE program, some operational

assessments were loosely included as evaluations. These operational assessments were

accounting type reports that documented final total volumes and rates (typically broken out by

demographics, by a variety of geographic levels, or between housing unit or person level data),

for distinct operations, functions, or processes. Operational assessments did not analyze or

evaluate project or program effectiveness or efficiencies. Some QA profiles were also included

as evaluations. QA Profiles provided assessments of census operations based on data collected

from the QA programs instituted for those operations. Many of the QA programs involved

relisting or reinterviewing procedures that usually were conducted on a sample basis.


The Census 2000 evaluations were managed by an Evaluations Program Steering Committee

(PSC). The Evaluations PSC solicited ideas for Census 2000 evaluations and requested a formal

study plan for each of the proposed evaluations. At the time the census was conducted, there

were over 140 planned evaluations. The number of evaluations was eventually reduced to 87. In

early 2002, the Census 2000 Evaluation Program was refined and priorities reassessed due to

resource constraints. In addition, some evaluations were found to overlap with corresponding

ESCAP analysis and documentation and were therefore no longer needed as separate

evaluations.


The evaluations were organized into 18 broad categories covering response rates and behavior

analysis, content and data quality, data products, partnership and marketing, special places and

group quarters, address list development, field recruiting and management, field operations,

coverage improvement, ethnographic studies, data capture, processing systems, QA evaluations,

A.C.E. operations, coverage evaluations of the census and of the A.C.E., A.C.E. statistical design

and estimation, and automation of census processes. Section 2 and Appendix A of this report

use the same structure for documenting the evaluation results.


For information on the Census 2000 TXE Program, the ESCAP documentation, and the

individual evaluation reports, refer to the following web sites:


Evaluations [http://www.census.gov/pred/www/],

ESCAP [http://www.census.gov/dmd/www/EscapRep.html], and

ESCAP II [ http://www.census.gov/dmd/www/EscapRep2.html].


2




1.2 Experiments 

Experiments were quantitative or qualitative studies that had to occur during a decennial census 
to have meaningful results to inform planning of future decennial censuses. The decennial 
census provides the best possible conditions to learn about the value of new or different 
methodologies or technologies. These experiments typically involve national surveys with 
multiple panels. For Census 2000, experiments also included qualitative ethnographic studies. 

Early in 1997, the Census Bureau formed a Program Steering Committee (PSC) to direct a 
program of testing and experimentation that would occur concurrently with Census 2000. 
Proposals were solicited from Census Bureau staff and underwent a review process. Roughly 37 
proposals were evaluated on content and selection criteria were applied. The selection criteria 
were defined as follows: 

Mandatory Criteria: 

• The experiment must require testing in a decennial census environment. 

• The experiment must provide measurable results. 

• The experiment must not compromise the success of the census. 

•	 The experiment should provide information that will assist in planning major components 
of future decennial censuses. 

Recommended Criteria 

•	 The experiment should be designed to minimize adverse effects of the experimental 
treatment on respondents and enumerators. 

•	 The experiment should provide significant potential benefits in terms of cost reduction, 
improved coverage, improved data quality, improved operational work flow, and/or other 
measures of benefit. 

•	 The experiment should introduce no or minimal additional respondent burden as part of 
Census 2000. 
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The six experiments2 included in the Census TXE Program were: 

• Census 2000 Alternative Questionnaire Experiment (AQE2000) 
• Administrative Records Census 2000 Experiment (AREX 2000) 

• Social Security Number, Privacy Attitudes, and Notification Experiment (SPAN) 

• Response Mode and Incentive Experiment (RMIE) 

• Census 2000 Supplementary Survey (C2SS) 

• Ethnographic Studies 

Note: The C2SS and the Ethnographic Studies were not included in the original selection 
process, but were later added to the Census 2000 TXE Program. 

Documentation of the experiments can also be found on the evaluations web site: 

Experiments [http://www.census.gov/pred/www/]. 

Highlights of the experiment results can be found in Section 2 of this report and more detailed 
summaries can be found in Appendix A. 

2 Use of the Employee Reliability Inventory File for Nonresponse Followup Enumerators (ERI 2000) was 
originally planned as a component of the Census 2000 TXE Program, but was later removed. 
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2. Evaluation Category Overviews and Summary of Results 

2.1 Category A - Response Rates and Behavior Analysis 

Category Overview 

The twelve evaluations in the Response Rates and Behavior Analysis category examine various 
modes for providing responses to the census. The evaluations focus on respondent behavior and 
how that behavior impacts response rates. Findings from these evaluations identify methods that 
can be used to improve response rates in future censuses. 

To understand the rates reported in this category, it is important to understand the definitions of 
mail response rate and mail return rate. 

The mail response rate is defined as the number of mail returns received prior to the cut date 
for the Nonresponse Followup (NRFU) universe divided by the total number of housing units in 
mailback areas that were eligible for NRFU. The inverse of the mail response rate is used as a 
measure of the NRFU universe. The final mail response rate is similar, but includes all mail 
returns through the end of the year. 

The mail return rate is defined as the number of mail returns received prior to the cut date for 
the NRFU universe divided by the total number of occupied housing units in mailback areas that 
were on the Decennial Master Address File (DMAF) prior to NRFU. The mail return rate is a 
more useful rate for determining respondent cooperation. The final mail return rate is similar, 
but includes all mail returns through the end of the year. 

Mail returns included in these rates are paper questionnaires that are mailed back to the Census 
Bureau, interviews completed during the Telephone Questionnaire Assistance program, Internet 
data captures, Be Counted Forms, and Coverage Edit Followup (CEFU) returns. 
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Response Rates and Behavior Analysis Highlights 

•	 The mail response rate as of April 18, 2000 was 64.3 percent. Therefore, 35.7 percent of the 
mailback universe required contact during NRFU. The final mail response rate was 67.4 
percent as of December 31, 2000. 

•	 The mail return rate as of April 18, 2000 was 74.1 percent. The final mail return rate was 
78.4 percent as of December 31, 2000. 

•	 During the mailout of Census 2000 questionnaires, the U.S. Postal Service (USPS) 
designated each questionnaire as Undeliverable as Addressed if it could not be delivered 
successfully to the labeled address. The most common reason Census 2000 questionnaires 
were not deliverable was that the housing unit was identified as vacant by the USPS. 

•	 Nationwide, the Census Bureau redelivered questionnaires to nearly 600,000 occupied 
housing units in the redelivery operation. 

•	 Census 2000 was the first time that residents of Puerto Rico were asked to complete and 
return their questionnaires by mail. Both the mail response and mail return rates were lower 
in Puerto Rico than the stateside mail response and return rates. 

•	 The Census 2000 advance letters provided households an opportunity to request an 
alternative language questionnaire in one of five languages. There were over 2.2 million 
requests for non-English questionnaires. Fewer than half of the households requesting an 
alternate language form returned these forms by mail. 

•	 The Telephone Questionnaire Assistance program was implemented to assist the public in 
completing their census forms. The Telephone Questionnaire Assistance program received 
six million calls. 

•	 Census 2000 was the first U.S. census to include an Internet on-line reporting capability. 
The Census Bureau received 89,123 initial on-line requests for an Internet census form. 

•	 There were 560,880 people added to the census through Be Counted Forms. There were 
higher percentages of groups traditionally undercounted than were observed in the census 
overall. This means that Be Counted Forms increased coverage in groups that have been 
traditionally hard-to-count. 
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2.2 Category B - Content and Data Quality 

Category Overview 

For Census 2000, the public had five ways of providing census data. These modes included 
mailing back a questionnaire, filling out a census short form on the Internet, picking up and 
returning a Be Counted Form, completing a short form census interview via telephone 
questionnaire assistance, or completing a personal visit interview with an enumerator. 

The evaluations in the Content and Data Quality document the 100 percent data item 
nonresponse by response mode and the data quality of each mode. This category also includes a 
Content Reinterview Survey study that measured response variance, documentation of the 
Master Trace Sample database, and an evaluation of multiple responses to the Census 2000 race 
question. 

One method of measuring data completeness is by imputation. Imputation is divided into three 
categories. An assignment is performed when a response for a data item is either missing or not 
consistent with other responses and an item value can be determined based on information 
provided for that same person. Allocations are performed when a response for a data item is 
either missing or is not consistent with other responses and an item value cannot be determined 
based on information provided for that same person. A substitution occurs when all the 100 
percent characteristics for every person in the household are either missing or are not consistent 
with other responses. In addition to these three types of imputation rates, a data completeness 
statistic was produced to determine the number of 100 percent population items within each 
person record that were not imputed. 
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Content and Data Quality Highlights 

•	 Almost 1.5 million households were substituted in Census 2000. These represent 1.39 
percent of the 105.5 million occupied housing units. Within substituted households, there 
were over 3.4 million substituted people. These people account for 1.26 percent of the 
273.6 million people in housing units. 

•	 Total item imputation rates (assignments plus allocations) for the 100 percent person data 
items in Census 2000 range from 1.98 percent for the sex item to 5.08 percent for the age 
item.  The tenure item imputation rate was 5.48 percent. 

•	 Overall, the data completeness statistic shows that about 97 percent of nonsubstituted person 
records have at least four of the five 100 percent population items with nonimputed data. 

•	 Item nonresponse occurs when there is no answer provided to an item on the questionnaire. 
Item nonresponse for the 100 percent items ranged from 1.13 percent for the sex item to 
3.74 percent for the age item.  The tenure item nonresponse rate was 4.14 percent. 

•	 Forty percent of the non-Hispanic respondents who reported Two or More Races in Census 
2000 also reported Two or More Races in the initial contact of the Census Quality Survey . 
Similarly, 41 percent who reported Two or More Races in the census also reported Two or 
More Races in the recontact of the survey. In contrast, 97 to 98 percent of those who 
reported a single race of White, Black, or Asian in Census 2000 reported the same race in 
the Census Quality Survey. 

•	 Of the 58 population characteristics evaluated by the Content Reinterview Survey, 16 
showed low inconsistency, 26 showed moderate inconsistency, and 16 showed high 
inconsistency. Of the 36 housing characteristic items measured, five showed low 
inconsistency, 15 showed moderate inconsistency, and 16 showed high inconsistency. 

•	 The residents of Puerto Rico identified themselves as overwhelmingly of Hispanic origin 
and of a single race. There was unanimous agreement among focus group participants that 
the question on race was inappropriate to the Puerto Rican context. 

•	 Results from an exact match between Census 2000 and the Current Population Survey 
(CPS) show that Census 2000 and the CPS are reasonably consistent in classifying people to 
the employed and not in labor force categories, but they exhibit considerable variability in 
classifying people to the unemployed category. 

•	 The Master Trace Sample database contains a sample of Census 2000 housing unit records 
that allow Census Bureau researchers to trace response and operational data through stages 
of Census 2000 processing. 
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2.3 Category C - Data Products 

Category Overview 

There is only one evaluation in this category. The focus of the evaluation on disclosure 
limitation procedures was to determine the effects of disclosure prevention measures on Census 
2000 data products. The Census Bureau examined the limitations and effects of data swapping 
and the confidentiality edit – a combination of strategies used to prevent the disclosure of data 
that can be linked to an individual – on data products. 

The full report for this evaluation is not available because it contains proprietary information and 
is available only to Census Bureau personnel on a need-to-know basis. Abridged information is 
primarily descriptive and qualitative. Quantitative information can only be found in the 
unabridged evaluation. 

Data Products Highlights 

•	 The data swapping procedure was conducted correctly and consistently. Minimum, but 
necessary, changes were made to the data in such a way that maximized data quality. 

•	 The Census Bureau should include confidentiality protection as part of the census process 
and should continue future research on disclosure limitation techniques. 
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2.4 Category D - Partnership and Marketing 

Category Overview 

The Census 2000 Partnership and Marketing Program combined public awareness, promotion, 
and outreach activities to generate clear and consistent messages about the importance of 
participating in Census 2000. The plan consisted of five components: direct mail pieces, media 
relations, promotions and special events (including Census in Schools), partnerships with 
businesses, non-governmental organizations, and government entities, and paid advertising. 

The primary goal of the comprehensive marketing plan, including the first ever paid advertising 
campaign coupled with an expanded partnership program, was to increase the mailback response 
rate, especially among historically undercounted populations. The advertising marketing 
strategy included messages delivered through print media, radio, television, and out-of-home 
media (billboards, bus shelters, mobile billboards). The partnership program built partnerships 
with state, local, and tribal governments, community-based organizations, and the private sector. 
Partners were asked to assist in three major areas: field data collection support, recruitment, and 
promotion. In addition, a major school-based public information campaign was launched to 
inform parents and guardians about the census through their school-age children. The three 
evaluations in this category assess the effectiveness of these activities as part of the integrated 
program components of the Census 2000 Partnership and Marketing Program. 
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Partnership and Marketing Highlights 

•	 Overall awareness of communications about Census 2000 increased significantly over time. 
It was greater after the Census 2000 Partnership and Marketing Program than before the 
onset of the program. 

•	 Awareness of communications about Census 2000 increased for all six of the targeted 
race/ethnicity populations, including historically hard-to-enumerate populations such as 
Hispanics, non-Hispanic Blacks, and American Indians. 

•	 Principals were an important conduit for transferring information about Census in Schools 
Program materials as well as for ordering the materials. For those using the Census in 
Schools Program materials, satisfaction was high. 

•	 Most partners responding to a survey-based study placed “Moderate emphasis” or “A lot of 
emphasis” on each of five Partnership Program goals. Also, the majority of responding 
partners that used each of the 18 types of materials rated the material as "Moderately 
Helpful" or “Very Helpful." 

•	 Non-English materials were used by more than 90 percent of all organizations that received 
them and these materials were also rated as "Moderately Helpful" or "Very Helpful" by 
more than 80 percent of partners that used them. 

•	 Across all partners, every activity was considered to be at least ?Moderately Helpful” in 
achieving Partnership Program goals. 

•	 Overall, partners were satisfied with the process in place to furnish them with Partnership 
materials. 
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2.5 Category E - Special Places and Group Quarters 

Category Overview 

The vast majority of U.S. residents live as families or individually in houses, apartments, mobile 
homes, or other places collectively known as housing units. However, there are millions of 
people in the U.S. who live or stay in group situations such as college dormitories, nursing 
homes, correctional facilities, convents, group homes, migrant worker dormitories, and 
emergency and transitional shelters. Evaluations in this category document and analyze the 
effectiveness of procedures to enumerate people living in group quarters. 

Group quarters enumeration was an operation designed to enumerate people living in group 
living situations. The group quarters enumeration operation was conducted from April 1, 2000 
to May 6, 2000. 

The Census Bureau developed a specialized operation to enumerate selected service locations 
that served people experiencing homelessness. The service-based enumeration (SBE) operation 
was conducted from March 27 to March 29, 2000, at shelters, soup kitchens, regularly scheduled 
mobile food vans, and targeted nonsheltered outdoor locations. One of the evaluations focuses 
on enumeration at service based locations. 
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Special Places and Group Quarters Highlights 

•	 In Census 2000, 7.8 million people were tabulated in group quarters, representing 2.8 
percent of the total population. These people were enumerated in 192,286 group quarters in 
100,358 special places. 

•	 Colleges and universities, correctional institutions, and nursing homes were the largest 
special places, as measured by number and percent of population. About 2.1 million people 
were tabulated in college dormitories (26.4 percent), 2 million in correctional facilities (25.5 
percent), and 1.7 million in nursing homes (22.1 percent). 

•	 The SBE operation appears to be a successful method of including in the census people 
experiencing homelessness. There were 14,817 SBE sites in Census 2000. More than half 
of the locations were shelters. Most of the data captured person records were from shelters, 
soup kitchens and regularly scheduled mobile food vans. 

•	 Almost all of the SBE data captured person records had at least two or more data 
characteristics (name, sex, age and/or date of birth, Hispanic origin, and race). 
Approximately 87 percent of the people enumerated completed the questionnaires with 
enough information that the questionnaire could be included in the unduplication process. 
There were 16,787 person records matched and unduplicated during data processing. 

•	 A total of 38,415 people completed a Be Counted Form and marked the “No Address on 
April 1, 2000" box on that form or indicated they were homeless in the address section. Of 
these, the Census Bureau was able to match and unduplicate 3 percent to people enumerated 
during the SBE operation. Over thirty-five thousand people were added to the SBE 
population as a result of the Be Counted Program. 

•	 A total of 283,898 people were tabulated in Census 2000 as a result of the SBE operation, 
including imputed people and people enumerated on Be Counted Forms and excluding 
person records matched and unduplicated during data processing. 

•	 Future evaluations should focus on the group quarters type code instead of, or in addition to, 
the special place type code. A group quarters type code comparison is more appropriate 
since it is the classification by which data are tabulated in census products. 
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2.6 Category F - Address List Development 

Category Overview 

The evaluations in this category cover a broad spectrum of activities involved with building 
address files and the related geographic database, including field operations from which address 
information and related map updates are gathered. The address list development category 
includes various evaluations of the MAF and the TIGER database. These include examination 
of the completeness and accuracy of address information in the MAF. A variety of census field 
and local/tribal partner operations were evaluated to measure the impact of each operation on the 
MAF and the TIGER database. These include, but are not limited to: Address Listing, Block 
Canvassing, Update/Leave (U/L), List/Enumerate (L/E), and multiple cycles of the Local Update 
of Census Addresses (LUCA). Combined, these field operations offered comprehensive address 
checks in rural and urban areas and were a primary source of address information used for MAF 
and TIGER database enhancement. Additional evaluations focus on the geocoding accuracy of 
addresses in the census. 

The series of operations used to build the address list in Mailout/Mailback areas included the use 
of the 1990 Census address list, information from the USPS, Block Canvassing, and information 
from local governments. Subsequent operations, such as NRFU, contributed to the completeness 
of the address list as well. 

Areas with mail delivery to predominantly city-style addresses were referred to as “inside the 
blue line.” Areas with mail delivery to predominantly noncity-style addresses were referred to 
as “outside the blue line.” These areas were further delineated by specific types of enumeration 
area. Different procedures were used to develop the Census 2000 address lists, depending upon 
the designated type of enumeration area (TEA). This category includes evaluations of many of 
the address list development methods. 
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Address List Development Highlights 

•	 There were approximately 115.9 million addresses in the final Census 2000 counts (92.8 
million addresses inside the blue line and 23.1 million addresses outside the blue line). 

•	 About 91.6 million addresses were in the universe of addresses to be verified in Block 
Canvassing. Block Canvassing listers added about 6.4 million addresses and deleted about 
5.1 million addresses. 

•	 There were 17,424 governmental units eligible to participate in the LUCA 98 program. 
About 53 percent participated; they covered approximately 92 percent of the housing units 
in eligible areas. There were 30,375 governmental units eligible to participate in the LUCA 
99 program. About 36 percent participated; they covered approximately 68 percent of the 
housing units in eligible areas. 

•	 Nationwide, 12,843 blocks were covered by Urban U/L. About 85 percent of the Urban U/L 
addresses in the DMAF were enumerated in the census as either occupied or vacant housing 
units. Urban U/L demonstrated that hard-to-enumerate areas were successfully targeted. 

•	 Stateside, about 22 million housing units were listed in the Address Listing operation. An 
additional 1.4 million addresses were listed in Puerto Rico. Approximately 94 percent of all 
Address Listing adds were included in the final Census 2000 counts. 

•	 There were 23,525,257 addresses in stateside U/L operations. Stateside U/L operations 
added 1,644,174 addresses and corrected 9,045,814 addresses. Of the 1,644,174 U/L adds, 
85.2 percent, were in the final Census counts. The number of deletes, either as nonexistent 
or as nonresidential, was 1,228,987. 

•	 There were 1,471,225 addresses in Puerto Rico U/L. Puerto Rico U/L added 111,787 
addresses and corrected 751,156 addresses. Of the 111,787 U/L adds, 83.7 percent were 
included in the final Census counts. The number of deletes, either as nonexistent or as 
nonresidential, was 122,815 in Puerto Rico. 

•	 Nationwide, 183,889 blocks were covered by U/E. About 41.2 percent contained housing 
units. 

•	 List/Enumerate (L/E) was responsible for adding 389,749 addresses nationwide to the final 
census count. 

•	 The Census Bureau split 915,794 blocks (out of more than 5 million total blocks) for 
tabulation purposes. Based on a sample of split blocks, it was determined that fewer than 4 
percent of the housing units affected by block splitting were allocated to the wrong side of a 
tabulation boundary. 
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2.7 Category G - Field Recruiting and Management 

Category Overview 

Prompted by the difficulties in recruiting applicants and high turnover of employees in the 1990 
Census, the Census Bureau redesigned its recruitment, staffing, and compensation programs for 
Census 2000. Several new programs were developed to address the 1990 issues and to help the 
Census Bureau successfully recruit several million applicants, hire several hundred thousand 
employees, and retain this staff through the decennial census. Some of these programs included 
frontloading, higher pay rates, and paid advertising. The purpose of Evaluation G.1 was to study 
the effects of these new program activities on recruitment, staffing, and retention. 
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Field Recruiting and Management Highlights 

•	 Enumerator pay, relative to locally prevailing pay, was a key determinant of recruiting 
performance. The overall high levels of pay, relative to local pay scales, greatly facilitated 
recruiting. 

•	 The NRFU workload also strongly influenced recruiting. An increase in caseload of about 
one standard deviation was associated with a 13 percent increase in qualified applicants. An 
unanticipated result is that a one standard deviation increase in test scores was associated 
with a decrease in the number of applicants of almost 11 percent. 

•	 Resignations, terminations for cause, or leaving for any other reason by Local Census Office 
(LCO) management during the recruiting period correlated with a reduction in the number 
of recruits by about 12 percent. 

•	 By far, the largest source of variation in recruiting performance was associated with an LCO 
being in one of three Census 2000 administrative regions. Even after taking other key 
factors into account, LCOs in the Seattle, Denver, and New York regions recruited more 
applicants than LCOs in other regions. 

•	 Hourly pay was increased by 37.8 percent on average relative to 1990 (adjusted for 
inflation) and the associated increase in enumerator retention was 22.6 percent. This 
increase in retention, coupled with introducing frontloading, permitted the average LCO to 
complete the NRFU in 7.19 weeks compared to 9.72 weeks in 1990. 

•	 Differences in factors outside of the control of census managers had small effects on 
completion time and productivity. In contrast, factors largely within census management 
control had large effects on performance. 

•	 The degree to which LCOs exceeded schedules was largely a function of the amount of 
frontloading they achieved. 

•	 Setting pay competitively was essential to recruiting sufficient numbers of well-qualified 
applicants and to retaining enumerators as long as they were needed. 
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2.8 Category H - Field Operations 

Category Overview 

This category includes studies of various field operations and strategies whose goals were to 
curb questionnaire delivery and enumeration problems and to obtain census data from 
individuals who did not respond to the census by a specified date. Evaluations in this category 
analyze whether field operations were conducted as planned and assess their effectiveness. 
Analyses in this category also examine efforts to count populations categorized as hard-to-
enumerate and evaluate targeted enumeration methods such as blitz enumeration (use of a group 
of enumerators to conduct enumeration in a compressed time frame), team enumeration (two 
enumerators working together where safety is a concern), and the use of local facilitators (long-
time neighborhood residents or church leaders who assist the enumerator in gaining entry to the 
neighborhood). 

Because some respondents were able to provide data without a Census identification number 
(ID), it was possible that respondents submitted addresses that were not on the MAF. The 
Census Bureau conducted a field verification of these types of addresses. If an enumerator 
verified that the address was a valid housing unit, then it was added to the DMAF. The Census 
Bureau also conducted an evaluation of the effectiveness of this operation. 
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Field Operations Highlights 

•	 There were 119,090,016 housing units in mailback areas (including Puerto Rico) that were 
potentially eligible for NRFU. The NRFU workload (including Puerto Rico) was 35.6 
percent of the eligible universe. Of the NRFU addresses, 62.3 percent were occupied, 23.3 
percent were vacant, and 14.3 percent were deleted. 

• NRFU officially ended early, ten days ahead of schedule. 

•	 Of the 26.4 million occupied housing units, 0.4 percent had no population count. 
Approximately 4.2 million housing units were enumerated multiple times, most of these 
were enumerated in NRFU and by a paper mail return questionnaire. Some housing units 
had an unrealistically large number of continuation forms attached, as many as 99. 

•	 About half of the recommendations from the Census 2000 Dress Rehearsal NRFU training 
evaluation were incorporated into the Census 2000 training package, either completely or 
partially. The recommendations that were incorporated contributed to an improved training 
program. The recommendations that were not incorporated did not seem to negatively 
impact the effectiveness of the training in preparing the enumerators to collect Census 2000 
information. 

•	 An analysis comparing how respondents answered the age and date of birth questions 
showed that 89.8 percent of people had their reported age consistent with their calculated 
age. The Census ‘average’ date of reference moved from May 5 in 1990 to April 20 in 
2000. 

•	 During the Be Counted/Telephone Questionnaire Assistance Field Verification operation, 
enumerators verified information for 884,896 assigned addresses. Of the assigned 
addresses, enumerators coded 51 percent as valid living quarters, 35 percent as nonexistent, 
and 14 percent as duplicates. 

•	 A total of 23,556 Questionnaire Assistance Centers were established during Census 2000. 
Data were collected and processed from about 60 percent of the centers. Of the respondents 
who needed assistance, most asked for help in completing the short form. Of the people 
who needed assistance on a specific questionnaire, most (64.6 percent) required assistance 
on the English short form. 

•	 Census 2000 was the first time that U/L mailback methodology was used to conduct the 
enumeration in Puerto Rico. Working with maps and map spots was reported as the most 
challenging situation due to using rural procedures in an urban location. 
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2.9 Category I - Coverage Improvement 

Category Overview 

The coverage improvement evaluations examine various Census 2000 operations that were 
intended to improve the coverage of both housing units and people in the census. Following the 
mailback efforts to complete the census, a series of operations were conducted to ensure that 
people were counted at their correct Census Day address, to confirm the status of housing units 
that were deleted or enumerated as vacant, and to ensure the inclusion of all people in a 
household when the returned form showed discrepancies in the number of people enumerated 
(i.e., count discrepancy cases). 
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Coverage Improvement Highlights 

•	 The CEFU operation was used to increase within household coverage and improve data 
quality. The CEFU workload included 2,544,072 cases; large household cases made up 
almost 55 percent of the cases and count discrepancy cases made up the rest. 

•	 The CEFU operation resulted in a net loss of 105,199 people compared to the originally 
completed Census 2000 self-response forms. While the net improvement to the census was 
a decrease in the population, it improved the accuracy of Census 2000. 

•	 The Whole Household Usual Home Elsewhere (WHUHE) probe was used to determine if 
all members of a household had another residence where they lived most of the time (their 
Census Day address). A total of 151,775 questionnaires were completed for WHUHE 
households for their usual place of residence. Of these returns, 58,027 matched to an 
existing address on the DMAF, 55,286 were geocoded but did not match to an existing 
address, and 38,462 could not be geocoded or matched to an existing address. About 29,300 
people were not enumerated by other operations and were added to the census as a result of 
the WHUHE probe. 

•	 The mover probe on enumerator questionnaires allowed enumerators to identify households 
that moved into the housing unit after April 1, 2000 and did not return a census 
questionnaire for their census-day addresses. Of the 105,480,101 occupied housing units 
enumerated in Census 2000, 22,850 would not have been enumerated without the mover 
probe. This represents 0.02 percent of the total U.S. occupied housing unit count. 

•	 CIFU was designed to improve coverage of housing units in the mailout/mailback, U/L, and 
urban U/L areas. The workload (including Puerto Rico) consisted of 8,854,304 housing 
units. Most of this workload consisted of units classified as vacant or delete in NRFU. 
Approximately 21.9 percent of the vacant units were converted to occupied and 24.6 percent 
of the deletes were converted to occupied. These converted units resulted in a net gain of 
approximately 3.1 million people. Approximately 18.1 percent of the deletes were 
converted to vacant. 

•	 The intent of coverage questions C1 and C2 on enumerator questionnaires was to identify 
people who would have been missed or included in error. However, about one-third of the 
time, enumerators left these questions blank. Approximately 1.1 percent of the responses 
were “Yes” for C1, meaning that someone had been missed, and 0.7 percent were “Yes” for 
C2, meaning that someone should be counted elsewhere. Only 21.8 percent of the returns 
that had the “Yes” box marked for C1, had at least one person added. Only 43.4 percent of 
the returns with C2 marked as “Yes” had at least one person deleted. 
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2.10 Category J - Ethnographic Studies 

Category Overview 

These evaluations study certain aspects of coverage for various populations and attempt to 
identify areas where methods of collecting census data for these populations can be improved. 

Ethnographic Studies Highlights 

•	 The Ethnographic Social Network Tracing Project researched social networks which include 
highly mobile people. Various associations were found between the character of 
individuals’ mobility, their positions in the interacting social networks and matrices of co-
residence, and "census outcomes." In the social networks traced, fewer of the residentially 
and habitually mobile individuals were found enumerated in Census 2000 than those who 
remained sedentary. 

•	 If census operations did not list or enumerate the unit that was the census residence or did 
not place the unit in accurate census geography, then it was unlikely that any census records 
could be found for anyone living in that unit. Similarly, if census operations listed and 
correctly placed a census residence in geography, but then did not enumerate it or 
enumerated it as vacant or with entirely different people, it was unlikely that records of any 
of its co-occupants could be found. If a unit had been listed and enumerated more than 
once, then all or most co-residents might be duplicated. 

•	 Most of the habitually and residentially mobile social network participants who were 
enumerated shared certain traits: they had census residences in conventional housing and 
maintained ties with and repeatedly and routinely returned to the same set of residentially 
sedentary co-residents in one locality. As long as their census residence was listed and 
enumerated, records for habitually and residentially mobile people with all these traits were 
found, no matter how often or how far they went away. 

•	 Across the four populations studied in the Comparative Ethnographic Research on Mobile 
Populations, many common barriers to enumeration were found, including residential 
mobility, distrust and/or fear, irregular and complex household arrangements, and 
disinterest. 

•	 Colonias, located along the border between the U.S. and Mexico, are generally 
unincorporated and low income residential subdivisions, lacking basic infrastructure and 
services. Ethnographers, from the four colonias studied, identified and documented the 
presence of four major barriers to census enumeration: irregular housing, little or no 
knowledge of English and limited formal education, concerns regarding confidentiality, and 
complex and fluid households. 
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2.11 Category K - Data Capture 

Category Overview 

The Data Capture System for Census 2000 (DCS 2000) processed more than 120 million census 
forms by creating a digital image of each page and interpreting the entries on each image using 
Optical Mark Recognition (OMR), Optical Character Recognition (OCR), or keying. The 
evaluations in this category were designed to assess components of DCS 2000, the Data Capture 
Audit Resolution (DCAR) process, and to measure the impact of the data capture system on data 
quality. 

The DCAR consisted of three phases: an automated review of data used to set person panel3 

status and roster entry4 status; an edit to compare respondent or enumerator responses on 
household size to a household population count derived from a tally of person panels and roster 
entries; and a clerical review of images and an update of data for questionnaires whose response 
records had conflicting household size information. There were two types of review: the Audit 
Count Check required that clerks review and correct the OCR interpretation of respondent or 
enumerator responses on household size only. The Audit Status Review also required that clerks 
review and correct the OCR fields. In addition, they required the review and correction of the 
status of person panels and roster entries. 

3 The number of person panels equals the number of person records associated with a return. 

4 The number of roster entries equals the number of names listed in the questionnaire roster. 
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Data Capture Highlights 

•	 The DCS 2000 successfully captured the response data that was input to determine 
household size. It successfully captured numeric responses and accurately identified the 
presence of responses in check boxes. 

•	 Of the 126,866,759 returns sent to DCAR, 124,194,637 (97.89 percent) passed the edit. Of 
the failed cases, the Count Check process included 33.03 percent and the Status Review 
process included 66.97 percent. 

•	 As the check-in date of the return became further removed from Census Day, the percent 
sent to Count Check and Status Review increased for mail returns faster than for enumerator 
returns, indicating more consistent quality for enumerator returns over time. 

•	 The DCAR corrected the data on a large number of cases that would have been included in 
the CEFU without the corrections made by the DCAR process. 

•	 Evaluation K.1.b was intended to see how well the reading of census forms could be 
delegated to automated data capture and imaging technology. Both the evaluation and 
production automated technology were prone to any one of the following errors: failure to 
read a field on the form, picking up content that was not really there (as in trying to interpret 
a stray mark), incorrectly capturing the content on the paper, or correctly capturing what the 
respondent wrote but not what the respondent intended. 

•	 The performance of the automated technology depended on whether the character 
recognition algorithm determined the content was clear enough to process. If the automated 
technology determined the content of a write-in field was clear, it processed it with a typical 
error rate of 1.0 to 1.1 percent. If the automated technology determined the content of a 
check-box field was clear, it processed it with a typical error rate of 1.2 to 1.5 percent. 

•	 If the automated technology rejected content as unclear, the typical error rate after remedial 
keying by human operators was 4.8 to 5.3 percent. The Key From Image (KFI) mode tends 
to deal with content particularly hard for human or machine to interpret and therefore the 
error rate is not necessarily a poor reflection on the automated technology 

•	 The most frequent causes for failing to capture the intended response were an extra check-
box, missing characters, or a wrong character. The most common reasons found for these 
problems were poor handwriting, no reason found, or rules not followed. 
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2.12 Category L - Processing Systems 

Category Overview 

Once census data from all sources were captured by the DCS 2000, they were put in a standard 
format and stored in a file known as the Decennial Response File, stage 1. Several processes 
then were applied before the data were used to produce official census counts and tabulations. 
Following all these processes, the Decennial Response File, stage 2 was merged with key 
elements of the DMAF to create the 100 Percent Census Unedited File and the Sample Census 
Unedited File. 

A variety of post-census activities were needed to prepare the data from the original responses to 
releasing the official counts and tabulations. These activities include editing and imputation to 
create the 100 Percent Census Edited File and the Sample Census Edited File, coding of write-in 
response items (such as race, language, industry and occupation, and place of work/migration), 
conversion to tabulation geography, tabulation recoding, and applying disclosure avoidance 
techniques. 

The Beta Site was a software testing site for Census Bureau application developers. It was used 
as an integration center for Regional Census Center (RCC) and LCO systems, a testing center for 
all systems, and a support center for RCC, LCO, and the National Processing Center systems. 

There were two evaluations of the Primary Selection Algorithm.  Full reports are not available 
because they contain proprietary information. Analysis of a reinterview of multiple 
questionnaire addresses was designed to determine if the Primary Selection Algorithm 
methodology and rules for resolving these cases accurately identified the Census Day household 
members. Analysis of Census Unedited File creation documents the number of times specific 
rules were applied. The Beta Site analysis includes information on whether the data collection 
systems were successfully integrated and the benefits of the software testing and release process. 
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Processing Systems Highlights 

•	 Of 129,389,529 returns, 1.07 percent were linked; that is, they were returns comprised of 
two or more forms. Of these, 2.82 percent had three or more forms. Most linked returns 
were comprised of an enumerator first form and an enumerator continuation form. 

•	 For occupied self-response and enumerator returns, setting the expected household size was 
usually straightforward. For 93.71 percent of self-response returns, the number of valid 
person records and roster names corresponded to the reported household size. 

•	 Less than 10 percent of all Census IDs on the Decennial Response File were enumerated by 
more than one return. Most of these were enumerated by two returns. 

•	 Most Primary Selection Algorithm households at Census IDs with multiple returns consisted 
of one or two returns. Two-return Primary Selection Algorithm households were most often 
formed by two enumerator returns or one mail return combined with one enumerator return. 
When two enumerator returns formed a Primary Selection Algorithm household, over 91 
percent were the result of one return from NRFU and one return from CIFU. This was 
expected due to the design of the CIFU operation. 

•	 Of the 8,716,359 Census IDs with two eligible returns, over 70 percent had a redundant 
return (a return containing only person records represented on the basic return of a Primary 
Selection Algorithm household). 

•	 At Census IDs with residents in two Primary Selection Algorithm households, the “best” 
household or a household which was identical in terms of net residents to the other 
household at the Census ID was selected about 80 percent of the time. 

•	 Nearly 128 million addresses were either on the DMAF as Census 2000 began or were 
added to it in the course of Census 2000 operations. Prior to unduplication procedures, 
approximately 117.3 million were ultimately resolved as housing units. Of these, 106.7 
million were determined or imputed to be occupied and the remaining 10.6 million were 
determined or imputed to be vacant. 

•	 Roughly half a million addresses had their status resolved by imputation. There were 
195,245 addresses determined to be valid Census addresses whose occupancy status could 
not be determined and status had to be imputed as a result. There were 296,617 addresses 
whose validity as Census addresses could not be determined. As a result, their validity and 
their occupancy status were both imputed. 

•	 Given the success of Census 2000 and the unprecedented reliance on automated systems, the 
Beta Site contributed significantly to the success of Census 2000. 
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2.13 Category M - Quality Assurance Evaluations 

Category Overview 

Census 2000 involved more than 20 major field operations and, at its peak, more than 500,000 
temporary workers. Managing the quality of the deliverables produced by this large, 
decentralized, and transient workforce was a major challenge for the Census Bureau. The 
quality assurance (QA) programs were designed to minimize significant performance errors, to 
prevent the clustering of significant performance errors, and to promote continuous 
improvement. 

One evaluation determined the effectiveness of the QA programs used in the address list 
development and enumeration operations. The effectiveness of variables that were used to 
detect discrepancies was measured in the second evaluation. 
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Quality Assurance Evaluations Highlights 

•	 Consistent with its mission statement, Census 2000 continued the tradition, initiated in the 
1960 Census, of incorporating into Census 2000 field operations numerous activities 
described as QA. This commitment to quality and QA certainly is a significant “strength.” 
Most operations had some form of QA process in place. 

•	 Given the many developments, it is not surprising to find that the overall perception 
throughout the Census Bureau, and at all levels, is that the Census 2000 QA field program 
was an important element in preventing significant errors and in preventing the clustering of 
significant errors. 

•	 Based on the evaluations and comments from those involved, many of the Census Bureau’s 
early activities in preparing for Census 2000 are seen as having utilized a full QA approach 
that met the Census Bureau’s stated goal of promoting timely and continuous improvement. 
However, in the context of what actually transpired during the data collection phase, the 
perception is less clear and decidedly mixed. 

•	 A vital aspect of the QA program for promoting continuous improvement (real-time capture 
and dissemination of data during the data collection process, with which to monitor, 
evaluate, and react) was not implemented. 

•	 The Census 2000 NRFU Reinterview program included three components: a random 
reinterview, an administrative reinterview, and a supplemental reinterview. The purpose of 
the reinterview program was to identify faulty data collection, both intentional and 
unintentional. Random reinterviews represented 93.09 percent of the cases selected for the 
reinterview program. The remainder of the reinterview cases were administrative and 
supplemental reinterview cases (4.34 percent and 2.57 percent, respectively). 

•	 Over the entire NRFU operation, 291,441 enumerators were identified as outliers based on a 
comparison of questionnaire characteristics of each enumerator against the average for their 
area. This was 62.57 percent of enumerators with completed work. 

•	 Supplemental cases with complete reinterview information showed a higher frequency of 
enumerator error between the original enumeration and the reinterview (11.30 percent) than 
random and administrative cases (9.42 percent and 9.67 percent, respectively). This higher 
incidence of error identification shows the effectiveness of the supplemental reinterview 
component. 

•	 Of the characteristics reviewed for the administrative sample, the high delete variable had 
the biggest impact for identifying enumerators with error. 
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2.14 Category N - Accuracy and Coverage Evaluation Survey Operations 

The studies in this category were designed to measure how well the Census Bureau carried out 
different components of the A.C.E. The results from these evaluations are superceded by results 
from the ESCAP II. To review the ESCAP II reports on the Internet, go to 
http://www.census.gov/dmd/www/EscapRep2.html. 

2.15	 Category O - Coverage Evaluations of the Census and of the Accuracy and 
Coverage Evaluation Survey 

The evaluations in this category include a group evaluating A.C.E. coverage and a group 
evaluating census coverage. These studies identify person and housing unit characteristics that 
are related to being missed or erroneously enumerated. Analyses in this area also study the 
quality of data from proxy respondents and the frequency and patterns of geocoding error. 
Furthermore, census counts and dual system estimates are compared to demographic 
benchmarks to evaluate accuracy and completeness. The results from these evaluations are 
superceded by results from the ESCAP II. To review the ESCAP II reports on the Internet, go to 
http://www.census.gov/dmd/www/EscapRep2.html. 

2.16	 Category P - Accuracy and Coverage Evaluation Survey Statistical Design and 
Estimation 

The evaluations in this category were designed to examine the quality of A.C.E. estimates. 
Because of resource reallocation and ESCAP analyses and documentation that informs 
evaluations, the evaluations for this category were not conducted. 

Some of the reports that were developed in an expedited manner to inform ESCAP decisions 
were sufficiently complete and informative to answer research questions from the planned 
evaluation reports. To review the ESCAP reports on the Internet, go to 
http://www.census.gov/dmd/www/EscapRep.html for ESCAP reports and to 
http://www.census.gov/dmd/www/EscapRep2.html for ESCAP II reports. 

29




2.17 Category Q - Organization, Budget, and Management Information System 

Category Overview 

Research in this category documents headquarters’ decision making processes and the impact of 
headquarters’ organizational structure on the decennial census. 

Organization, Budget, and Management Information System Highlights 

•	 Key performance indicators reveal that, in certain respects, Census 2000 was the most 
successful U.S. decennial census ever conducted. In Census 2000, the net undercount 
estimate of the household population was minus 0.49, meaning that there was a small 
estimated overcount. Achievement of a small net coverage error that is close to zero is an 
important success factor. 

•	 The national response rate that determined the Census 2000 NRFU workload was 65 
percent, which matched the 65 percent response rate from the 1990 Census indicating that 
the Census Bureau had stemmed the decline in response that had been the trend over recent 
decades. 

• The NRFU effort was completed ahead of schedule. 

•	 Post 1998, the Census Bureau operated within an organization that was well structured to 
support its performance objectives. The decennial organization was organized by business 
process drawing from functional capabilities residing within the participating divisions as 
required. In many of the sub-structures and teams within the decennial organization, 
however, the leaders of the teams and decision-making bodies were not given or did not 
choose to exercise true decision-making authority. Although the intent behind the creation 
of these organizational bodies was to push decision-making to the lowest management 
levels technically possible, there was no decision-making authority in place at these lower 
levels to support that intent. 

•	 A knowledge management capability to retain corporate knowledge, to support responses to 
external reporting requirements, and to communicate programmatic changes to decennial 
census participants in a timely manner would assist in improving communications and in 
stabilizing and maintaining the decennial census knowledge base throughout the decade. 

30




2.18 Category R - Automation of Census Processes 

Category Overview 

For Census 2000, the Census Bureau implemented a series of automated systems to aid the 
conduct of the decennial census. These systems included, but were not limited to, data 
collection and capture, cost and progress reporting, management controls, customer reaction, QA 
and analysis, and the Internet. Many of these systems were implemented for the first time in 
Census 2000. 

Titan Systems Corporation was engaged in June 2000 to conduct the automated systems 
category of evaluations. The main focus of the evaluations was to determine the effectiveness of 
requirements methodologies that were employed during the planning stages and their impact on 
overall system functionality. The evaluations also addressed certain contract management 
issues, as applicable, and their effect on system development and/or operational considerations. 
The evaluations were based to a large extent on 145 interviews with both Census Bureau staff 
and contractors who were involved with the planning, development, operations, or management 
of Census 2000 systems. The findings and recommendations were therefore qualitative in 
nature; that is, they reflect the opinions and insights of those personnel, some of whom were 
interviewed in connection with more than one system. The intent is to use the results to inform 
planning for similar future systems. 

A total of twelve systems were evaluated. In general, the contractor assessed whether the correct 
requirements and proper functionality were specified for each of these twelve systems, whether 
the systems performed adequately in terms of either impact on data quality or in providing useful 
management information, and whether the Census Bureau specified requirements in a timely 
manner. The contractor also examined any contract management issues, as applicable. The 
twelve systems evaluated are as follows: Telephone Questionnaire Assistance; CEFU; Internet 
Questionnaire Assistance; Internet Data Collection; Operations Control System 2000 (OCS 
2000); Laptop Computers for the A.C.E.; Accuracy and Coverage Evaluation 2000 (ACE2000) 
Control System; Matching and Review Coding System for the A.C.E.; Pre-Appointment 
Management System/Automated Decennial Administrative Management System 
(PAMS/ADAMS); American FactFinder; Management Information System 2000; and Census 
2000 Data Capture. 
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Automation of Census Processes Highlights 

•	 Despite the considerable managerial, technical, and contractual challenges facing the Census 
Bureau, all of the decennial systems for 2000 were successfully deployed. 

•	 Process Improvement Recommendations - From a systemic perspective, certain supporting 
processes and methodologies should be in place to provide a sound framework for system 
development activities. The absence of such a framework permits development on an ad 
hoc, rather than a structured basis, and usually leads to poor planning and inefficient use of 
resources. The evaluation reports present recommendations to improve internal processes 
so that systems can be designed, developed, and managed using a disciplined approach. 

•	 Requirements Definition Issues - Because the requirements definition phase is critically 
important, it should be performed in accordance with an agency approved methodology or 
set of guidelines that proscribe the steps inherent in the process. These guidelines need not 
be inflexible; they can be written to allow for various circumstances and constraints, but 
should, in any case, identify all requirements issues that can impact system functionality. 
The evaluation reports present suggestions on ways to improve the requirements definition 
function. 

•	 Outsourcing and Contract Management - Due to its long standing reliance on in-house 
resources for programming support, Census Bureau staff were not sufficiently prepared to 
make the transition to outsourcing. This policy shift required that Census Bureau personnel 
who either managed, or were working closely with, contractors have a basic understanding 
of contracting principles and an awareness of the legal/contractual issues inherent in the 
statement of work. Given that information technology contracts are typically far more 
complex than other types of contracts, the potential for misinterpretations in the scope of 
work and content of deliverables could easily have given rise to contract disputes and 
performance problems. Fortunately, the Census Bureau succeeded in avoiding many 
problems by awarding contracts to many qualified vendors. The automated systems 
evaluations include findings that can help the Census Bureau to better manage the risks 
associated with outsourcing in the future. 

•	 Best Practices - The success of the Census 2000 automated systems was due, in part, to the 
employment of some highly effective techniques, or what is generally known as “best 
practices.” The evaluation reports identify best practices that were found to be very 
beneficial in terms of their contributions to furthering sound system development 
methodologies. 

•	 Two recommendations were repeated in at least half of the Category R evaluations. They 
are: begin development early and establish agency-wide guidance. 
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3. Summary 

The results, lessons learned, and recommendations from the Census 2000 evaluations and 
experiments are being used in the planning process for the 2010 Census. Some of these results 
serve as primary sources in identifying areas for improvements. The twelve 2010 Census 
Research & Development (R&D) Planning Groups are chartered to use the Census 2000 results 
to define 2010 Census research, development, and testing activities. 

For example, the following indicate how the Census 2000 results are being used in the process of 
planning the tests leading up to the 2010 Census: 

•	 The self-response options objectives for the 2003 National Census Test were identified 
based on a review of Census 2000 results from evaluations of mail response and return 
rates, telephone questionnaire assistance, and Internet data collection, and from the 
RMIE. 

•	 Input from Census 2000 for defining the race and Hispanic origin questions objectives 
for the 2003 National Census Test came from the AQE. 

•	 Input from Census 2000 for defining the coverage improvement objectives for the 2004 
Census Test came from the AQE, the coverage edit followup evaluation, and the 
synthesis of coverage improvement operations and evaluations in the Coverage 
Improvement Topic Report. 

•	 Input from Census 2000 for defining questionnaire content objectives for the 2004 
Census Test came from the evaluation of item nonresponse rates, the AQE, a comparison 
of results from the C2SS and Census 2000, and a demonstration of the operational 
feasibility of the American Community Survey. 

•	 Results and recommendations from Census 2000 special place/group quarters 
evaluations, quality assurance profiles, and operational assessments were used to plan the 
2004 and 2006 Census Tests, including the need to revise group quarters’ definitions and 
to design a method to integrate the group quarters’ inventory development into the 
overall address file development process. 

Overall, what we learned from the Census 2000 TXE program should help us to accomplish the 
2010 Census objectives to improve the relevancy and timeliness of census data and to develop 
and implement more cost-effective operations, as well as to implement an even more rigorous 
and beneficial research and evaluation program for the 2010 Census. 
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Appendix A 

SUMMARY RESULTS OF INDIVIDUAL EVALUATIONS AND EXPERIMENTS 

Category A - Response Rates and Behavior Analysis 

Summaries of the twelve evaluations in the Response Rates and Behavior Analysis category 
follow. 

Evaluation A.1.a, Telephone Questionnaire Assistance (Chesnut 2003a) 

The Telephone Questionnaire Assistance program (TQA) was implemented to assist the public 
in completing their census forms. Six language specific national toll-free numbers were printed 
on Census questionnaires and Language Assistance Guides. The English and Spanish toll-free 
numbers connected to an Interactive Voice Response (IVR) system where a caller obtained 
information by selecting from a series of menu options, and if needed, was transferred to an 
agent. The toll-free numbers for the Asian languages (Chinese, Korean, Vietnamese, and 
Tagalog) connected directly to bilingual agents. This evaluation profiled the Census 2000 TQA 
program and, where appropriate, assessed the performance of the TQA system. 

The TQA program received 6 million calls, with approximately 51 percent serviced by an agent. 
There were three peaks for the daily total call volume. The first peak occurred after the initial 
mailout of census questionnaires, the second peak occurred after the mailout of the reminder 
postcard, and a third smaller peak occurred the week of Census Day. Each of the peaks occurred 
on Mondays. Excluding the peak days, a trend was observed in which Monday was the highest 
call volume day with a gradual decline in call volume throughout the week ending with a low 
call volume on Sunday. 

The IVR system allowed callers to obtain or enter information by selecting from a series of 
menu options. The Census Bureau found that callers primarily used the IVR system to obtain 
information on completing a census form. Second, they used the IVR system to request a census 
form by mail and third, callers used the IVR system to obtain general information and other 
information pertaining to the census. Of the main services provided by an agent, the most 
frequently requested service was the request for a census form. Callers also requested answers 
to frequently asked questions about the census, requested answers concerning specific items on 
the census questionnaire, or registered a complaint about the census. 

Based on the results of this evaluation, the following recommendations were made: 

C Predict the call volumes on peak call volume days based on Census 2000 experience. 

C	 Monitor the performance of the network provider based on their contractual 
requirements. 
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C	 Deliver the census mailing pieces on a day other than Monday to avoid an additive effect 
due to mailing strategy and day of the week. 

C Conduct future research in assessing the expanded use of IVR technologies. 

C Provide on-site technical support to all call centers 

C Provide equal levels of service in both English and Spanish systems. 

Evaluation A.1.b, Telephone Questionnaire Assistance Customer Satisfaction Survey 
(Stevens 2002) 

The purpose of this evaluation was to measure how satisfied callers were with the TQA 
operation for Census 2000. The Census Bureau measured customer satisfaction from two 
perspectives: the caller and the agent who handled the call. 

Overall, callers were satisfied with the TQA operation. At least 72 percent of the respondents to 
the customer satisfaction survey replied favorably. The survey questions asked about ease of 
moving through the automated menu system, quickness of the agent in understanding their 
request, agent’s level of interest in helping, overall satisfaction with the call, and other customer 
concerns. 

Overall, agents widely supported most aspects of the TQA operation mentioned on the agent 
debriefing questionnaire. Only three out of nineteen questions were viewed negatively by the 
majority of the agents. The agents’ satisfaction with the operation supports the callers’ 
satisfaction. The agents agreed that: they understood the caller’s requests, the visual design of 
the Operator Support System made it easy to read the prepared answers, training helped them 
understand Census concepts, and it was easy for them to use the Operator Support System to find 
the information that callers requested. However, the agents felt the callers seemed dissatisfied 
when they repeated the same verbatim information and they felt they could have used more 
practice with the Operator Support System before fielding calls. 

Based on the results, recommendations are: 

•	 Continue to research the caller’s expectation at the first and subsequent menu selections 
in the IVR system, as part of or prior to development. 

•	 Research the caller’s expectations of waiting times and make adjustments accordingly to 
the maximum time agents should keep callers waiting. 

•	 Design the Operator Support System script so that less information is repeated when the 
agents are responding to an incoming question. In addition, increase training on how the 
agents can read the Operator Support System script appropriately. 
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•	 Provide the agents with extra practice time and include more realistic examples of 
different types of calls. 

•	 Allow agents to respond to requests for replacement forms as soon as the reminder 
postcards are delivered to mailout/mailback addresses. 

•	 Provide the agents and/or the IVR system with tools for verifying whether the Census 
Bureau received a caller’s census form, being sure to address confidentiality issues. 

Evaluation A.2.b, Internet Data Collection (Whitworth 2002) 

Census 2000 was the first U.S. census to include an Internet on-line reporting capability. 
Though it was met with many challenges, the Internet data collection (IDC) was an operational 
success. It proved to be secure and there were no hardware or software failures and no known 
security breaches. However, it did not fully reach its potential. This is probably because of a 
conscious decision by the Census Bureau not to advertise this response mode. The IDC system 
could have handled tens of millions of forms. Instead, the Census Bureau received 89,123 initial 
on-line requests for an Internet census form. About 16.7 percent of these initial requests were 
invalid (mostly requests for the long form). There were 63,053 households representing 169,257 
persons that were counted using just the Internet census form. Fewer than 4 percent of Internet 
submissions had other returns from different modes. 

The Internet form collected data for six persons, with a continuation roster similar to the short-
form paper questionnaire. This restriction of a six-person form required followup for large 
households, but did not greatly affect Coverage Edit Followup (CEFU) operations. Fewer than 2 
percent of the Internet households reported household size to be larger than six. Internet 
households had approximately the same reported household size as reported for all response 
modes. There were some differences between the demographic makeup for the Internet 
household members when compared to the overall population. This is not surprising when one 
considers the typical Internet user. Demographic highlights include: 

• There were slightly more males (52.0 percent) than females (48.0 percent). 

•	 There were higher percentages of White and non-Hispanic household members than for 
all response modes. 

•	 There was a higher percentage of persons between the ages of 25-54 responding on the 
Internet, as compared to all response modes. 

The Internet is here to stay. The exact form and function of Census Internet options, however, is 
largely undeveloped. Recommendations include: 

•	 Focus future research not only on how to securely implement the form itself, but also on 
how to promulgate the Internet form as a major response option. 
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•	 Focus future research on how to use Internet response as a tool to increase data quality by 
implementing real-time data feedback and analysis. 

Evaluation A.2.c, Census 2000 Internet Web Site and Questionnaire Customer Satisfaction 
Surveys (Stapleton 2002) 

As part of a comprehensive plan to simplify public participation and to increase response rates to 
Census 2000, the Census Bureau designed a single web site to service Internet users. The site 
contained two major components: Internet Questionnaire Assistance (IQA) and IDC. Customer 
satisfaction surveys were conducted and the survey results were used to analyze the degree of 
respondent satisfaction with each system. 

Most respondents were not satisfied with the IQA. Nearly 62 percent of the respondents 
indicated that, overall, they were not at all satisfied with the Internet help screens. While nearly 
77 percent of the respondents found it easy or very easy to understand the help screen 
information, about 58 percent said it was not at all easy to find the help topics for which they 
were searching and 65 percent stated that the help screen information was not at all helpful. 
These findings suggest that while the information presented on the site was easy to interpret, it 
may not have been the appropriate information for the users. Those respondents who did find 
the information helpful were more satisfied overall. While the information on IQA was easy to 
understand, it was difficult to locate and generally unhelpful. In short, the IQA did not provide 
the information that respondents were seeking. However, the high correlation between 
helpfulness and overall satisfaction indicates that the Census Bureau might improve customer 
satisfaction by focusing on IQA elements that are helpful to users. 

The Census Bureau measured satisfaction on seven aspects of the Census 2000 Internet Form: 
time required to load the form, moving through the form, availability of help screens, 
understanding the help screen information, ease of sending the form, security and confidentiality 
procedures, and overall satisfaction. Respondents were largely satisfied with most of the seven 
aspects. The percent of respondents indicating they were satisfied or very satisfied with a 
specific aspect was as high as 94 percent (for the item ‘ease of sending form’). However, 
satisfaction lapsed slightly for the two items which dealt with help screens: availability of help 
screens and understanding the help information (74 percent and 73 percent, respectively). 
Overall, 91 percent of respondents were satisfied with the Census 2000 Internet Form. High 
levels of customer satisfaction indicate a strong potential for large-scale implementation in 2010. 

Key recommendations include: 

• Implement a content redesign of the Internet census help instrument. 

•	 Conduct research on knowledge and perceptions of the decennial census as well as the 
needs of potential users of the Census 2000 web site. 

• Look beyond restricting on-line assistance to questionnaire help. 

A4




Evaluation A.3, Be Counted Campaign for Census 2000 (Carter 2002a) 

The four goals for the Be Counted Campaign in Census 2000 were to count persons who did not 
receive a census questionnaire, to count persons who believed they were not included on any 
other census form, to encourage participation of persons who are traditionally undercounted in 
the census, and to provide a means for persons with no usual residence to be counted. 

Respondents returned 804,939 Be Counted Forms to the Census Bureau. The Census Bureau 
expected approximately 1 million Be Counted Forms to be returned. Of the 605,905 Be Counted 
Forms that were included in census processing, 239,128 Be Counted Forms added persons to the 
census not included on other Census forms. There were 236,482 households where the 
household contained some persons who were only enumerated from the Be Counted Form 
return. Of these households, 116,019 were enumerated only by Be Counted Forms and the 
remaining 120,463 were enumerated by Be Counted Forms as well as other census forms. 

There were 560,880 persons added to the census through Be Counted Forms. This is more than 
double the number of persons added from the “Were You Counted?” program in the 1990 
Census. There were higher percentages of groups traditionally undercounted than were observed 
in the census overall. These groups include renters, children, and minorities. Approximately 
40.7 percent of all Be Counted Forms that were picked up by respondents from distribution sites 
were non-English forms, most of which were Spanish. There were also approximately 15,410 
Be Counted Forms that were returned to the Census Bureau that were determined to be from 
persons with no usual residence. This means that Be Counted Forms increased coverage in 
groups that have been traditionally hard to count. 

Overall the Be Counted Campaign was a success. It added 560,880 persons to the census. 
While this number is small, these are people that would have been missed without this program. 

The Census Bureau should consider the following points if implementing an operation like the 
Be Counted Campaign in 2010: 

•	 Conduct further analysis to investigate the number of Be Counted Forms matched and 
geocoded by the automated system and by clerical staff. 

•	 Design the Field Verification to permit the enumerator to record the Census identification 
number (ID) of the Be Counted Form duplicates. 

•	 Record the language of the returned Be Counted Forms and whether translation or 
transcription was needed. 
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Evaluation A.4, Use of Non-English Questionnaires and Guides in the Census 2000 
Language Program (Smith and Jones 2003) 

For Census 2000, households in mailback areas were mailed an advance letter. The advance 
letter provided households an opportunity to request an alternative language questionnaire in one 
of five languages. Short and long form questionnaires were available upon request in Spanish, 
Chinese, Tagalog, Vietnamese, and Korean. Respondents were asked to return their advance 
letter indicating which language questionnaire they preferred. This approach spearheaded the 
effort to encourage respondents in linguistically isolated households to complete a census 
questionnaire. The Census 2000 Language Program also made available language guides in 
forty-nine languages. The language guides were user-friendly visual aides that assisted 
respondents in completing the questionnaires for both long and short forms. 

This evaluation analyzed information about non-English forms requested by households who 
were mailed advance letters. The results are compared to the number of requests for Language 
Assistance Guides. 

There were over 2.2 million requests for non-English questionnaires. Most (83.7 percent) of the 
households that requested alternative language questionnaires requested them in Spanish. 
Although there were requests for non-English questionnaires from households in all states, most 
(about 70.6 percent) of the requests were from households in four states: California, Texas, New 
York, and Florida. About 39.4 percent of the households that requested alternative language 
questionnaires were in census tracts designated as hard-to-enumerate. Less than half (45.1 
percent) of the households requesting an alternate language form returned these forms by mail. 

The number of respondents requesting language assistance guides was substantially lower than 
the number of households requesting a non-English language questionnaire. At least 93,672 
respondents requested language assistance guides from Questionnaire Assistance Centers and 
77,191 respondents requested language assistance guides through the TQA program. About 34.3 
percent of the language assistance guides requested at Questionnaire Assistance Centers and 18.9 
percent of the language assistance guides requested through the TQA program were in languages 
other than Spanish, Chinese, Korean, Tagalog, or Vietnamese. 

Based on the results of this evaluation, the recommendation is: 

•	 Continue to take initiatives to help respondents overcome language barriers in 
completing census forms by providing an opportunity for households to make requests 
for non-English questionnaires, providing guides and questionnaires at assistance centers, 
and providing alternate language telephone assistance. 
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Evaluation A.5.a, Analysis of the Linguistically Isolated Population in Census 2000 (Lestina 
2003) 

The four objectives of this evaluation were to create a universe of households identified as 
linguistically isolated, to determine how they were enumerated in Census 2000, to examine the 
education attainment of the householder, and to examine geographic clustering at the tract and 
county levels. 

A household is classified as linguistically isolated if all household members age 14 years or 
older speak a language other than English and have limited English proficiency. There are 3,141 
counties in the nation with at least one linguistically isolated household. Each of these has up to 
35.0 percent of its households that are linguistically isolated. Of the 3,141 counties, 91.53 
percent have fewer than 5 percent of their households that are linguistically isolated. There are 
eight counties in Texas with at least 25 percent of their households that are linguistically 
isolated. 

Of the 64,960 tracts in the nation with at least one linguistically isolated household, 77.5 percent 
have less than 5 percent of their households that are linguistically isolated. There are 11 tracts in 
the nation where at least 75 percent of their households are linguistically isolated. They are as 
follow: one in Maricopa County, Arizona, one in Pinal County, Arizona, three in Los Angeles 
County, California, one in San Francisco County, California, one in Lafourche Parish, Louisiana, 
two in Bronx County, New York, one in Dutchess County, New York, and one in Charleston 
County, South Carolina. 

At the tract and county levels, the linguistic isolation variable may help with identifying areas 
for special enumeration procedures, including language programs, for the 2010 Census. Further 
analysis should be done by specific languages that are spoken at home to identify the level and 
whether they are clustered. 

Evaluation A.6.a, The U.S. Postal Service Undeliverable Rates for Census 2000 Mailout 
Questionnaires (Kohn 2003) 

In Census 2000, the questionnaire mailout/mailback enumeration method was the primary means 
of census-taking. The U.S. Postal Service (USPS) was the primary vehicle for delivering census 
questionnaires. Based on the Decennial Master Address File (DMAF), the Census Bureau 
mailed questionnaires on March 13-15, 2000 to about 96 million housing units in areas 
designated as being mailout/mailback. Questionnaires that were undeliverable were called 
Undeliverable as Addressed (UAA). Since this study of questionnaires concerns undeliverability 
by the USPS, only mailout/mailback housing units are included. 

The Census 2000 Local Census Office (LCO) redelivery operation for UAA questionnaires took 
place in preselected ZIP codes and was conducted by specially trained enumerators. The UAA 
questionnaires were routed back through the USPS and returned for check-in at the LCO until 
March 18, 2000. By redelivering questionnaires identified as UAA in areas where they were 
clustered, the Census Bureau sought to efficiently boost response by getting questionnaires back 
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into the hands of the households early in the mail response period and to address geographic 
clustering of UAA questionnaires. 

Addresses remaining UAA after the census redelivery were included in the nonresponse 
followup (NRFU) workload. During NRFU, many housing units for UAA questionnaires were 
enumerated as occupied households. Housing units which were delivered a questionnaire either 
by the USPS or the census redelivery could have returned their questionnaires by mail. Those 
which did not respond by mail were also included in NRFU and many of these were also 
enumerated as occupied housing units. 

The major objectives of this evaluation were to examine the decrease in undeliverable housing 
units as a result of the redelivery operation and to study relationships between UAA status and 
demographic data. 

Nationwide, the Census Bureau delivered to nearly 600,000 occupied housing units in the 
redelivery operation. Age of the householder, tenure, and the size of the household are the best 
predictors of USPS delivery. Minority and nonminority counts were obtained with the aid of a 
race edit/allocation variable which allocated each person to one and only one of six major race 
categories. Minority households were more likely to be in LCOs selected for the redelivery 
operation than nonminority households. For USPS UAA units for which redelivery was 
attempted, nonminority households were more likely to have a successful redelivery than 
minority households. 

Evaluation A.6.b, Study of the U.S. Postal Service Reasons for Undeliverability of Census 
2000 Mailout Questionnaires (Chesnut 2003b) 

During the mailout of Census 2000 questionnaires, the USPS designated each questionnaire as 
UAA if it could not be delivered successfully to the labeled address. The mailing pieces were 
annotated with a reason for undeliverability and sent back to the Census Bureau. From the 
undeliverable questionnaires received, a stratified systematic sample was drawn for the purpose 
of conducting a study of the reasons for undeliverability. This evaluation examined the 
distribution of reasons for undeliverability. In addition, inferences are drawn from the sample to 
the universe of Census 2000 undeliverable questionnaires at a national level. This evaluation 
also investigated whether the reason for undeliverability is a valid indicator of the final census 
status of a housing unit. 

From the results of the sampling procedure, a total of 9.7 million UAA questionnaires were 
received at the National Processing Center in Jeffersonville, Indiana. The most common reason 
questionnaires were not deliverable was due to the fact that the housing unit was identified as 
vacant by the USPS. Almost half of the undeliverable questionnaires received were stamped or 
annotated with a “vacant” reason for undeliverability. The USPS policy is that mail is not 
delivered to vacant units. Addresses identified as “no such address” and those identified as not 
having a mail receptacle composed the next largest portions of undeliverable questionnaires. 
The remaining undeliverability categories (duplicate, under construction, demolished, 
nonresidential, no such apartment, post office (P.O.) box, not deliverable and unable to forward, 
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outside delivery limits, refused, blank other, and illegible) each contributed 6 percent or less to 
the universe of undeliverable questionnaires. 

Thirty-one percent of the total undeliverable questionnaires received a final census status of 
vacant and 47 percent received a final census status of delete. Approximately 22 percent were 
given a final census status of occupied. For the questionnaires marked “vacant,” approximately 
50 percent actually received a final census status of vacant. Also, 22 percent of the 
questionnaires marked vacant received a final status of occupied. For the questionnaires marked 
“post office box” or “no mail receptacle,” an estimated 48 percent were occupied. This 
highlights the troublesome aspect of using mailout/mailback to enumerate respondents who do 
not receive mail at their place of residence. In a much more favorable result, an estimated 85 
percent of questionnaires marked “demolished,” “new construction,” or “nonresidential” 
received a final status of delete and that 77 percent of questionnaires marked “no such address” 
or “no such apartment” received a final status of delete. 

Based on the evaluation results, recommendations include: 

•	 Use USPS products/services such as the Address Element Correction service prior to 
Census mailout to provide corrections to addresses or to identify potentially 
undeliverable addresses in the mailout/mailback address list. 

•	 Capture the USPS’s reasons for undeliverability and use these in determining final 
census status. 

Evaluation A.7.a, Census 2000 Mail Response Rates (Stackhouse and Brady 2003a) 

The response rate is a measure that represents the percentage of addresses eligible for NRFU that 
returned questionnaires prior to the designation of the NRFU universe. Due to the expected 
higher level of data quality and the lower cost associated with self-enumerated responses relative 
to enumerator-collected responses, it is important for response rates to be as high as possible. 

The mail response rate is defined as the number of mail returns received prior to the cut date for 
the NRFU universe divided by the total number of housing units in mailback areas that were 
eligible for NRFU. The final response rate is similar but includes all mail returns through the 
end of the year. Mail returns included in the response rates are paper questionnaires, interviews 
during the TQA program, Internet data captures, Be Counted Forms, and CEFU returns. 

The mail response rate as of April 18, 2000 was 64.3 percent. The final response rate was 67.4 
percent as of December 31, 2000. Reflecting the higher response burden of the long form 
questionnaire, the short form mail response rate of 66.4 percent was 12.5 percentage points 
higher than the long form mail response rate of 53.9 percent. Many residents with long forms 
held onto them and returned them after April 18. After that date a larger proportion of long 
forms were returned than short forms. The final response rate was 69.1 percent for short forms 
and 59.4 percent for long forms. 
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Mailout/Mailback areas had a mail response rate of 65.4 percent, which is higher than either the 
Update/Leave (U/L) areas mail response rate of 59.3 percent or the Urban U/L areas mail 
response rate of 50.5 percent. Final response rates by Type of Enumeration Area (TEA) were 
68.5 percent for Mailout/Mailback, 62.6 percent for U/L, and 54.8 percent for Urban U/L. 

Most questionnaires were returned in the period between March 15, when questionnaires in 
Mailout/Mailback areas were mailed, and March 28. There were slight surges in the number of 
mail returns corresponding to the delivery of reminder postcards beginning on March 20 and on 
Census Day (April 1). These two surges in response were more pronounced for long forms than 
short forms. 

An additional 1,052,712 returns were received between April 18 and April 25, representing 28.4 
percent of the mail returns checked in after April 18. These returns represent a potential 
decrease in the NRFU workload of 2.5 percent. Therefore, work needs to be done to determine 
what is the optimal date for determining the NRFU universe, by considering the cost benefits 
versus the operational challenges to other operations. 

Evaluation A.7.b, Census 2000 Mail Return Rates (Stackhouse and Brady 2003b) 

The mail return rate is a measure of respondent cooperation in Census 2000. It is defined as the 
number of mail returns received prior to the cut date for the NRFU universe divided by the total 
number of occupied housing units in mailback areas that were on the DMAF prior to NRFU. 
The final return rate is similar but includes all mail returns through the end of the year. Mail 
returns included in the return rates include actual paper questionnaires, interviews during the 
TQA program, Internet data captures, Be Counted Forms, and CEFU returns. 

The mail return rate is different from the mail response rate. The denominator of the mail 
response rate includes all housing units in mailback TEAs that were eligible for NRFU and had 
addresses that were considered adequate to attempt delivery by either the USPS or census field 
staff. The response rate denominator is larger than the return rate denominator, largely because 
the response rate denominator includes vacant housing units, UAA addresses, some addresses 
deleted in U/L and Urban U/L delivery, NRFU, or Coverage Improvement Followup (CIFU). 

The mail return rate as of April 18, 2000 was 74.1 percent. This rate represents 75,163,020 mail 
returns that were received by April 18, 2000 out of a return rate denominator of 101,398,131 
households. Another 4,367,080 questionnaires were returned after April 18, resulting in a final 
return rate as of December 31, 2000 of 78.4 percent. Reflecting the higher response burden of 
the long form questionnaire, the short form mail return rate of 76.4 percent was 13.4 percentage 
points higher than the long form mail return rate of 63.0 percent. Many residents with long 
forms held onto them and returned them after April 18. After that date a larger proportion of 
long forms were returned then short forms. The final return rate was 80.1 percent for short 
forms and 70.5 percent for long forms. 

Mailout/Mailback areas had a mail return rate of 75.1 percent, which is higher than either the 
mail return rate for U/L areas (69.6 percent) or the mail return rate for Urban U/L areas (63.7 
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percent). Final return rates by TEA were 78.6 percent for Mailout/Mailback, 77.9 percent for 
U/L, and 70.8 percent for Urban U/L. 

Differential return rates were observed for different demographic groups. The likelihood of 
responding to the census increased with householder’s age. Whites had a higher mail return rate 
(77.5 percent) than the total mail return rate, while all other race groups had lower return rates 
than the total mail return rate. Non-Hispanic householders had a mail return rate of 75.0 percent, 
10.5 percentage points higher than the Hispanic mail return rate of 64.5 percent. Households 
consisting of two persons had the largest proportion of residents who responded to the census. 
Larger households of five persons or more had increasingly lower mail return rates as household 
size increased. 

Evaluation A.8, Puerto Rico Focus Groups on Why Households Did Not Mail Back the 
Census 2000 Questionnaire (Berkowitz 2001b) 

Census 2000 was the first time that residents of Puerto Rico were asked to complete and return 
their questionnaires by mail. Fifty-three percent of the households in Puerto Rico returned their 
questionnaires by mail, a low response rate compared with the national rate of 65 percent. This 
evaluation explored the reasons residents of Puerto Rico didn't mail back their questionnaires. 
Contractors conducted focus groups in nine sites. Sites were selected for geographic and 
socioeconomic diversity from among municipalities (municipios) with lower-than-average 
(under 50 percent) mailback response rates. Although interesting and suggestive, these results 
are based on a small, purposive sample and cannot be generalized to the population of Puerto 
Rico as a whole. However, they do provide a useful jumping off point for further thinking and 
research. 

Participants' reasons for not returning their questionnaires by mail fall into four clusters: 

•	 Motivational and process-related reasons. Several participants were unclear about or 
misunderstood the census' purpose. Considerable confusion existed over the process by 
which the questionnaires were distributed, the rules for returning them, and especially the 
role of enumerators. 

•	 Practical and logistical reasons. Lack of time figured as a reason, as did difficulties of 
mailing and getting to the post office. 

•	 Cultural and political attitudinal reasons. These included fears that the information 
wouldn't be kept confidential, as well as the belief that any funds that would be allocated 
would only end up enriching dishonest politicians. Participants also expressed a strong 
preference for a more personal approach to collecting the information as being more 
appropriate to the culture. 

•	 Reasons related to questionnaire content and design. Some participants were affronted 
by the race and ethnicity questions, which were seen as divisive as well as inappropriate 
to the realities of Puerto Rico. 
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Almost everyone had heard something about Census 2000 from television and radio ads, 
newspapers, schools, or informal sources such as relatives and neighbors. But in many cases, 
advertising efforts fell flat. Nearly all of the 41 nonresponding household heads urged a return 
to the system of collecting data door-to-door as practiced in 1990. 

Key recommendations for improvements and for further research and exploration include: 

•	 Provide more comprehensive information, in different forms, on the purpose and uses of 
the census. 

•	 Conduct further research in Puerto Rico on views and perceptions of the Census 2000 
questions on race and ethnicity. 

•	 Use the findings and recommendations from this study, as well as other supporting 
testing and research, to develop advertising appeals for census participation more attuned 
to Puerto Rico. 

•	 Consider using the results of this study to create a close-ended survey to be administered 
to a probability sample of residents of Puerto Rico. 

Category B - Content and Data Quality 

Summaries of the eight evaluations in the Content and Data Quality category follow. 

Evaluation B.1.a, Analysis of Imputation Rates for the 100 Percent Person and Housing 
Unit Data Items from Census 2000 (Zajac 2003) 

This evaluation provides information on data quality, specifically data completeness, for the 100 
percent person and housing unit items. For this evaluation, data completeness is measured by 
imputation. It should be noted that the definition of imputation can be interpreted in various 
ways which could lead to different methods of computing imputation rates. Therefore, when 
comparing imputation rates across reports, it is imperative to understand the way the rates are 
computed to ensure they are comparable. 

Imputation is divided into three categories. They are defined as follows: 

•	 An assignment is performed when a response for a data item is either missing or not 
consistent with other responses and an item value can be determined based on 
information provided for that same person. 

•	 Allocations are performed when a response for a data item is either missing or is not 
consistent with other responses and an item value cannot be determined based on 
information provided for that same person. An allocation uses a response from another 
person within the household or from a person in a nearby household. When every 100 
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percent characteristic for a person requires allocation, the person is considered totally 
allocated when at least one person within the household has data that do not require 
allocation. However, when every item for every person in the household requires 
allocation, it is covered by substitution. 

•	 A substitution occurs when all the 100 percent characteristics for every person in the 
household are either missing or are not consistent with other responses. A nearby 
housing unit with complete 100 percent data is selected to represent the missing or 
inconsistent data items. This nearby housing unit is selected using the nearest neighbor 
hot deck. This is also called a whole household substitution. 

In addition to these three types of imputation rates, a data completeness statistic was produced to 
determine the number of 100 percent population items within each person record that were not 
imputed. 

Almost 1.5 million households were substituted, representing 1.39 percent of the occupied 
housing units. Within these substituted households, there were over 3.4 million substituted 
persons, accounting for 1.26 percent of the persons in housing units. 

Total item imputation rates for the 100 percent person data items range from 1.98 percent for the 
sex item to 5.08 percent for the age item.  The tenure item imputation rate was 5.48 percent. In 
general, short form data were more complete than long form data, self-response data were more 
complete than enumerator return data, English forms had more complete data than forms 
designed for other languages. For all items, data for owners were more complete than for 
renters. 

Overall, the data completeness statistic shows that about 97 percent of nonsubstituted person 
records have at least four of the five 100 percent population items with nonimputed data. 

Evaluation B.1.b, Analysis of Item Nonresponse Rates for the 100 Percent Housing and 
Population Items from Census 2000 (Norris 2003) 

This evaluation determined the extent of item nonresponse for the Census 2000 hundred percent 
items. Inconsistent responses are not considered nonresponse. Rates were reported for each of 
the 100 percent household population items and tenure classified by form type (long versus 
short) and response mode (self versus enumerator). In addition, results of the Internet returns are 
reported. Some of the breakdowns within return characteristics are subject to interpretation. 

The definition of item nonresponse is sometimes interpreted in various ways depending on the 
scope of a particular analysis. This could lead to different methods of computing item 
nonresponse rates and may potentially lead to conflicting rates between reports. Therefore, 
when comparing item nonresponse rates across reports, it is imperative to understand the way the 
rates are computed to make sure that they are comparable. 

Item nonresponse for the 100 percent items ranged from 1.13 percent for the sex item to 4.14 
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percent for the tenure item.  Generally item nonresponse was higher for enumerator returns than 
for self-responses and higher for long forms than for short forms. Tenure had a relatively higher 
overall nonresponse rate compared to other items. 

Recommendations include: 

•	 Review the procedures and debriefings of field staff to see if they can provide useful 
information about problems that could have led to item nonresponse. 

• Continue to test question wording and placement. 

• Investigate ways to reduce item nonresponse. 

•	 Review the results of Evaluation B.1.a in conjunction with the results of this evaluation 
to obtain a more comprehensive view of data quality. 

• Investigate the use of content followup for relatively high item nonresponse items. 

• Look at the age item in combination with the date of birth item during future analysis. 

Evaluation B.3, Census Quality Survey to Evaluate Responses to the Census 2000 Question 
on Race: An Introduction to the Data (Bentley et al 2003) 

Data on race from most federal surveys currently reflect a collection methodology that asks 
respondents to mark only one category. Census 2000 was the first decennial census to ask 
respondents to “mark one or more races.” Some data users may want to compare the race 
distribution from Census 2000 with those of other data sources where respondents were asked to 
mark only one race for each person in a household. The Office of Management and Budget 
refers to this comparison as “bridging.” 

The Census Quality Survey enables users to make comparisons between race data obtained using 
“mark one race” and “mark one or more races” methods by collecting race data using both 
methods from the same people. The Census Quality Survey was designed with the primary 
objective of producing a data file that could be used to bridge between “single” and “one or more 
races” distributions. The Census Quality Survey had a nationally representative design with two 
data collection points. Respondents were asked at one point to “mark one race” and at another 
point to “mark one or more races.” The sample was split into two panels. Panel A received the 
“mark one or more races” instruction at the initial contact and Panel B received the “mark one 
race” instruction first. During the recontact, each panel received the alternate instruction. Data 
from these two contacts can be used to produce “bridging parameters” to compare race 
distributions collected under single race and one or more race methodologies. 

Initially, about 27,500 housing unit addresses were designated to be in sample for each panel. 
Of the eligible addresses, 97 percent completed an interview in the initial contact. In the 
recontact, sample housing units were contacted only if an initial questionnaire was completed. 
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Of the eligible recontact addresses, 87 percent completed an interview in Panel A and 94 percent 
completed an interview in Panel B. The results from the question on race suggest that each 
panel appears to be representative of race distributions in Census 2000. 

Forty percent of the non-Hispanic respondents in Panel A who reported Two or More Races in 
Census 2000 also reported Two or More Races in the initial contact. Similarly, 41 percent of 
those in Panel B who reported Two or More Races in the census also reported Two or More 
Races in the recontact. The effective sample size for computing bridging parameters is reduced 
because of the generally low level of consistency in the reporting of Two or More Races. In 
contrast, 97 to 98 percent of those who reported a single race of White, Black, or Asian in 
Census 2000 reported the same race in the Census Quality Survey. 

The “mark one or more races” data collection contact was cross-tabulated with the “mark one 
race” contact to assess how individuals respond when asked to choose a single race for people 
for whom multiple races have been reported. Even with the “mark one race” instruction, a 
significant portion of respondents reported Two or More Races. This portion was greatly 
reduced when the followup race probe was used in the Panel A recontact. Users of the data file 
will need to determine how best to treat these reluctant cases when computing bridging 
parameters. 

Evaluation B.5, Content Reinterview Survey: Accuracy of Data for Selected Population 
and Housing Characteristics as Measured by Reinterview (Singer and Ennis 2003) 

The Content Reinterview Survey was designed to evaluate the consistency of responses to the 
Census 2000 questionnaire. Previous content reinterview surveys attempted to evaluate both 
response variance (the variation in responses over repeated questioning) and bias. In 2000, only 
response variance was studied. To reduce cost and the burden to respondents, the 2000 Content 
Reinterview Survey asked population questions about only one sample person per household, 
who was randomly chosen from a roster for each unit that was collected at the beginning of the 
Content Reinterview Survey. 

Prior to Census 2000 enumeration, 30,000 households that were initially selected to receive the 
census long-form questionnaire were randomly selected as potential participants in the Content 
Reinterview Survey. After a household returned the census questionnaire, it became eligible to 
participate in the reinterview survey. Experienced census field representatives called the 
selected households to re-ask most of the census long-form questions. Personal visit interviews 
were allowed if the households could not be reached by telephone. 

For the Content Reinterview Survey, data were analyzed from about 20,000 of the preselected 
households. Around three-quarters of the cases analyzed had completed the mailback forms for 
Census 2000. About three-fifths of all preselected reinterview households completed Census 
2000 mailback forms. 
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Since the Content Reinterview Survey was conducted by enumerators who used either telephone 
interviews or personal visits, collection mode for the reinterview survey was different from that 
of the census in the majority of analyzed cases. 

Based on data collected in the census and the reinterview survey, analysts computed the index of 
inconsistency (a measure to detect response variance) and used it to evaluate the consistency of 
each item at the national level. A high index of inconsistency (50 or more) for a question 
indicated that the question was problematic because the data elicited by the question was not 
consistent. A low index (below 20) indicated that the data elicited by the question was probably 
consistent. A moderate index (20 up to 50) indicated that the question was somewhat 
problematic. 

Of the 58 population characteristics evaluated by the Content Reinterview Survey, 16 showed 
low inconsistency, 26 showed moderate inconsistency, and 16 showed high inconsistency. The 
items that showed low inconsistency included questions about sex, age, Hispanic origin, marital 
status, school attendance, language spoken at home, place of birth, citizenship, year of entry to 
the U.S., and veteran status and period of military service. The items that showed high 
inconsistency included questions about language usage, disability, grandparents as caregivers, 
work experience in 1999, and income. For the first time ever, Census 2000 allowed the 
respondent to choose one or more races in response to the race question. The edited race data 
displayed moderate inconsistency. 

Of the 36 housing characteristic items measured, five showed low inconsistency, 15 showed 
moderate inconsistency, and 16 showed high inconsistency. The items with low inconsistency 
included questions about the number of people in the household, whether the unit was owned or 
rented, heating fuel, whether there was a mortgage on the property, and if real estate taxes were 
included in the mortgage payment. The items with high inconsistency included questions about 
utility costs for gas and for electricity, second mortgages and home equity loans, loans on mobile 
homes, the value of the property and insurance costs for the property, the number of rooms in the 
house/apartment/mobile home, whether there was a business at the site and the total value of 
agricultural sales for the property, and plumbing facilities, kitchen facilities, and telephone 
service. 

Sufficient data were gathered to compare indexes of inconsistency by collection type for 87 
items. At the 90 percent confidence level, 51 items showed less inconsistency for mailback 
forms and two showed less inconsistency for enumerator forms. The two that were less 
inconsistent when collected by enumerators were “Do you speak a language other than English 
at home?” and “What is the annual cost for Gas?” 

Key recommendations follow: 

• Use cognitive experts to recommend improvements to problematic questions. 

•	 Use results from content tests in developing questionnaires for the 2010 Census and the 
American Community Survey (ACS). 
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•	 Provide better instructions on the 2010 Census and the ACS for the Hispanic-origin 
question. 

•	 Use separate “Yes/No” questions for each response category of “mark all that apply” 
questions. 

•	 Create a database that links changes in identifiers for census cases to enable locating 
Content Reinterview Survey cases when there are changes to Master Address File (MAF) 
IDs. 

•	 Plan the content reinterview surveys of the 2010 Census and the ACS as early as possible 
and conduct them within three or four weeks of completing the original data collection. 

•	 To the extent possible, use the same data collection modes, data capture methods, data 
processing procedures, and enumerators for both the 2010 Census and its content 
reinterview and for both the ACS and its content reinterview. 

•	 For time-sensitive questions, refer to the date of the original survey in the content 
reinterview for both the ACS and the 2010 Census. 

Evaluation B.6, Master Trace Sample (Hill and Machowski 2003) 

The Master Trace Sample database project merged Census 2000 data from multiple sources to 
provide information about cases in the various phases of data collection and processing. The 
objective of this effort was to support future methodological and operational analyses and 
decisions regarding the 2010 Census by creating a complex, relational database for research 
purposes. The prototype database merged Census 2000 address frame, collection, enumeration, 
capture, processing, response, and coverage files. This merge yields a sophisticated database 
which allows quantitative insight into the relationship of key census processes. In addition to 
being an innovative research tool, the Census 2000 Master Trace Sample database is intended to 
serve as a model upon which the Census Bureau will improve in future censuses. 

The Master Trace Sample database contains a sample of Census 2000 housing unit records that 
allow Census Bureau researchers to trace response and operational data through stages of Census 
2000 processing. These stages include address list development, data collection, data capture, 
and data processing. For the sample of housing unit records, the database contains all returns, 
which include 100 percent housing unit and person data. 

The Master Trace Sample database also contains data not typically analyzed in census 
evaluations. For example, the number of times an enumerator visited a housing unit during 
nonreseponse followup is contained in this database. In addition, the database links micro-level 
data such as enumerator production data with response data, which are not traditionally linked in 
census evaluations. The purpose of the Master Trace Sample database is to facilitate research on 
relationships among Census 2000 operations beyond the current Census 2000 Testing, 
Experimentation, and Evaluation Program. 
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The database contains a total of approximately 1.5 million MAF housing unit IDs from a 
systematic ID sample and a block cluster sample. The block cluster sample contains all housing 
unit IDs within selected block clusters. 

The primary recommendations are: 

Recommendations for Expanding the Census 2000 Master Trace Sample Database: 

• Expand the Master Trace Sample to include data on Group Quarters. 

•	 Expand the Master Trace Sample database to include coverage measurement data 
associated with persons. 

Recommendation for the 2010 Census Master Trace Sample Database: 

•	 Implement a formal evaluation to assess both the usefulness of the database for research 
and the benefits to the Census Bureau of resulting products. 

Recommendation for Creating Master Trace Sample Databases for other Censuses and Surveys: 

•	 Provided the proposed formal evaluation of the Census 2000 Master Trace Sample finds 
the database useful, the Census Bureau may wish to consider building such a ‘trace’ 
database specific to each of its major surveys, as well as the Economic Censuses. 

Evaluation B.7, Accuracy of Data for Employment Status as Measured by the CPS -
Census 2000 Match (Palumbo and Siegel 2004) 

This evaluation presents the results of an exact match study that used the Current Population 
Survey (CPS) - Census 2000 Match to evaluate the labor force data in Census 2000 by making 
estimates of their content error (content error refers to the accuracy of the data, as opposed to 
coverage error, which refers to how completely people and housing units are counted). The 
evaluation contains a description of the methods used to create the match file and a description 
of how the file was used to measure levels of content error. 

For people in Census 2000 who were also in the CPS sample in February through May 2000, the 
CPS - Census 2000 Match brought together each person’s census report with the same person’s 
CPS report. This linkage provided the opportunity to compare two independent observations of 
the same event (the person’s relationship to the work force at a particular time) and to use the 
outcome of the one observation (the person’s labor force classification in the CPS) to measure 
the accuracy of the outcome of the other (the same person’s labor force classification in Census 
2000). The CPS was used because it is considered to be the standard of comparison for census 
labor force data. The analysis in this evaluation was restricted to the national level. 

Cross-tabulation of the two observations presents estimates of the potential quantities of 
response error in published census figures. A response error is said to occur when a person’s 
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labor force classification in Census 2000 as either employed, unemployed, or not in labor force 
differs from that same person’s classification in the CPS. To make these quantities meaningful, 
two relative measures of response errors (percentage distributions) and two summary measures 
of response errors were derived from them. The derived measures are the focus of the 
evaluation. The percentage distributions reveal the success rates of Census 2000 in classifying 
people to their correct (same as CPS) labor force categories and away from incorrect (different 
from CPS) categories. 

Findings from the CPS - Census 2000 Match include: 

•	 Census 2000 and the CPS are reasonably consistent in classifying people to the employed 
and not in labor force categories, but they exhibit considerable variability in classifying 
people to the unemployed category. 

•	 Previous studies of census-CPS employment classifications, which were done for the 
1960 and 1970 censuses but not the 1980 and 1990 censuses, revealed patterns similar to 
those described above. However, for Census 2000, consistency slipped somewhat from 
the 1970 levels, in spite of efforts, particularly after the 1990 Census, to make the census 
employment questions conform more closely with the CPS questions. 

•	 As was true in the 1970 and 1960 studies, the index of inconsistency measures for the 
unemployed category were in the high range (above 50), which calls into question 
whether the unemployed concept is measurable in a census context. 

•	 The results for the employed and not in labor force categories indicated that, although the 
census is able to measure these concepts reasonably well, improvements are needed. The 
study suggested, for example, that it may have been a mistake to use the CPS wording for 
the “work last week” question in Census 2000. 

•	 The underestimate of employment and the overestimate of people not in the labor force 
in Census 2000 relative to the CPS is likely related to the failure of the census 
classification system to filter more employed people out of the not in labor force category 
and into the employed category. 

•	 The difference between the reference periods for the labor force estimates of Census 
2000 and the CPS is probably not a major contributor to the gaps between the estimates. 

•	 A tendency for people classified as employed in the CPS to be classified as not employed 
in Census 2000 appeared to be associated with particular age categories, class of worker 
categories, and educational attainment categories. The finding suggests that some groups 
of workers may have had difficulty in understanding or correctly responding to the work-
last-week question in the census. 

A19




Evaluation B.12, Puerto Rico Census 2000 Responses to the Race and Ethnicity Questions 
(Christenson 2003) 

Prior to Census 2000, race data were last collected in Puerto Rico by enumerators in the 1950 
Census of Puerto Rico. Hispanic origin had never before been asked in Puerto Rico. In Census 
2000, the questions on race and Hispanic origin in Puerto Rico were identical to the questions 
asked in the 50 states and the District of Columbia (DC). Both the newness of the data and the 
uncertainties associated with the race question contributed to a high level of interest in the 
responses by residents of Puerto Rico to these questions. 

The goal of this study was to examine the data resulting from the responses to the race and 
Hispanic origin questions by the residents of Puerto Rico and to compare them with those 
resulting from responses to the race and Hispanic origin questions by residents of the 50 states 
and DC. 

The analysis shows that the residents of Puerto Rico identified themselves as overwhelmingly of 
Hispanic origin and of a single race. In terms of race, the great majority identified themselves as 
White, with a substantial minority reporting themselves as Black or African American. When 
compared with those of Hispanic origin in the 50 states and DC, substantially fewer reported 
themselves to be of Some Other Race, and a lower percentage identified themselves as of Two or 
More Races. The analysis also shows that two typical indicators of problematic questions, item 
nonresponse and differences between respondent and enumerator completed questionnaires, did 
not indicate major problems with either question. 

From these findings come the following recommendations for improvements and for further 
research. 

•	 Include Puerto Rico in the cognitive testing or efforts to field test different versions and 
formats of questions and questionnaires that are currently underway for the 2010 Census. 

•	 Investigate further the use of the “Some Other Race” category to assure that the range of 
responses excludes those that better fit the Hispanic origin question. 

Evaluation B.13, Puerto Rico Focus Groups on the Census 2000 Race and Ethnicity 
Questions (Berkowitz 2001a) 

This evaluation explored the views and perceptions of residents of Puerto Rico on the Census 
2000 Puerto Rico short-form mailback questionnaire items on race and Hispanic origin. 
Contractors conducted focus groups in 12 sites across the island selected for geographic and 
socioeconomic diversity, recruiting participants of diverse ages and educational levels, including 
some who had lived in the U.S. for an extended period. Although these results are based on a 
relatively small, purposive sample and cannot be generalized to the Puerto Rican population as a 
whole, they provide an interesting jumping off point for additional thinking and further research. 
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There was unanimous agreement among focus group participants that the question on race is 
inappropriate to the Puerto Rican context. Participants could not find themselves reflected in the 
available answer categories, which they viewed as foreign to the Puerto Rico’s history and 
culture of mixing or blending across racial groups. Some also felt the question was inherently 
racist, discriminatory, and divisive, and suspected a hidden political agenda. Taking their lead 
from the national origin terms in the second half of the question, some participants chose to 
define race as nationality. However, they were bothered that “Puerto Rican” did not appear as a 
preprinted category. Participants were not satisfied with the option of checking off multiple 
racial categories for an individual, because they did not perceive themselves as biracial or 
multiracial but, rather, as mixed. 

The presence of a preprinted “Yes, Puerto Rican” answer category rescued the Hispanic origin 
question from the same fate as the question on race. In general, participants’ interpretations of 
this question were highly context-dependent. They disagreed as to whether the terms “Spanish,” 
“Hispanic,” and “Latino” all meant the same thing and in their assessments of its uses as a 
blanket category. “Origin” was variously understood as birthplace, ancestry, nationality, and 
self-identification. In the end, participants decided this question was not nearly as simple and 
straightforward as it had first appeared. 

On the relationship of the two questions, the largest cluster of focus group participants viewed 
them as so redundant that it made no sense to ask both and favored eliminating the race question 
as the more offensive and less informative of the two. 

Key recommendations include: 

•	 Include residents of Puerto Rico (in addition to persons of Puerto Rican origin living in 
the U.S.) in any subsequent cognitive testing or efforts to field test different versions of 
questions and questionnaires for future censuses. 

•	 Provide more extensive public education in Puerto Rico on the larger mission of the 
census, the rationale for asking questions about race and ethnicity, and the intended uses 
of the data. 

•	 Consider using the results of this study, along with the results of Evaluation A.8 to create 
a survey to be administered to a probability sample of residents of Puerto Rico. 

Category C - Data Products 

Evaluation C.1, The Effects of the Disclosure Limitation Procedure on Census 2000 
Tabular Data Products, Abridged (Steel and Zayatz 2003) 

The full report for this evaluation is not available because it contains proprietary information. 
Most information in the full evaluation is Census Confidential. The full evaluation cannot be 
removed from Census Bureau facilities and is available to Census Bureau personnel on a need-
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to-know basis. Abridged information is primarily descriptive and qualitative. Quantitative 
information can only be found in the unabridged evaluation. 

Data swapping was used to protect the confidentiality of the Census 2000 tabulations. The 
procedure was performed on the underlying microdata and all tabulations from the 100 percent 
(short form) and from the sample (long form) data were created from the swapped files. It 
affected pairs of households (or partnered households) where one or both of those households 
had a high risk of disclosure. The set of census households that were deemed as having a 
disclosure risk was selected from the internal census data files. These households were unique 
in their geographic area (block for 100 percent data and block group for sample data) based on 
certain characteristics. The data from these households were swapped with data from partnered 
households that had identical characteristics on a certain set of key variables but were from 
different geographic locations. The swapping procedure was performed independently for the 
100 percent data and the sample data. 

To maintain data quality, there was a maximum percent of records that were swapped for each 
state for the 100 percent data and another maximum percent for the sample data. Presumably, 
the higher the rate of swapping, the greater the confidentiality protection but the lower the data 
quality. However, the way the procedure is targeted to records with disclosure risk and the 
choice of variables that are controlled on and the choice of variables that are not swapped also 
affect the resulting levels of protection and quality. The main goal was to see if the Census 
Bureau were able to strike the right balance between protecting confidentiality and maintaining 
data quality. 

To answer questions on data quality, evaluators compared tables from swapped versus 
unswapped data, examined the changes in cell values due to the swapping for cells of different 
sizes, and compared swapped and unswapped sample estimates of 100 percent data items. 
Evaluators also compared the effects of swapping among different geographic levels. To answer 
questions on data protection, evaluators looked at how often the Census Bureau was able to swap 
households with a high disclosure risk. Some calculations were performed on all 50 states. For 
the most detailed analysis, calculations were performed on three states (Oklahoma, 
Massachusetts, and Mississippi) for the 100 percent data and three states (West Virginia, New 
Jersey, and Vermont) for the sample data. 

For the 100 percent data, all records were given a chance of being swapped. The swapping was 
applied consistently in each state. Records were assigned a level of disclosure risk from 1 to 4 
with 4 having the most disclosure risk. The procedure for assigning the levels of disclosure risk 
is Census Confidential. All level 4 records were swapped. The performance on levels 3, 2, and 
1 varied from state to state and was generally better for urban states with a diverse population. 

For the sample data, all records were given some chance of being swapped. A small percent of 
households were swapped in each state. Again records were assigned a level of disclosure risk. 
Records were chosen for swapping based on their level of disclosure risk and the ability to pair 
records with high levels of disclosure risk. Most records deemed as having a disclosure risk 
were swapped. 
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Using variables that are common to both the 100 percent and sample data, the Census Bureau 
found that the confidence interval about the swapped sample estimate covers the true 100 
percent value nearly as often as the interval about the unswapped estimate. Results were better 
in urban states with a diverse population. 

The data swapping procedure was checked for quality. It was conducted correctly and 
consistently. Minimum but necessary changes were made to the data in such a way that 
maximized data quality. 

The disclosure limitation model used for Census 2000 is useful and the Census Bureau should 
continue future research on disclosure limitation techniques. The Census Bureau should include 
confidentiality protection as part of the process when planning a census. 

Category D - Partnership and Marketing 

Summaries of the three evaluations in the Partnership and Marketing category follow. 

Evaluation D.1, Partnership and Marketing Program Evaluation (Wolter et al 2002) 

The Census Bureau contracted with the National Opinion Research Center to evaluate whether 
the Partnership and Marketing Program increased the public’s awareness of the census and 
mailback response rates, especially among historically undercounted populations. The National 
Opinion Research Center implemented a before, during, and after research design with three 
waves of interviewing. Wave 1 occurred in Fall 1999 before the launch of the education phase 
of the advertising program and before most partnership activities had commenced; Wave 2 took 
place in Winter 2000 before the mailout of census forms; and Wave 3 began in Spring 2000 
following Census Day and continued during the census NRFU operations. Across the three 
waves of data collection, the National Opinion Research Center completed just under 10,000 
interviews of American households. The surveys sought to interview the person in the 
household who opens the mail or the one most likely to open and answer the census form. 

The research design incorporated representative samples of several race/ethnicity populations, 
including Hispanics, non-Hispanic Blacks, non-Hispanic Whites, Asians, American Indians, and 
Native Hawaiians. It enabled separate analysis and conclusions about the effectiveness of the 
Partnership and Marketing Program for these race/ethnicity populations, as well as for the total 
population. The design also incorporated an exact match of the survey responses to the actual 
census returns for the households interviewed in Waves 2 and 3. 

Overall awareness of communications about Census 2000 increased significantly over time. It 
was greater after the Census 2000 Partnership and Marketing Program than before the onset of 
the program. Awareness of communications about Census 2000 increased for all six of the 
race/ethnicity populations, including historically hard-to-enumerate populations such as 
Hispanics, non-Hispanic Blacks, and American Indians. It appears that the program was 
effective for all targeted populations in stimulating awareness. 
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The effects of census marketing and partnership activities are confounded with one another. As 
such, it was impossible for the evaluation to measure their effects separately. The study did 
examine, however, the public's recall of eighteen sources of census communications, each of 
which exhibited a combination of advertising and partnership influences. To strengthen the 
analysis, evaluators combined the eighteen sources into two composite measures: mass-media 
and community-based communications. Mass-media communications included television, 
magazine, radio, newspaper, and billboard ads. Community-based communications included 
religious groups, community or government organizations, informal conversations, schools you 
attended, schools your children attended, census job announcements, conference exhibit booths, 
signs inside buildings, speeches, articles, the Internet, paycheck or utility bill, and participation 
on a complete count committee. Results showed significant evidence that awareness of both 
types of communications was greater after the Census 2000 Partnership and Marketing Program 
than before the onset of the program. 

Four race/ethnicity populations (non-Hispanic Blacks, non-Hispanic Whites, Asians, and Native 
Hawaiians) indicated that they were more likely to return the census form after the Census 2000 
Partnership and Marketing Program than before its onset. Higher awareness of communications 
about Census 2000 correlates with a greater likelihood or intention of returning the census form 
for five of the targeted populations (Hispanics, non-Hispanic Blacks, non-Hispanic Whites, 
Asians, and Native Hawaiians). Hispanics show this effect even though their mean intended 
participation did not increase from before to after the Census 2000 Partnership and Marketing 
Program, suggesting that the program had less impact on them. 

According to the data, attitudes towards census confidentiality declined at the close of the 20th 
Century. Favorable attitudes started at a low level prior to Census 2000 and never recovered to 
the levels reported in 1990. On the other hand, respondents’ views of the importance of 
participating in the census remained quite stable: both censuses exhibited similarly favorable 
attitudes and neither displayed a trend from wave to wave within the census period. Finally, the 
Census 2000 Partnership and Marketing Program seems to have achieved greater success than 
comparable efforts in 1990 to create a favorable attitude that the census cannot be used against 
you. 

In light of these findings, the recommendations are: 

•	 Repeat a program of mass-media and community-based communications in general form, 
content, and intensity for the 2010 Census. 

•	 Evaluate current communications channels, with an eye towards optimizing the 
allocation of Partnership and Marketing Program resources among the various channels. 

•	 Reevaluate what promotional messages resonate best with the American population, 
overall, and with targeted race/ethnicity populations. 

•	 Build on the success of the Census 2000 Partnership and Marketing Program for the 
Black population. 
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•	 Reevaluate the communications approach for the Hispanic, Native Hawaiian, non-
English speaking Asians, and American Indian populations. 

•	 Conduct a formal cost-benefit analysis, attempting to demonstrate the trade-offs between 
increased expenditures on Partnership and Marketing Program activities and reduced 
followup costs. 

•	 Use an experimental design to measure the effectiveness and benefit of a partnership and 
marketing program. 

Evaluation D.2, Evaluation of the Census in Schools Program: Materials and Distribution 
(Macro International 2002) 

The Census in Schools Program aimed to raise awareness of Census 2000. The program offered 
teaching materials that provided information on the purposes and methods of the census and that 
sought to engender an interest in the census. The program was particularly targeted at schools in 
hard-to-enumerate areas. This evaluation was intended to measure the effectiveness of the 
approach for disseminating Census in Schools Program materials and use of and satisfaction 
with the materials among teachers. It was not intended to measure the impact of the Census in 
Schools Program materials on children or their parents or on ensuring a high rate of participation 
in Census 2000. 

All elementary school teachers and all secondary math or social studies teachers in hard-to-
enumerate areas were sent an invitational packet. This invitational packet consisted of an 
informational letter and an order form. This packet provided teachers with the opportunity to 
order Census in Schools Program materials, which included a Teaching Guide, lesson plans, and 
a Giant U.S. map. Principals, other than those in hard-to-enumerate areas, administrators, and 
curriculum coordinators also received an invitational packet. Additionally, all elementary school 
teachers and middle school social studies teachers were sent Take-Home materials for students 
to learn about the census and share with their parents at home, thereby having the potential to 
reach each kindergarten to eighth grade student in the country. 

ORC/Macro International conducted the evaluation of the Census in Schools Program based on a 
survey they fielded in Spring 2000. They mailed to a stratified random sample of 4,000 teachers 
selected from all primary and secondary teachers in the 50 states, DC, and Puerto Rico and from 
teachers ordering the Census in Schools materials. Of the teachers selected for the survey, 1,101 
responded. 

Approximately 56 percent of all teachers heard of the Census in Schools Program. The single 
most important conduit for information about the program was the invitational packet. Fifty-
four percent of teachers heard about the program through invitational packets. Approximately 23 
percent heard about it from their principal. Overall, 63 percent of all teachers who heard about 
the Census in Schools Program received at least one component of the Census in Schools 
Program materials. Thirty-nine percent of teachers who received the materials acquired them 
from their principals. About 23 percent of the teachers who received the materials ordered them 
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in response to the invitational packet. Teachers who heard about the Census in Schools Program 
from their principal rather than hearing of it through other sources, were more likely to actually 
receive the materials. 

The Giant U.S. Map was popular. Of the 85 percent of teachers who received the map, 92 
percent used it in classroom activities. Of the 33 percent of teachers who received the Take-
Home materials, about 79 percent sent them home with their students. 

About 39 percent of all teachers in the 50 states, DC, and Puerto Rico taught in hard-to-
enumerate areas. Of those in hard-to-enumerate areas who heard of the Census in Schools 
Program, almost 61 percent received at least one component of the Census in Schools Program 
materials. Sixty-four percent of teachers in hard-to-enumerate areas who heard about the Census 
in Schools Program through the invitational packet received at least one component of the 
Census in Schools materials. Teachers in hard-to-enumerate areas were more likely to have 
ordered the materials themselves (34 percent) than teachers in other areas (16 percent). 

Fifty-three teachers provided answers to an open-ended question about why they did not send 
Take-Home materials home. Responses included that teachers need more lead time to examine 
the Census in Schools Program materials and incorporate them into their curricula. Some 
teachers found the Census in Schools Program materials too difficult for their students and 
others thought they were too elementary Some teachers received the Census in Schools Program 
materials in the wrong language or targeting an inappropriate age group. 

In examining the results of this evaluation, some themes appeared: 

•	 Principals were an important conduit for transferring information about Census in 
Schools Program materials as well as for ordering the materials. 

•	 It seems that the invitational packet did not draw the attention of many teachers to whom 
it was sent. Teachers receive many items in their mailboxes and the invitational packets 
did not appear to stand out from other materials sent to teachers. 

• For those using the Census in Schools Program materials, satisfaction was high. 

In view of these findings, the recommendations are: 

•	 Conduct research/testing to understand how and when teachers react to various types of 
mailings and to better understand how teachers can be reached. 

• Design the materials to better meet the needs of the teachers. 

• Use principals to transmit the Census in Schools Program materials to teachers. 
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Evaluation D.3, Report of Survey of Partners (Westat 2001) 

The mission of the Partnership Program was to develop an aggressive and comprehensive 
program that incorporated the efforts and resources of government units, community-based 
organizations, religious groups, and businesses to assist the Census Bureau in conducting an 
efficient, accurate census. The primary goals of the program were to increase mail response 
rates, reduce the differential undercounts, and communicate a consistent Census 2000 message. 
To achieve these goals, the Census Bureau formed partnerships with state, local, and tribal 
governments, non-governmental organizations, community groups, the media, and private sector 
businesses. The Census 2000 Partnership Program also included 690 partnership staff at 
headquarters and across all 12 regions. 

A survey-based study was conducted to evaluate the program's effectiveness from the partners' 
viewpoint. A model of organizational relationships was used as an organizing framework for the 
evaluation. The components of the model addressed by the survey were: 

• Benefits partners expected to achieve from their partnerships with the Census Bureau. 

•	 Census Bureau contributions to the partnership (the wide variety of materials Census 
provided to participating organizations). 

•	 Partner contributions to the partnership (activities partners conducted to publicize and 
increase awareness of the census, to get their target populations counted, and to assist 
with Census Bureau operations and initiatives, financial contributions, and in-kind 
contributions partners made to support and promote Census 2000 efforts). 

•	 Structures and processes that existed between the Census Bureau and partners to 
accomplish partnership goals. 

Census Bureau staff drew a stratified random sample of 15,803 from a frame of partners that 
were entered in the Contact Profile Usage and Management System at the time the sample was 
drawn. Data were collected over a six month period by both mail and Computer Assisted 
Telephone Interviewing (CATI) methods. The survey achieved a 67.9 percent response rate. 

Seventy to 81 percent of partners responded that they placed “Moderate emphasis” or “A lot of 
emphasis” on each of five Partnership Program goals. Partners’ expected benefits of 
participation were aligned with the Census Bureau’s goals for the program. From the partners' 
view, contributions the Census Bureau made were highly valued. The majority of partners 
(ranging from 71.3 percent to 88.0 percent) that used each of the 18 types of materials rated the 
material as "Moderately Helpful" or Very Helpful." Non-English materials were used by more 
than 90 percent of all organizations that received them and these materials were also rated as 
"Moderately Helpful" or "Very Helpful" by more than 80 percent of partners that used them. 

Seventy percent of respondent organizations reported that they conducted one or more activities. 
Mean ratings for all activities were above the 3.1 level of the four point scale (1 = ?Not at all 

A27




Helpful” to 4 = ?Very Helpful”), indicating that across all partners, every activity was considered 
to be at least ?Moderately Helpful” in achieving Partnership Program goals. Relatively few of 
the partners responded that they made any type of financial contributions to the partnership. 
Results indicated that partners contributed more in terms of resources (e.g., staff time, space, 
materials, etc.) rather than spending organizational funds. 

The majority of partners (70 percent) reported that Census Partnership Specialists helped them 
promote Census 2000. More than half of the partners reported that the direct Census support and 
Census participation in their activities was helpful. Overall, partners were satisfied with the 
process in place to furnish them with Partnership materials. A majority of partners indicated that 
the Partnership Program helped them to reach their goals for participating, more so for goals of 
reaching and educating the target population (67 percent and 72 percent, respectively) than for 
minimizing the target population's fear of providing information to the government (60 percent). 

Of partners expressing an opinion (79 percent of all partners), 84 percent were positive about 
their intent to participate as partners again. This result suggests the overall success of the 
program. 

Recommendations for practices that should stay the same: 

• Continue to define common goals that partners perceive as benefits. 

•	 Continue use of the variety of materials for education and awareness. Continue to make 
use of the specific materials that were rated most used and most helpful. Continue to 
develop and use language-appropriate materials. 

•	 Encourage future partners to conduct the types of activities that partners considered 
successful during Census 2000. 

• Continue to provide liaison support to partners through Partnership Specialists. 

•	 Continue to provide direct Census support for partner activities and Census participation 
in those activities. 

Recommendations for practices that should change: 

• Make partner benefits more explicit. 

• Re-evaluate the use of specific materials that were rated least used and least helpful. 

• Improve the process for furnishing materials to partners. 

•	 Incorporate qualitative feedback obtained from partners into any plans for improvement 
for the next census cycle. 
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Category E - Special Places and Group Quarters 

Summaries of the three evaluations in the Special Places and Group Quarters category follow. 

Evaluation E.1.b, Evaluation of the Facility Questionnaire (Computer Assisted Telephone 
Interviewing and Personal Visit) (Stevens 2003) 

This evaluation compared the classification of special places, also known as special place type 
coding, collected at three different times during Census 2000. It specifically included 
comparisons of the special place type code recorded during the Special Place Facility 
Questionnaire operation, Reinterview, and the Special Place Advance Visit operation. Special 
place type coding was conducted to determine the path the remainder of the interview would 
follow in the Special Place Facility Questionnaire and Special Place Advanced Visit operations. 
In addition, subsequent operations of data collection were dependent on it. This evaluation was 
designed to answer two questions related to special place type coding which help describe the 
consistency of the special place type coding across the three operations listed above. 

Note that, although the Special Place Facility Questionnaire and Special Place Advance Visit 
operations recorded special place type codes, the primary purpose of these operations was to 
collect group quarters type codes. This evaluation focused on special place type codes. The 
conclusions from this evaluation should not be applied to group quarters type codes. The 2010 
Census plan is to emphasize group quarters type codes rather than special place type codes. 
Therefore, results from this evaluation may not be influential to the 2010 design. 

About 25 percent of the special place codes changed from the Special Place Facility 
Questionnaire to the Reinterview and 38 percent of the special place type codes changed from 
the Reinterview to the Special Place Advance Visit. Omitting the Reinterview operation, 25 
percent of the special place type codes changed from the Special Place Facility Questionnaire to 
the Special Place Advance Visit. However, of the 25 percent that changed from the Special 
Place Facility Questionnaire to the Special Place Advance Visit, most are different because the 
special place was deleted from the census and not because of a change in the coding of the 
special place. 

Discrepancies in the special place type code differ somewhat by type of special place. 
Specifically, large/complex special places were more likely to have a discrepancy in the special 
place type code than other special places. However, this difference may not be of practical 
significance. 

Recommendations include that future evaluations base the comparison on the group quarters 
type code instead of, or in addition to, the special place type code. A group quarters type code 
comparison is more appropriate since it is the classification by which data are tabulated in census 
products. 
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Evaluation E.5, Revision 1, Group Quarters Enumeration (Jonas 2003b) 

The Group Quarters population consists of all persons who do not live in housing units such as 
single-family houses, apartments, and mobile homes, but rather in group situations such as 
college dormitories, nursing homes, military barracks, prisons, juvenile institutions, migrant 
worker dormitories, convents, and group homes. A Special Place is an administrative entity 
containing one or more Group Quarters. The Group Quarters are where people sleep. For 
instance, a university is a Special Place and each dormitory is a Group Quarters. This evaluation 
was designed to document the counts of Special Places, Group Quarters, and Group Quarters’ 
population and other operational aspects of the Group Quarters enumeration. 

Group Quarters enumeration succeeded in its underlying mission of gaining a fundamentally 
accurate count of the Group Quarters population. The Group Quarters universe was home to 7.8 
million people in 2000. These people were enumerated in 192,286 Group Quarters in 100,358 
Special Places. Universities, military bases, and correctional institutions were the largest special 
places, as measured by both size of population and number of Group Quarters per Special Place. 
Special Places with 1,000 or more people were made up almost entirely of persons in colleges, 
prisons, and military bases (99 percent of that population were in these types of places). 

Overall, forty percent of Special Places had less than ten residents and 61 percent had less than 
25 residents. These were mostly group homes and Service-Based Enumeration (SBE) sites or 
“other” Special Places. The 40 percent of Special Places with less than ten residents had only 
2.3 percent of the Group Quarters population. 

More Group Quarters questionnaires were filled out from administrative data than by any other 
method, with nursing homes, hospitals, group homes, and correctional institutions using 
administrative data most frequently. 

Over 200,000 Group Quarters person records (2.6 percent of all Group Quarters person records) 
had all characteristics imputed. Over 55,000 of these persons were enumerated on 
questionnaires that could not be processed because the hand-transcribed Group Quarters ID was 
either not entered on the form by an enumerator or was an erroneous ID that could not be 
identified with a Group Quarters. 

An estimated 4.4 percent of persons in Group Homes or religious Group Quarters were counted 
twice; once by the Group Quarters enumeration process and again on a household questionnaire 
returned by mail. Scheduling constraints did not allow Census addresses to be removed from the 
housing unit address mail list if they were also found to be included as a Group Quarters address. 
As such, some addresses were identified as duplicate addresses but enumerated twice. This 
occurred primarily among Group Homes and religious Group Quarters. 

Nearly 150,000 housing units were identified by Group Quarters enumerators at Group Quarters 
and at transient locations such as recreational vehicle parks. These housing units contributed 
over 260,000 persons to the census. 
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Recommendations include a number of changes to Group Quarters enumeration for 2010: 

•	 Use available technology to track individual questionnaires from enumeration to data 
capture. 

•	 Improve the address list creation process by gathering data on Special Places from Web-
based sources, tailor address list creation and enumeration strategies to each major 
category of Group Quarters, and give large Special Places the option of providing Group 
Quarters data by electronic or printed records rather than by telephone and in-person 
interviews. 

• Reduce duplication between the address files for Group Quarters and housing units. 

• Be prepared for use of administrative data in enumeration. 

Evaluation E.6, Service-Based Enumeration (McNally 2002) 

The goal of SBE was to provide people experiencing homelessness an opportunity to be included 
in the census. The Census Bureau developed a specialized operation to enumerate selected 
service locations that serve people experiencing homelessness. It is important to note that the 
Census 2000 count of the SBE population does not represent a complete count of people 
experiencing homelessness. 

Between March 27 and March 29, 2000, the Census Bureau enumerated people at emergency 
shelters, soup kitchens, regularly scheduled mobile food vans, and targeted nonsheltered outdoor 
locations. People on Be Counted Forms who marked the “No Address on April 1, 2000" box or 
indicated they were homeless in the address section also were included in the SBE universe. 

There were 14,817 SBE sites in Census 2000. More than half (51 percent) of the locations were 
shelters. There were a total of 258,728 person records data captured from shelters, soup 
kitchens, regularly scheduled mobile food vans, and targeted nonsheltered outdoor locations. 
Most of the data captured person records (90 percent) were from shelters, soup kitchens and 
regularly scheduled mobile food vans. 

The SBE operation appears to be a successful method of including in the census people who are 
experiencing homelessness. A total of 283,898 people were tabulated in Census 2000 as a result 
of the SBE operation. This total includes 9,963 persons imputed into the Census 2000 
population. 

There was a total of 258,728 questionnaires captured from the SBE program. Almost all (99 
percent) of the data captured person records had at least two or more data characteristics (name, 
sex, age and/or date of birth, Hispanic origin, and race). 
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Approximately 87 percent of the data captured persons contained enough information for the 
questionnaire to be included in the unduplication process. That is, the questionnaire had a first 
and last name with combined fields containing at least three alphabetic characters and at least 
two person characteristics, one of which was date of birth or age. The Census Bureau was able 
to match and unduplicate 16,787 person records during data processing. However, it was 
discovered that 2,410 of these records were erroneously identified as a duplicate record. 

A total of 38,415 people completed a Be Counted Form and marked the “No Address on 
April 1, 2000" box on that form or indicated they were homeless in the address section. Of 
these, the Census Bureau was able to match and unduplicate 3 percent to people enumerated 
during the SBE operation. The Be Counted program added 35,121 persons without a usual 
address to Census 2000. Most of these (31,994) were tabulated with the population for SBE 
sites. The remainder were tabulated with the Group Quarters population. 

Based on the results of this evaluation, the Census Bureau should continue supporting SBE for 
the 2010 Census. 

Category F - Address List Development 

Summaries of the ten evaluations in the Address List Development category follow. 

Evaluation F.2, The Address Listing Operation and Its Impact on the MAF (Ruhnke 2002) 

The evaluation of the Address Listing operation for Census 2000 examined the operation's 
impact on creating the MAF for certain areas of the country. The Census Bureau conducted the 
Address Listing operation from July 1998 to May 1999 and used the results to create the initial 
address list for areas that would be enumerated using U/L methodology during Census 2000. In 
the Address Listing operation, census enumerators canvassed door-to-door to identify the 
mailing address and physical location of addresses in areas where the Census Bureau believed 
that problems were likely with developing an accurate mailing list and delivering census 
questionnaires through the mail. The enumerators also located each housing unit with a map 
spot on a block map and collected an occupant name and telephone number, when possible. 
This evaluation looked at the number, geographic location, characteristics, and quality of 
addresses listed during the Address Listing operation. 

Stateside, about 22 million housing units were listed in the Address Listing operation. An 
additional 1.4 million addresses were listed in Puerto Rico. All of Puerto Rico was canvassed 
during the Address Listing operation and was enumerated using U/L methodology. 

Despite Address Listing occurring in mostly rural areas of the U.S., over 73 percent of the units 
had complete city-style (house number, street name) addresses. About 14 percent of the units 
had incomplete or no address information, but location descriptions of the units were recorded 
for over 95 percent of those units. Both city-style address information and location descriptions 
enable enumerators to locate the units on the ground when they deliver the census forms during 
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U/L and other census field operations. The presence of a map spot, a unique identifier for a 
housing unit on a census map within a block, is also crucial when trying to locate a unit in rural 
areas. Over 99 percent of the Address Listing adds had map spots. 

Addresses eligible for the DMAF included those that represent potential residential housing units 
that are coded to census blocks and have map spots. Over 99 percent of the Address Listing 
adds were delivered to the DMAF and approximately 94 percent of all Address Listing adds 
were included in the final Census 2000 counts. 

In areas where most mailing addresses are city-style (for example, 101 Main Street), the Census 
Bureau created the MAF by combining addresses from the 1990 Census Address Control File 
with addresses in the USPS Delivery Sequence File (DSF). Approximately 43 percent of 
addresses added in Address Listing matched to addresses that were identified as residential on or 
before the September 1998 USPS DSF. About 280,000 blocks in U/L areas had all of their 
addresses match to the DSF. This is about 14 percent of all blocks in which there was at least 
one unit listed during the Address Listing operation. 

Listers were allowed two telephone callbacks to collect mailing address information during the 
Address Listing operation. There were three additional personal visit callbacks used to obtain 
address information in 36 of the approximately 3000 counties in which Address Listing was 
done. The 36 counties were the sites of the 1999 ACS. The additional callbacks were made to 
maximize mail response in that survey. It appears that the additional callbacks may have 
contributed to the success of obtaining additional address information, although not in any 
significant manner. 

Recommendations resulting from this evaluation include: 

•	 Reassess the methodology of delineating Mailout/Mailback versus U/L areas. It may be 
reasonable in some Census 2000 U/L enumeration areas to use the DSF as an address list 
building tool. 

•	 Since the impact of the additional callbacks on obtaining mailing address information 
appears small and the necessary cost data were not available to do an effective cost 
comparison, additional callbacks for a future Address Listing operation are not 
recommended at this time. 

Evaluation F.3, Evaluation of the Local Update of Census Addresses 98 (LUCA 98) (Owens 
2003) 

The Census Bureau conducted the Census 2000 LUCA 98 program in mailout/mailback areas 
from May 1998 to June 2000. The Census Bureau invited local and tribal governments to 
participate. Those who participated were sent lists of housing units in the census blocks in their 
area. The address list for the LUCA 98 program included addresses from various MAF sources, 
including the 1990 Address Control File, two USPS DSF deliveries, and the Block Canvassing 
operation. There were approximately 81.5 million addresses from these sources on the MAF 

A33




that were eligible for review in the LUCA 98 program. Governments updated the lists by 
adding, deleting, or correcting addresses. The Census Bureau then verified most of those 
updates. This evaluation documented the results of the LUCA 98 program. 

There were 17,424 governmental units eligible to participate in the LUCA 98 program. A total 
of 9,263 governments participated. The housing units in these jurisdictions geographically 
covered approximately 92 percent of the housing units in areas eligible for LUCA 98. Although 
about half of all eligible governments participated, a little more than a third of eligible 
governments provided any updates in the form of adds, deletes, or corrections. The Census 
Bureau should investigate ways to increase government participation, especially focusing on 
ways to aid the governmental unit in providing updates once they have agreed to participate. In 
general, smaller governments (as determined by the number of housing units in the 
government’s jurisdiction in 1990) had lower participation rates than larger ones. Governments 
may have not participated because they did not have enough resources to do the task or they 
knew that larger governments in their area were already updating addresses for the Census 
Bureau. 

LUCA 98 participants reviewed address lists and added addresses for residential units in their 
jurisdiction that they believed did not exist on their review materials. They added 5,302,094 
addresses to the MAF, which represents a 6.5 percent increase in housing units in 
mailout/mailback enumeration areas. Approximately 95 percent of LUCA 98 participant adds 
were included on the initial census address list. Many were added to the initial list as 
“provisional” adds, to be verified after the first census mailing. Approximately 58 percent of 
adds were confirmed to exist as residential addresses in the Block Canvassing operation or the 
LUCA Field Verification operation. About 58 percent of adds were in the final census housing 
unit inventory. 

The LUCA 98 participants deleted (or declared nonresidential) any address on their address list 
that they believed did not exist in their jurisdiction as a residential unit. They deleted 490,613 
addresses from the MAF. LUCA 98 participants corrected 2,762,050 addresses. The corrections 
included geographic as well as address information. 

LUCA 98 participating governments appealed 313,853 addresses. A total of 303,410 of those 
addresses were added to the MAF after approval by the Census Address List Appeals Office that 
was set up by the Office of Management and Budget. There were 141,580 appeal addresses that 
were included on the final Census address list. 

The participants of the LUCA 98 program contributed to the address list in many areas. 
Although the updates had a large impact on the update of the MAF for Census 2000, the timing 
of the program with other Census 2000 address updating operations introduced some complexity 
in determining the true impact of updates to the final census results. However, about 505,530 
addresses in the final census were provided by LUCA 98 participants and may not have been 
provided by any other census operation. 
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To understand the true impact of LUCA in the future, the Census Bureau should allow sufficient 
time for the completion of government updates prior to Block Canvassing activities. This would 
reduce the complexity of processing, as well as eliminate the need for another operation to 
validate updates. 

Evaluation F.5, Block Canvassing Operation (Burcham 2002) 

The Block Canvassing operation was one of the largest operations the Census Bureau conducted 
to update the MAF in preparation for Census 2000. It occurred in the winter/spring of 1999. 
The operation required field listers to conduct a 100 percent canvass of residential addresses in 
areas containing predominantly city-style addresses. Results from Block Canvassing were used 
to assign each housing unit to one of six basic action code categories: Verify, Add, Delete, 
Address Corrected, Geographic Corrections, and Add and Verify. 

This evaluation quantified the impact of the Census 2000 Block Canvassing Operation on the 
MAF by profiling the housing units that Block Canvassing added to, deleted from, and corrected 
on the MAF. This evaluation did not provide a thorough comparison of Block Canvassing 
results to final census results or to the MAF building process as a whole. 

Block Canvassing listers added 6,389,271 addresses to their listing pages. About 95 percent of 
the added units had city-style addresses. Based on preliminary results, Block Canvassing 
appears to have had a high level of geocoding accuracy. Over 94 percent of the adds showed a 
Block Canvassing block code equal to the official block code on the MAF. Around 29 percent 
of addresses added by Block Canvassing actually were on the MAF before Block Canvassing 
occurred but were either ungeocoded until Block Canvassing geocoded them, moved to different 
blocks by Block Canvassing, or considered nonresidential until Block Canvassing determined 
that they were residential units. 

Block Canvassing listers deleted 5,146,320 addresses from their listing pages. The original 
source of an address is the first source that added the address to the MAF. In general, Block 
Canvassing deleted a larger proportion of addresses that had a newer original source than 
addresses with an older original source. For example, the 1990 Address Control File showed a 
lower percentage of deletes than the November 97 DSF. 

Around 78 percent of the added units were valid housing units in Census 2000 and almost 24 
percent of the deleted addresses were later enumerated as housing units in the census. About 96 
percent of addresses coded as existing by Block Canvassing ended up as valid housing units in 

the census. Also, 96 percent of all addresses sent to Block Canvassing to be verified showed 
consistent results between Block Canvassing and the census. 

Block Canvassing provided a large number of updates to the MAF. Block Canvassing not only 
improved the coverage of addresses on the MAF, but also improved the geocoding of addresses 
on the MAF. Block Canvassing played a significant part in correcting unit designations in multi-
unit basic street addresses. If the Block Canvassing listers had not checked individual addresses 
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within multi-units, but only verified the number of units at the multi-units, the MAF would not 
have this added improvement. 

A relatively large number of Block Canvassing adds and deletes turned out to be inconsistent 
with final census results. However, the consistency between Block Canvassing and the census, 
as a whole, appears to be relatively good. 

Recommendations resulting from this evaluation include: 

•	 Continue to explore the possibility of targeting areas with certain characteristics as 
priority areas for updating the file. The clustering results in this evaluation should be a 
first step to showing how to target areas for MAF updates. 

•	 Make additional efforts to see if quality review programs can reduce inconsistencies for 
added and deleted addresses. 

Evaluation F.6, Evaluation of the Local Update of Census Addresses 99 (LUCA 99) (Owens 
2002) 

The Census Bureau conducted the Census 2000 LUCA 99 program in U/L and 
Update/Enumerate (U/E) areas from January 1999 to June 2000. This evaluation documented 
the results of the LUCA 99 operations. 

There were 30,375 functioning governmental units eligible to participate in the LUCA 99 
program. A total of 10,925 governments participated and they covered approximately 68 percent 
of the housing units in eligible areas. Although about 36 percent of all eligible governments 
participated, only 17 percent of eligible governments provided any updates in the form of adds, 
deletes, or corrections. 

There were approximately 23,227,788 addresses from Address Listing (in the U.S. and Puerto 
Rico) that were geocoded with a map spot and eligible for review in the LUCA 99 program. The 
Census Bureau sent 2,186,765 addresses out for review to participating governments in the 
stateside LUCA 99 Recanvass operation. Field representatives verified that about 76 percent of 
them existed as residential units. They deleted approximately 6 percent of the addresses and 
determined that less than two tenths of a percent were nonresidential. They made corrections to 
the remaining 18 percent of addresses on their lists. 

The Census Bureau sent a total of 35,563 addresses out for review in Puerto Rico. Field 
representatives verified that about 93 percent of them existed as residential units. They deleted 
approximately 7 percent and determined that less than one tenth of a percent were nonresidential. 
There were no corrected addresses in Puerto Rico. 

Field representatives for the LUCA 99 Recanvass operation updated the address list and added 
any unit that existed as a residential unit in the block that was not already on the list. They 
added 328,174 addresses, which represents a 15 percent increase in housing units in U/L 
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enumeration areas in the U.S. (excluding Puerto Rico) that were recanvassed. Field 
representatives added 9,874 addresses in Puerto Rico, which represents about a 28 percent 
increase in housing units in areas that were recanvassed. Approximately 99.5 percent of LUCA 
99 Recanvass adds in the U.S. and Puerto Rico were included on the initial census address list. 
About 85.2 percent of those adds were in the final census housing unit inventory. 

LUCA 99 Recanvass field representatives deleted (or declared nonresidential) 145,378 addresses 
from their listing pages in the U.S. and 2,543 addresses in Puerto Rico. LUCA Recanvass field 
representatives corrected 388,838 addresses in the U.S. and Puerto Rico. 

After participating local governments received feedback from the Census Bureau, they could 
appeal specific addresses. Participants appealed 18,442 addresses. Approximately 54 percent 
(10,053) of the addresses appealed by local governments were included on the final census 
address list. 

The Census Bureau should continue to pursue LUCA type programs in non-city-style address 
areas for future censuses and tests. Also, the Census Bureau should investigate ways to increase 
government participation in LUCA programs. 

Evaluation F.10, Evaluation of the Update/Leave Operation (Pennington 2003) 

In Census 2000, U/L was intended for use in areas with some addresses that were not city-style. 

Noncity-style addresses, such as Rural Route and Box or P.O. Box, are often not linked to the

physical location of the housing unit. When there is only a location description for a unit but no

address, mail delivery of the questionnaire is not a possibility. U/L areas were primarily rural,

but not too remote or sparsely populated. Designation of U/L areas was made by block. In

Puerto Rico, U/L was the sole enumeration method. Questionnaires with preprinted address

labels were hand-delivered to every housing unit on the U/L address list. Existing housing units

that were not listed on the address register also required questionnaires, but these questionnaires

were hand-addressed and added to the address register. Since staff were in the field delivering

the questionnaires, they could also make other updates to the address list and to the maps during

the U/L operation. This evaluation quantified the U/L operation as one means of assessing its

effectiveness and value to the census-taking process. 


There were 23,525,257 addresses in the stateside U/L operations and 1,471,225 in 

Puerto Rico. These numbers represent the addresses that had either a labeled questionnaire or a

hand-addressed questionnaire. Questionnaires were to be distributed to all housing units

appearing in U/L areas. Some of the addresses on the U/L address list were deleted as

nonexistent or nonresidential in the U/L operation and the labeled questionnaires were not

delivered. Deleted addresses are included in the workload calculation because it takes time and

effort to try to locate such addresses.


Stateside U/L operations added 1,644,174 addresses, while 111,787 addresses were added during

U/L in Puerto Rico. The number of corrections in stateside areas was 9,045,814, with 751,156 in

Puerto Rico. Some number of these corrections were to the occupant name and telephone
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number fields. These fields quickly became out of date. The number of deletes, either as 
nonexistent or as nonresidential, was 1,228,987 in stateside areas and 122,815 in Puerto Rico. 
Some units that were deleted in U/L were matched to U/L adds after processing, resulting in 
24,265 moves, all of which were stateside. Units on the address list for U/L that did not receive 
any of these field actions were said to be verified. There were 11,582,017 verified addresses 
stateside and 485,467 verified addresses in Puerto Rico. 

Not every address added in the U/L operation was included in the census. Some records were 
not included because they did not contain sufficient address information for adding to the 
address list or data sufficient to be assigned to a block. Other added records were found in 
subsequent operations to represent housing units that did not exist in the designated block, either 
because the unit was nonexistent or because the unit existed in another block. Of the 1,644,174 
U/L adds in the U.S., 85.2 percent were in the final Census counts. In Puerto Rico, 83.7 percent 
of the 111,787 added addresses were included in the counts. 

Recommendations resulting from this evaluation include: 

•	 Research areas that could be converted to a mailout/mailback methodology. The analysis 
revealed large numbers of blocks in U/L areas that were wholly covered on the DSF. 

• Assess the value of updates to the occupant name and telephone number fields. 

Evaluation F.11, Urban Update/Leave (Rosenthal 2002a) 

The Census Bureau conducted the Urban U/L operation from March 3 to March 31, 2000. The 
objective of the Urban U/L operation was to improve coverage by improving the deliverability 
of the questionnaires and updating address information and census maps. The Urban U/L 
operation targeted areas deemed unsuitable for Mailout/Mailback. Primarily, these areas 
included multi-unit buildings where the USPS delivers the mail to a drop point instead of 
individual unit designations and urban communities that had city-style addresses but many 
residents picked up their mail at a P.O. box. The Urban U/L operation relied on the local regions 
to identify areas based on their knowledge of whether the USPS could adequately deliver the 
census questionnaires. In Urban U/L areas, enumerators delivered the census questionnaires and 
updated address registers and census maps, concurrently. Residents were asked to complete and 
mail back their census questionnaires. Eight regions participated in Urban U/L: Atlanta, Boston, 
Chicago, Dallas, Denver, Detroit, Philadelphia, and Seattle. Twelve states and DC had Urban 
U/L areas. 

Nationwide, 12,843 blocks were covered by Urban U/L. Almost 60 percentof these blocks 
contained housing units. The MAF had 314,059 residential addresses in Urban U/L blocks. 
After removing known duplicates, there were 310,114 addresses. Of the 310,114 addresses, 
280,086 addresses, or 90.3 percent, were delivered to the DMAF. Ultimately, 238,216 
addresses, or 85.1 percent of the DMAF addresses, were enumerated in the census as either 
occupied or vacant housing units. 
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Urban U/L contributed to the success of Census 2000 by improving the address list and 
successfully targeting hard-to-enumerate areas. Of the 267,005 addresses in the address 
registers, 18.1 percent were updated. There were 13,131 additions during questionnaire delivery, 
a 4.9 percent increase to the addresses printed in the address registers. 

There were 2,114 blocks where 75 percent or fewer of the housing units in the block matched the 
DSF. These blocks contained 15.3 percent of the housing units in Urban U/L areas. Such blocks 
would presumably present mail delivery challenges for the USPS. 

Less than 1 percent of Urban U/L housing units were drop delivery; that is, mail is delivered to a 
central location instead of to individual units of a multi-unit structure. While these addresses 
were included in Urban U/L, they did not make up a large part of the Urban U/L housing units in 
the census. Furthermore, the variable used to identify drop delivery status is not robust. 

Close to one-quarter of the housing units in the census with hard-to-count scores were in the 
hardest hard-to-count class. The Planning Database provided a 1990 Census tract-level hard-to-
count score, a composite measure of characteristics correlated with success in counting people. 
Evaluators classified each hard-to-count score into one of ten hard-to-count classes. Matching 
the Census 2000 census tracts to the Planning Database, 189,045 addresses, or 79.4 percent of 
the Urban U/L housing units in the census, were in census tracts that could be matched between 
the 1990 Census and Census 2000. 

Persons under 18 years old, African Americans, and renters were over-represented in Urban U/L 
areas as compared to the nation. These traditionally undercounted persons were enumerated by 
mail at lower percentages than the average household or persons in Urban U/L areas. 

Recommendations resulting from this evaluation include: 

•	 Designate areas for Urban U/L based on headquarters’ objectives supplemented by RO 
input instead of the current practice of the regions designating areas as Urban U/L. 

• Conduct more field work or receive better USPS input to identify drop delivery status. 

•	 Expand use of the Planning Database to target hard-to-count areas deemed suitable for 
Urban U/L. 

• Consider enumerating traditionally undercounted areas using U/E instead of Urban U/L. 

Evaluation F.12, Update/Enumerate (Rosenthal 2002b) 

The U/E method targeted communities with special enumeration needs and areas where most 
housing units may not have had house number and street name mailing addresses. These areas 
included resort areas with high concentrations of seasonally vacant housing units, selected 
American Indian reservations, and colonias. In U/E areas, enumerators updated their address 
registers and census maps and enumerated the housing unit at the time of their visit. LCOs, 
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using general guidelines, designated areas for U/E.  Every Regional Census Center (RCC) except 
Detroit had areas enumerated using the U/E methodology. Thirty-five states had U/E areas. 

Nationwide, 183,889 blocks were covered by U/E and 75,827 of these blocks (41.2 percent) 
contained housing units. The MAF had 1,169,090 residential addresses in U/E blocks, after 
removing known duplicates. Of the 1,169,090 addresses, 90.4 percent were delivered to the 
DMAF. Ultimately, 956,214 U/E addresses (90.5 percent of the DMAF addresses) were 
enumerated in the census as either occupied or vacant housing units. 

This evaluation looked at the extent of address updating, descriptive statistics of the addresses, 
demographic characteristics of the households and people living in U/E areas, and timing and 
cost of the operation. 

The U/E operation contributed to the success of Census 2000. U/E helped the Census Bureau 
improve the address list and demonstrated that areas suited to field enumeration were identified. 

Of the 926,861 addresses in the address registers, 37.2 percent were updated. The most frequent 
updates, corrections (change in the address), were made to 284,127 addresses. The remainder of 
the updates were nearly all deletions. There were 129,692 U/E additions during field 
enumeration, a 14.0 percent increase to the addresses printed in the address registers. 

For 71.9 percent of blocks, no more than 25 percent of the housing units in the block matched 
the DSF. These blocks contained 60.6 percent of the U/E housing units. Such blocks would 
presumably present mail delivery challenges. 

Of the addresses in the census, 15.2 percent had no address information; that is, the housing unit 
was missing the house number, street name, rural route, and P.O. box information. 

The Planning Database provided a 1990 Census tract-level hard-to-count score, which is a 
composite measure of characteristics correlated with success in counting people. Evaluators 
classified each hard-to-count score into one of ten hard-to-count classes. Matching the Census 
2000 tracts to the Planning Database, 59.2 percent of the U/E addresses in the census were in 
tracts that could be matched. While about one quarter of the addresses were in the top three 
hard-to-count classes and few addresses (0.6 percent) were in the bottom two hard-to-count 
classes, U/E was not limited to the most difficult hard-to-count classes. These results show that 
the Census Bureau followed the 1995 Census Test recommendation to not target U/E based on 
hard-to-enumerate criteria. 

The higher-than-national enumeration rates of American Indians/Alaska Natives, Hispanics, and 
vacant housing units indicate successful targeting of areas with special enumeration needs. 

The average household size in U/E areas was 2.9 persons, compared to 2.6 persons nationally. 
The U/E vacancy rate of 38.7 percent was higher than the national vacancy rate of 9.0 percent. 
Most vacants were seasonal vacants. Of occupied housing units, 76.1 percent were owned, 
compared to 66.2 percent nationally. Of persons, 49.6 percent were male, compared to 49.1 
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percent nationally. Of persons, 31.9 percent were under 18 years old, compared to 25.7 percent 
nationally. Of persons, 23.6 percent were Hispanic, compared to 12.5 percent nationally. Of 
persons, 1.5 percent were African American, compared to 12.3 percent nationally. Of persons, 
27.7 percent were American Indian/Alaska Native, compared to 0.9 percent nationally. 

U/E was conducted from March 13 to June 5, 2000, one week past the planned May 30, 2000 
end date. The extra time was needed to enumerate an American Indian reservation at the bottom 
of the Grand Canyon, accessible only by mule. 

Evaluation F.13, List/Enumerate (Zajac 2002) 

List/Enumerate (L/E) was an operation used in sparsely populated areas of the country. Census 
enumerators were assigned areas to canvass and were given census maps for these areas. The 
enumerators were responsible for listing addresses within their area on blank address register 
pages, locating the addresses on census maps (map spotting), and conducting an interview to 
collect census information for each address. The operation, which included reinterview and field 
followup components, was carried out from mid-March 2000 to the beginning of July 2000. 
This evaluation examined the characteristics of addresses added to the MAF by L/E. 

L/E was responsible for adding 392,368 addresses nationwide to the MAF. Of these addresses, 
391,276 met the eligibility criteria to be in the census. This is about 99.7 percent of all added 
L/E addresses. Of the addresses eligible to be in the census, 389,749 addresses were actually 
included in the final census count. This represents 99.6 percent of the eligible L/E addresses and 
99.3 percent of all added L/E addresses. 

A total of 47,927 blocks had at least one L/E address. Of these blocks, 4.7 percent had all of 
their addresses recognized by the USPS. This indicates that these blocks could have possibly 
been converted to the Mailout/Mailback enumeration methodology. These blocks contained 1.4 
percent of the addresses added during L/E. 

L/E appears to be successful for the following reasons: 

• Coverage: A total of 392,368 addresses were added from the operation. 

•	 Future Locatability of Addresses: Over 50 percent (197,525 of the 392,368) were 
complete city-style type addresses. Of the 160,232 addresses that were not complete 
city-style or not complete rural route, 85.2 percent had location description information. 
In addition, 98.7 percent of all added L/E addresses had a valid map spot. 

•	 Quality of Addresses: About 99.3 percent of the 392,368 addresses made it into the 
census. 

•	 Targeting of Areas: Only 1.0 percent of the blocks in L/E had all of their addresses 
recognized by the USPS. These blocks represent just 1.4 percent of the addresses added 
during the operation. 
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Evaluation F.15, An Assessment of Addresses on the MAF "Missing" in the Census or 
Geocoded to the Wrong Collection Block (Ruhnke 2003) 

One of the results of the Accuracy and Coverage Evaluation (A.C.E.) included a representative 
sample of addresses that were coded as "missing" from the census. This evaluation conducted 
additional research to better understand these "missing" addresses and to examine the reasons for 
their status of "missing" after the A.C.E. Final Housing Unit work was completed. Evaluators 
matched the addresses coded as "missing" to all non-duplicate housing units on the MAF in a 
larger geographic search area than the one used by the A.C.E. and searched for matches in the 
tract which included each address and in all surrounding tracts. The main focus in understanding 
these "missing" addresses was to determine if they were actually included in the census as 
housing units, but were incorrectly geocoded to a collection block outside of the A.C.E. 
geographic search area. Since matching was not limited to census addresses, but included all 
non-duplicate housing units on the MAF, evaluators were able to examine addresses that were on 
the MAF or the DMAF but were excluded from the census. 

About 8,900 of the sample units coded as "missing" by the A.C.E. were matched to units on the 
MAF during this evaluation. About 4,800 of them were matched to addresses that were included 
in Census 2000. Of those census matches, about 3,100 were geocoded in error in the census to a 
collection block that was different than the block provided by the A.C.E. The other 1,700 units 
were matched to census addresses that were geocoded to the same block as the A.C.E. “missing” 
addresses. There are two primary reasons that these census units were not included in the census 
address list used for the A.C.E. address matching. 

The first reason is that some of these units were identified as potential duplicates during the 
Census 2000 Housing Unit Unduplication operations and were therefore kept out of the A.C.E. 
Final Housing Unit matching operation. About 78 percent of the matches to in-census units in 
the same block were potential duplicates that ultimately were reinstated in the census. The 
remaining 22 percent of the in-census matches to A.C.E. “missing” units in the same block were 
not reinstated duplicates. A reason that these units were excluded from the address list used for 
the A.C.E. address matching is that they were not geocoded to an A.C.E. sample block at the 
time of the Final Housing Unit matching, but were moved into an A.C.E. sample block in time 
for evaluation work. 

Of the approximately 8,900 sample addresses coded as "missing" by the A.C.E. that matched to 
the MAF in this evaluation, about 4,000 were not included in Census 2000. That is, these units 
were listed and confirmed as good, residential addresses during the A.C.E., but the Census 
Bureau’s rules for creating the DMAF and the Hundred Percent Census Unedited File excluded 
them from the census. Those units represent a weighted estimate of 1.3 million units coded as 
erroneously excluded from the census as measured by the A.C.E. and this evaluation. 

About 28 percent of the cases coded as erroneously excluded units were never delivered to the 
DMAF. There are a number of reasons units on the MAF would have not been sent to the 
DMAF as a result of the Census Bureau’s rules for developing the Census 2000 address frame. 
One of the reasons a unit would not be included on the DMAF is if it was coded by the USPS as 
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nonresidential on the DSF. The Census Bureau excluded those addresses from the original 
census address list because it would not be prudent to mail questionnaires to all nonresidential 
addresses. The Census Bureau relied on field listing operations to add those units if they were 
actually residential units by Census Bureau definitions. 

About 49 percent of the cases coded as erroneously excluded units were on the DMAF, but were 
deleted during the Kill Process. The goal of the Kill Process was to identify units that were most 
likely bad addresses (for example: a unit for which no census form was received and the unit was 
deleted in both the NRFU and CIFU operations) and remove them from the census. 

About 22 percent of the cases coded as erroneously deleted units were on the DMAF but were 
determined to be potential duplicates during the Housing Unit Unduplication operations through 
address and person matching algorithms. The Census Bureau ultimately decided to exclude 
those units from Census 2000. The amount of erroneous deletions from the Unduplication 
operation as measured in this evaluation is potentially overstated. This comes from the fact that 
the A.C.E. may have coded something as missing from the census, when it was actually included 
in the census with a different form of the address. The Unduplication operation may have 
recognized the duplication but removed the version of the address that the A.C.E. listed. 

The estimated percentage of census addresses that were geocoded to the incorrect Census 2000 
collection block is 4.8 percent (standard error is 0.3 percent). The estimated percentage of 
geocoding error in the census was significantly higher in Mailout/Mailback enumeration areas 
(5.5 percent) than in U/L (1.7 percent) or L/E areas (1.2 percent). 

Geocoding error was more prevalent among housing units in multi-unit structures. Housing 
units in both small and large multi-unit structures had a significantly higher geocoding error 
estimate than single units or housing units in two-unit structures. Additionally, large multi-units 
(housing units in structures with ten or more units) had a significantly higher geocoding error 
estimate than small multi-units (housing units in structures with three to nine units). The 
geocoding error estimate for both single housing units and two-unit structures was about 3 
percent, for small multi-unit structures was about 5 percent, and for large multi-unit structures 
was about 11 percent. Geocoding errors are expected to be higher for units in multi-unit 
structures because geocoding error is a structure-based problem. Geocoding the structure to the 
wrong block causes every unit in that structure to be geocoded to the wrong block. The larger 
the structure, the larger the number of geocoding error cases there will be if the structure is 
geocoded to the incorrect block. 

Geocoding error of census addresses was less frequent in certain regions of the country. The 
geocoding error estimate for the Midwest (3.8 percent) was significantly lower than the 
geocoding error estimate for the South (5.7 percent). There were no other significant 
differences. Geocoding error estimates also differed for some of the ROs. The Boston and 
Kansas City ROs both had a significantly lower geocoding error estimate than the national 
estimate of 4.8 percent. 
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One of the reasons addresses were coded as "missing" from the census during the A.C.E. was 
because they were incorrectly geocoded in the census to a collection block outside of the scope 
of the A.C.E.'s geographic search area. 

Recommendations include: 

•	 Research the possibility of collecting Global Positioning System coordinates for 
addresses in the census, to help enumerators find their assignments and to ensure 
geocoding units to the correct block. Consider getting better geocoding for the areas with 
the highest geocoding error rates, which are Mailout/Mailback areas. This research is 
currently underway. 

•	 Conduct research to refine procedures for identifying and deleting units believed to be 
duplicates. The unduplication process appears to have deleted many units which should 
have been included in the census. Work has already begun on building an unduplication 
process into the 2010 Census. 

Evaluation F.16, Evaluation of the Block Splitting Operation for Tabulation Purposes 
(Green and Rothhaas 2004) 

This evaluation measured the percent of the country affected by collection blocks split for 
tabulation purposes and the accuracy of that block splitting. Collection blocks are geographic 
areas that are usually defined by visible features, and used by the Census Bureau to conduct field 
operations. Often, collection blocks cross governmental unit boundaries such as city and town 
or other required data tabulation boundaries. At the end of Census 2000, the Census Bureau 
redefined the census collection blocks by recognizing the boundaries of governmental units and 
other geographic entities required for tabulation of census data. One of the steps needed to 
achieve this involved using an automated system to split collection blocks in certain situations. 
This block splitting process was based on address ranges and map spot information in the 
TIGER database. To evaluate the block splitting process, evaluators selected a sample of 1,000 
collection blocks that had at least one tabulation boundary that split the block for field 
verification. Field representatives determined whether the housing units in these blocks were 
allocated to the correct side or the wrong side of each tabulation boundary. 

About 916,000 blocks out of the 5.1 million blocks in the country were split for tabulation 
purposes. A total of 282,457 blocks formed the sampling universe used to evaluate the block 
splitting process. The 633,337 split blocks excluded from the sampling universe were either 
located in remote Alaska, located in Puerto Rico, were split by the boundaries of special purpose 
governmental or administrative entities such as school districts, were split by the boundaries of 
statistical entities, or contained no housing units or group quarters. Remote Alaska and Puerto 
Rico were excluded from the evaluation to minimize cost. Boundaries of special purpose 
governmental, administrative, and statistical boundaries were excluded because this evaluation 
relied on the knowledge of residents of the block and they would not necessarily know where 
these types of boundaries existed in their blocks. Split blocks that contained no housing units or 
group quarters were excluded because the purpose of the evaluation was to measure the error 
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associated with placing housing units and group quarters in the wrong tabulation block. The 
estimated number of blocks that fell into each of these categories was not available, but the sum 
total was 633,337 blocks. A little more than 10 percent of the 115.5 million housing units in the 
country were located in the split collection blocks in the sampling universe. 

Results showed that over 26 percent of these split collection blocks in the sampling universe 
contained at least one housing unit allocated to the wrong side of the tabulation boundary. 
Although this percentage is high, split collection blocks with at least one housing unit allocated 
to the wrong side of a tabulation boundary represent less than 2 percent of the collection blocks 
in the country. For housing units, about 3.65 percent of the 12 million housing units in the split 
collection blocks in the sampling universe were allocated to the wrong side of a tabulation 
boundary. These errors represent 0.37 percent of the housing units in the country. For the group 
quarters in the sample, none were allocated to the wrong side of a tabulation boundary. 
Although the estimate of the number of group quarters allocated to the wrong side of a tabulation 
boundary was zero, the Census Bureau cannot conclude that there were no group quarters in 
error throughout the country. The preliminary August 2002 results from an administrative 
program, in which the Census Bureau receives input from local governmental entities, showed 
that 1,867 group quarters in the country were in fact allocated to the wrong side of a tabulation 
boundary. This is less than 1 percent of all group quarters. 

For this evaluation, collection blocks were categorized in the mailout/mailback, military, Urban 
U/L, and Urban U/E enumeration areas as “inside the blue line.” The term “inside the blue line” 
refers to areas where almost all mail delivery was to city-style addresses. Except for Remote 
Alaska, all other types of enumeration areas were categorized as “outside the blue line.” This 
term refers to areas where mail delivery was to noncity-style addresses. A mixture of city-style 
and noncity-style addresses occur in some types of enumeration areas, especially those “outside 
the blue line.” For the housing units affected by block splitting, the percent in error for 
enumeration areas “inside the blue line” was comparable to the percent in error for enumeration 
areas “outside the blue line” 

For housing units affected by block splitting, fewer than 4 percent of the 11.1 million housing 
units with city-style addresses and fewer than 3.5 percent of the 773,000 housing units with 
noncity-style addresses were allocated to the wrong side of a tabulation boundary. The percent 
in error for both address types in the country was the same (0.37 percent). 
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Category G - Field Recruiting and Management 

Summaries of the two parts of Evaluation G.1 in the Field Recruiting and Management category 
follow. 

Evaluation G.1, Part 1, Census 2000 Staffing Programs, Recruiting Component (Jacobson 
and Petta 2002) 

This evaluation described the factors that affected recruiting performance in 519 of the 520 
LCOs during Census 2000.1  The effect of several different types of factors were examined: 
census pay relative to locally prevailing pay; recruiting goals set by headquarters, area 
characteristics such as population density, private firm employment and per capita income, and 
manager’s start date and turnover. This work was modeled on Westat’s similar analysis of 
enumeration performance during the 1990 decennial census. 

The analysis of factors affecting Census 2000 recruiting produced several important conclusions 
that were strongly supported by regression analysis, in keeping with reasonable expectations, 
and consistent with the observations of knowledgeable observers. The most basic findings were 
that there was considerable variation in recruiting performance across LCOs. Factors that 
accounted for about half of that variation fall into three categories: pay, area characteristics (such 
as the expected nonresponse workload and number of workers available to be recruited), and 
management factors (such as turnover of LCO managers). 

Enumerator pay, relative to locally prevailing pay, was a key determinant of recruiting 
performance. The overall high levels of pay compared to 1990 greatly facilitated recruiting, but 
it was not possible to eliminate all cross-LCO variation in relative pay. Relative pay was about 
77 percent of prevailing pay in LCOs with much below average recruiting performance and 
about 84 percent of prevailing pay in LCOs with much above average performance. That 
variation was associated with a 10 percent increase in the number of applicants in the LCOs with 
high versus low relative pay. This is an important finding since it suggests that pay increases 
could have been relied upon to further enhance recruiting performance had that been necessary. 

In terms of area characteristics, the NRFU workload strongly influenced recruiting. On average, 
the NRFU workload was about 80,000 cases per LCO, but many LCOs had fewer than 56,000 
cases and many had more than 104,000 cases. An increase in caseload of 24,000, about one 
standard deviation, was associated with a 13 percent increase in qualified applicants. This result 
suggests that LCOs appropriately attempted to secure enough applicants to fill the required 
number of enumerator slots, but other factors very strongly affected recruiting success. 

The number of workers employed by all firms within a LCO area had a positive effect on 
recruiting, but the effect was small given that employment levels in LCOs showed huge 

1The Window Rock, Arizona LCO was omitted from the study because some critical data for this 
one LCO was missing. 
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variation. This suggests that there were plenty of individuals in virtually every LCO’s area who 
could be attracted to apply for census jobs and it was not necessary to take variation in the 
number of people who can be drawn upon in allocating recruiting resources. 

An unanticipated result was that a one standard deviation increase in test scores, an increase 
from 85.6 to 88.4, was associated with a decrease in the number of applicants of almost 11 
percent. This result may have been due to recruiting being more difficult in areas where many 
people were likely to do well on the test (even holding relative wages and per capita income 
constant). The effect was sufficiently large that variation in test scores should be taken into 
account in setting wages and managers should anticipate that areas with high test scores will 
need additional assistance in meeting recruiting goals. 

In terms of management factors, resignations, terminations for cause, or leaving for any other 
reason by LCO management during the recruiting period were associated with a reduction in the 
number of recruits by about 12 percent. This evidence strongly suggests that LCO management 
performance is a key determinant of recruiting success and that LCO management needs to be in 
place for a substantial period to be highly effective. 

By far, the largest source of variation in recruiting performance was associated with a LCO 
being in one of three Census 2000 administrative regions. Even after taking other key factors 
into account, LCOs in the Seattle and Denver regions recruited about one-third more applicants 
and LCOs in the New York region recruited about 17 percent more applicants than LCOs in 
other regions. 

Evaluation G.1, Part 2, Census 2000 Staffing Programs, Pay Component (Jacobson et al 
2002) 

This evaluation described analysis of the effect of pay, frontloading, and other factors on how 
quickly the Census 2000 NRFU was completed. From late April to late June of 2000, the houses 
of people who failed to return their census forms were visited by about 510,000 enumerators. 
The evaluation examined differences in how quickly the NRFU was carried out in the LCOs; 
differences in how quickly the NRFU was completed relative to the 1990 Census NRFU; and the 
underlying reasons for those differences. Overall, the Census Bureau’s plan to raise wages to at 
least 75 percent of local levels and to put to work during the first week twice the number of 
enumerators that would be needed if there were no attrition, directly led to dramatic 
improvement in speed relative to the 1990 NRFU. 

Hourly pay was increased by 37.8 percent on average relative to 1990 (adjusted for inflation) and 
the associated increase in enumerator retention was 22.6 percent. This increase in retention, 
coupled with introducing frontloading (increasing the number of enumerators at work at the 
outset relative to cases to complete), permitted the average Census 2000 LCO to complete the 
NRFU in 7.19 weeks compared to 9.72 weeks in 1990. Moreover, the slowest performing LCOs 
completed their work about 1.5 weeks faster than the fastest performing LCO in 1990. 
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Analysis of the variation in completion time across the 510 LCOs with adequate data (out of a 
total of 520 LCOs) shows that differences in the degree of frontloading was the primary source 
of variation in completion time, differences in the number of cases completed by individual 
enumerators played only a small role, and differences in retention of individual enumerators 
were too small to have much of an effect. 

Analysis of the influence of factors within and outside of the control of the Census Bureau, using 
administrative databases covering the 510 LCOs plus a survey database covering close to 2,800 
enumerators in 376 crews in 27 LCOs, showed that the NRFU was completed most rapidly in 
low-wage areas and areas where applicants’ test scores were low on average, in the Denver and 
Los Angeles Census Regions where managers ensured that high levels of frontloading were 
achieved, and in LCOs that had fewer cases to complete (relative to larger scale offices) and in 
which managers did not turn over. 

The first overall conclusion from this analysis was that differences in factors outside of the 
control of census managers, such as the labor force and area characteristics, had small effects on 
completion time and productivity. In contrast, factors largely within census management 
control, such as the total number of LCOs, the number of cases to complete within a given LCO, 
census pay levels, and Regional Office (RO) planning and oversight, had large effects on 
performance. Where the basic pay, recruiting, and frontloading plans were followed, LCOs 
succeeded in securing and retaining more than enough applicants to staff the NRFU with highly 
competent enumerators who also were strongly motivated to work as long as needed. 

The second, but single most important, conclusion was that the degree to which LCOs exceeded 
schedules was largely a function of the amount of frontloading they achieved. About 80 percent 
of the LCOs met or exceeded frontloading goals. However, the roughly 20 percent of the LCOs 
that did not meet their frontloading goals took about two additional weeks to reach their week 1 
goals. Understanding why frontloading goals were not met, therefore, is the key to 
understanding the source of variation in speed. 

One or more of the following three hiring explanations probably led to recruiting shortfalls: 
hiring was inherently more difficult due to factors outside of census management control, hiring 
was not effectively managed, and managers did not feel it was essential to meet frontloading 
goals. Unfortunately, the data needed to definitively sort out the relative importance of the three 
explanations were lacking 

The third, but somewhat speculative, conclusion was that improvements in the hiring process 
were needed to meet frontloading goals. Possible improvements include starting the hiring 
process earlier and ensuring enough hiring clerks and phone lines are available to offset 
unexpected hiring difficulties. Thus, much as frontloading of enumerators was the key to 
dramatically increasing the speed in conducting the enumeration, increasing hiring capacity 
appears to be the key to meeting frontloading goals. 

A fourth conclusion was that setting pay competitively was essential to recruiting sufficient 
numbers of well-qualified applicants and to retaining enumerators as long as they were needed. 
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These results suggest that census pay exceeded the threshold above which people who agreed to 
accept enumerator positions were sufficiently competent to execute the work and would not 
lightly break their commitments to work while their services were required. About 90 percent of 
the Census 2000 enumerators showed themselves to be highly productive, as measured by the 
number of cases they were able to complete per hour. In contrast, during the 1990 Census 
NRFU, 50 percent or more of the enumerators had difficulty completing assignments and/or quit 
before completing even their initial assignment. 

The sharp contrast between pay and performance in 2000 versus 1990 has several important 
implications. Perhaps the most important is that the Census Bureau should reassess how test 
scores and availability to work many hours are used as hiring screens. The analysis suggests that 
the capacity to quickly complete the NRFU would have been enhanced had test scores of about 
82 percent been used as a threshold (unless applicants had some special skill such as fluency in a 
foreign language) and the contact order been based on hours of availability (reported in 
applications). 

The equations produced in this evaluation could be extended to set the schedule and the degree 
of frontloading for the 2010 Census NRFU in a way that would substantially reduce cost without 
reducing the probability the schedule is met. 

Category H - Field Operations 

Summaries of the seven evaluations in the Field Operations category follow. 

Evaluation H.2, Assessment of Field Verification (Tenebaum 2001) 

This operational assessment focused on the Be Counted/TQA Field Verification operation. 
Enumerators visited the location of units without a confirmed census address to verify their 
existence before Census 2000 included the addresses. The operation also included addresses 
deleted in two or more previous operations but for which the Census Bureau received a mail 
return (double deletes with a mail return). If the enumerator located the address, he/she entered 
a checkmark on the assignment listing for each unit verified as a residential address. If the 
address was not a living quarters or was a duplicate of another address on the assignment listing, 
the enumerator coded it accordingly. 

The non-ID questionnaire process for Census 2000 was a very complex operation consisting of 
many components. This operational assessment only discussed one aspect of that overall 
process, that is, the verification of addresses which could not be matched to the MAF but could 
be geocoded to a census block. No conclusions can be made regarding any other component of 
the non-ID questionnaire process. 

Enumerators provided information about the 884,896 assigned addresses. They coded 51 
percent of the assigned addresses as valid living quarters, 35 percent as nonexistent, and 14 
percent as duplicates. 
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Overall, 49.18 percent of the addresses without a confirmed census address (the non-ID cases) 
were coded as valid census addresses. Overall, 52.86 percent of the addresses deleted in two or 
more previous operations but for which the Census Bureau received a mail return (the double 
deletes) were coded as valid addresses. 

The Census 2000 procedures provided a good model for planning a field verification operation 
for Census 2010, with the following recommendations: 

•	 Redesign the Field Verification procedures to capture enough information for duplicates 
to provide a link between the two addresses. 

•	 Clarify the procedures concerning how far to extend the search for assigned addresses so 
enumerators do not erroneously delete addresses located in adjacent blocks. 

•	 Conduct further research into the sources of the double deletes with mail returns since 
about half of them were coded as valid addresses. 

•	 Consider a way to independently validate the accuracy of the results to determine if Field 
Verification improves the census files. 

•	 Determine the effect that additional response options in 2010 might have on Field 
Verification. 

Evaluation H.4, Questionnaire Assistance Centers for Census 2000 (Jones and Barrett 2003) 

Questionnaire Assistance Centers were targeted locations designed to assist individuals who had 
questions about completing their Census questionnaires, who needed language assistance on 
their questionnaires, who had a general question about the census, or who never received a 
census questionnaire. These centers were open between March 8, 2000 and April 14, 2000. 

Census Bureau Partnership Specialists, in consultation with local officials played an important 
role in selecting the census tracts where Questionnaire Assistance Centers were placed. Most of 
the tracts chosen to have Questionnaire Assistance Centers were in areas known to be either 
difficult to enumerate, heavily populated by certain racial and ethnic groups, or in linguistically 
isolated areas known to be heavily populated by speakers of certain foreign languages. Publicly 
accessible locations such as community centers and social service centers were set up to house 
Questionnaire Assistance Centers. The centers were staffed by paid clerks and volunteers. 
Some of the paid clerks had foreign language skills, so they could provide expert assistance to 
potential census respondents experiencing language difficulties. Volunteers were chosen from 
local community groups or other organizations that were in partnership with the Census Bureau. 
Both paid and unpaid staff provided literacy assistance to those respondents in need of it. Staff 
were instructed to complete a Record of Contact for each potential census respondent that visited 
the center. The Record of Contact documented the type and extent of assistance needed. 
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There were 23,556 Questionnaire Assistance Centers established during Census 2000. However, 
data were collected and processed from only 14,222. There were no data processed from the 
remaining centers. Data were keyed for 559,027 potential census respondents that utilized the 
Questionnaire Assistance Centers during Census 2000. About 39.4 percent of these respondents 
were provided with a Be Counted Form. Some respondents (26.4 percent) needed assistance on 
a specific type of questionnaire. Of those who did need assistance, most asked for help in 
completing the short form. Census forms were printed in six different languages: English, 
Spanish, Chinese, Korean, Vietnamese, and Tagalog. Of the people who needed assistance on a 
specific questionnaire, most (64.6 percent) required assistance on the English short form. 

Respondents generally did not ask for assistance on specific questions or specific census forms. 
Only a few respondents (2.3 percent) asked for assistance with a population or housing question 
on their census form. Only 5.8 percent of respondents indicated needing assistance with 
language, but another 4.6 percent marked that they could not read or understand the form. 
Respondents reported other questionnaire related problems, such as respondent did not receive a 
census form, respondent lost their mailed census form, or respondent had a problem with their 
questionnaire that was not listed on the Record of Contact . 

There were numerous ways that people learned about the Questionnaire Assistance Centers. 
About 32.6 percent of the respondents learned of the centers in ways unlisted on the Record of 
Contact. Of the alternatives listed on the form, 15.5 percent reported having seen a poster 
announcement. 

Language Assistance Guides were available in 37 different languages. Most respondents (83.1 
percent) did not request a Language Assistance Guide. Of the 94,639 people needing Language 
Assistance Guides, more than half (53.0 percent) needed them in Spanish. Be Counted Forms 
were available in six different languages, including English. Most respondents (60.6 percent) 
did not request a Be Counted Form. Of those who did (220,489 people), most requested them in 
English (69.8 percent) or Spanish (24.4 percent). 

The Census Bureau should continue to establish Questionnaire Assistance Centers during a 
census to help respondents. However, the following changes are recommended: 

•	 Increase the number of languages in which the Census Bureau provides the Be Counted 
Form. More than 1,000 respondents requested Language Assistance Guides in languages 
for which a Be Counted Form was not available. 

•	 Collect demographic information about the census respondents that utilize Questionnaire 
Assistance Centers. This would make it easier to tell if the centers served the targeted 
population. 
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Evaluation H.5, Nonresponse Followup for Census 2000 (Moul 2002) 

The objective of NRFU was to obtain completed questionnaires from households in mailback 
areas that did not respond by mail, through the Internet, or to a TQA operator. If a questionnaire 
was not checked in before the NRFU universe selection process began, the housing unit was 
targeted for NRFU. There were 119,090,016 housing units in mailback areas (including Puerto 
Rico) that were potentially eligible for followup. The initial workload of 44,928,883 housing 
units was identified on a flow basis. A Late Mail Return operation subsequently identified 
2,555,918 housing units that were checked in after the initial universe was identified. The 
resulting workload, which included Puerto Rico, was 42,372,965 (35.6 percent of the eligible 
universe). The NRFU operation was scheduled to occur from April 27 through July 7, 2000. 
Actual start and finish dates were April 27, 2000 and June 26, 2000, respectively. 

Based on the following, NRFU was a success. 

• NRFU officially ended early on June 26, 2000, ten days ahead of schedule. 

• Less than 0.1 percent of the workload had an undetermined status at the end of NRFU. 

•	 Compared to the 5.0 percent target, there was a low final attempt rate (approximately 2.7 
percent). 

However, the NRFU operation was not perfect. For example: 

•	 For 5.4 percent of the returns, enumerators failed to indicate whether the interview was with 
a household member or a proxy. 

• Of the 26.4 million occupied housing units, 0.4 percent had no population count. 

•	 Approximately 4.2 million housing units were enumerated multiple times. Approximately 
3.5 million of these were enumerated in NRFU and by a paper mail return questionnaire. 

•	 Some housing units had an unrealistically large number of continuation forms attached, as 
many as 99. 

Of the 42.4 million housing units, 62.3 percent were occupied, 23.3 percent were vacant, and 
14.3 percent were deleted. Approximately 79.6 percent of the occupied returns were completed 
by a household member and16.5 percent of the occupied returns were completed by a proxy. 

There were 1,255,579 continuation forms used in NRFU. Approximately 93.6 percent of the 
returns had one continuation form attached, approximately 2.9 percent of the returns had two 
continuation forms attached, and fewer than 1 percent of the returns had three or more 
continuation forms attached. The number of continuation forms attached ranged from one form 
to as many as 99 forms. 
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NRFU enumerated a higher percentage of multi-units and rented units than were self-
enumerated. NRFU also enumerated a higher percentage of males, young people, Hispanics, and 
people of all races except Whites. 

There were 688,944 addresses added and 6,023,232 addresses deleted during NRFU. The 
majority of the added and deleted addresses were single units in the mailout/mailback areas. The 
adds and deletes were mostly complete city-style addresses. 

Recommendations include: 

•	 Monitor the followup workload in real-time to reduce the number of NRFU cases with 
unknown population counts and the number of lost NRFU enumerator returns. 

•	 Periodically identify and remove late mail returns from the NRFU workload to reduce the 
NRFU workload and the number of housing units with multiple data captures. 

•	 Implement a sufficient quality assurance (QA) program to ensure the accuracy of the 
NRFU production files and the proper use of enumeration techniques. 

• Develop standards/benchmarks with which to measure/judge the results. 

Evaluation H.7, Nonresponse Followup (NRFU) Enumerator Training (Burt and Mangaroo 
2003) 

The success of the NRFU operation was highly dependent on the Census Bureau’s ability to 
quickly develop skilled employees who were able to effectively perform the tasks of NRFU 
enumeration. During Census 2000, the Census Bureau hired more than one-half million 
temporary workers to conduct the NRFU operation. This evaluation examined the effectiveness 
of the Census 2000 NRFU enumerator training program. The evaluation used the Kirkpatrick 
training assessment model to evaluate the trainees’ satisfaction with the training program, their 
knowledge following training, and their on-the-job performance.2  The methodology included a 
content review of the training materials, observation reports on training delivery and NRFU 
enumeration, and surveys and debriefings of enumerators and crewleaders. 

About half of the recommendations from the Census 2000 Dress Rehearsal evaluation were 
incorporated into the 2000 training package, either completely or partially. The 
recommendations that were incorporated contributed to an improved training program. The 
recommendations that were not incorporated did not seem to significantly impact the 
effectiveness of the training in preparing the enumerators to collect Census information. 

2Kirkpatrick, Donald L.  Evaluating Training Programs: The Four Levels, San Francisco, CA: Berrett-
Koehler, 1998. 
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Most enumerators were knowledgeable of census concepts. With the exception of reading 
questions as worded, enumerators consistently demonstrated effective interviewing skills. 

Evaluation results indicated that the training prepared the NRFU enumerators to effectively 
perform their job and to carry out the tasks they were trained to do. Almost all of the 
enumerators displayed their Census ID at each household, properly identified themselves and the 
purpose of their visit, and determined Census Day residency status. Most consistently 
confirmed that they were at the correct address and provided a Privacy Act Notice. The majority 
of NRFU enumerators recorded answers accurately and legibly. A sizable proportion of NRFU 
enumerators, however, did not always read the questions exactly as worded and frequently did 
not use the flashcards provided. The two major areas in which enumerators seemed less likely to 
follow procedures were asking about Hispanic origin and race. 

Overall, enumerators were satisfied with the amount and content of the training they received. 

The evaluation results indicated that the Census 2000 NRFU training program was well received 
by trainees and produced enumerators who could effectively collect needed Census data. The 
results also suggested some areas the Census Bureau could focus on in developing NRFU 
enumerator training for 2010. 

•	 Increase the training time allotted to areas in which enumerators’ feedback indicated they 
felt less well prepared, with particular emphasis on interacting with reluctant respondents 
and refusals. 

•	 Continue to place emphasis on reading all of the questions exactly as worded, adding 
additional explanations on why reading questions verbatim is so important to data 
quality. 

•	 Conduct debriefings of enumerator and crewleaders in the 2004 Census Test to get 
insight on how to improve the use of flashcards and other job aids and on how to make 
improvements on preparing enumerators to ask the ethnicity and race questions exactly 
as worded. 

•	 Continue to provide an opportunity for the field work component of NRFU training and 
enforce inclusion of field work in all training sessions. 

•	 Restructure the NRFU enumerator manual to be more consistent with the training guide 
in terms of organization and content. 

•	 Add to the training materials a “Frequently Asked Questions” job aid, outlining 
potentially difficult questions that respondents might ask and appropriate responses. 

•	 Use additional media such as audio tapes, videos, flip charts, posters, and slides in 
training and assure they are used. 
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•	 Increase the use of role playing, varying the situations to include reluctant respondents 
and refusals. 

• Use a trainer and training assistant to model interviewing skills, techniques, and styles. 

Evaluation H.8, Operational Analysis of Enumeration of Puerto Rico (McNally 2003) 

Census 2000 was the first time that an U/L mailback methodology was used to conduct the 
enumeration in Puerto Rico. Stateside U/L occurred in areas that were determined to contain 
some proportion of Rural Route, P.O. Box, or other non-city-style addresses. These areas were 
primarily rural, but not too remote or sparsely populated. In Puerto Rico, U/L was the only type 
of enumeration. 

During the U/L operation, questionnaires with preprinted address labels were hand-delivered to 
every housing unit on the address list. Existing housing units that were not listed on the address 
register also required questionnaires, but these questionnaires were hand-addressed and the 
addresses were added to the address register. Staff delivering the questionnaires also made 
corrections, deletions, and additions to the address lists and maps. 

Working with maps and map spots was reported as the most challenging situation due to using 
rural procedures in an urban location. Other problems encountered were training manuals 
arrived late, merging long and short form questionnaires was a very time consuming process, 
and the maps for NRFU and CIFU were not updated from previous operations. 

There were almost 1.5 million addresses in Puerto Rico. This number represents how many 
addresses had either a labeled questionnaire that was to be delivered during U/L or a hand-
addressed questionnaire for a unit that was added to the address list during the U/L operation. 
Some of the addresses on the address list were deleted as nonexistent or nonresidential during 
the U/L operation. This is included as part of the workload because the effort required to try to 
locate such housing units is a component of the operation. 

Adds accounted for 7.6 percent of the workload in Puerto Rico. Of the 111,787 U/L adds in 
Puerto Rico, 83.7 percent were included in the final counts. Deletes accounted for almost 8.4 
percent of the workload in Puerto Rico. 

As of April 18, 2000 the response rate for Puerto Rico was 48.4 percent compared to 59.3 
percent for stateside. Sixty-four percent of the households in Puerto Rico returned their Census 
2000 questionnaire by mail, a low return rate when compared with the stateside rate of 77.9 
percent. Many questionnaires that were mailed back were not recorded in the system and 
became part of the NRFU workload. This led to multiple, unnecessary visits to households. 

Based on the Census 2000 experience, recommendations include: 

•	 Build on experience from Census 2000 and the ACS in Puerto Rico to use the 
mailout/mailback data collection methodology for at least part of Puerto Rico. 
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•	 Conduct further research into ways to improve census maps to make them easier for 
enumerators to use and to improve the accuracy of map spotting. 

• Ensure that training materials and training manuals arrive on time. 

Evaluation H.9, Local Census Office Profile for Census 2000 (Imel 2003) 

The LCO Profile for Census 2000 is a database of a wide variety of variables aggregated at the 
LCO level. Data were produced specifically for the LCO database, which also contains data 
from Census 2000 evaluations. The LCO profile contains data from the following types of files 
and systems: address frame files, data processing files, and field tracking systems. It contains 
more than 1400 statistics for each of the 520 LCOs. These data include total housing counts, 
occupied housing counts, vacant housing counts, total population counts, response rates, various 
operation summaries, as well as many demographic characteristics. The database is intended to 
provide internal Census Bureau researchers and planners a rich, comprehensive dataset which 
will add a historical perspective and provide benchmarks for planning the 2010 Census. 

Evaluation H.10, Date of Reference for Age and Birth Date used by Respondents of Census 
2000 (Carter 2002b) 

This evaluation examined how well respondents answered the census as of Census Day, April 1, 
2000, by looking at how respondents answered the age and date of birth question. The way 
respondents answer this question can be influenced by whether or not they are using Census Day 
as their date of reference. 

A state’s return rate seems to be correlated with the date of reference for that state. As the return 
rate increases, the date of reference for the state is closer to April 1, 2000. A higher return rate 
in a state means more respondents are returning their questionnaires through the mail. It is also 
very likely that these respondents will not be part of NRFU and they are enumerated closer to 
April 1, thus less likely to misreport their age. If the return rate is low, that would mean a higher 
percentage of people are being enumerated in NRFU. NRFU takes place at a later date, so the 
respondents enumerated in NRFU seem to have a greater propensity to use a date other than 
Census Day to report their age. 

The analysis showed that 89.8 percent of persons had their reported age consistent with their 
calculated age. There were 1.8 percent that under reported their age by one year and 6.0 percent 
that over reported their age by one year. These people may have potentially misreported their 
age due to using some date other than April 1, 2000 as the date of reference when reporting their 
age. The remaining 2.4 percent misreported their age by more than one year, which means the 
misreporting can only be attributed to simple reporting error. 

There were two situations where respondents may have had problems reporting age correctly; 
the date of check-in of the form with the person’s data was before the person’s birthday and both 
were before April 1, and the date of check-in of the form with the person’s data was after the 
person’s birthday and both were after April 1. In the first situation, 10.3 percent of the persons 
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in this category under reported their age. In the second situation, 40.1 percent of the persons in 
this category over reported their age. These percentages are higher than any percent observed in 
any of the other situations for that type of misreporting. This means that the time at which a 
person is responding to the census does affect how he or she reports age. 

There were 80.4 percent of households that had every person in them with the age correctly 
reported. This compares to 89.8 percent of persons with age correctly reported. 

The census moment or ‘average’ date of reference moved from May 5 in 1990 to April 20 in 
2000. This improvement may be due to the change in questionnaire design and in the 
enumeration time frame. The 2010 Census questionnaire should stress that the respondents are 
to provide their age as of Census Day, April 1, as in Census 2000. This will help respondents 
not misreport age. Also, a compressed Census enumeration time frame may aid respondents to 
correctly report age. 

Respondents enumerated by personal visit tended to over report age. Enumerators should have 
this problem explained to them and training should stress the importance of Census Day as the 
reference date. Enumerators should know that respondents need to hear April 1, 2010, so they 
can correctly provide their information. 

The problems that are observed in age reporting revealed problems with respondents referencing 
April 1 when providing age date. This is somewhat trivial because age can be calculated from 
date of birth. There are other issues that are sensitive to the April 1 reference day, such as 
Residency Rules, that cannot be corrected. 

Category I - Coverage Improvement 

Summaries of the five evaluations in the Coverage Improvement category follow. 

Evaluation I.1, Coverage Edit Followup (Sheppard 2003) 

The CEFU operation for Census 2000 was used to increase within household coverage and 
improve data quality by collecting person data for all persons beyond the first six in large 
households and by resolving count discrepancies between the reported household population 
count and the actual number of data defined persons recorded on the census form. The purpose 
of this evaluation was to document the CEFU operation. 

While the coverage edit failure workload was projected to be over 3.1 million, the actual 
workload included 2,544,072 CEFU cases from Census 2000 mailback and Internet forms. 
Large household cases made up almost 55 percent of the CEFU cases (1,395,623). The edit 
failure rate for large household cases was 1.7 percent. Count discrepancy cases made up the rest 
(1,148,449). The edit failure rate for count discrepancy cases was 1.4 percent. Just over 60 
percent (699,379 cases) of the count discrepancy cases were selected because the number of data 
defined persons on the form exceeded the respondent-reported household size. The rest of the 
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count discrepancy cases were selected because the number of data defined persons on the form 
was less than the respondent-reported household size (449,070 cases). 

There were 1,251,971 cases completed during the CEFU operation. This was 53.5 percent of all 
the eligible and attempted cases. The Census Bureau were more successful completing large 
household cases (57.4 percent ) than count discrepancy cases (48.5 percent). The largest reason 
for incomplete cases was inability to contact the respondent by telephone. The Census Bureau 
made two attempts to obtain telephone numbers for cases where one was not correct or present 
on the mailback form. However, only 21.1 percent of the cases with changed telephone numbers 
were completed. Since there was no field followup, the Census Bureau was unable to complete 
any of the cases where valid telephone numbers could not be obtained. These represented 24.0 
percent of all eligible CEFU cases. 

The CEFU instrument was effective in its two main objectives: correcting incorrect rosters and 
collecting person data. The CEFU operation successfully improved coverage and decreased the 
differential undercount. In 232,777 cases, or 18.6 percent of all completed coverage edit cases, 
one or more persons were added, deleted, or removed as a duplicate. A total of 410,565 persons 
were added, deleted, or marked as duplicates to correct the roster of a household. The 152,683 
persons who were added to the household roster were more likely to be members of traditionally 
undercounted populations than persons in the overall population enumerated in Census 2000. 
These persons were much more likely to be under 24, be of a race other than White, and to be 
Hispanic. They were slightly more likely to be 65 years old or older, be male, and have the 
householder be an owner. There were 257,882 persons who were deleted or removed as 
duplicates from the household roster during the operation. These persons were much more likely 
to be between 15 and 24 or over 65 years old and to be Black than persons in the overall 
population enumerated in Census 2000. They were slightly more likely to be of Hispanic origin, 
be female, and have the householder be an owner. 

The CEFU operation actually resulted in a net loss of 105,199 persons compared to the originally 
completed Census 2000 self-response forms. However, while the net improvement to the census 
from CEFU operation was a decrease in the population, it did improve the accuracy of Census 
2000. Through the probing interview, the CEFU increased the likelihood that the 410,565 
people who were added, deleted, or marked as duplicates were counted in the correct household. 

Given the results and limitations of the data, the following are some recommendations for the 
CEFU operation in Census 2010: 

•	 Continue to conduct a CEFU operation in future censuses. Include count discrepancy 
cases and large household cases, as well as other cases identified as having a significant 
possibility of coverage problems. 

• Develop ways to increase the completion rate for CEFU operations. 
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•	 Improve case file creation, management, software testing, and transmittal procedures of 
input and output files to avoid loss of data and to ensure information is available to 
conduct interviews as planned. 

•	 Improve the design of the CEFU instrument to improve effectiveness and reduce 
respondent burden. 

•	 Collect evaluation data in future tests of coverage followup operations to help improve 
the methodology used to conduct followup interviews. 

•	 Assign the final household size for count discrepancy cases not completed during CEFU 
by assuming that the cases that are not completed behave similarly to those that are 
completed. 

Evaluation I.2, Evaluation of Nonresponse Followup - Whole Household Usual Home 
Elsewhere Probe (Viator and Alberti 2003) 

The Whole Household Usual Home Elsewhere (WHUHE) probe was a questionnaire coverage 
improvement used to determine if all members of a household on the day of the interview had 
another residence where they lived most of the time (their Census Day address). This probe was 
accomplished by implementing a set of screening questions on the Simplified Enumerator 
Questionnaire. In cases where a household indicated that all household members had another 
residence where they lived most of the time, enumerators completed a blank, unlabeled 
Simplified Enumerator Questionnaire for their Census Day address or “usual residence.” This 
questionnaire was used to ensure a complete and accurate enumeration at the address of the usual 
residence. 

A total of 151,775 questionnaires were completed for WHUHE households for their usual place 
of residence. Of these returns, 58,027 matched to an existing address on the DMAF. Another 
55,286 returns were geocoded but not matched to an existing address. Of these 55,286 returns, 
only 606 were geocoded in time to be sent to the Field Verification operation. Most of the 
remaining 54,680 returns were added to the census but not included in the Field Verification 
operation. For the 606 returns that were geocoded and sent to Field Verification, 273 were 
verified, 271 were deleted, 59 were duplicates, and results were not reported for three returns. 
Finally, 38,462 returns could not be geocoded or matched to an existing address. 

There were 55,987 WHUHE addresses that were enumerated by another procedure. More than 
14 percent of these were reported to be vacant or nonexistent (delete) on Census Day. There 
were 54,915 addresses that were not enumerated by another procedure. The respondent for 
nearly 62 percent of these addresses was a neighbor or other proxy compared with only about 32 
percent for addresses enumerated by another procedure. More than 71 percent of the addresses 
not enumerated by another procedure were reported as vacant. For more than 76 percent of these 
vacant addresses the respondent was a neighbor or other proxy. 
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There were 113,991 data defined persons enumerated on occupied WHUHE forms. Of these 
persons, 75,254 were found on other census returns at the address and 38,737 were not found on 
other census returns at the address. Of the 38,737 persons who were not found on other returns, 
29,302 were selected by the Primary Selection Algorithm for inclusion in the census. These are 
persons who were not enumerated by other operations and were added to the census by the 
WHUHE program. 

There appeared to be considerable confusion among enumerators concerning how to enumerate 
the WHUHE households. Many of the usual residences for these households were reported as 
vacant or deleted housing units. This is contrary to the concept of a usual home elsewhere for 
the Census Day household. Many of the questionnaires completed for the usual home of the 
Census Day household were completed by a respondent who is not a member of the household. 
Anecdotal evidence shows many instances of multiple questionnaires filled by the same proxy 
respondent. 

Frequently, there were missing and inconsistent data for responses to the introductory questions 
used to identify WHUHE households. Because there was no way to link a census return for the 
address on the day of the interview with the return for the WHUHE address, the missing and 
inconsistent responses prevented the accurate identification of responses that should have 
generated a WHUHE return. 

Recommendations include: 

•	 Take into consideration the small number of persons added to the census by the WHUHE 
probe in judging the potential effectiveness of this program for the 2010 Census. 

•	 Research whether or not it is a sound practice to add respondent provided addresses, such 
as the WHUHE addresses, without verifying them through a Field Verification operation. 

•	 Cover the purpose of and the procedures for the WHUHE program thoroughly in 
enumerator training to ensure a better understanding of the program and higher quality 
data. 

•	 Address the treatment of proxy responses about usual home elsewhere information in 
future censuses. 

•	 Incorporate edits into future interactive electronic enumeration devices to detect and 
correct inconsistent data problems as the data are being collected. 

•	 Create a mechanism to link each WHUHE return with the census return that generated it 
to design new QA processes. 
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Evaluation I.3, Evaluation of Nonresponse Followup - Mover Probe (Keathley 2004) 

All enumerator questionnaires contained a mover probe. The mover probe allowed enumerators 
to identify households that moved into NRFU or CIFU housing units after April 1, 2000 and did 
not return a census questionnaire for their census-day address (nonresponse inmover 
households). Enumerators in both operations would then attempt to complete a separate 
enumerator questionnaire for every nonresponse inmover household for the address at which it 
lived on census day. These enumerator questionnaires represented the nonresponse inmover 
households’ completed census questionnaires. The purpose of this evaluation was to determine 
the usefulness of the mover probe. 

Of the 105,480,101 occupied housing units in the U.S. (the 50 states and DC) enumerated in 
Census 2000, 22,850 would not have been enumerated without the mover probe. This represents 
0.02 percent of the total U.S. occupied housing unit count. 

There were a total of 45,507,823 enumerator questionnaires from the two followup operations. 
The 22,850 enumerator questionnaires representing occupied housing units enumerated only by 
the mover probe represents 0.05 percent of all NRFU and CIFU questionnaires. 

There were 125,585 enumerator questionnaires that had information indicating that they 
represented nonresponse inmover households; only 18.19 percent (22,850) of these represented 
households that Census 2000 would not have otherwise enumerated without the mover probe. 

Recommendations include: 

• Reevaluate the mover probe in future census and test census operations. 

•	 Using the mover probe improved the accuracy of the housing unit count (and other 
related statistics). 

• The cost of keeping the mover probe in future census operations might be negligible. 

•	 Computerized versions of future enumerator questionnaires could improve the 
effectiveness of the mover-probe. 

•	 Develop a way to link separate enumerator questionnaires for the same followup 
operation housing unit (one enumerator questionnaire representing the followup 
operation housing unit, the other representing the housing unit at which a nonresponse 
inmover household resided on census day). 
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Evaluation I.4, Coverage Improvement Followup (Moul 2003) 

Coverage Improvement Followup (CIFU) was designed to improve coverage of housing units in 
the mailout/mailback, U/L, and Urban U/L areas. There were 121,894,831 housing units in these 
mailback areas that were potentially eligible for CIFU. The workload (including Puerto Rico) 
consisted of 8,854,304 housing units. Most of this workload consisted of units classified as 
vacant or delete in NRFU. The workload also included units that were identified as vacant or 
delete in two census operations, units identified as seasonal vacants, units identified as UAA, 
adds from the new construction operation, adds from the U/L and Urban U/L operations, blank 
mail returns, lost mail returns, nonrespondents in Panels 7, 8, and 9 of the Response Mode and 
Incentive Experiment, February 2000 and April 2000 DSF adds, adds from the LUCA 1998 and 
1999 Appeals process, Hialeah, Florida NRFU units, POP99s (housing units identified as 
occupied during NRFU that did not have a population count), and Residual NRFU units. 

The CIFU operation was conducted in three separate waves as groups of LCOs completed 
NRFU. Wave 1 included 342 LCOs and began on June 26 and finished on July 26. Wave 2 
included 175 LCOs and began on July 10 and finished on August 10. Wave 3 included three 
LCOs and began on July 30 and finished on August 23. 

This evaluation developed a profile of the CIFU units to provide Census Managers with critical 
information needed for planning the 2010 Census. 

The CIFU operation followed up 3.9 million vacant units and 2.6 million delete units. 
Approximately 21.9 percent of the vacant units were converted to occupied and 24.6 percent of 
the deletes were converted to occupied. These converted units resulted in a net gain of 
approximately 3.1 million people. Approximately 18.1 percent of the deletes were converted to 
vacant. 

In the 1990 field followup operation Vacant/Delete/Movers Check, approximately 8.7 percent of 
the vacants were converted to occupied and 6.4 percent of the deletes were converted to 
occupied; approximately 5.3 percent of the deletes were converted to vacant. Compared to 
Census 2000, the 1990 vacant and delete workloads were larger and the conversion rates were 
lower. These differences were the result of changes in the universe rules for inclusion (i.e., there 
were different rules for including/excluding vacant and deleted units). 

At the end of CIFU, approximately 26.8 percent of the units were occupied, 43.4 percent were 
vacant, and 29.7 percent were deletes and only 542 of the 8.9 million housing units had an 
undetermined status at the end of the operation. More than 88 percent of the lost mail returns 
and 81.2 percent of the blank mail returns yielded valid housing units. Approximately 52.9 
percent of the new construction adds and 58.5 percent of the DSF adds were deleted and 
approximately 63.6 percent of the LUCA Appeals adds were ultimately deleted, which confirms 
the findings in earlier operations that these addresses were not valid addresses. 
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There were 5.3 million people enumerated in CIFU. Like the NRFU operation, CIFU was 
successful in enumerating a higher percentage of the groups that are typically undercounted: 
males, young people (34 years old and younger), Hispanics, Blacks, and Some Other Race. 

Recommendations include: 

• Continue to improve coverage by following up vacant and deleted units from NRFU. 

•	 Continue to follow up any lost or blank mail returns. Consider adding a “vacant” option 
to the mailback questionnaire so that respondents could indicate the unit was vacant on 
Census Day so that valuable resources are not wasted following up legitimate blank 
returns. 

•	 Investigate ways to improve/screen the data received from local governments to avoid 
spending time and money following up invalid/bad data. 

Evaluation I.5, Coverage Gains From Coverage Questions C1 and C2 on 
Enumerator-Completed Questionnaires for Census 2000 (Zelenak and Nguyen 2003) 

The focus of this evaluation was the use and effectiveness of coverage questions on enumerator-
completed questionnaires for Census 2000. The intent of these questions was to identify people 
who otherwise would have been missed or included in error. The census operations which used 
these questions were L/E, U/E, NRFU, and CIFU. Enumerators began by asking how many 
people were living or staying in the housing unit on Census Day. After collecting the 
appropriate person and housing unit information, the enumerator asked two coverage questions, 
which were designed to get an accurate enumeration of all people and housing units. 

For the first question, C1, the enumerator referred to Census Day, April 1, 2000, and asked: 

I need to make sure I have counted everyone who lived or stayed here on April 1, 2000. Did I 
miss -
- any children, including foster children? 
- anyone away on business or vacation? 
- any roomers or housemates? 
- anyone else who had no other home? 

For the second question, C2, the enumerator referred to Census Day, April 1, 2000, and asked: 

The Census Bureau has already counted certain people so I don’t want to count them again 
here. On April 1, 2000, were any of the people you told me about -
- away at college? 
- away in the Armed Forces? 
- in a nursing home? 
- in a correctional facility? 
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Enumerators were supposed to mark either “Yes” or “No” for each coverage question and then 
take appropriate action whenever the response was “Yes.” However, about one-third of the time, 
enumerators left these questions blank. Approximately 1.1 percent of the responses were “Yes” 
for C1, meaning that someone had been missed, and 0.7 percent were “Yes” for C2, meaning 
that someone should be counted elsewhere. Among the operations, the CIFU operation saw the 
lowest percentage of returns with these questions marked, 49.4 percent and 49.2 percent for C1 
and C2, respectively. The response rate for these questions in the NRFU operation was 
approximately 68 percent for both. 

Inconsistencies appeared for the people associated with these returns. Only 21.8 percent of the 
returns that had the “Yes” box marked for C1, had at least one person added. Only 43.4 percent 
of the returns with C2 marked as “Yes” had at least one person deleted. 

Lack of information made it difficult to get an accurate account of the people who were missed 
or included in error. Therefore, a net result of people added or deleted may not be inferred from 
the data in this report. For the same reason, the demographic data included in this document 
may not accurately reflect the distributions of the people who were truly added to or deleted 
from the household rosters. 

Based on the information about the number of “Add” and “Cancel” boxes marked, the Census 
Bureau added 77,050 people and deleted 83,160 people. Among the people recorded as adds, 
46.6 percent were a race other than White, 57.9 percent were young people (ages 0 to 24), 56.5 
percent were males, and 51.2 percent were renters. These groups are traditionally undercounted, 
however, the Census Bureau cannot infer that these two coverage questions are good for 
improving the differential undercount because of the inadequacy of the data collected. 

Recommendations include: 

•	 Provide additional space immediately following the coverage questions (for entering the 
names of the people to be added or deleted) to improve the percentage of returns with the 
“Add” and “Cancel” boxes marked when the coverage questions are answered as “Yes.” 

•	 Use automated instruments and have more training for enumerators (on the purpose of 
asking these questions) to improve the data collection process. 

Category J - Ethnographic Studies 

Summaries of the three evaluations in the Ethnographic Studies category follow. 

Evaluation J.2, Ethnographic Social Network Tracing of Highly Mobile People (Brownrigg 
2003) 

Residential mobility has long been identified as a behavior that challenges accurate enumeration 
and coverage. To learn more about how residential mobility impacts census coverage, the 
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Ethnographic Social Network Tracing Project researched social networks which include highly 
mobile people. Highly mobile people were defined as people who make residential moves more 
often than most people in the U.S. or who habitually migrate among domiciles. Social networks 
were formally defined and modeled by observing people interact over a six-month period. 
Researchers traced participants interacting in the social networks to the addresses and locations 
of their domiciles and reported the identities and characteristics of participants, sets of co-
residents, and the domiciles they occupied. 

Participants in the six social networks researched were involved in diverse patterns and degrees 
of mobility: a social network of campers who cooked communally, including survival campers 
along with recreational campers; seasonal workers who habitually circulated among an average 
of three term assignments at different distant work sites; a folkloric dance group made up of 
Mexican former farm workers settling in the rural Midwest; older Haitians who worked together 
in agricultural fields in the South; commercial fishermen, their friends and family, and industry 
employees who socialized around a particular Atlantic coast fishing dock; and participants in a 
local chapter of an American Indian men’s society. 

Various associations were found between the character of individuals’ mobility (whether 
sedentary, residentially mobile, or habitually mobile), their positions in the interacting social 
networks and matrices of co-residence, and "census outcomes." In the social networks traced, 
fewer of the residentially and habitually mobile individuals were found enumerated in Census 
2000 than those who remained sedentary. If census operations did not list or enumerate the unit 
that was the census residence of one or more individuals, or did not place the unit in accurate 
census geography, then it was unlikely that any census records could be found for anyone living 
in that unit. Similarly, if census operations listed and correctly placed a census residence in 
geography, but then did not enumerate it or enumerated it as vacant or with entirely different 
people, it was less likely that records of any of its co-occupants could be found. If a unit had 
been listed and enumerated more than once, then all or most co-residents might be duplicated. 

The omission or erroneous inclusion of certain individuals in their correct census residence 
where at least one of their reported co-residents was enumerated and served as the census 
respondent arise from respondent behaviors. These “within-unit” results reflect dynamics 
among co-residents that influence who is reported. 

Relationships were found in these small scale social network studies between individuals’ 
mobility behaviors and both “unit-based” and “within-unit” errors. Habitually mobile people 
often stayed in types of domiciles Census 2000 did not list. In listed housing, how household 
respondents perceived and interpreted an individual’s current and historic mobility influenced 
whether or not the person was reported. These relationships combined to produce the net effect 
that more individuals traced as habitually mobile or residentially mobile were omitted than were 
found enumerated. 
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If an individual’s census residence was not listed, then that person had no unit of enumeration 
where he or she could be correctly enumerated in Census 2000. Unlisted types included 
unconventional domiciles (e.g., camp grounds, docked fishing boats, cheap motels, farm 
workers' rental labor camps), but also conventional housing units such as single family homes, 
mobile homes, townhouses, condos, and apartments. 

Most of the habitually and residentially mobile social network participants who were found 
enumerated shared certain traits: they had census residences in conventional housing and 
maintained ties with and repeatedly and routinely returned to the same set of residentially 
sedentary co-residents in one locality. As long as their census residence was listed and 
enumerated, records for habitually and residentially mobile people with all these traits were 
found, no matter how often or how far they went away. In this research study, far more 
habitually and residentially mobile people lacked at least one of the traits cited above and were 
omitted. 

Evaluation J.3, Comparative Ethnographic Research on Mobile Populations (de la Puente et 
al 2003) 

This evaluation provided results from four commissioned ethnographic studies conducted by 
social scientists with extensive knowledge of specific subpopulations that are typically 
residentially mobile. Each researcher had previously conducted research within his/her 
population of interest and was known, in most cases, as a trusted individual by the community 
he/she studied. These four ethnographic studies took place before, during, and after Census 
2000 to evaluate the lifestyles of the groups and to observe residential mobility activities during 
these time periods. All researchers used a combination of observation and unstructured 
interviews in their field works. The four transient populations examined in the ethnographic 
studies are: urban gang members, Irish travelers, seasonal residents or "snowbirds" in Arizona, 
and American Indians residing in the San Francisco Bay Area. Across these four distinct 
populations, many common barriers to enumeration were found. Many of these barriers have 
been studied and documented in previous ethnographic studies of hard-to-enumerate 
populations. 

The barriers to enumeration identified in the current study include: 

•	 Residential mobility. Residents may be hard to contact (i.e., not reached by traditional 
enumeration methods – in person or by mail) or they may have difficulty providing a 
specific place of usual residence. Most individuals in the study who were aware of the 
census residence rules, as presented on the census form, did not find them helpful in 
reporting a usual residence. 
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•	 Distrust and/or fear. There are two related reasons why there is reluctance to provide the 
Census Bureau with personal information. The first is applicable to persons who engage 
in illegal or unconventional activities. This can range from violation of a civil or 
criminal law to involvement in living arrangements that violate either public or private 
housing rules. Underlying this phenomenon is the fear that information provided to the 
Census Bureau is not kept confidential by the agency and that divulging such information 
may result in some penalty or prosecution if it fell into the wrong hands. The second and 
related reason for the reluctance to provide personal information in the census is a 
broader sense of distrust in government coupled with the unwillingness to provide 
personal information to an entity whose intentions are questioned. 

•	 Irregular and complex household arrangements. In some cases, violation of housing 
rules and distrust in government may prevent honest responses. In others, it is unclear to 
respondents whom to classify as a household member when some of those living in the 
house are transients. 

•	 Disinterest. In some cases, the Census Bureau's outreach effort did not resonate for some 
mobile groups. Either they were not exposed to the campaign or they chose not to listen 
to it or believe the claims made in it. This segment of the population may also be 
unresponsive to mass marketing strategies. Consequently, they do not understand why 
the census is necessary nor do they understand the process. 

Some of the key recommendations made by the ethnographers who conducted the field work are: 

•	 Enlist support from community organizations to promote census awareness and 
encourage census participation. 

• Direct outreach programs to specific transient groups. 

• Clarify residence rules for transients. 

• Enumerate in nontraditional sites. 

•	 Make sure that all undeveloped and public land campsites are designated for 
enumeration. 

Evaluation J.4, The Enumeration of Colonias in Census 2000: Perspectives of 
Ethnographers and Census Enumerators (de la Puente and Stemper 2003) 

Colonias are generally unincorporated and low income residential subdivisions, lacking basic 
infrastructure and services, along the border between the U.S. and Mexico. These settlements 
have been in existence for decades, but the exodus of the poor to colonias began in full force 
during the 1980s and 1990s. The low cost of land in colonias provided opportunities for home 
ownership and relief from higher housing costs in border cities. 
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The aim of this report was to provide qualitative information on how Census 2000 was 
conducted in selected colonias. This information comes from two sources. The first source is 
four studies conducted by ethnographers with field work experience in colonias and with 
knowledge of these settlements working under contract for the Census Bureau. The second data 
source includes the results of focus groups with census enumerators and crew leaders who 
worked in the selected colonias studied by the ethnographers. 

Ethnographers from four colonias identified and documented the presence of four major barriers 
to census enumeration. These are: irregular housing, little or no knowledge of English and 
limited formal education, concerns regarding confidentiality, and complex and fluid households. 
However, the extent to which these barriers posed problems for Census 2000 enumeration and 
the Census Bureau's success in dealing with these obstacles varied across the four colonias. 

•	 Irregular housing appeared to be an obstacle in all four colonias. However, ethnographic 
observations revealed that, for the most part, census enumerators were able to 
successfully negotiate the obstacles presented by irregular housing. 

•	 Limited reading skills and little or no knowledge of English was cited as an obstacle to 
enumeration in all four colonias. Regardless of site, the need for a Spanish language 
census form that can be easily administered by enumerators and readily understood by 
respondents was documented by all ethnographers. 

•	 All ethnographers reported that colonia residents expressed concerns regarding the 
confidentiality of census data. Lack of trust in government and leeriness of non-colonia 
residents prevailed across all four sites. However, it appears that, for the most part, these 
concerns were counterbalanced by Census Bureau efforts to promote Census 2000 via 
paid advertisement in the Spanish language media. 

•	 Complex households and households with mobile and ambiguous members were 
prevalent in all four colonias. However, this situation was particularly pronounced in the 
colonia situated in Riverside County, California because of the sizeable number of 
migrant workers residing in this county. 

Although colonias on the U.S./Mexico border are, for the most part, ethnically homogeneous, 
there is consensus among ethnographers that it is inappropriate to assume the same degree of 
homogeneity on other key dimensions such as language, the extent of social cohesion (i.e., 
community) among colonia residents, and the level of infrastructure development. 

Recommendations based on this research include: 

•	 Consider revising the training method and training materials for enumerators and crew 
leaders working in colonias. Emphasize classroom training less and emphasize on-the-
job training. 
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•	 Use cultural facilitators and promotoras developed by the Dallas RO and implemented in 
the El Paso County, Texas site as a starting point and initiate research that will inform the 
Census Bureau on how to best use these initiatives in colonias in all four border states. 

•	 Continue and expand the practice of hiring Spanish speaking enumerators who are 
familiar with colonias. 

• Continue to use targeted paid advertising in both English and Spanish. 

•	 Initiate research that will help the Census Bureau determine if mailing out Spanish 
language forms in 2010 is a viable strategy. 

Category K - Data Capture 

Summaries of the two evaluations in the Data Capture category follow. 

Evaluation K.1.a, DCS 2000 Data Capture Audit Resolution Process (Rosenthal 2003b) 

This evaluation looked at results from the Data Capture Audit Resolution (DCAR) process. 
DCAR identified errors in interpreting scanned questionnaires. 

The DCAR consisted of three phases: an automated review of data used to set person panel3 and 
roster entry4 statuses, an edit to compare respondent or enumerator responses on household size 
to a household population count derived from a tally of person panels and roster entries, and a 
clerical review of images and an update of data for questionnaires whose response records had 
conflicting household size information. 

There were two types of clerical review of computer images of questionnaires that failed edit: 
the Audit Count Check (Count Check) and the Audit Status Review (Status Review). The Count 
Check required that clerks review and correct the Optical Mark Recognition (OMR) 
interpretation of respondent or enumerator responses on household size only. They did not make 
corrections to the OMR fields based on a review of person panels or roster entries. The Status 
Review required that clerks review and correct the OMR fields. In addition, they reviewed and 
corrected the status of person panels and roster entries. 

The Census 2000 Data Capture System (DCS 2000) successfully captured the response data that 
were input to the determination of household size. It successfully captured numeric responses 
and accurately identified the presence of responses in check boxes. 

3 The number of person panels equals the number of person records associated with a return. 

4 The number of roster entries equals the number of names listed in the questionnaire roster. 
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Of the 126,866,759 returns that were sent to DCAR, 124,194,637 returns (97.89 percent) passed 
the edit. Of the 2,672,122 failed edits, the Count Check process included 882,555 returns (33.03 
percent) and the Status Review process included 1,789,567 returns (66.97 percent). 
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The rate of edit failures varied only slightly across Data Capture Center within form type. The 
rate at which mail returns passed the DCAR edit varied greatly by household size. About 98 
percent of mail returns with a household size between 1 and 9 passed the DCAR edit and about 
61 percent of the mail returns with a household size of 10 or more passed the edit. The lower 
rate for large households may be due in part to the limit of 12 names that could be reported on a 
mail return. The rate at which enumerator returns passed the DCAR edit varied slightly by 
household size. The rate decreased slightly as household size increased. The rate for households 
with ten or more persons is much larger for enumerator returns compared to mail returns, 96 
percent versus 61 percent. 

As the check-in date of the return became further removed from Census Day, the percent sent to 
Count Check and Status Review increased for mail returns faster than for enumerator returns, 
indicating more consistent quality for enumerator returns over time. 

The status of pre-audit duplicates among person panels and among roster entries on mail returns 
were compared to their post-Status Review status. There were 52,406 pre-audit duplicate person 
panels and 41,562 pre-audit duplicate roster entries. Only 507 (0.97 percent) of the person 
panels were determined not to be a duplicate and only 1,233 (2.97 percent) of the roster entries 
were determined to not be a duplicate by the Status Review process. The lower rate of change 
for person panels may indicate that without associated demographic characteristics it is more 
difficult to accurately identify duplicates. 

The Status Review changed only a small percentage of pre-audit statuses. The Status Review 
process changed about 12 percent of the statuses for person panels with a pre-audit status of 
valid. The Status Review process changed about 13 percent of the statuses for person panels 
with a pre-audit status of invalid. The Status Review process changed about 29 percent of the 
statuses for short form mail return roster entries with a pre-audit status of valid. The Status 
Review process changed less than 0.5 percent of the statuses for short form mail return roster 
entries with a pre-audit status of invalid. The Status Review process changed about 10 percent 
of the statuses for long form mail return roster entries with a pre-audit status of valid. The Status 
Review process changed about 4 percent of the statuses for long form mail return roster entries 
with a pre-audit status of invalid. 

The DCS 2000 successfully interpreted a very high percentage of the hand-written numeric 
entries for household size. Although the occurrence of interpretation errors was low for both the 
mail and enumerator returns, the entries made by enumerators were misinterpreted about twice 
as often as those made by the respondents to mail returns. The DCAR process corrected the 
household size for about 64 percent of the enumerator returns that failed the Count Check but 
correction were made to only about 32 percent of the mail returns that failed the Count Check. 

The DCAR corrected the data on a large number of cases that would have been included in the 
CEFU had the DCAR process not been performed. 

The recommendation is to incorporate a similar process into the 2010 Census. 
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Evaluation K.1.b, Evaluation of the Quality of the Data Capture System and the Impact of 
the Data Capture Mode on the Data Quality (Conklin 2003) 

The purpose of this evaluation was to see how well the reading of census forms could be 
delegated to automated data capture and imaging technology. The raw data for this evaluation 
consisted of a sample of 768,000 short forms and 768,000 long forms distributed among: 
mailout/mailback short and long forms, enumerator short and long forms, and U/L short and 
long forms. The enumerator and U/L forms included Puerto Rico and U.S. versions. The 
mailout/mailback forms included both English and Spanish versions. 

Production technology involved three modes: OMR to determine in an automated process if a 
check box on the form did or did not have a mark in it; OMR to capture the value of each 
character in a write-in response; and Key From Image (KFI) mode to have a person interpret and 
key responses from a computer image of the form. 

Both the production automated technology and the evaluation KFI data capture were subject to 
any one of the following errors: failure to read a field on the form, picking up content that was 
not really there (as in trying to interpret a stray mark), incorrectly capturing the content on the 
paper, or correctly capturing what the respondent wrote but not what the respondent intended. 

The check-box contents must be identical to be considered a match. Picking up the wrong 
check-box is a hard match error. The write-in contents did not have to be identical to be 
considered a match. Missing characters or dropping or adding characters can lead to soft match 
errors. The divergence between the contents was scored using a soft match algorithm.  A soft 
match error occurred when the divergence score exceeded a threshold. 

Content can differ from intent. This can happen for reasons such as stray marks being read as 
characters or if the respondent writes poorly. The standard for Key From Paper (KFP) was to 
capture content with no more than a 2 percent error rate. The performance of the automated 
technology depended on whether the character recognition algorithm determined the content was 
clear enough to process. If the automated technology determined the content of a write-in field 
was clear, it processed it with a typical error rate of 1.0 to 1.1 percent. If the automated 
technology determined the content of a check-box field was clear, it processed it with a typical 
error rate of 1.2 to 1.5 percent. If the automated technology rejected content as unclear, the 
typical error rate after remedial keying by human operators was 4.8 to 5.3 percent. 

The evaluation concluded with 90 percent confidence the modes are all significantly different 
from one another. The KFI mode tends to deal with content particularly hard for human or 
machine to interpret and therefore the error rate is not necessarily a poor reflection on the 
automated technology or the keyers. The error rates shown in this evaluation should be 
considered conservative upper limits for the true rates attributable solely to the hardware and 
software configuration of the automated technology. 
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Respondent-returned forms had statistically significantly higher nonblank hard or soft match 
error rates for ethnic, name, and race fields compared to enumerator-returned forms. Although 
enumerator-returned forms had lower soft match error rates for name related fields compared to 
respondent-returned forms, the rates for name related fields were higher compared to rates for 
other fields on forms returned by enumerators. 

For fields filled out for only one person on a form, the hard or soft match error rate was 
significantly affected depending on the specific field being considered; form type or field 
category did not have a significant influence. For fields filled out for multiple persons on a 
form, the soft match error rate was significantly affected by form type and field category. 

Census 2000 RCC had a significant influence on the hard or soft match error rate. The soft 
match error rate for name related fields in RCCs covering areas of traditional immigrant 
concentration in Florida, Los Angeles, and New York City was significantly higher compared to 
other RCCs. 

For fields that were filled out for only one person on a form, the largest significant factor 
affecting the nonblank error rate was form. For fields that were filled out for multiple persons 
on a form, the largest significant factor affecting the nonblank error rate was field category. 

The race response had a statistically significant effect on the nonblank error rate. Within the 
limited data set for race, evaluators were not able to find individual error rates that were outliers. 
The effect of race may be part of other significant factors. It would be helpful to include other 
factors with race in a future evaluation. 

For fields filled out for only one person on a form, the error rate was not significantly affected by 
data capture mode. For fields filled out for multiple persons on a form, the specific field being 
considered and the data capture mode interacted to significantly affect the error rate. 

The most frequent causes for failing to capture the intended response were an extra check-box, 
missing characters, or a wrong character. The most common reasons found for these problems 
were poor handwriting, no reason found, or rules not followed. 

The future role of the automated technology reduces to two possibilities. The automated 
technology has a supporting role in decennial census processing or the automated technology has 
a dominant role in decennial census processing. 

Several possible research questions exist for tests leading up to the 2010 Census. 

•	 Should the Census Bureau expand efforts to make certain groups of fields easier for 
respondents to understand and fill out? 

•	 Do the outlier error rates for name related fields suggest challenges to the automated 
technology that require increased attention? 
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•	 Is the especially high nonblank error rate for name related fields in Census 2000 RCCs of 
traditional immigrant concentration something that requires more investigation? 

•	 Should certain fields sent automatically to KFI be allowed to go through the automated 
technology for processing? 

Category L - Processing Systems 

Summaries of the five evaluations in the Processing Systems category follow. 

Evaluation L.2, Operational Analysis of the Decennial Response File Linking and Setting of 
Housing Unit Status and Expected Household Size (Rosenthal 2003a) 

The Decennial Response File is the first in a series of files which ultimately produces final 
census population counts. A return represented a single household enumeration. A return 
consisted of one or more Decennial Response File household forms. For example, an 
enumerator continuation form was linked to its parent enumerator form to create one return. 
Similarly, a Be Counted Form for a partial household was linked to a mail return form if the Be 
Counted Form contained information on additional household members not included on the mail 
return questionnaire. 

In mailback areas, the use of two forms to enumerate large households most commonly occurred 
in the NRFU and CIFU operations. Typically the two forms were an enumerator first form and 
an enumerator continuation form. 

Large households on mail returns generally did not involve linking. The Census Bureau 
produced a composite record for these large households from the originating mail return and a 
CEFU telephone interview. 

The Census Bureau assigned to each return a housing unit status and, if the status was 
determined to be occupied, an expected household size. Then, the Census Bureau applied the 
Primary Selection Algorithm, a computer program run on the Decennial Response File to select 
one return to represent each housing unit in the census, if multiple returns were present for a 
housing unit. 

This evaluation presented the results from the linking of census forms and the setting of housing 
unit status and expected household size. 

Of 129,389,529 returns, 1,387,085 returns (1.07 percent) were linked; that is, they were returns 
comprised of two or more forms. Of these, 39,108 returns (2.82 percent), had three or more 
forms. 
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The TEA with the highest rate of linked returns was in U/E. Large households probably caused 
this result. Most linked returns (1,384,233 returns or 99.79 percent) were comprised of an 
enumerator first form and an enumerator continuation form. Enumerators used this combination 
of forms to enumerate large households in the L/E, U/E, NRFU, and CIFU operations. Linkage 
rates comparable to U/E did not occur in L/E, probably because of a processing error. 
Enumerator continuation forms in L/E—along with U/L adds and U/E adds—were erroneously 
omitted from the Decennial Response File. 

Of 129,389,529 returns, 1,318,350 returns (1.02 percent) had one or more unresolved categories: 
Occupied with Unresolved Population Count, Unresolved Occupied/Vacant, and Unresolved 
Occupied/Vacant/Delete. 

The Census Bureau sent mail returns to CEFU if there was an inconsistency in household size, 
leaving few self-response returns unresolved. 

A programming error affected the status resolution for some Vacant enumerator returns. 
Mistakenly, any Interview Summary Population of 0 was recoded to blank. As a result, the 
Census Bureau may have classified up to 133,438 Vacant returns as Deletes and up to 258,963 
Vacant returns as Unresolved Occupied/Vacant. As many as 145,367 housing units of the 
191,826 housing units in the census that had their occupancy status imputed (75.78 percent) may 
have been affected by this latter error. 

There were 712,858 unresolved enumerator returns (1.51 percent), 329,895 returns were 
Occupied with Unresolved Population Count, 329,266 returns were Unresolved 
Occupied/Vacant, and 53,697 returns were Unresolved Occupied/Vacant/Delete. 

For occupied self-response (restricted to paper mailback questionnaires) and enumerator returns, 
setting the expected household size was usually straightforward. For 74,725,437 self-response 
returns (93.71 percent) the number of valid person records and roster names corresponded to the 
respondent-reported household size. For enumerator returns, most household size measures also 
were consistent. For linked returns or unlinked returns that had the “continuation form(s) 
attached” box checked and the expected household size equal to the Interview Summary 
Population, 1,475,382 returns (99.11 percent) had the same Interview Summary Population and 
respondent-reported household size. For unlinked returns with the Interview Summary 
Population less than or equal to five, 26,897,133 returns (99.52 percent) had the same Interview 
Summary Population, number of valid person records, and respondent-reported household size. 
For unlinked returns with the Interview Summary Population greater than five and the 
respondent-reported household size greater than five, 68,599 returns (99.58 percent) had the 
same Interview Summary Population and respondent-reported household size. 

Recommendations include: 

•	 Attempt to link only enumerator first and enumerator continuation forms, if such forms 
exist in the future. Doing so would simplify the linking process, cause very little loss of 
data, and would have almost no effect on the population counts. 
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•	 Redesign the Interview Summary Section, if this section exists in the future, to improve 
the consistency of responses. 

• Use hand held computers to help ensure data capture and consistency of responses. 

Evaluation L.3.a, Analysis of the Primary Selection Algorithm (Baumgardner 2002) 

The full report for this evaluation is not available because it contains proprietary information. 

While various methods of collecting data were implemented with the desire of obtaining a more 
accurate census count, the various methods also presented the possibility of receiving multiple 
responses for a single Census ID. The Primary Selection Algorithm was the computer program 
designed to resolve the receipt of multiple responses from housing units. Major features of the 
Census 2000 Primary Selection Algorithm design included performing person matching between 
returns, constructing Primary Selection Algorithm households, selecting the primary Primary 
Selection Algorithm household, and selecting additional persons for the census household that 
were not in the primary Primary Selection Algorithm household. 

Less than 10 percent of all Census IDs on the Decennial Response File were enumerated by 
more than one return. More than 95 percent of these were enumerated by only two returns. 
About 55 percent of the Census IDs enumerated by two returns were the result of two 
enumerator returns and about 82 percent of these were the result of returns from NRFU and 
CIFU. About a third of all Census IDs with two returns consisted of one enumerator and one 
mail return; about 96 percent of these were the result of a mailback return and a NRFU return. 

Some returns were defined as ineligible for the Primary Selection Algorithm process. There 
were 2,656,951 ineligible returns at all Census IDs. More than 67 percent of these returns were 
ineligible due to being classified as a deleted housing unit record. Taking these ineligible returns 
out of the universe, 8,960,245 Census IDs (less than 8 percent of Census IDs on the Decennial 
Response File) had more than one eligible return. 

A Primary Selection Algorithm household was a set of associated persons at one Census ID. 
The set may contain no persons (a vacant Primary Selection Algorithm household) or one or 
more persons. If two or more returns for the same Census ID had at least one person in common 
(determined by person matching), then these returns formed a single Primary Selection 
Algorithm household. 

Over 73 percent of Census IDs with multiple eligible returns had just one Primary Selection 
Algorithm household. Census IDs with two or more Primary Selection Algorithm households 
accounted for just over 2 percent of all Decennial Response File Census IDs. The primary 
Primary Selection Algorithm household was the Primary Selection Algorithm household that 
was used in further processing. When more than one Primary Selection Algorithm household 
existed, the primary Primary Selection Algorithm household was selected by sequentially 
applying criteria to all of the Primary Selection Algorithm households until only one Primary 
Selection Algorithm household was selected. 
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Most Primary Selection Algorithm households at Census IDs with multiple returns consisted of 
one or two returns. Two-return Primary Selection Algorithm households were most often 
formed by two enumerator returns or one mail return combined with one enumerator return. 
When two enumerator returns formed a Primary Selection Algorithm household, over 91 percent 
were the result of one return from NRFU and one return from CIFU. This was expected due to 
the design of the CIFU operation. 

Of the 8,716,359 Census IDs with two eligible returns, over 70 percent had a redundant return (a 
return containing only person records represented on the basic return of a Primary Selection 
Algorithm household) and almost 57 percent of these redundant returns were not vacant. 

Almost 85 percent of all redundant returns were enumerator returns. More than 55 percent of 
redundant enumerator returns resulted from NRFU and nearly 88 percent of these were occupied, 
most likely due to the receipt of a late mail return. About 43 percent of redundant enumerator 
returns resulted from CIFU and 97 percent of these were vacant, as expected. 

Of the 2,349,988 Census IDs with two Primary Selection Algorithm households, more than half 
had an enumerator return as the basic return of both Primary Selection Algorithm households. 
Nearly 80 percent of these cases resulted from one return from NRFU and one return from 
CIFU. This is most likely due to a vacant return from the NRFU operation and an occupied 
return from the CIFU operation. 

Most cases of multiple enumerations in Census 2000 were expected as a result of the design of 
census operations. The Primary Selection Algorithm was designed to be robust and handle as 
many unusual cases as possible, but the results show that these unusual cases were very few. If 
this operation is implemented in the same manner in the future, a processing step done prior to 
the Primary Selection Algorithm should remove from further processing a CIFU return that just 
confirms the status of a NRFU return. The NRFU return in this case should be flagged to 
indicate that its status was confirmed. 

Evaluation L.3.b, Resolution of Multiple Census Returns Using a Reinterview 
(Baumgardner 2003) 

The full report for this evaluation is not available because it contains proprietary information. 

The focus of this evaluation was to examine whether or not the Primary Selection Algorithm 
made the best decisions on the determination of the census household, given the information 
collected from returns for the Census ID. The analysis concentrated on Census IDs with two 
returns since 97 percent of all Census IDs with multiple returns had exactly two returns. 

A sample of Census IDs affected by the Primary Selection Algorithm was selected. An 
interview was conducted at each Census ID with someone familiar with the household 
enumerated during Census 2000. The goal of the reinterview was to determine the residency 
status of each person on the census returns at the Census ID. The residency statuses obtained in 
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the reinterview were then used to determine if the Primary Selection Algorithm made the best 
decisions on the determination of the census household. 

One set of limitations to this study includes operational problems with data collection. Unit 
nonresponse, allowing the use of proxy respondents, and recall bias may contribute to missing or 
inaccurate responses. Another set of limitations to this study includes limits to the statistical 
analysis. This study did not investigate vacant returns or evaluate the person matching process. 
There were also person records with an unresolved residency status and errors in the inclusion of 
some Census IDs in the sample. These factors make it difficult to fully evaluate the performance 
of the Primary Selection Algorithm. 

When person matching did not match people across the two returns at a Census ID, these two 
returns formed two separate Primary Selection Algorithm households. At Census IDs with two 
Primary Selection Algorithm households, the reinterview determined that there were residents in 
both households about 38 percent of the time, residents in just one of the households about 58 
percent of the time, and no residents in either household about 4 percent of the time. 

At Census IDs with two Primary Selection Algorithm households where the reinterview 
determined that there were residents in both of the households, person matching was performed 
and missed a duplicate identified during the reinterview in about 16 percent of the cases. Also 
of interest is how often the Primary Selection Algorithm picked the “best” Primary Selection 
Algorithm household to represent the Census ID since both of the households contained 
residents. “Best” is defined here as the Primary Selection Algorithm household with the greater 
net number of residents. The net number of residents is the balance after subtracting the number 
of nonresidents from the number of residents. At Census IDs with residents in two Primary 
Selection Algorithm households, the “best” household or a household which was identical in 
terms of net residents to the other household at the Census ID was selected about 80 percent of 
the time. 

Nearly 58 percent of Census IDs with two Primary Selection Algorithm households had at least 
one resident in just one of those households. At about 65 percent of these Census IDs, the 
Primary Selection Algorithm selected the household that contained at least one resident. Of the 
Census IDs with two Primary Selection Algorithm households and residents in just one of those 
households, the effectiveness of the Primary Selection Algorithm household selection criteria 
was examined. As expected, higher priority selection criteria were more effective at selecting 
the correct Primary Selection Algorithm household than the lower priority selection criteria. 
However, the selection criterion “CEFU Status” did not perform as well as expected. It selected 
the correct Primary Selection Algorithm household only about 69 percent of the time that it was 
used. 

In the future, an evaluation such as this one should set out to determine if the Primary Selection 
Algorithm selected the right household regardless of whether or not the Primary Selection 
Algorithm household is occupied. Furthermore, the questionnaire used for the reinterview 
should be designed to manage both occupied and vacant returns. It should also not rely on 
census residence rules to determine residency status for people at the Census ID, since the 
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Primary Selection Algorithm itself cannot take those rules into account when making decisions 
regarding the census household. 

Evaluation L.4, Census Unedited File Creation (Jonas 2003a) 

The Census 2000 Hundred Percent Census Unedited File contains all the household and person 
records included in Census 2000. It has all the attributes of the final Census file, except the 
imputation of person characteristics where needed. The purpose of Census Unedited File 
creation is to determine which addresses are in the census and to determine the count of persons 
at each such address. 

Nearly 128 million addresses were either on the DMAF as Census 2000 began or were added to 
it in the course of Census 2000 operations. Prior to unduplication procedures, approximately 
117.3 million were ultimately resolved as housing unit addresses. Just over 9 million addresses 
were determined to not be valid addresses and roughly 1.4 million addresses were determined to 
be nonvalid duplicates of valid addresses on the DMAF. 

Of the 117.3 million addresses resolved as housing unit addresses, 106.7 million were 
determined or imputed to be occupied and the remaining 10.6 million were determined or 
imputed to be vacant. 

Roughly half a million addresses had their status resolved by imputation. There were 195,245 
addresses determined to be valid Census addresses whose occupancy status could not be 
determined and had to be imputed. There were 296,617 addresses whose validity as Census 
addresses could not be determined. As a result, their validity and their occupancy status were 
both imputed. There was no enumeration data on the Decennial Response File or the DMAF for 
251,477 (84.8 percent) of the addresses whose validity as Census addresses could not be 
determined. 

Recommendations for some changes affecting Census Unedited File creation include: 

•	 Use stronger software QA processes to ensure more complete adherence to 
specifications. 

•	 Refine the timing of late census followup operations to ensure that addresses added by 
those operations are placed on the DMAF in time for the questionnaires from those 
addresses to be included in the census. 
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Evaluation L.5, Operational Requirements Study: The Beta Site Systems Testing and 
Management Facility (Titan Systems Corporation 2003) 

This study assessed the extent to which the requirements for the Beta Site operation and its 
internal processes supported various automated systems used during Census 2000. The findings 
presented are qualitative in nature as they reflect the varied opinions and insights of the Beta Site 
operations personnel and customers who were interviewed by the Titan Systems Corporation. 

The Beta Site was a software evaluation facility within the Census Bureau that was involved in 
the testing and deployment of Census 2000 systems and related components. Its primary 
objective was to assess a system’s deployment readiness; however, it also conducted security 
testing, provided software release services, and performed network monitoring and 
troubleshooting support. 

Security evaluation was a distinct phase of the Beta Site testing. The Beta Site personnel worked 
in a cooperative fashion with the Information Technology Security Office to assure appropriate 
security considerations were proactively addressed. Overall, the structure of the testing 
processes and associated functions were comprehensive and were aligned to support the 
objectives of the Beta Site. 

Planning for the Beta Site support for Census 2000 began in mid-1996 and continued through the 
census to accommodate changing operational requirements, as needed. The physical site was 
constructed in 1996. In addition to testing Census 2000 systems, the Beta Site had to address 
such challenges as ramping up the testing infrastructure and performing Year 2000 compliance 
testing. According to a post-assessment study of the Beta Site, over 1,200 software tests were 
performed by the Beta Site from late Fiscal Year 1997 through Fiscal Year 2000. The Beta Site 
also maintained system configurations for over 8,000 personal computers and 570 servers. 

Given the success of Census 2000 and the unprecedented reliance on automated systems, it is 
evident that the Beta Site played an important role in the decennial census and contributed 
significantly to its success 

Although the software validation role of the Beta Site operation was widely seen within the 
Census Bureau as being a necessary function, many of the Beta Site’s customers expressed 
concerns over the efficiency, consistency, and timeliness of the testing processes that were 
employed. The requirements for the Beta Site could have focused more attention on the impact 
that its internal processes would have on customers’ operations. Conversely, developers needed 
to factor in time for Beta Site testing in their development process. In this regard, the Beta Site 
personnel noted that, from their perspective, there were a large number of urgent requests that 
might have been avoided with proper planning/scheduling by the program offices. 

The issue of who was responsible for developing test plans was not fully addressed. Although 
the Program Master Plan discussed the Beta Site Workflow and the “receipt of requirements,” 
which included test plans, data, and cases from the developer, the precision of those 
requirements was never fully defined. The perception of the Beta Site staff was that 
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responsibility for test plans was defined through meetings with customers. In discussions with 
testers and customers alike, it was evident that this issue was not fully resolved during the 
requirements phase. 

Early planning may have addressed requirements for two-way communications. Although a set 
of physical, logistical, and procedural requirements was outlined in April 1997, they did not 
adequately address the need for a structure to ensure effective communications between the Beta 
Site testers and developers. Interviews confirmed that the Beta Site process was often unclear to 
most customers and this led to a significant number of communication difficulties, especially 
when the need arose to escalate issue resolution to a higher level. 

In 1997, the Beta Site management opted to use the services of the General Service 
Administration’s Federal Systems Integration and Management Center as a means of acquiring a 
capable prime contractor for the Beta Site. The Federal Systems Integration and Management 
Center manages multiple-award contracts with qualified system integrators who can be 
competitively selected in a relatively short period of time. Resources permitting, it may have 
been beneficial for the Beta Site to use the Federal Systems Integration and Management Center 
in the requirements planning area. 

Requirements did not give adequate consideration to the complexities of managing the Census 
2000 systems in a networked environment and the division of responsibilities within the Census 
Bureau's technical management infrastructure was problematic. This was a crucial issue in view 
of the size of the network. During the decennial census, network administration and 
configuration issues arose between the Technologies Management Office and the Beta Site. 

These and other findings led to the following recommendations: 

• Fully consider requirements for communication processes. 

• Improve testers’ knowledge about the purpose, use, and capabilities of the software. 

•	 Major advancements in technology will require early scoping of the level of effort 
required from the Beta Site in 2010. 

• Improve life-cycle model for the 2010 Census. 
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Category M - Quality Assurance Evaluations 

Summaries of the two evaluations in the QA Evaluations category follow. 

Evaluation M.1, Evaluation of the Census 2000 QA Philosophy and Approach Used in the 
Address List Development and Enumeration Operations (Morganstein et al 2003) 

Census 2000 involved numerous field operations and, at its peak, employed almost a half-million 
temporary workers. Managing the quality of the data produced by this large, decentralized, and 
transient workforce was a major challenge, which the Census Bureau attempted to meet by 
introducing an extensive QA program into its ongoing operations. The objectives of this QA 
were to minimize significant performance errors, to prevent the clustering of significant 
performance errors, and to promote continuous improvement. 

Evaluation M.1 evaluated the effectiveness of the QA programs developed for and implemented 
in the major field operations in Census 2000 and, specifically, those operations used to update 
the Census Bureau’s address list and directly enumerate the population. Further, it identified 
strengths and major deficiencies and provided a critique of the Census Bureau’s QA philosophy. 

The evaluation, which was conducted by Westat, was accomplished through a combination of 
approaches, including a review of materials prepared for use in training and in collecting data, 
examining observation reports, interviewing a range of Census Bureau staff who had been 
closely involved in the many phases of the QA program, and by examining such materials as 
were available concerning the operations, as well as the successes or failures of the QA 
programs. As a final step, Westat held discussions with staff in the statistical offices of the 
United Kingdom, Canada, and Australia, all of which had recently conducted a national census, 
to determine how these countries approached the application of QA in their census programs, 
and the possible relevance of their actions to future QA planning of the Census Bureau. 

Census 2000 continued the tradition, initiated in the 1960 Census, of incorporating into field 
operations numerous activities described as QA. This commitment to quality and QA certainly 
is a significant “strength.” The Census Bureau also met its objective for QA that it be 
completely transparent in Census 2000. To that end, materials used to train enumerators and 
first level supervisors contained specific references as to why QA was important and as to how it 
would be implemented and all enumerators were exposed to the concept of and need for 
“quality” performance and, generally, were measured against the established standards. Finally, 
most operations, had some form of QA process in place. 

A review of observation reports and interviews with Census Bureau staff who were involved in 
the QA program revealed that the overall perception was that the Census 2000 QA field program 
was an important element in preventing significant errors and in preventing the clustering of 
significant errors. Although errors of both types did occur, for the most part, they were caught 
expeditiously and rectified. On this basis, the QA field programs can be viewed, generally, as 
successfully meeting the first two elements of the Census Bureau’s QA mission to prevent 
significant errors and to prevent the clustering of significant errors. 
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As to the Census Bureau’s goal of “making the best use of the available technology and 
statistical process tools with respect to its desire to promote timely and continuous improvement 
throughout the field operations,” the authors concluded that the answer is mixed. Based on the 
Census Bureau’s evaluations to date and comments from those involved, many of the early 
activities in preparing for Census 2000 were seen as having utilized a full QA approach that met 
the Census Bureau’s stated goal of promoting timely and continuous improvement. Examples of 
activities considered as having successfully utilized a QA approach include preparing the 
geographic framework and printing questionnaires and related forms. However, in the context of 
what actually transpired during the data collection phase, the perception was less clear and 
decidedly mixed. 

QA was not perceived as an equal partner, nor was QA staff given either the necessary authority 
or the required freedom to complete its task successfully. Finally, dedicated QA staff was not 
assigned to RCCs. A vital aspect of the QA program for promoting continuous improvement, 
real-time capture and dissemination of data during the data collection process, with which to 
monitor, evaluate, and react, was not implemented. 

Some key suggestions are noted below: 

•	 Ensure that the QA effort is seen as an integral and important element in the 2010 Census 
program. To that end, provide adequate resources, both in funding and staff, and initiate 
early planning, research, and testing for the QA phase. 

•	 Involve the executive staff in supporting and monitoring QA efforts, especially 
throughout the data collection phase. 

•	 Establish a senior management team to coordinate and approve the overall QA plan and, 
throughout the decennial period, to review progress and resolve issues. 

•	 Establish the equality of QA relative to production. Simply put, QA must be seen, 
understood, and accepted as an essential element of the census and as an equal partner at 
all levels of planning, implementation, and review. 

•	 Develop and implement a Management Information System component which provides 
management, in real-time, with relevant information on the quality of the data collection 
elements. 

•	 Expedite the documentation of Census 2000 and establish ready access to the 
information. Some examples include the QA evaluation program and the documentation 
of the experiences, problems, and solutions, suggestions, and recommendations of staff, 
and the accumulation of memoranda detailing problems, issues, and solutions. 
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Evaluation M.2, Effectiveness of Variables Used in the Model to Detect Discrepant Results 
During Reinterview and the Identification of New Variables (Johanson 2003) 

The Census 2000 NRFU Reinterview program included three components: a random 
reinterview, an administrative reinterview, and a supplemental reinterview. A portion of 
completed enumerator questionnaires were selected to be reinterviewed and, once the 
reinterview was conducted, the unit status and household roster were compared to the original 
enumeration. The purpose of the reinterview program was to identify faulty data collection, both 
intentional and unintentional. 

The random reinterview component was designed to verify work from each enumerator. 
Virtually all enumerators who completed a minimum of ten enumerator questionnaires had one 
or more of their questionnaires selected for random reinterview. Random reinterviews 
represented 93.09 percent of the cases selected for the reinterview program. The remainder of 
the reinterview cases were administrative and supplemental reinterview cases (4.34 percent and 
2.57 percent, respectively). 

Outlier enumerators were identified for administrative reinterview by comparing questionnaire 
characteristics of each enumerator against the average for their area. A high vacancy rate, a high 
rate of partial interviews, a high delete rate, a high rate of questionnaires with a population count 
of one, and differences in average population per household were variables used in the 
comparison. The reports identifying these outlier enumerators were run once a week. Over the 
entire NRFU operation, 291,441 enumerators were flagged as outliers for one of the reasons 
above. This is 62.57 percent of enumerators with completed work. Not all of these enumerators 
had cases selected for administrative reinterview. At the discretion of supervisors, 
approximately 5 percent of enumerators flagged for administrative reinterview had 
administrative cases selected, or 3.5 percent of all NRFU enumerators. 

Supplemental reinterview could be used any time there was reason to suspect cases might not be 
completed correctly. Supplemental cases with complete reinterview information showed a 
higher frequency of enumerator error between the original enumeration and the reinterview 
(11.30 percent) than random and administrative cases (9.42 percent and 9.67 percent, 
respectively). This higher incidence of error identification shows the effectiveness of the 
supplemental reinterview component. 

At the individual case level, administrative and random reinterview found a similar proportion of 
cases with discrepancies. Of the enumerators in administrative reinterview, 52.09 percent had 
one or more cases in error. This is much higher than the percent of enumerators in random 
reinterview with error cases. The range of error rates for enumerators, depending on the number 
of random reinterview cases selected, was approximately 10 to 14 percent. 

The evaluation included a discriminant regression model to evaluate the effectiveness of various 
variables in the administrative reinterview. Evaluators were looking for interactions that might 
help improve the model to identify outlier enumerators for the administrative reinterview. Of the 
characteristics reviewed for the administrative sample, the high delete variable had the biggest 
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impact for identifying enumerators with error . However, the regression models showed that 
very little of the variance associated with the dependent variable (presence of error) was 
explained by the independent variables of interest. This indicates that the dependent variable 
could be expected to behave similarly for randomly selected enumerators and enumerators 
identified as outliers. 

Interpreting these results was difficult because of operational limitations. The analysis showed 
that administrative reinterview was definitely effective in identifying enumerators with high 
error rates, yet the contribution of the variables used to select the enumerators was not 
meaningful. This is partially explained by the fact that although enumerators were targeted 
based on work characteristics, the selection of cases for reinterview did not reflect the 
characteristic(s) that caused the enumerators’ outlier status. Other studies and academic experts 
have shown that a targeted reinterview can be very beneficial. An example of targeted 
reinterview would be if an enumerator was an outlier for high deletes, then deleted cases were 
specifically reinterviewed. Using targeted case selection will likely make the administrative 
reinterview more effective. 

Recommendations include developing procedures to reduce the number of enumerators 
identified as outliers. This can be accomplished by increasing the critical cut-off levels or 
accounting for multiple tests and the recurring time periods. Reducing the outliers identified by 
the administrative test will create a smaller workload to review. This, in turn, should increase 
the percentage of enumerators reinterviewed and the effectiveness of the administrative 
reinterview program in identifying enumerators with discrepant results. 

Category Q - Organization, Budget, and Management Information System 

Evaluation Q.1, Management Evaluation of Census 2000 (IBM Business Consulting Services 
2003) 

This evaluation documented the effectiveness of the management approach used in the 
Decennial Census in each of seven areas including the management model, organizational 
structures and processes, the decision-making process, management information tools, staffing, 
external influences, and the use of contracts. 

The evaluation was conducted by a contractor, IBM Business Consulting Services. The 
contractor’s understanding of the external and internal environment formed the foundation upon 
which the detailed approach for assessing organizational and management performance was 
based. The contractor evaluated the management approach by conducting interviews with key 
Census Bureau staff. A total of 52 interviews were conducted with Census Bureau personnel 
including nine Executive Staff, 13 Division Chiefs (including Regional Directors), 18 Assistant 
Division Chiefs, and 12 Branch Chiefs. The contractor interpreted the information collected in 
the interviews using management theory and experience from previous management reviews to 
evaluate the decennial census management practices. The interviewees had varying levels of 
exposure to the issue areas mentioned in the Interview Guide, and they generally commented on 
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areas with which they had direct knowledge or experience. There was no attempt to stratify the 
comments from the interviewees, since all the comments were treated equally, independent of 
organizational unit, experience, or other differences. 

Performance Measures: 

Key performance indicators revealed that, in certain respects, Census 2000 was the most 
successful decennial census ever conducted. According to senior Census Bureau officials, the 
most critical performance measure was Net Coverage. In Census 2000, the percent of net 
undercount estimate was minus 0.49. A net undercount estimate of minus 0.49 represents a 
small estimated overcount of the household population for Census 2000. Achievement of a 
small net coverage error that is close to zero is an important success factor. 

The national response rate that determined the NRFU workload was 65 percent, which matched 
the 65 percent response rate from the 1990 Census and stemmed the decline that had been the 
trend over recent decades. 

The NRFU effort was completed ahead of schedule. 

Organization and Structure: 

Post 1998, the Census Bureau operated within an organization that was well structured to 
support its performance objectives. The decennial organization was organized by business 
process drawing from functional capabilities residing within the participating divisions as 
required. Within the decennial census business process, a single process owner, the Associate 
Director for Decennial Census, controlled both line and funding authority for delivering the 
decennial census product. The overall Census Bureau organizational structure is logical, clearly 
defined, and, for the most part, tailored toward achieving desired results. 

In many of the sub-structures and teams within the decennial organization, however, the leaders 
of the teams and decision-making bodies were not given or did not choose to exercise true 
decision-making authority. Leaders often served exclusively as facilitators and consensus 
builders. Although the intent behind the creation of these organizational bodies was to push 
decision-making to the lowest management levels technically possible, there was no decision-
making authority in place at these lower levels to support that intent. 

Management Approach: 

Mid-decade, the Census Bureau attempted to institute matrix management to encourage teaming 
and to distribute decision-making to lower levels. This early attempt failed because there was no 
centralized integrating or coordinating process for census plans and operations, and decision-
making mechanisms were not properly implemented. After 1998, a "centralized" management 
approach added strong coordination, integration, and decision-making roles in the Decennial 
Management Division to the teaming arrangements from the failed matrix approach. The 
centralized approach fulfilled the desired results of matrix management because it fit the 
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matrixed business model of the decennial organization. The centralized management approach 
is the approach that best represents true matrix management because it features a more robust 
Decennial Management Division on the y-axis counterbalancing and coordinating the interests of 
and the capabilities resident within the participating divisions on the x-axis. 

Despite operational successes, the evaluation of the management approach revealed areas that 
warrant improvement. In assessing the management model, it is important to consider two 
external drivers that Census Bureau management must respond to (political influences and 
technological advances), but over which the Census Bureau does not have significant control. 
During the 1990s, the congressional debate over the use of a sampling strategy versus traditional 
enumeration strategy caused significant challenges to the Census Bureau. 

As the debate over strategy continued, funding levels limited the number of staff members 
working on Census 2000. This constrained the Census Bureau’s ability to generate detailed 
implementation plans for either a sampling or traditional enumeration approach. The funding 
shortfalls and an inability to maintain a core decennial staff throughout the decade also led to 
critical weaknesses in the decennial census knowledge base and had ramifications for many 
processes and procedures being executed during Census 2000. 

Communications and Knowledge Management : 

There is little record of an internal communications approach or the implementation of a formal 
communications structure for Census 2000. 

A knowledge management capability to retain corporate knowledge, to support responses to 
external reporting requirements, and to communicate programmatic changes to decennial census 
participants in a timely manner would assist in improving communications and in stabilizing and 
maintaining the decennial census knowledge base throughout the decade. 

Although the Census 2000 centralized management approach is an appropriate approach that 
matches the decennial census business model, improvements could be made that would make the 
implementation of the approach more effective. Recommendations for improvement include: 

•	 Clearly define and communicate to all decennial census staff the roles and 
responsibilities of program managers. 

•	 Develop program master plans describing operational plans earlier in the census cycle 
than was accomplished during Census 2000. 

• Develop risk management plans as an integral component of census planning. 
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Category R - Automation of Census Processes 

Summaries of the twelve evaluations in the Automation of Census Processes category follow. 

Evaluation R.1.a, Telephone Questionnaire Assistance System Requirements Study (Titan 
Systems Corporation 2001a) 

TQA was a large-scale program that provided telephone assistance to the public during Census 
2000. A network of 22 call centers used a combination of automated technologies and agent 
responses to handle calls from households within the 50 states, DC, and Puerto Rico. This study 
presents information based on debriefings with personnel involved with the TQA program. A 
separate customer service survey evaluation (Evaluation A.1.b) provides the user perspective of 
this system. 

TQA was the first time that the Census Bureau outsourced a call center operation. The program 
was considered the largest operation of its kind implemented in the call center environment. The 
system was designed to accommodate 11 million calls and received slightly over 6 million 
throughout its operation, from March 3, 2000 through June 30, 2000. An outbound service for 
CEFU started while TQA was still in operation. This program used some of the same 
technologies and a subset of the call centers. 

A number of issues confronted the TQA development team such as the high call volume, call 
distribution across centers, the range of questions and topics that would require responses, and 
the completion of the automated short form questionnaire by call center agents. Despite the 
challenges and short time frame for development, the program was considered extremely 
successful. Both Electronic Data Systems and Census personnel provided exceptional support 
and dedication to ensure that TQA was successfully implemented. 

Compromises on some requirements to collect certain data were made because of the limited 
time to develop the system. Although many compromises were made through negotiations with 
subject matter experts and program managers, the lack of some data from TQA impacted the 
completeness of post-Census evaluations. Some requirements were dropped because of timeline 
and resource constraints, but the majority of the missing management and evaluation data can be 
attributed to the GeoTel Intelligent Call Router. 

The provision of required data through the Intelligent Call Router proved to be a significant 
deficiency. The requirements for performance and evaluation data apparently exceeded what the 
Intelligent Call Router typically provides. The Census Bureau requirements necessitated 
customized programming which apparently exceeded the system’s technical capabilities. It was 
also not clear that the technical support involved in programming the application completely 
understood the implications of those requirements. The product was intended to meet the call 
routing and information tracking requirements that had been clearly specified by the Census 
Bureau, but the product fell short of its expectations and either did not provide the data or 
provided the data too late in the process. 
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These and other findings led to the following key recommendations: 

• Begin development early. 

•	 Establish realistic development timelines. For each development effort, timelines must 
consider the complexities associated with translating and implementing high-level user 
requirements into a functional system. In addition, time for testing and rework is 
required to ensure that each system is sufficiently stable for production. 

• Establish agency-wide guidance. 

Evaluation R.1.b, Coverage Edit Followup System Requirements (Titan Systems 
Corporation 2001b) 

The CEFU program was a large-scale effort designed to provide outbound calling services from 
a network of 13 call centers as a means to resolve coverage edit failures. The system was 
developed within a very strict time frame using many of the same Census Bureau and contractor 
resources devoted to the development of the TQA program. This study presented information 
based on debriefings of personnel involved in the CEFU program. 

Census 2000 was the first use of outbound calling combined with an automated, scripted 
instrument to collect the necessary census data. An estimated 3.1 million cases were anticipated 
for the system with 2.36 million cases actually identified for followup. The program 
commenced on May 8, 2000 and was scheduled for completion on June 15, 2000. Telephone 
followup was extended through August 13, 2000 to permit followup with language difficulty 
cases and to maximize the number of households for which the Census Bureau could obtain a 
completed interview. CEFU had a 70.8 percent completion rate for cases with a valid telephone 
number. 

The call center infrastructure and automated features used for TQA provided the foundation for 
the implementation of CEFU. It was known that some form of outbound calling services would 
be used in Census 2000 when the TQA contract was awarded to Electronic Data Systems; 
however, the scope and specific requirements for the program were not defined until very late in 
the development process. Given the time frame for development, not all requirements were 
implemented and testing was limited. Regardless of the tremendous pressures and issues 
associated with its development, the contractor and government personnel provided exceptional 
support and dedication to ensure that CEFU was successfully implemented. 

Compromises on evaluation data requirements for CEFU were made because of the limited 
development time. Although these compromises were made through negotiations between 
subject matter experts and program managers, the lack of some data from the operation impacted 
the completeness of Evaluation I-1, Coverage Edit Followup for Census 2000. 
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These and other findings led to the following key recommendations: 

• Begin development early. 

•	 Establish realistic development timelines. For each development effort, timelines must 
consider the complexities associated with translating and implementing high-level user 
requirements into a functional system. In addition, time for testing and rework is 
required to ensure that each system is sufficiently stable for production. 

• Establish agency-wide guidance. 

Evaluation R.1.c, Internet Questionnaire Assistance System Requirements Study (Titan 
Systems Corporation 2001c) 

IQA and its companion system, IDC, were Internet-based systems that were developed by the

same team. While there was a technical linkage from an operational standpoint, for purposes of

this report they will be treated as separate systems. This study presented information based on

debriefings with Internet

Questionnaire Assistance system designers. A separate customer service survey evaluation

(Evaluation A.2.c) provides the user perspective of both systems.


The overall objective of IQA was to provide information to the public to assist respondents with

completing census questionnaires. This was accomplished through a user-friendly interface

which provided hyperlinks covering a variety of topics. Language assistance guides were an

important feature of IQA and could be easily downloaded by non-English speaking respondents.


IQA was assessed by Census Bureau personnel as being very successful. One of the goals of the

system was to lessen the burden on the TQA operation. The IQA website received 23,864,598

hits between March 3, 2000 and April 19, 2000. The system was developed under a very

aggressive schedule and deployed within 18 months. The short time frame was due to an

interruption of the planning effort that stemmed from high level concerns over the security

implications of IDC.


IQA was positively perceived by the personnel interviewed as "the right system for the job." It

appeared to provide an effective means of disseminating Census 2000 information and foreign

language assistance guides to the public through a user-friendly interface. The few system

shortcomings were all minor. Future versions of the system would benefit from enhancements

such as email response or other feedback mechanisms.


One major requirement and design issue was the need for the systems to provide strong levels of

security against unauthorized intrusion; IQA succeeded in providing this protection.


The success of the system was largely due to the involvement of a few highly talented and

dedicated Census Bureau personnel. Contractor support (with the exception of penetration

testing) did not play a role in the planning or development of the system. 
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These and other findings led to the following key recommendations: 

• Establish agency-wide guidance. 

•	 Begin early planning for 2010. Widespread Internet usage will place significant demands 
on the next generation questionnaire assistance system. Therefore, it is recommended 
that planning commence early and reflect an expectation of greater usage requirements. 

•	 Use flexible project control structure. The use of an oversight body to guide and monitor 
system development activities is considered a “best practice;” however, any project 
control structure should be flexible enough to encourage technical innovation. 

•	 Assess staffing risks. Historically, the Census Bureau relied on in-house expertise to 
develop decennial systems. In the case of IQA, a single individual was the driving force 
behind the development effort. Given the nature, scope, and complexity of future 
systems, there are risks inherent in relying solely on in-house staff without 
supplementing these resources with external support. 

Evaluation R.1.d, Internet Data Collection System Requirements Study (Titan Systems 
Corporation 2001d) 

Census Bureau personnel assessed IDC as being very successful in spite of limited use by the 
public. The overall objective of the system was to provide census respondents with a highly 
secure Internet filing option. IDC succeeded in replicating the paper short form’s key features. 
Software limitations prevented precise replication of the paper form in every detail, however, 
this did not impact the form's usefulness. 

One of the goals of the IDC system was to ease the data capture burden on the DCS 2000; 
however, it did not meet this expectation as only about 66,000 forms were submitted through 
IDC in March through April 2000. During this time, system utilization was characterized by two 
very brief periods of heavy access. IDC did not achieve consistent and widespread usage owing 
to a lack of publicity that stemmed from Internet related security concerns at senior management 
levels. The system was developed under a very aggressive schedule and deployed within 18 
months 

IDC was positively perceived by the personnel interviewed as “the right system for the job.” It 
provided an effective means of capturing Census 2000 information through the submission of 
short form questionnaires over the Internet. The few system shortcomings were all minor. 
However, there were some usability problems that were not resolved. 

One major requirement and design issue was the need for the system to provide strong levels of 
security against unauthorized access; IDC succeeded in providing this protection. This 
requirement interfered with including members of the public in usability testing. 
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Similar to IQA, the success of the IDC system was largely due to the involvement of a few 
highly talented and dedicated Census personnel.  Contractor support (with the exception of 
penetration testing) did not play a role in the planning or development of the system. 

These and other findings led to the following key recommendations: 

• Establish agency-wide guidance. 

•	 Begin early planning for 2010. IDC was essentially over-engineered for capacity and 
redundancy because the anticipated traffic levels did not materialize due to a lack of 
publicity. Widespread Internet use will place significant demands on the next generation 
data collection system in 2010. Therefore, it is recommended that planning commence 
early and reflect an expectation of radically different capacity and redundancy 
requirements. 

•	 Assess staffing risks. Historically, the agency has relied on in-house expertise to develop 
decennial systems. Given the nature, scope, and complexity of future systems, there are 
risks inherent in relying solely on in-house staff without supplementing these resources 
with external support. 

Evaluation R.2.a, Operations Control System 2000 System Requirements Study (Titan 
Systems Corporation 2002a) 

The Census 2000 Operations Control System (OCS 2000) was perceived as a successful system 
that was deployed when needed, in spite of the lack of a standardized requirements definition 
process and the substantial changes in requirements that occurred during the life of the system. 
The overall objective of the system was to automate the management of field operations prior to 
and during Census 2000. This study presents information based on debriefings with personnel 
involved with the OCS 2000 program. 

The system assigned and controlled work to all census enumerators, tracked progress of 
assignments, produced cost and progress reports on field operations, printed a wide variety of 
enumeration related materials, and assisted with the management and tracking of shipping 
documents. The OCS 2000 was operational between October 1997 and August 2000 and had six 
key interfaces with other systems, one of which was external to the Census Bureau (the FedEx 
interface). It provided support for several operations including NRFU, the largest single field 
operation in Census 2000. 

Its success was particularly noteworthy in view of the impact of a Supreme Court decision which 
changed the focus of the decennial census from a sampling-based approach to full enumeration. 
The decision was handed down very late in the system development cycle. Although the 
Decennial Management Division provided a project oversight role to ensure that the right 
resources were applied to the project, uncertainty over which method the Supreme Court would 
favor resulted in a dual system approach (i.e., sampling and full enumeration) to development 
going into the Dress Rehearsal in 1998. 
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Primary system deficiencies centered around two areas: the need for a FedEx interface and 
difficulties encountered with obtaining test data. The FedEx interface worked moderately well; 
however, once a package was shipped, the tracking data were not available in the OCS 2000. 
This required operators to go to the FedEx web site to monitor shipping status. Data to 
sufficiently test interfaces to other systems were not always available. This lack of data was 
caused because some systems were still under development and some operations in the field 
were not yet complete. 

A perceived need for expanded system access and national level status reports was noted by 
some users during the interviews. Such capabilities could have been implemented but were 
problematic and inconsistent with fundamental system objectives. The inclusion of these 
capabilities would not have improved overall system functionality in a meaningful way. 

These and other findings led to the following recommendations: 

• Establish agency-wide guidance. 

•	 Conduct contractor orientation. The agency utilized contractor support to develop the 
OCS 2000. Programming and database functions were performed by contractors working 
in-house under the direction of the Technologies Management Office. These contractors 
were well-integrated with the staff, were highly competent, and performed extremely 
well. However, they did not always understand business practices at the Census Bureau. 

•	 Assign contracting officer to team. The assignment of a dedicated contracting officer to 
the OCS 2000 team proved to be an effective arrangement that facilitated the timely 
handling of contractual issues. Assigning a contractor officer as part of the overall team 
is a best practice that should be considered for large and/or critical system development 
projects. 

Evaluation R.2.b, Laptop Computers for Accuracy and Coverage Evaluation System 
Requirements Study (Titan Systems Corporation 2002b) 

The use of laptop computers to collect respondent data was perceived as a highly successful 
platform for the Person Interview phase of the A.C.E. program. A laptop-based automated 
questionnaire was used by interviewers to conduct personal and telephone interviews to assist 
with the determination of coverage error. In addition, laptops served as a platform for a case 
management system and provided remote mail services. This study presents information based 
on debriefings with personnel involved with the Laptops for A.C.E. program. 

There were two automated instruments for Computer Assisted Person Interviewing (CAPI) for 
A.C.E., one for the Person Interview operation and another for the Person Interview QA 
operation. The latter was used to confirm that the individual conducting the Person Interview 
had actually contacted the original respondent. For cases when the respondent had not been 
contacted, the Person Interview QA instrument contained a complete version of the Person 
Interview thereby enabling the interviewer to collect the necessary information. 
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The Census Bureau built upon its experience using laptop computers for survey data collection 
that extended back as far as 1992. The laptop program for Census 2000 effectively utilized a 
customized version of an existing questionnaire authoring software package to develop the 
questionnaire for the A.C.E. program. The laptops provided a hardware platform for a logic-
based instrument that guided the interviewer through the data collection process. Interviewers 
liked using the laptop. A side benefit of the laptops was that they lent a professional appearance 
to the interviewers that may have served to reduce concerns over the release of personal data by 
interviewees. 

There were daunting logistical and support issues related to using laptops with automated survey 
instruments for data collection. Nevertheless, the Census Bureau opted to use them as the 
platform for the A.C.E. data collection operations. Many of those issues were formidable. For 
example, the Census Bureau had to acquire, configure and deploy over 9,000 laptops nationwide. 
Once deployed, there were major accountability, training, and maintenance issues. In spite of 
the costs and problems posed by these issues, the Census Bureau’s decision to use the laptops 
proved to be a good one. 

The laptops were a very effective tool and perceived as the right platform for the job in that they 
greatly facilitated case management, accelerated the data collection process, and improved data 
quality. One unique facet of the laptop program was its ability to exchange data with 
Headquarters and ROs via a remote dial-in telecommunications session. This method was very 
fast, secure, and reliable. 

Off path data are generated when an interviewer needs to "back-up" to make a correction to the 
data entered. This action, in some cases, necessitates a shift into another logic "path" pertaining 
to the correct response. Off path data were identified as a requirement in the planning phase; the 
Computer Assisted Survey Execution Software was designed to either globally keep off path 
data or to ignore it entirely. Off path data were important because these data were not always 
incorrect; instead, the data may have resulted from a legitimate interview. Procedures were 
established to distinguish between the data that the Census Bureau wanted to keep and those data 
that were not important. However, these procedures were not correctly implemented. Since all 
off path data were captured, the Census Bureau was able to perform post-census processing edits 
to restore any missing values. 

These and other findings led to the following key recommendations: 

• Begin development early. 

•	 Consider full and open competition. An open competition among vendors may require 
substantial time and effort in the short run; however, the competitive process usually 
serves to mitigate risks in the long run by assuring that the vendor has the necessary 
capability and experience to meet project requirements. 

•	 Identify data exchange requirements early. The Census Bureau considered the 
requirements for transmitting data early in the laptops program. The early identification 
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of the requirements helped to ensure the timeliness and accuracy of the information being 
transmitted and served to maximize network and machine resources by transmitting 
during off-hours. 

Evaluation R.2.c, Accuracy and Coverage Evaluation 2000 System Requirements Study 
(Titan Systems Corporation 2002c) 

The 2000 A.C.E. control system (ACE2000) included both tracking and communication 
functions. The system was used to control A.C.E. field operations and some smaller operations 
such as relisting, Targeted Extended Search, and QA. A.C.E. production usage began in August 

1999 and continued until May 2001. This study presented information based on debriefings with 
personnel involved with the ACE2000 system. 

The original tracking and control system was character-based, operating in a Disk Operating 
System (DOS) environment. A Windows-based version of the software was developed as part of 
the Integrated Coverage Measurement program. The Integrated Coverage Measurement 2000 
system was used to control and track all Integrated Coverage Measurement field operations in 
addition to the Computer Assisted Personal Interview operations during the Census 2000 Dress 
Rehearsal. Although the Dress Rehearsal was considered a success, issues such as data volume, 
changing survey requirements, and concerns regarding performance resulted in the need for 
further system enhancements. Integrated Coverage Measurement 2000 was renamed ACE2000 
when the survey was renamed A.C.E. 

The ACE2000 system was considered by those involved in the study to be the “right system for 
the job.” The system was successful, but its success results from the dedication of the Census 
Bureau and contractor staff, not from a well-planned development timeline or supporting 
development methodology. 

The development of the system was subject to continuous changes. The changes forced the 
development team to focus on core functionality thus preventing some requirements from being 
implemented due to schedule constraints. 

The number of changes limited the testing that could be accomplished. Although several layers 
of testing were in place, testing was implemented based on a careful review of resources, time 
available, and risk. 

These and other findings led to the following recommendations: 

•	 Define adequate resources. Development of the ACE2000 system was subject to 
wholesale changes in census methodology, technology, and business process. A census 
is not the time to try unproven approaches or to develop systems without sufficient time 
for development and a sufficiently large staff of both subject matter and development 
personnel. The Census Bureau must plan well in advance to ensure that the necessary 
personnel resources are available to support the project and that those resources can 
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devote a sufficient amount of time in requirements definition and testing without being 
diverted to other activities. 

•	 Replicate census environment more closely. The Census 2000 Dress Rehearsal 
environment provided for only one LCO within each of the three ROs involved in the 
exercise. This environment did not provide the opportunity to test and evaluate certain 
aspects of the software. Recommendations include that the Census Bureau establish a 
more complete cross-section of the business process during the dress rehearsal so that the 
nuances of each operation can be better tested and evaluated. 

Evaluation R.2.d, Matching and Review Coding System for Accuracy and Coverage 
Evaluation (Titan Systems Corporation 2002d) 

The Matching and Review Coding System was software designed to facilitate clerical matching 
of records between census data and A.C.E. data. This study presented information based on 
debriefings with personnel involved with the Matching and Review Coding System. 

A character-based system was developed by in-house resources and used for the Census 2000 
Dress Rehearsal. This system lacked sufficient functionality to meet the needs of the matching 
process. A decision was made to outsource development of a new system that could provide the 
point and click interface of Windows-based software. The Matching and Review Coding 
software was developed, successfully deployed, and considered by those involved in the study to 
be the “right system for the job.” Although some requirements changed over time and new 
requirements were introduced, the dedication of the contractor and agency personnel resulted in 
a successful system development effort. This was accomplished despite significant time and 
resource constraints. 

The software was developed as three distinct systems. This enabled Census Bureau personnel 
and developers to build upon their experiences and apply critical lessons learned during the 
development process. Although the same general process was used to identify, clarify, and 
implement requirements across the systems, the procedures and means of communication were 
fine-tuned over time. 

The software provided point and click functionality to facilitate the clerical matching process. 
The software was more streamlined than earlier systems allowing the clerks to move faster 
through the matching process. Technological improvements such as split screen and filter 
capabilities also enhanced the system’s usability. 

These and other findings led to the following key recommendations: 

•	 Conduct team training. A team approach was utilized to identify requirements and 
evaluate the software. A team approach enables the organization to solicit different 
viewpoints and ensure that the widest range of needs are addressed. 
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•	 Clarify roles and responsibilities. Several testing processes were implemented between 
the contractor, alpha test groups, and the Census Bureau Beta Test Site. Care must be 
taken to clearly identify the roles and responsibilities of each group and procedures must 
be established to ensure an effective and efficient means of sharing test results. This will 
help ensure conformance with requirements specifications and comprehensive coverage 
of testing needs. 

Evaluation R.3.a, Pre-Appointment Management System/Automated Decennial 
Administrative Management System System Requirements Study (Titan Systems 
Corporation 2002e) 

The Pre-Appointment Management System/Automated Decennial Administrative Management 
System (PAMS/ADAMS) was the first fully integrated applicant, personnel, and payroll system 
developed for the Decennial Census. This enterprise wide system utilized state-of-the-art client 
server technology to manage and distribute data to 12 RCCs, the Puerto Rico Area Office, and 
520 LCOs. The overall objective was to develop a comprehensive system for temporary 
employees that manages the complete employment life-cycle. The system was successful at 
integrating processes that were previously handled by noninteroperable (i.e., independent) 
systems. Time constraints imposed by late funding of the project placed limits on the 
implementation of some requirements, however this did not affect the overall performance of the 
system. This study presents information based on debriefings with personnel involved with the 
PAMS/ADAMS. 

The PAMS/ADAMS was quite large in scope. In all, there were over 3,000,000 applications 
processed and weekly payroll reached a maximum of over 520,000 individuals. Previous 
systems were developed in-house. A commercial off-the-shelf product that could fully meet the 
unique needs of Census 2000 was not found, however the commercial product with the best fit 
was used as the basis for development. 

A formalized method was successfully used to identify requirements. However, there were 
significant obstacles to implementing an effective system, especially prior to the dress rehearsal. 
The development of the system was impacted by requirements changes and performance issues. 
Although there were significant challenges that posed high risks throughout the development 
process, the production system performed to the satisfaction of the Census Bureau and its 
stakeholders. 

Although the system produced many types of reports, other real-time reporting requests were not 
fulfilled because of late data warehouse implementation, inability of management reporting 
systems to fully use feeder system data, and heavy programmer workload. 

PAMS/ADAMS incorporated a user-friendly, locally operated front-end interface for capturing 
applicant and payroll forms. It was developed to address data capture issues that arose after the 
original scanning requirement was dropped. This interface was designed for a wide variety of 
users, taking into account the level of education, physical limitations and the ability to minimize 
human error. This was a major factor that contributed to the system’s efficiency and success. 
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The success of the system was largely due to the highly dedicated team of Census Bureau and 
contractor personnel. This experienced, cohesive team worked together to address technical and 
procedural issues capably, even under the pressures associated with time constraints and 
mandatory deadlines. All major performance issues were resolved before deployment. 

These and other findings led to the following key recommendations: 

•	 Design for flexibility. The system’s processes were highly regulated and therefore 
subject to change in local and national laws which affected system requirements. The 
development team found it difficult, at times, to implement these policy changes in the 
system. The design of the system ought to be modularized and be adequately sized and 
flexible enough to accommodate these types of changes. 

•	 Include all stakeholders. The system produced many automated and ad-hoc reports but 
there were many real-time reporting requests that were not fulfilled. Reporting 
requirements need to be considered from many different viewpoints and stakeholders 
from all key areas should be represented during this phase to ensure that their 
information needs are met. Identification of reporting needs during the requirements 
phase will maximize the benefit that can be derived from the system for all users. 

•	 Implement formal process. Modifications were performed continuously and an efficient 
formal change control process was employed. Additionally, a well documented System 
Investigations Requirement log was used throughout the entire change management 
process. Changes should be systematically assessed in light of programmatic goals. The 
requirements for change control and supporting documentation should be included in the 
system development methodology. The Change Control Board also must have adequate 
resources to address programs with large and complex scopes. 

Evaluation R.3.b, American FactFinder System Requirements Study (Titan Systems 
Corporation 2002f) 

American FactFinder (AFF) is an Internet enabled information system which provides an 
efficient means of making a wide range of census information (demographic, economic, and 
geographic) available to Census Bureau personnel and external users. IDC was designed to meet 
the needs of all users, from novice to expert. Due to the diversity of system users, the system 
interface provided an interactive and user-friendly way to facilitate retrieval and use of 
information and data. This study presents information based on debriefings of personnel 
involved in the IDC program. 

A contractor played a major role in designing, sizing, and operating the system. The decision to 
use contractor support stemmed from the realization that Internet technology was evolving 
rapidly and that outside expertise was needed to successfully implement a state-of-the-art 
system. An iterative development process was employed using a cyclical building technique 
(design, build, and test) that allowed for continuous feedback and evaluation. The contractor 
was also a partner with the Census Bureau in the requirements definition process. The process 
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included gathering requirements from key stakeholders, subject matter experts, and potential 
users via interviews and joint application development sessions. The results of the interviews 
were compiled and incorporated into Use Case documentation. 

The principal contractor, IBM, had two years to develop, test, and deploy the system. A 
subcontractor with expertise in geographic information systems and mapping applications also 
was brought in to support the development of the system. The first production implementation 
of IDC was in March 1999 and provided access to economic data, the ACS, and 1990 Census 
data. A second implementation came in December 2000. It provided improved performance, 
addressed user comments and requests concerning the user interface, and scaled up the system to 
accommodate workloads associated with Census 2000. 

As with other systems that were developed to support Census 2000, IDC did not benefit from an 
agency-wide standard process for requirements definition. The requirements methodology was 
provided by the contractor and the agency conducted analyses of security needs and user 
segmentation. Overall, IDC was “the right system for the job” in that it succeeded in providing 
an effective, though not always easy-to-use, tool through which many different types of users 
could--for the first time--access census data on demand. 

The need to efficiently disseminate Census 2000 data was a main driver for developing IDC. 
However, the system disseminates other census data that are generated by various program areas 
of the Census Bureau (i.e., economic censuses and surveys, demographic surveys, and the ACS). 
The multi-faceted nature of the system and plans for further expansion require that this system 
remain active. Thus, unlike the other 11 automated systems that were evaluated specifically as 
supporting components of Census 2000, IDC is a corporate system--not a dedicated Census 2000 
system. 

IDC has been a major success for the Census Bureau from the standpoint of achieving a 
breakthrough in the delivery of voluminous data in an electronic format and in making these data 
available to external users. It also achieved a reduction (though not elimination) in the use of 
traditional media (printed hardcopy, magnetic tape, etc.). The system holds great promise for 
escaping the limitations of pre-defined census data by making customized queries possible. 

Confidentiality was a major design factor from the outset. Given the need to prohibit 
unauthorized access to confidential microdata files and to minimize opportunities for ‘re-
identification’ (i.e., combining multiple data sources in an effort to equate census data with 
particular people), the Census Bureau has undertaken precautionary and effective efforts to 
ensure security and prevent unauthorized access to data. 

An evolutionary approach was used to develop the system that required constant fine tuning as 
development progressed. Census Bureau managers and program staff were aware, from the 
outset, that system development would be incremental because of the delivery cycles for 
Decennial Census, Economic Census, and ACS data products. Thus, there was an underlying 
assumption for IDC that the system would have to adapt to requirements growth and the 
contracting approach and development philosophy. Change control processes were governed by 
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this awareness. Changes to requirements were initiated throughout the development cycle in 
keeping with the iterative development approach. Adapting to the changing requirements had 
significant cost implications. 

Communication between Census Bureau project management personnel and the contractor was 
frequent, well documented, and included an effective change control process. This process was 
especially important in view of the prototyping approach that was employed. The Census 
Bureau employed the Department of Commerce concept of operations for streamlined 
acquisition for its procurement methodology. This approach helped to explore system 
characteristics and development issues through pre-award, face-to-face meetings with vendors. 
Contractors were encouraged to utilize commercial-off-the-shelf software as a development tool 
due to software maintenance and other considerations. 

These and other findings led to the following key recommendations: 

•	 Define user base early. The Census Bureau made extraordinary efforts between 1995 and 
1997 to define the system user base and address their needs by conducting focus groups 
with internal and external customers, meeting with private sector organizations, 
surveying participants involved in beta testing of the system, and interviewing data users. 
It is recommended that the Census Bureau continue the practice of conducting customer 
segmentation analyses as early as possible in the system development process. 

• Establish agency-wide guidance. 

•	 Customize user interface design by user type. The system posed a major challenge to 
designers/developers in the sense that it needed to serve a very diverse set of users. It is 
recommended that future refinements of IDC consider setting up user classes to make the 
system suitable for novices as well as power users. 

Evaluation R.3.c, Management Information System 2000 System Requirements Study 
(Titan Systems Corporation 2002g) 

The primary goal of the Management Information System 2000 system was to serve the 
information and decision support needs of the decennial census. Management Information 
System 2000 was the first executive information system used by the Census Bureau to aggregate 
scheduling and budget information and was the official source of management information for 
Census 2000. The Management Information System 2000 was an umbrella system with two 
components: Master Activity Schedule and Cost and Progress. This study presents information 
based on debriefings of personnel involved in the Management Information System 2000 
program. 

The Master Activity Schedule component contains information on the scheduling and duration 
of all census activities and was the official entry and update point for designated Census 2000 
data. The Cost and Progress component of the system uses an efficient enterprise-wide database 
of cost and progress information designed to enable managers to assess and modify operational 
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plans as they relate to the Master Activity Schedule; manage operations and cost; and identify 
problems quickly. 

Both components of the Management Information System 2000 contained a broad variety of 
functions to support the management of the decennial census. Among these were analytical 
tools used to assess progress and management functions to aid in the decision making process. 
Information was presented in various forms such as reports, graphs, summaries, Pert charts, and 
schedules. These tools were used to manage the operation of the census. 

Although the Management Information System 2000 proved to be a useful tool for determining 
high level cause and effect relationships with regard to the operation of Census 2000, some users 
indicated that they continued to rely on their own control systems and scheduling tools. These 
users stated that the scope and purpose of the system were never clearly defined. The basic 
requirements as to what data were needed to monitor programs, and at what level, were not 
adequately addressed. 

The Cost and Progress component was not used by some program management offices and 
divisions. This was due in part to the complex nature of using the software and the users’ 
unfamiliarity with current technology such as graphical user interfaces. Regular usage along 
with training was needed to become proficient. 

In the Cost and Progress component, it appeared that a lack of standardization between systems 
created problems interpreting information in the reports. Some terminology and data element 
definitions were different between systems and reports containing aggregated data often 
reflected different snapshots in time. 

Any system design must consider the entire operational environment including associated 
business processes such as those designed to maintain the currency and integrity of the data. The 
Master Activity Schedule component was a useful tool because it provided scheduling 
information at various levels of detail that enabled managers to identify issues and activities with 
the potential to impact the project schedule. Current information related to task management 
was not always available as needed because the process of updating the schedule was not 
effectively implemented. 

Testing serves to validate that system requirements have been met. Testing for the Cost and 
Progress component was considered comprehensive. In addition to the unit testing conducted by 
developers, an independent internal tester, who had participated in the Joint Application 
Development sessions, was assigned to conduct alpha testing. Knowledge of system 
requirements gained from being involved in the Joint Application Development sessions allowed 
the tester to determine if required functionality had been implemented. 
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These and other findings led to the following key recommendations: 

•	 Increase senior management commitment. The requirements for the Management 
Information System 2000, in particular the Cost and Progress component, were 
developed very late in the decennial cycle. The system needed consistent senior level 
management focus and support throughout its development and operation. 

•	 Increase coordination. Many of the systems feeding data to the Cost and Progress 
component were produced independently and used varying definitions for data elements. 
This impacted the ability of the Cost and Progress component to receive data from feeder 
systems without reprogramming. For reliable results, terminology and data element 
definitions should be standardized between feeder systems. 

•	 Provide sufficient resources. Both components of the Management Information System 
2000 required a high level of expertise to maintain. Due to a lack of technical support 
resources, trainers for the Master Activity Schedule became involved in other activities 
such as configuring personal computers and installing upgrades. The Census Bureau 
should address the need for on-going technical support during the requirements process 
and ensure that sufficient resources are available to support development teams. This 
would help ensure that developers stay focused on the development and deployment of 
the system instead of diverting their efforts to address more general support issues. 

Evaluation R.3.d, Census 2000 Data Capture System Requirements Study (Titan Systems 
Corporation 2002h) 

Census 2000 Data Capture provided state-of-the-art hardware and software to capture census 
data. A scanning process created a digital image of census forms; these images passed through 
OMR and Optical Character Recognition (OCR) devices to capture information electronically. 
Manual keying was used to enter data not captured electronically. The Census Bureau 
outsourced the two major components of the Census 2000 Data Capture program. The two 
components were the DCS 2000 awarded to Lockheed Martin and the Data Capture Services 
Contract awarded to TRW.  This study presents information based on debriefings with personnel 
involved in both components of the Census 2000 Data Capture program. 

Census 2000 Data Capture was a significant challenge involving leading edge technologies; 
outsourcing of software development, hardware/software integration, and operations; extremely 
complex requirements; and myriad changes. Despite the challenges, the project team was 
successful in implementing a system that efficiently and effectively processed 150 million 
forms, using innovative technologies and contracting techniques to accomplish this effort. 

One of the reasons for the success of the Census 2000 Data Capture program was that the project 
team established a cooperative relationship with both the prime contractors. In addition, the 
program manager made it clear to each organization that their success was dependent on each 
other. This fact encouraged both contractors to establish close working relationships and 
cooperate in the identification and resolution of problems. 
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The project team established a stringent change control process at the working level that served 
to track, evaluate, and control changes to the DCS 2000. This process pleased program 
managers, as it mitigated risks to the data capture program. The requirements methodology and 
change control process implemented were praised by oversight organizations, such as the 
General Accounting Office and the Inspector General. In addition, TRW used a document 
management system and email to track, control, and issue changes to procedures and training 
materials as part of the Data Capture Services Contract. Although the stringent change control 
process was successful, some of those individuals requiring data capture information for 
evaluation purposes thought the process too rigid in meeting their data requirements. 

A series of operational tests and dry runs were conducted at each of the Data Capture Centers. 
These tests provided an opportunity to assess the integration of software and procedures and 
identified changes and improvements to both components. An integrated “Four Site Test” was 
designed to measure the system’s ability to process a large volume of information. 

There was a philosophical difference between the Census Bureau QA specialists and program 
managers regarding the application of quality standards on the DCS 2000 component. The 
specialists were assured that quality measurement and corrective actions were available, but it 
was never clear to the specialists through the available documentation or repeated explanation, 
how QA would be applied and measured during the data capture process. It was unclear to the 
program managers why their documents and presentations did not answer the QA specialists’ 
questions. 

The DCS 2000 component was a technological success, but was too sophisticated for regular 
survey efforts. In retrospect, the reuse of the DCS 2000 for non-census work may not be 
realistic or ideal. Reuse cannot be achieved, unless the Decennial Census itself becomes less 
complex or has fewer specialized requirements that necessitate system customization. 

These and other findings led to the following recommendations: 

•	 Define requirements early. Starting the planning and development earlier would provide 
a greater chance that all identified requirements would be implemented and that 
sufficient time would exist for testing and refinement. 

•	 Take advantage of institutional knowledge. Outsourcing should provide a means to 
augment and extend the capabilities of in-house personnel. The corporate knowledge and 
understanding of census processes needs to be maintained. Experienced system 
developers, operational customers, and census content experts should be actively 
involved throughout the requirements identification and development processes. 

•	 Develop standard project management tool kit. The project team developed a number of 
processes and tools to support their contract management and development activities. 
Ideally, a standard set of tools would be available for each team project prior to 
development to avoid diverting project resources from the actual contract management 
and system development tasks. 
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Synthesis of Results from the Census 2000 Alternative Questionnaire Experiment 
(AQE2000) (Martin et al 2004) 

This report summarizes the findings of three experiments included in the AQE2000. All three 
experiments were limited to the mailout-mailback universe. 

The skip instruction experiment examined respondent performance in following skip 
instructions on the census long form. It compared different ways of aiding respondents’ 
navigation through the questionnaire. One design incorporated instructions and visual features 
to help respondents prevent errors before they occurred and another was designed to help 
respondents detect errors after they occurred. In addition to these prevention and detection 
designs, other potential design improvements, such as using reverse print to attract respondents’ 
attention to instructions and rewording the standard skip instruction, were also tested. 

Errors of commission (which occur when respondents incorrectly answer questions they should 
have skipped) were significantly reduced in all of the experimental treatments, suggesting that 
the design changes improved respondents’ perception and comprehension of the instruction. 
Errors of omission (which occur when respondents skip questions they should have answered) 
decreased for the Detection Treatment, but significantly increased for every other experimental 
treatment. Either type of error indicates respondent difficulty navigating the questionnaire, but 
their impact is different. Errors of omission result in missing data. Errors of commission 
increase respondent burden and frustration. The recommendation is to adopt the Detection 
method in mail questionnaires, since it significantly reduces both types of errors. 

The residence instructions experiment involved the presentation of residence rules on Census 
2000 short form. This research aimed to improve within-household coverage by rewording the 
roster instructions to make them understandable to respondents, by encouraging respondents to 
read them through appropriate placement and formatting, and by presenting the instructions to 
increase respondents’ willingness to follow them. 

The changes in format, presentation, and wording of the residence instructions resulted in a 
significantly higher response to the household count question (which serves as an important 
indicator of missing data and flags large household followup). The experimental panel also 
produced significantly fewer omissions among Hispanics in the low coverage stratum.  The 
recommendation is to conduct additional testing of the graphical and wording changes that led to 
these improvements, to better understand their effects and to further improve the quality of 
household count data. 

The race and Hispanic origin experiment compared the 1990-style race and Hispanic origin 
questions with the new questions in the Census 2000 short form. It examined the effects of 
changes mandated by the Office of Management and Budget to allow the reporting of more than 
one race and reversed the sequence of the race and Hispanic origin items. Other changes in 
format, categories, and wording were also introduced in Census 2000 and the net effects of all 
the changes on race and Hispanic reporting were analyzed. 
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Overall, the questionnaire revisions substantially improved the completeness of race and 
Hispanic origin reporting in mail short form questionnaires. In addition, Hispanics were less 
likely to report their race as Some Other Race, and more likely to report as White, in the 2000-
style questionnaires. Although there were no apparent questionnaire effects on the fraction 
reported as Hispanic, there were effects on the reporting of detailed Hispanic origin groups. The 
1990-style questionnaire obtained more detailed reports of Hispanic origin than the 2000-style 
questionnaire, probably due to the effects of question wording differences as well as examples. 
Unexpectedly, there were three times as many reports of the example groups for Asian and 
Pacific Islander groups in the 2000-style form, which did not list examples, as there were in the 
1990-style form, where examples were listed. The experiment demonstrates that some 
questionnaire design changes made in Census 2000 resulted in substantial improvements in data 
quality, but that other changes had unintended consequences. The recommendations are to 
carefully pretest and field test all changes to the questionnaire and to conduct similar but larger 
replication studies in future censuses to evaluate the effects of questionnaire changes on the 
comparability of data from one census to the next. 

The results of all three experiments point to interactions between question format and content, 
suggesting that the Census Bureau must attend to the complex relationships between format and 
meaning in self-administered questionnaires. These factors have been demonstrated here to have 
measurable effects on the data. These experiments demonstrate that format affects performance 
on branching instructions, affects response/nonresponse on the household count question and 
indirectly affects coverage and that format differences between 1990-style and Census 2000 
forms affect race and ethnicity reporting. 

Synthesis of Results from the Administrative Records Experiment in 2000 (AREX 2000) 
(Judson and Bye 2004) 

The AREX 2000 was an experiment designed to gain information regarding the feasibility of 
conducting an administrative records census or the use of administrative records in support of 
conventional decennial census processes. In the AREX 2000, an administrative record census 
was defined as a process that relies primarily, but not necessarily exclusively, on administrative 
records to produce the population count and content of the decennial census short form, with a 
strong focus on apportionment and redistricting requirements. In addition to total population 
counts by state, the decennial census must provide counts of the voting age (18 and over) 
population by race and Hispanic origin for small geographic areas, currently in the form of 
census blocks. 

Demographically, the AREX 2000 provided date of birth, race, Hispanic origin, and sex. 
Geographically, the AREX 2000 operated at the level of basic street address and corresponding 
Census block code. Unit numbers for multi-unit dwellings were used in certain address 
matching operations and one of the evaluations; but generally household and family composition 
were not captured. The design assumed the existence of a MAF and geographic coding 
capability similar to that available for Census 2000. 
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Two sites were selected that were believed to have a total of approximately one million housing 
units and a population of approximately two million persons. One site included Baltimore City 
and Baltimore County, Maryland. The other site included Douglas, El Paso, and Jefferson 
Counties, Colorado. The sites provided a mix of population and housing characteristics needed 
to assess the difficulties that might arise in conducting an administrative records census. 

The AREX 2000 had two principal objectives: to develop and compare two methods for 
conducting an administrative records census, one that used only administrative records and a 
second that added some conventional support to the process to complete the enumeration and to 
explore the potential use of administrative records data for some nonresponding or unclassified 
households that occur in a conventional census. 

A two-phase process accomplished the AREX 2000 enumeration. The first, or Top-down, phase 
involved the assembly of records from a number of national administrative record systems and 
unduplication of individuals within the combined systems. This was followed by computer 
geocoding of street addresses to the level of census block and two attempts to obtain and code 
physical addresses for those that would not geocode by computer. Finally, there was a selection 
of “best” demographic characteristics for each individual and “best” street address within the 
experimental sites. 

The second, Bottom-up, phase of the AREX 2000 design was an attempt to complete the 
administrative-records-only enumeration by the correction of errors in administrative records 
addresses through address verification (a coverage improvement analogue) and by adding 
persons missed in the administrative records (a NRFU analogue). Considering the Top-down 
and Bottom-up processes as part of one overall design, the AREX 2000 can be thought of as a 
prototype for a more or less conventional census with the initial mailout replaced by a Top-down 
administrative records enumeration. 

There were four principal limitations on the experiment. 

•	 The administrative records source files were limited to those used in the creation of the 
Statistical Administrative Records System (StARS) 1999, which relied primarily on files 
for tax year 1998 and other files extracted early in calendar year 1999. These files 
neither exhausted the national-level administrative records that might have been available 
for the AREX 2000 nor were they the most timely with respect to April 1, 2000, Census 
Day for Census 2000. 

•	 The number of experimental sites was small. Although it would not have been 
reasonable or realistic to attempt to mount this first administrative records experiment in 
a representative sample of geographic areas large enough to make national estimates, 
additional sites would have provided more confidence that the results were not 
idiosyncratic to the sites selected. 

•	 There was no experimental variation in key design parameters such as the clerical and 
field operations and the address selection algorithm.  Without some factorial or fractional 
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factorial structure, direct estimates of operational impacts of components, individually or 
in combination, were not possible. 

•	 The measurement of race and Hispanic origin in administrative records at the national 
level is deficient. Attempts were made to improve the measurement through the use of 
certain statistical models, but the results were not entirely satisfactory. 

There were four evaluations: Process, Outcomes, Household, and Request for Physical Address 
evaluations. 

AREX 2000 Process Evaluation 

Basic results from the AREX 2000 Process evaluation included: 

There is a reporting lag of approximately one year between the AREX 2000 source files and the 
target date of April 1, 2000. The reporting lag impacted the interpretation of results. 

In the Maryland test site, the machine geocoding rate was approximately 86 percent, while in the 
Colorado site the rate was approximately 80 percent. The clerical geocoding process added 
about 3 percent to the number of addresses geocoded in Maryland and about 5 percent to the 
number of addresses geocoded in Colorado. 

For the Bottom-up method, administrative record addresses were computer matched to an April 
2000 extract of the DMAF. About 80 percent of Maryland AREX 2000 addresses were 
computer matched to at least one DMAF address, while about 81 percent of Colorado 
administrative record addresses were computer matched to at least one DMAF address. A 
clerical review of the computer matching process added an additional 4 percent of addresses in 
Maryland and nearly 6 percent of addresses in Colorado by clerically matching addresses to the 
DMAF. 

For administrative record addresses that did not match a DMAF, field address verification was 
performed. The field verification was originally designed for 100 percent verification, but due to 
Census 2000 demand, the field verification was reduced to a sample basis composed of 6,644 
addresses. About 13 percent of the Maryland addresses were valid as listed, while an additional 
12 percent were deemed valid after the lister made minor corrections. In Colorado, about 8 
percent were valid as listed and an additional 30 percent were deemed valid after minor 
corrections by the lister. 

Time constraints did not allow for a detailed person-by-person comparison between the results of 
the Bottom-up method and the Decennial Census, nor between the results of the Bottom-up and 
Top-down methods. Although a household match was conducted between the Bottom-up 
method and the census, it remains an open question whether the matched addresses in the 
Bottom-up method contain the same people as those identified in the census. Administrative 
Records Research should perform an evaluation using a detailed person-by-person comparison 
(micro-match) of the matched addresses within the census and Bottom-up methods. 
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Additionally, a detailed person-by-person comparison between the Bottom-up and Top-down 
methods should also be pursued with regard to person and address matches. 

When the Administrative Record Experiment population tallies were produced and compared to 
the Census 2000 tallies, the results showed that for the Bottom-up method, the five test site 
county tallies, ranged from 96 percent to 102 percent of the Census 2000 population tallies. For 
the Top-down method, the range was 84-92 percent. Based on these results, recommendations 
include that administrative records continue to be tested and refined as a possible supplement for 
future census operations. Future refinement and improvements should, at a minimum, focus on 
the following areas: 

• Improve the computer matching and rematching processes. 

•	 Evaluate the impact of multiple MAF IDs on the DMAF. Multiple MAF Identifiers 
assigned to a single address and duplicate MAF IDs assigned to multiple addresses 
contributed to the difficulty in classifying addresses as matched, nonmatched, or possibly 
matched. 

• Improve the availability of source data for the under 18 population. 

• Evaluate the effectiveness of computer models used in the experiment. 

•	 Conduct further research on address selection rules used to determine a person’s “best 
address.” 

• Conduct a full-scale field address verification. 

AREX 2000 Outcomes Evaluation 

As expected, the Bottom-up coverage is much improved compared to the Top-down. This is 
largely due to the completion of the Top-down enumeration by using census data for 
nonmatched addresses, which simulates a followup to the administrative records enumeration. 
Specifically, the Bottom-up coverage of children (81-94 percent across the test sites) is 
substantially better than the Top-down (72-83 percent). Coverage of children is a particular 
weakness for administrative records used in the AREX 2000. 

Adults in the Bottom-up are more or less uniformly overcounted (102-104 percent). The 
overcount of adults most likely is due to unrecorded deaths that occurred in the 12 months prior 
to Census Day, the lack of special populations operations in the AREX 2000 (e.g., a group 
quarters enumeration), and failure to unduplicate persons after adding census data for 
nonmatched addresses. The latter means that there is some duplication of children as well. 

Detailed enumeration results focused mainly on a comparison of the Bottom-up enumeration 
with the Census 2000. The analysis did not include group quarters and, due to limitations in the 
administrative records sources, persons could not be reported with “multi” or “other” race. The 
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analysis progressed from large geographic areas to small geographic areas, beginning with the 
five test site counties and ending with census blocks within the sites. The evaluation 
incorporated a variety of methods to accomplish its objectives, including univariate and 
multivariate statistical analyses of the AREX 2000/Census 2000 differences, and 
spatial/ecological maps that examined the geographic distributions of key comparison measures. 
The outcomes evaluation tried to disentangle the influence of demographic change and AREX 
2000 processing, coverage, and data quality issues, while presenting basic enumeration statistics. 

At the county level, the Bottom-up process undercounted total population in all sites except 
Baltimore City. As with the total population, males and females were undercounted in all sites 
except Baltimore City, but the female undercounts were slightly greater than male undercounts. 
Age groups showed more variability with most groups undercounted. Generally the size of the 
undercounts increased with decreasing age, except for the 20-24 age group. These patterns did 
not appear to be site-specific. Overcounts for the oldest old and undercounts for the youngest 
persons suggest that much more timely birth and death information must be obtained. Also, the 
special enumeration requirements for populations such as college students, the military, and 
persons in nursing homes must be incorporated into administrative records processes. 

Administrative records are not currently a good source of data for race and Hispanic origin and 
the models were not sufficient to correct their deficiencies. Blacks and Hispanics were 
undercounted when they were a large minority group and overcounted when they were not. 
American Indians and Alaskan natives were not well identified and the accuracy of Asian/Pacific 
Islander counts was uncertain. 

Bottom-up tract-level total population results indicated a good correspondence between the 
AREX 2000 and Census 2000. The population counts of 70 percent of tracts were within 5 
percentage points and 95 percent of the tracts were within 25 percentage points, though a sizable 
number of tracts had moderate and large undercounts. At the block-level, population counts 
were the least accurate. For the total population, 38 percent of blocks met the 5 percent criterion 
and about 85 percent of blocks met the 25 percent criterion. 

A multivariate analysis of block differences showed that large undercounts were associated with 
such block characteristics as high population density, high rental rates, and large proportions of 
persons age 20-24. Large overcounts were associated with high vacancy rates, low population 
density, small proportions of persons under the age of 20, and large proportions of persons age 
20-24 and age 65 and over. 

AREX 2000 Household-level Analysis 

The general goal of the household-level analysis was to assess how well households formed from 
administrative records matched those from Census 2000 addresses. The evaluation focused first, 
on the factors associated with AREX 2000 and Census 2000 addresses that were (computer) 
linked. Then, demographic comparisons were made between households at linked addresses. 
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There was a special focus on Census 2000 households that required a NRFU visit and Census 
2000 unclassified (imputed) households. 

The evaluation used both descriptive analyses and logistic regression analysis to assess the 
coverage and accuracy of AREX 2000 households. Descriptive analyses were performed for 
households in all five AREX 2000 counties and for the Census 2000 NRFU and imputed 
households in the test sites. A logistic regression model was developed to predict the probability 
of an accurate household match using address and AREX 2000 processing characteristics as 
predictors. Addresses with a high probability of correct demographic match between occupants 
might be candidates for administrative records substitution in the case of NRFU in a 
conventional census. In the following discussion the term “linked” is used to mean a matched 
address. The term “matched” is reserved for household demographic comparisons at linked 
addresses. 

AREX 2000’s coverage of the census NRFU universe was not as good as its coverage of the 
overall universe. AREX 2000 housing units were linked with 70.9 percent of the census NRFU 
housing units, compared with 88.4 percent of the census responding housing units. For occupied 
NRFU housing units, the coverage rate was 76.7 percent. The AREX 2000 housing units were 
linked with 63.2 percent of households that were imputed to have people in them and 34.7 
percent of those imputed to be vacant. 

The AREX 2000 and the census counted the same number of people in the housing unit for 51.1 
percent of the 889,638 linked households and AREX 2000 was within one of the census for 79.4 
percent of the units. The 51.1 percent is effectively a ceiling on the percent of linked households 
that had exactly the same persons from AREX 2000 and Census 2000. Although errors in 
address linkage would account for some of the mismatched households, the deficiencies in 
administrative records cited earlier in this report (missing children, lack of special population 
operations, and the time gap between the administrative records extracts and Census Day) most 
likely account for the major part. 

For linked NRFU housing units, AREX 2000 had the same numbers of persons for 37.0 percent 
of the units and was within one 69.3 percent of the time. Census 2000 NRFU housing units were 
more susceptible to the AREX 2000 deficiencies than responding units. In addition, 
enumeration errors in Census 2000 might have been higher for these units. 

The regression analysis demonstrated a number of factors associated with greater probability of 
matched household demographics. These include single unit address rather than multi-unit, 
household with only one or two members, all household occupants over the age of 65, at least 
one White occupant, and no occupant with imputed race in the AREX 2000. The predictive 
power of the model was moderately strong. At a predicted probability of 0.5 or higher, the 
probability of a correct household match was about 72 percent. At a predicted probability of 0.8 
or higher, the probability of a correct match increased to about 83 percent, but the proportion of 
addresses with predicted probability this high was only about 4 percent of all addresses. 
Evidently, the limitations in the data, particularly the administrative records cutoffs and poor 
race and Hispanic origin measurement, made household prediction quite difficult. 
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AREX 2000 Request for Physical Address Evaluation 

The AREX 2000 Request for Physical Address Operation collected physical addresses 
(geocodable house number, street name, city and state) for individuals whose address was listed 
as a P.O. Box or other noncity-style address from six administrative records source files. Major 
components of the operation were to create an address file from administrative records where the 
mailing address was a P.O. Box or other noncity-style address, design a form and mail it to the 
addresses, requesting a physical address, clerically geocode the physical addresses to state, 
county and block, and key addresses and geocode information to a file for further analysis. 

The mailing requesting a physical address included 138,653 individuals in the administrative 
records files. At the conclusion of the operation, 9,431 physical addresses were geocoded, of 
which 8,107 were geocoded to a test site county. While the initial plan for the operation called 
for incorporating the geocoded addresses into the Administrative Record Experiment files, the 
low return rate, combined with resource limitations, led to a decision to not update the files with 
the information. Instead, the results were contained in a separate evaluation report. 

Where respondents returned physical address information, addresses were able to be geocoded to 
the state, county, and block level and were defined as being in or out of the test site. The timing 
of the mailing contributed to a low return rate. 

Unintended recipients affected the results. An underlying phenomenon regarding the mailing is 
that the person who received the mailing and responded may not be the person that was linked to 
that P.O. box in the administrative records source files. This can be attributed to the time 
elapsed between the date of the administrative record source file data and the mailing of the 
Request for Physical Address materials and the typically high turnover rental rate of P.O. Boxes. 

The design of the form impacted the results. Although the form generally suited the purpose of 
the Request for Physical Address operation, comments returned on the form suggest some areas 
of the form could have been expanded or reviewed to improve the quality of information that 
was returned. 

Based on an analysis of the results of the Request for Physical Address Operation, 
recommendations include the following actions: 

•	 Assess the impact of form design and timing of the mailing in a remailing to the original 
addressees. 

•	 Assess the impact of the form design and timing of the mailing by using another universe 
of administrative record addresses. 

•	 Assess the need for this type of operation and determine if collecting physical addresses 
on individuals who have no other address type in administrative record source files merit 
the cost of time and resources to launch a separate operation to gather these addresses. 
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Overall Administrative Records implications for 2010 Census planning include: 

Continue to explore the possibility of using administrative records as a substitutions for NRFU 
in the 2010 Census. Although the results of the household-level analysis were not definitive due 
to the limitations on AREX 2000, they were sufficiently strong that research into the substitution 
of administrative records households for NRFU or unclassified households in a conventional 
census should continue. For NRFU households there is the potential for significant cost savings, 
and for unclassified households, the potential for greater accuracy than that provided by 
imputation. 

There are other aspects of 2010 Census development in which administrative records might play 
a role. These include MAF improvements, development and testing of unduplication methods 
for 2010, subnational Demographic Analysis, and coverage measurement research. 

Arrangements should be made to acquire administrative records on a timelier basis and to obtain 
some data sets that might fill some of the administrative records coverage gaps. 

A research agenda for 2010 could include: 

• Additional evaluation of the impact of clerical and field operations in AREX 2000. 

• Person unduplication in the Administrative Records Experiment Bottom-up process. 

• Repeating AREX 2000 with StARS 2000 data. 

• Repeating the Household-level analysis using StARS 2000 data. 

•	 Analysis of administrative records coverage gaps, in particular gaps related to persons in 
group quarters. 

• MAF improvements using administrative records. 

• Improving address linkage techniques. 

• Enhancing Numident race and Hispanic origin data using Census 2000. 

• Contributing to subnational Demographic Analysis. 
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Synthesis of Results from the Social Security Number, Privacy Attitudes, and Notification 
Experiment in Census 2000 (SPAN) (Larwood and Trentham 2004) 

The SPAN Experiment was designed to assess the public’s attitudes on privacy and 
confidentiality issues related to the notion of an administrative records census and to further 
examine how the notification of administrative records use and the request for a Social Security 
Number would impact census response rates and item nonresponse rates during Census 2000. 
The project included a survey and a panel component, enabling both attitudinal and behavioral 
responses to be evaluated. 

The survey component (Study of Privacy Attitudes in 2000) was conducted by the Institute of 
Social Research at the University of Michigan and The Gallup Organization. This component 
gathered information on public attitudes regarding the census, its uses, trust and privacy issues, 
the Census Bureau’s confidentiality practices, possible data sharing across Federal agencies, and 
the willingness to provide one’s Social Security Number. Telephone surveys were conducted 
with two different samples of U.S. household residents in 1999 and 2000, before and after 
Census Day 2000. The major analyses included (a) comparisons of the responses to those of 
similar 1995 and 1996 public surveys commissioned by the Census Bureau to assess long-term 
attitudinal trends, (b) comparisons between 1999 and 2000 responses to examine any potential 
effects the census environment may have had upon public attitudes, and c) the assessment of 
how self-reported census media exposure by Census 2000 survey respondents may have 
impacted their responses. Respondents’ addresses were also obtained to examine how predictive 
respondents’ attitudes were of their behavior of actually returning the Census 2000 form. 
Relationships between respondents’ attitudes, demographic information, exposure to census 
publicity, and response behavior were subsequently determined. 

The panel component consisted of two studies examining respondents’ behavioral responses to 
actual Social Security Number requests and/or public notification of administrative record use. 
The Social Security Number-Notification study evaluated the effects of the Social Security 
Number request and the notification of administrative records use upon mail response rates and 
form completeness. The Social Security Number-Validation study focused upon the accuracy of 
Social Security Numbers provided by respondents and examined the effect of the request and 
administrative records notification upon their validation rates. Both studies used data collected 
during Census 2000. Ten panels were designed with different experimental treatments. The 
experimental cover letters and forms were the official census forms received by the sampled 
households, in the standard sequence and timing. All Social Security Number requests were 
voluntary. 

In brief, the results of the Survey of Privacy Attitudes in 2000 indicated that: 

•	 The public has steadily increased its knowledge and awareness of the census, its uses, 
and laws related to confidentiality practices between 1995 and 2000. The Census 2000 
publicity seemed to enhance the public’s knowledge and endorsement to cooperate with 
the census. 
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•	 Long-term survey trends showed increases in the public’s belief that the Census Bureau 
actually protects data confidentiality; however no changes were shown in the public’s 
trust in the Census Bureau to keep data confidential between 1999 and 2000, suggesting 
no effect by the census publicity upon public attitudes related to confidentiality issues. 

•	 General privacy concerns showed a very small, yet statistically significant, decline 
between 1999 and 2000; however long-term trends show small increases in public 
concerns about personal privacy and the loss of control over personal information. The 
proportion who viewed the census as an invasion of privacy did not change between 1999 
and 2000. 

•	 Trends revealed that increasing percentages express disapproval towards data sharing or 
providing one’s Social Security Number. Around 45 percent in 1999 and 2000 stated 
that it would bother them “a lot” if their census information was shared, a significant 
increase from prior years. Expressed willingness to provide one’s Social Security 
Number declined from 68 percent in 1996 to 55 percent in 1999, with no change in 2000. 

•	 Relationships were revealed between Census 2000 survey respondents’ attitudes and self-
reported exposure to census-related media. Those exposed to both positive and negative 
media were more knowledgeable about the census, considered it more important, and 
were more likely to endorse an obligation to cooperate with the census than those with no 
media exposure. The only negative exposure group had similar responses to those with 
both positive and negative media exposure, while more differences were shown between 
the only positive exposure group and those who reported exposure to both types of 
census-related media. 

•	 Attitudes were shown to predict respondents’ behavior, with high privacy concerns, 
negative views on the Census Bureau’s confidentiality practices, disapproval of data 
sharing, and a lack of willingness to provide Social Security Numbers, being reliable 
negative predictors of whether respondents returned their Census 2000 forms and 
provided mailing addresses that could be used to determine the return status of their 
forms. Using reported demographics, non-White respondents were shown to be less 
likely to return their forms. 

The Social Security Number-Notification panel study results revealed that: 

•	 The Social Security Number request for one or all household members decreased mail 
response rates, yet the decreases were smaller than expected. Specifically, results 
suggested that the Social Security Number request for all household members would 
decrease response by 2.1 percent in high census coverage areas and 2.7 percent in low 
census coverage areas compared to no request. The difference between the drop in 
response rates of the high and low coverage areas was not statistically significant. 

•	 The Social Security Number request for all household members was associated with 
more missing data, yet there was no effect shown for Person 1. 
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•	 Taken together, specific and general notification of administrative record use was shown 
to decrease mail response. Separately, however, specific notification did not demonstrate 
the predicted stronger effects than the general notification. Furthermore, there was not 
sufficient evidence to conclude that notification further discouraged response in the 
presence of a Social Security Number request compared to notification alone. 

•	 Notification was not shown to affect item nonresponse rates, whether the two notification 
types were grouped together or examined separately. Further, there were lower responses 
to the Social Security Number item for Person 1 when the request was made without 
notification (contrary to prediction). This occurred regardless of whose numbers were 
requested (Person 1 only versus all household members) and regardless of the 
notification type. Also, there were no individual effects upon form completeness by type 
of notification. 

Finally, the Social Security Number-Validation panel study results showed that: 

•	 There was a high degree of accuracy for the provided Social Security Numbers, with an 
overall match rate of 94.8 percent between the provided numbers and Census Numident 
file (provided by the Social Security Administration). Only 5.2 percent of the reported 
Social Security Numbers were considered invalid. 

•	 The valid Social Security Number rates for high and low coverage areas revealed a small, 
but statistically significant, 2.4 percent difference between the accuracy rates of 
respondents’ reported numbers within the two coverage areas (high, 95.2 percent, and 
low, 92.8 percent). 

•	 The valid Social Security Number rates for Person 1 were not affected by whether a 
Social Security Number request was made for Person 1 only or all household members. 
Person 1 valid rates were high across the panels (about 96-97 percent). Results also 
revealed patterns of decreasing validation rates for Person 2, Person 3, and so on through 
Person 6 among the panels that requested numbers for all household members. 
Nevertheless, their valid rates, were high with a range of over 95 percent to the lowest 
rate of 80.2 percent for Person 6. 

•	 Notification of administrative records use had no effect upon the validation rates of 
provided Social Security Numbers for Person 1. Also, there were no differences between 
the valid rates of those who received the specific notification type versus the general 
notification type. 

Based upon the findings of the three studies, the following recommendations were made: 

•	 Design research that further explores public attitudes on privacy, confidentiality, and 
trust in the Census Bureau, and tests more effective ways to address these issues in future 
publicity efforts. 
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•	 Assess the potential impact of September 11, 2001 (and the extra security concerns that 
followed) upon public attitudes. 

•	 Conduct qualitative research with members of targeted population segments that show 
lower mail response rates, less acceptance of data-sharing, and less willingness to 
provide Social Security Numbers, to better understand their perspectives and 
reservations. 

•	 Design research to identify other, currently unknown barriers to census responses 
(besides the attitudes and demographics identified in the present analysis) to ultimately 
reduce them. 

•	 Conduct more research on the effect of Social Security Number requests upon response 
behavior that further examines: the characteristics of households that provide and do not 
provide numbers, the accuracy of households reconstructed from administrative records, 
and the effect of having and not having the number in household reconstruction. 

•	 Perform research that focuses upon the Social Security Number requests of all household 
members to identify factors other than attitudes (e.g., practical barriers), that may 
contribute to the nonresponse rates of Social Security Number requests, and develop new 
techniques that may overcome these non-attitudinal factors. 

•	 Design research to further examine the effect of general and specific notification upon 
response behavior by considering other interpretations of how they may be viewed (e.g., 
justifications), and by developing new methods that further establish the relationship 
between notification treatment conditions and behavior. Future research also needs to 
assess if providing information on the use of Social Security Numbers does not markedly 
decrease response rates and improves validation rates, as this may change future 
censuses. 

•	 Develop research to assess the cumulative nonresponse to Social Security Number 
requests (i.e., unit nonresponse, item nonresponse, and invalid rates) to obtain an 
indicator of the extent to which matching to administrative records could take place. 

•	 Conduct a cost/benefit analysis that fully assesses all implications, should the Census 
Bureau consider asking census respondents for Social Security Numbers in future 
decennial censuses. Future research could also document the use of other identifiers that 
are used to link files with fewer costs. 
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Synthesis of Results from the Response Mode and Incentive Experiment in 2000 (RMIE) 
(Caspar 2004) 

The RMIE investigated the impact of three computer assisted data collection techniques on the 
response rate and data quality in Census 2000. The three techniques were CATI, Internet, and 
IVR. Households participating in the study were randomly assigned to six panels and to a 
control group. The households in the six panels were given the choice of providing their Census 
2000 data via the usual paper forms or by one of the alternate computer-mediated response 
modes. Half of the panels were offered an incentive, a telephone calling card good for 30 
minutes of calls, for using the alternate response mode. 

In addition, the experiment included a nonresponse component designed to assess the effects of a 
promised incentive and alternative response mode options on response among a sample of 
census households who failed to return their census forms by April 26, 2000. The intent of the 
nonresponse component was not to test incentives or response mode options as possible 
nonresponse conversion techniques for the census. Rather, the experiment was designed to test 
the effect of these factors on response among a group representing those who are traditionally 
difficult to enumerate. 

A final component of the experiment involved interviewing households assigned to the Internet 
mode (both with and without the incentive) who opted to complete the traditional paper census 
form to determine why these households did not use the Internet. 

Results from the initial mailout portion of the RMIE showed: 

•	 CATI brought about a small but statistically significant improvement in the overall 
response rate. It also had a low item nonresponse rate. 

•	 The Internet mode yielded relatively high data quality. The benefits of this data 
collection method may outweigh the costs. 

•	 The implications of this study are complex for the use of the IVR technology. Data 
quality was the lowest for this mode. Respondents appeared to dislike lengthy surveys 
with this method and some respondent sub-groups (mixed race respondents and 
Hispanics) were more likely to report confusion with the task. 

•	 The calling card was very effective in promoting the use of the alternative response 
mode. However, rather than encouraging more households to participate, the incentive 
tended to redirect households that would have responded by mail to the alternate 
computer-mediated response mode. This effect may be partially attributable to the 
colorful inserts in the household mailing that directed attention to the calling card. 
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Results from the nonresponse component of the RMIE showed that: 

•	 CATI elicited the highest response from Census nonrespondents (7.8 percent) followed 
by the IVR Questionnaire (4.8 percent) and the Internet (3.7 percent). This comparison is 
confounded by the fact that Internet access may be especially problematic for this target 
population. 

•	 Respondents to the IVR mode are significantly younger and reside in households with, on 
average, fewer people than both mail and Computer Assisted Telephone Interview 
respondents. Computer Assisted Telephone Interview respondents are disproportionately 
Black, with more households residing in low coverage areas compared to Internet 
respondents. 

•	 The calling card incentive increased response to the alternative modes by 1.9 percent 
across all response modes. 

•	 Person 1 in households receiving the incentive due to alternative response mode 
participation tended to be younger than Person 1 in households not receiving the 
incentive. 

•	 Contrary to past research, the increase in response due to the incentive is not statistically 
different in areas with high concentrations of Black and Hispanic populations and renters 
(1.9 percent) from other areas (2.0 percent). 

•	 When total response to an experimental second mailing is considered, no significant 
incentive effect remains. That is, when mail responses are included as respondents, the 
incentive group (13.8 percent) is no more likely to respond than the nonincentive group 
(13.2 percent). Similar to the initial mailout experiment, it appears that the incentive 
merely redirects responses that would have otherwise been obtained by mail to 
alternative modes. 

•	 Irrespective of the experimental treatments, around 13 percent participation was obtained 
from cases that did not initially return the questionnaire or returned the questionnaire 
late. Replacement questionnaires were not included in the second mailing, implying that 
respondents who returned a mail form used their original questionnaire. 

Finally, results from the Internet Usage Survey indicated that: 

C	 Approximately 63 percent of the Internet Usage Survey sample reported having access to 
the Internet. Thus, access does not appear to be a major reason why these census 
respondents did not opt to complete their census form via the Internet. 

C	 Nearly half of the Internet Usage Survey respondents reported they were unaware that the 
Internet was an option for completing their census forms. 
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C	 Among respondents who were aware of the Internet option, 35 percent reported that they 
believed the paper census form would be easier to complete. Other reasons for not using 
the Internet included: no access to a computer, concerns about privacy, forgot the Internet 
was an option, and insufficient knowledge of the Internet. 

C	 Respondents reported that an incentive to complete the census via the Internet would 
have encouraged them to use this alternative mode. About 41 percent of respondents 
who were not offered the incentive or were unaware of the offer said they would fill out 
their census form via the Internet if they were offered a 30 minute calling card. Another 
9 percent indicated they would do it for a 60 minute calling card, and an additional 12 
percent would be willing if a 90 minute calling card was offered. 

Based on the RMIE, the following were the overall results: 

• The Internet is an attractive alternative data collection mode for the decennial census. 

•	 The use of an incentive was an effective means of promoting the use of the alternative 
response modes. However, some of this effect may be attributable to the use of the insert 
which drew the respondent’s attention to the availability of the alternative mode. 

•	 Data quality was improved for the CATI mode (as compared with mail). However, this 
mode entails substantial cost investments for hardware, software, and programmer and 
interviewer time. 

•	 Without significant improvements in the voice-user interface, the IVR technology is 
probably not a viable alternative for Census 2010. 

•	 The use of alternative response modes did not increase overall response rates to the 
census. 

Results from the RMIE suggest several areas worthy of future research: 

•	 Research is needed to determine the best ways to present the response mode alternatives, 
as it appears that some respondents assigned to the no-incentive treatments did not read 
the letter that accompanied their paper census form informing them of the alternative 
mode option. The use of a colorful mailing insert, irrespective of whether an incentive is 
offered may be enough to attract respondents to an alternative census mode. However, 
this information cannot be determined from the data obtained from this experiment. 

•	 Research is needed to determine whether recent advances in speech recognition software 
can improve the voice user interface to increase data quality and eliminate some of the 
dissatisfaction voiced by respondents who answered the IVR Questionnaire satisfaction 
survey. 

A119




•	 The choice of incentive should be revisited. Based on the number of respondents who 
never used their calling card once they were activated, it appears that the card may not 
have been a powerful incentive. 

A Demonstration of the Operational Feasibility of the American Community Survey 
(Griffin and Obenski 2001) 

The ACS is indispensable to the successful reengineering of the 2010 Census design. To meet 
the challenges of rapid demographic and technological change and in response to stakeholders’ 
requests, Census Bureau managers have concluded that the design of the decennial census must 
be simplified and long form data collection must be more timely. Therefore, rather than 
occurring as part of the decennial census, collection of demographic and socioeconomic data 
will be ongoing throughout the decade via the ACS. 

The formal program to develop and test the ACS began in 1994. Since then, the program’s 
name, size, and scope have been evolving in preparation for full implementation in 2003. The 
full set of testing and developmental activities starting in 1994 are referred to as the ACS 
development program in this report. Key results will be documented in a series of reports. 

This initial report focuses on the desirability and operational feasibility of full implementation of 
the ACS. In 2000, ACS methods were employed in 36 counties. A nationwide survey – the 
Census 2000 Supplementary Survey (C2SS) – was conducted in an additional 1,203 counties. 
The primary purpose of the C2SS was to demonstrate the operational feasibility of collecting 
long form data at the same time as, but in a separate process from, Census 2000. 

The successful implementation of the C2SS during Census 2000 demonstrated that full 
implementation of the ACS is operationally feasible. Operational feasibility means that C2SS 
planned tasks were executed on time, within budget, and that the data collected met certain basic 
Census Bureau quality standards. Despite competition from Census 2000 for resources and lack 
of experience with a nationwide workload, staffing was sufficient, operations were carried out as 
anticipated, and observed response rates were high. To determine whether a nationwide 
implementation would adversely affect operational performance, comparisons were made 
between the 1999 and 2000 results from 36 counties. Based on the results of the C2SS, 
managers are confident that the full ACS can be successfully implemented nationwide in 2003. 

Specific findings include: 

• The ACS will improve planning and simplify the 2010 decennial census design. 

•	 Implementing the ACS, supported by the MAF/TIGER modernization, will potentially 
improve decennial census coverage. 

• The ACS has been designed to collect detailed demographic and housing information. 
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•	 The ACS development program provides current, timely information essential for 
governing. 

• Communities continue to benefit from the ACS development program. 

• The ACS development program is improving the federal statistical system. 

• Workload projections for the C2SS were achieved. 

• An effective strategy allowed the C2SS to collect much of the survey data by mail. 

•	 TQA and Edit Followup activities were completed, although staffing limitations caused 
some delays. 

• The QA process for data entry ensured accurate capture of mail returns. 

•	 Computer Assisted Telephone Interviews were conducted on schedule, successfully 
reducing the workload for personal visit followup. 

• Personal visit interviewing was completed on schedule, with a high rate of response. 

• Total survey response rates remained high in 2000. 

• Timely release of C2SS data products occurred as expected. 

Nationwide implementation of the ACS via the C2SS in Census 2000 was operationally 
successful and demonstrated that full implementation of the ACS is operationally feasible. 
Based on these findings, the Census Bureau should fully implement the ACS in 2003. 

Ethnographic Studies 

There are three studies included in this experimental category. 

Complex Households and Relationships in the Decennial Census and in Ethnographic 
Studies of Six Race/Ethnic Groups (Schwede 2003) 

Household structure has changed dramatically in the past fifty years. In the 1950s, the most 
prevalent household type was the “married couple with children” household, also known as the 
“Ozzie and Harriet” household. As a result of important trends since that time–such as increases 
in immigration, changing migration streams now coming predominantly from Latin America and 
Asia, rather than from Europe, increases in divorce, remarriages, blended families and 
cohabiting couples, and children living with them, and increases in grandparent-maintained 
households and nonrelative households–household structure has diversified, and this type of 
family is no longer the modal type of household. Recognizing that household structure is 
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changing and that it varies among different race/ethnic groups and over time, the Census Bureau 
funded exploratory ethnographic research to learn more about non-nuclear, or complex, 
households and to identify ways to improve enumeration of them. 

This study identified and described complex households in selected ethnic groups in the U.S. 
The specific ethnic groups studied include Korean immigrants in Queens, New York, Latino 
immigrants in central Virginia, African Americans in southeastern Virginia, rural non-Hispanic 
Whites in western New York, Navajo Indians on an Arizona reservation, and Inupiaq Eskimos, 
known as the Inupiat, in Alaska. These studies cover five of the six main race and ethnic 
categories mandated by the Office of Management and Budget for use in federal data collections. 

This ethnographic research project had three aims. The first was to explore the range and 
functioning of complex households within different ethnic groups. The second was to examine 
how well the response categories of the decennial relationship question capture the emerging 
diversity of household types in this country. The third aim had three components: to assess how 
well census methods, questions, relationship categories, and household composition typologies 
describe the emerging diversity of household types, to suggest revisions to the relationship 
question and response categories for the 2010 Census test cycle, and to call for new research. 

“Complex household” is a research category, not an official Census Bureau type of household. 
For the purposes of this study, a complex household is defined as a non-nuclear family 
household, including nonrelatives, such as roommates and unmarried partners; more distant 
relatives not listed on the census form, such as nephew/niece, cousin, brother-/sister-in-law; 
persons shared across households, such as children in joint custody arrangements and persons 
tenuously attached to more than one housing unit, and more than one family sharing a housing 
unit. 

The report includes an introduction that gives background information on four topics. The first 
is a description of the purposes for including the relationship question on the census form. The 
second is a short history of how the relationship categories have changed in decennial censuses 
since 1970 to reflect ongoing changes in society. The third is a comparison of relationship 
questions and categories among major Census Bureau surveys and censuses and the fourth 
background topic includes an explanation of how the household type variable is constructed 
from the relationship question data and a brief overview of the five basic household types 
included in ongoing Census Bureau publications on household structure. 

The overall project was designed to have experienced ethnographers already immersed in six 
different race/ethnic communities conduct exploratory ethnographic studies of complex 
households using the same methods and the same core questions at the same time in the late 
spring of 2000. Twenty five complex household interviews were conducted in each ethnic 
community between May and July of 2000, as soon after Census Day (April 1, 2000) as possible 
without adversely affecting ongoing Census Bureau NRFU interviews. A new African 
American study was commissioned in 2002 as a result of methodological issues with the first 
study done in 2000. 
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Five major themes have been identified in this research. They include: 1) issues with the 
relationship question and the household type variable; 2) cultural, linguistic, and nationality 
differences with census concepts, methods, and procedures; 3) conceptual differences in the 
definition and application of the key census concept of “household;” 4) mobility patterns and 
respondents’ conceptions of who is a household member that may not match the fundamental 
census residence rule concept of “usual residence;” and 5) fear and mistrust of the government 
and pledges of confidentiality. 

The method of asking for relationships only with respect to Person One has three limitations 
identified in this study. First, interrelationships among other persons in the household can be 
masked and not be identifiable either from the census form itself or in the data produced. 
Second, the classification of household type may change, sometimes dramatically, depending on 
who is listed as Person One, possibly distorting the distribution of household types that are used 
in developing programs, implementing the poverty definition, and allocating funding. Third, 
Person Two may not be the biological parent of a coresident child. There is a way to overcome 
these problems resulting from collecting relationships to Person One only. Recommendations 
include development and testing of an individual-level question, along the lines of the England 
census form question to identify all interrelationships in the household. 

The number and types of relationships that are specified in stand-alone response categories set 
limits on the types of complex households that can be identified. The relationship categories 
used by the Census Bureau reflect the relationships in society deemed most important to 
specifically delineate at the time of each census as well as norms for household composition. 
These categories express relationships based on kinship, marriage, and cohabitation, and on 
economic (e.g., housemate/roommate) and/or legal ties (e.g., adopted child, foster child). These 
categories can and do change over time, reflecting changes in society. In decennial censuses 
since 1970, the number of relationship categories printed on the form has increased, improving 
the ability to identify variation in lineally extended (multigenerational) households. Additional 
categories are needed to enable us in the future to identify laterally extended households (with 
brother-in-law/sister-in-law, nephew/niece, uncle/aunt, and cousin, as these types of relatives 
appear to be more common among non-White ethnic subpopulations, which are growing rapidly. 
Results from this ethnographic study of complex households in six race/ethnic groups identify 
both lineal and lateral extended family households. 

The absence of definitions or instructions for cohabitors on choosing proper relationships for 
partners may lead to inconsistencies in marking “husband/wife” and “unmarried partner” 
congruent with the official definitions, possibly reducing the quality of data on relationships and 
affecting the distribution of household types. There are three factors that may contribute to this: 
the first has to do with the categories on the form not fully operationalizing the official concepts 
(e.g., should common law partners mark husband/wife or unmarried partner?); the second has to 
do with different cultural interpretations of the meanings and connotations of “husband/wife” 
and “unmarried partner” in some subpopulations; and the third has to do with social desirability 
and consequent unwillingness of some cohabiting persons to mark “unmarried partner” on a 
questionnaire. The extent that respondents mark categories other than “unmarried partner,” may 
result in inaccurate counts of married couples relative to other families. 
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Relationship categories are not always mutually exclusive. When more than one relationship 
category can be marked, the choice of one or the other may cause household type to vary and 
sometimes to be masked. 

The second major theme running across the component race/ethnic studies is that there are 
cultural, linguistic, and perhaps nationality differences with census concepts, methods, and 
procedures that need to be identified, explored and taken into account when developing forms, 
methods, training, and procedures. Most of the body of this ethnographic research report was 
devoted to ethnographic descriptions of the six ethnic groups included in the complex 
households study. Some of the important cultural, linguistic, and nationality differences 
identified in the body of this report that may affect the accuracy of counts and household data 
include: Latino naming customs, Navajo matrilineal kinship system and different kinship terms, 
Inupiaq customs of grandparents formally or informally adopting their grandchildren, and 
translation issues in developing foreign language versions of the census form. 

The third major theme crosscutting these studies is a mismatch between the census definition of 
“household” and the definitions of respondents in different ethnic and cultural groups that may 
lead to miscounting and misclassification of household types. The Census Bureau definition 
basically says that a household consists of all of the people who live in one housing unit. The 
number of households therefore equals the number of occupied housing units. In this study, 
many Navajo and Inupiaq respondents did not identify households in terms of shared physical 
structure, but rather on the basis of sharing of domestic functions. Emotional closeness is also a 
key component in determining who is part of one’s household. The ethnographers documented 
cases of “households without walls” where persons from more than one housing unit identify 
themselves as one household as well as the converse: people sharing one housing unit who 
consider themselves to be separate households. This ambiguity in the boundaries of “household” 
has been documented by anthropologists, sociologists, economists, and others. 

The fourth major overarching theme in all six race/ethnic studies is that mobility patterns can 
lead to ambiguity between the household membership status from the perspective of the 
respondents and the official membership status according to the census residence rules. The 
ethnographers identified the following mobility patterns for households in this study: long-
distance cyclical mobility to and from Navajo and Inupiaq households for temporary wage labor 
jobs; cross-national cyclical mobility between households in Latin America and Latino 
households in Virginia for wage labor jobs; seasonal cyclical mobility for subsistence activities 
among the Inupiat or to escape cold winters among rural Whites called “snowbirds;” mobility for 
purposes of higher education, found in most of the samples; frequent movement of children 
among households for the Navajo and Inupiat for schooling and other purposes and for joint 
custody among rural Whites; cyclic movement of elderly persons between their own houses and 
their relatives’ houses (Navajo) and among households of adult children (African American); 
sporadic movements of tenuously attached persons (African American); and temporary ad hoc 
moves of indeterminate length into the houses of sick and/or elderly relatives who can no longer 
manage for themselves (rural Whites and Inupiat). The nature and duration of such moves as 
well as the anchor household respondents’ interpretation of who is a household member may 
cause ambiguities in determining where a person should be counted in the census. It is 
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sometimes not easy to apply census residence rules to determine where mobile persons should be 
counted. 

The fifth and final theme was fear and/or mistrust of government and its pledges of 
confidentiality. This theme ran through the recruitment, completion of mock census forms by 
respondents, and interviewing in the Navajo, immigrant Korean, immigrant Latino, and African 
American ethnographic studies. This may relate to discussions of correlation bias in coverage 
evaluations resulting from persons being missed in both the census and in the coverage followup 
study. 

Key recommendations are made in five areas: revisions to and pretesting of the relationship 
question; new research on the relationship question and household type; language and translation 
issues; outreach and training; and new ethnographic research related to coverage and residence 
rules. 

Recommended Revisions to and Pretesting of the Relationship Question 

•	 Expand the number and precision of response categories in the relationship question to 
reflect the growing cultural diversity of this country and its household composition. 

•	 Add niece/nephew, aunt/uncle, cousin, brother-in-law/sister-in-law, and grandparent as 
specific response categories for relatives in the relationship question to better reflect the 
range of complex households. 

•	 Add “child of unmarried partner” as a specific nonrelative response category to obtain 
more accurate information on the numbers and types of unmarried households with 
children. 

•	 If consistency between the census short form and the ACS form is a priority for 2010, 
modify the new ACS question to match the decennial short form, not vice versa. 

•	 Design research and conduct semi-structured interviews on an expanded list of 
relationship terms, develop new wording for relationship terms, particularly for persons 
in custodial care, and conduct cognitive testing. 

•	 Conduct a split-panel test using three alternative versions of the relationship question and 
response categories in the 2005 National Census Test. 

Recommendations for New Research on the Relationship Question and Household Type 

•	 Design new research to develop and test an individual-level question on a mailout form 
to identify all interrelationships in the household, not just relationship to Person One. 

•	 Design quantitative and qualitative research to assess how accurately the relationship 
categories of “husband/wife” and “unmarried partner” differentiate married couple, male 
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householder, and female householder household types by comparing with actual marital 
status. 

Recommendation on Language and Translation Issues 

•	 Increase the scope and size of the new “Language Research” and “Translating 
Demographic Surveys” projects to identify linguistic, cultural, cognitive, and 
methodological issues in developing foreign language versions of census and survey 
forms and develop and test improved foreign language forms. 

Recommendations on Outreach and Training 

•	 Expand outreach efforts and develop new outreach messages to immigrant Koreans, 
immigrant Latinos, and immigrants from other countries to maintain and improve 
coverage levels of the foreign born in the post-September 11th  era. 

•	 Develop special training modules for enumerators on American Indian reservations and 
in Alaska Native areas that identify cultural factors that may affect the way respondents 
interpret and answer census and survey questions and provide instructions and 
procedures on how to help respondents “translate” their answers into the appropriate 
Census Bureau categories. 

C	 Plan and conduct targeted ethnographic research in other American Indian and Alaska 
Native tribal areas to identify cultural-specific factors that may affect the quality and 
comparability of data with other ethnic groups and develop enumerator training 
guidelines to address these factors. 

Recommendations for New Ethnographic Research Related to Coverage and Residence Rules 

•	 Plan and conduct ethnographic studies of household composition, residence rules, and 
coverage by race/ethnic groups in conjunction with the 2006 Census Test. 

C	 Develop and conduct research to identify and assess reasons persons in different ethnic 
groups and of different ages might be missed in both the census and in subsequent 
followup coverage studies to reduce correlation bias in coverage estimates. 

C	 Conduct research on Latino naming customs and what surnames they write on census 
forms to assess the extent to which Latinos vary in which surname they record on the last 
name line and identify possible effects of variation on matching and duplication and 
omission rates with non-Hispanics. 

C	 Plan and conduct new research on persons who have more than one residence and/or 
more than one P.O. box to identify factors determining where they wish to be counted 
and why. 
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Generation X Speaks Out on Civic Engagement and the Decennial Census: An 
Ethnographic Approach (Crowley 2003) 

This research was part of a larger program of ethnographic research, known as Ethnography for 
the New Millennium, conducted by the Census Bureau. The purpose of this project was to 
develop social science insights that may help improve Census Bureau survey response rates and 
population counts. 

The premise of this research was that response to surveys is motivated by a respondent’s sense 
of civic responsibility. The main goal of this study was to investigate shared attitudes among 
Generation X about civic engagement and community involvement, government in general, and 
decennial census participation in particular. Participants of this study were drawn from “hard to 
reach” respondent populations, such as ethnic minorities, lower socioeconomic classes, 
immigrants, and alienated young adults who are all members of the birth cohort Generation X. 
For the purpose of this research, Generation X is defined as persons aged 21 to 32, that is, 
respondents born during the years 1968-1979. Various studies define Generation X differently 
by age, with some analyses categorizing persons born in 1961 as the cohort’s oldest members, 
while others use a younger upper boundary to demarcate the age group. Only in hindsight will 
the boundaries for this cohort become clearer. The wider Generation X populace, according to 
past studies, tends to be apathetic about community and political involvement and disillusioned 
with government. If Generation X respondents in this study shared such attitudes as their wider 
Generation X counterparts do, then the Census Bureau faces another major obstacle in reaching 
out to them. This apathy and disillusionment with government also compounds existing 
enumeration barriers identified by past ethnographic research and may have short and long term 
implications for survey nonresponse issues, undercoverage challenges, privacy and 
confidentiality concerns, and effective outreach campaigns. 

Research findings and recommendations are based on 150 semi-structured, individual 
ethnographic interviews, ten focus groups, a paper-and-pencil survey, and participant 
observation activities in diverse settings such as American Indian Pow Wow ceremonies, coffee 
bars, community demonstrations, class rooms, pool halls, job sites, and bowling alleys. The 
scope of this research was nationwide and was conducted in Oregon, Illinois, Florida, Texas, 
Maryland, Virginia, and Washington, DC. Recruitment for this research was nonrandom, and 
primarily by means of snowball sampling. Recruitment targeted 25 African Americans, 14 first-
generation Afro-Caribbean Immigrants (Haitian and Jamaican), 20 American Indians (on and off 
reservations), 19 Southeast Asians (Cambodian, Laotian, and Vietnamese), 59 Hispanics 
(Mexican, Cuban, Puerto Rican, and Nicaraguan) and 13 non-Hispanic White Americans. 
Respondents were primarily working class adults with levels of education that ranged from high 
school dropouts to those in pursuit of PhDs. 
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This research suggested that the following factors may contribute to decennial noncompliance 
and undercoverage errors: 

Non-citizenship status or unstable immigration status 

•	 The distinction between citizens and non-citizens is not nearly as important as the 
distinction between undocumented immigrants and documented individuals in an attempt 
to convince respondents to comply with Census enumeration efforts. 

•	 Individuals with an insecure immigration status were much less likely to trust the 
government and specifically less likely to respond to the census. This research 
demonstrated that respondents with irregular immigration statuses are unlikely to directly 
cooperate with the census. 

•	 Immigrant-centered community-based organizations are important conduits that attract 
distrustful and growing undocumented populations in the U.S. 

Respondents not knowing about or understanding the decennial census 

•	 Generation X respondents in this study value the decennial census as important and 
worthwhile. While most respondents were familiar with the census by name, most 
respondents were unclear about the roles and functions of the decennial census. 
However, most new immigrants and African American respondents in the study were 
significantly less informed about the census. 

•	 Respondents either expressed a complete lack of faith in the notion of Census Bureau 
privacy and confidentiality statements or were ambivalent about such Census Bureau 
promises. In spite of perceived risks, most respondents were still willing to divulge 
personal information. 

Increased levels of distrust among respondents towards the government 

•	 Skepticism and mistrust towards the government was pervasive among this group of 
respondents. Respondents’ past negative experiences and interactions with federal 
bureaucracies influenced their overall negative attitudes towards the government. 

•	 Although respondents in this study possessed unfavorable attitudes towards the 
government, derogatory views were not extended towards the Census Bureau. 

•	 Respondents were still willing to comply with decennial enumeration efforts because 
they believed the social importance and benefits of the census outweigh distrustful 
attitudes held towards the government. 

•	 Respondent distrust of police and law enforcement agencies is a link that serves as a 
deterrent to Census participation. 
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Miscellaneous findings 

•	 Minority Generation X respondents in this study generally did not confirm many of the 
negative stereotypes that surround all Generation X cohort members. 

•	 Family (including family values and family relationships) is seen as the most important 
social institution among this age cohort; family seems to represent the most stable sense 
of community for Generation X respondents. 

•	 Religious activities were extremely important among all respondent groups in this study 
with the exception of non-Hispanic White Generation X respondents (a small percentage 
of the respondents in this study). For non-citizen immigrant respondents in the study, the 
church and its parishioners represent their ‘local’ community. 

The recommendations that follow are based on sound, empirical, ethnographic research provided 
to the Census Bureau to help make informed planning and policy decisions with regards to the 
2010 decennial census. Key recommendations are: 

•	 Downplay the national nature of the census; emphasize making a difference through 
Census participation in one’s local community without over promising benefits. 

•	 Stress benefits of the decennial census to families; promote the census as a family 
activity that will also help one’s ethnic community. 

•	 Continue to partner with church and faith-based organizations to reach special population 
groups, especially immigrants. Recruit and hire church youth groups for outreach and 
enumeration work. 

•	 Conduct further research to determine if the Census Bureau should only emphasize the 
distinction between citizens and non-citizens in its advertisements and outreach efforts to 
various respondent groups or if the Census Bureau should also emphasize that personal 
information is confidential for documented and undocumented residents. 

•	 Continue to focus on all undocumented immigrant population groups in educational and 
outreach campaigns. 

•	 Publicize that the decennial census is an easy way in which a generation can give back to 
the community while empowering the community. 

•	 Collaborate with Immigration and Naturalization Services to incorporate one or two 
decennial census questions on the Naturalization Civics Exam sponsored by the 
Department of Justice, Immigration and Naturalization Services. 
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Privacy Schemas and Data Collection: An Ethnographic Account (Gerber 2003) 

This ethnographic research examined a broad range of respondent concerns about privacy and 
confidentiality. It examined the factors that respondents take into consideration when they are 
asked to reveal information about themselves across a variety of venues. The aim of this 
research was essentially descriptive. 

A total of 120 interviews were carried out. Thirty-nine interviews were carried out in Phase I 
with respondents who had participated in at least one CPS interview. An additional 81 
interviews were carried out in Phase II, with respondents recruited by local organizations (many 
of which had been partnership groups in Census 2000) and by other contacts. Over both Phases, 
37 non-Hispanic White, 21 African American, 17 American Indian, 14 Asian, 3 Pacific Islander, 
23 Hispanic, and 5 respondents who self-identified as more than one race were interviewed. 

Semi-structured research protocols were designed to be administered by a team of 
ethnographers. The interview used flexible probes. The topics included debriefing about Census 
2000 and CPS participation, experiences with other data collections, privacy attitudes, and a 
series of vignettes. These vignettes served to expand the set of circumstances under discussion 
to include things of particular interest to the research. 

A descriptive model for understanding how respondents decide whether to divulge information 
was created. This model included three main parts: an assessment of the sponsor of the 
questions, an assessment of whether the questions are relevant to some legitimate purpose of the 
sponsor, and an assessment of risks and benefits of divulging information. 

• In assessing sponsorship, respondents want to approve of the sponsoring agency. 

•	 Respondents are also aware that sponsorship may be misrepresented; thus, the 
authenticity of the data collection is an issue for respondents. This makes telephone 
mode interviews highly unpopular, because it is impossible to be sure of a caller's true 
identity. 

•	 Respondents form expectations of what questions are legitimate for the sponsor to ask, 
based on their understanding of the nature and purpose of the survey and the sponsoring 
organization. Questions that go beyond this framework of expectation may be perceived 
as intrusive. 

•	 Respondents evaluate the risks and benefits of providing information. All respondents 
are familiar with exchanging information to receive particular benefits, for example, 
providing information to lenders or to social service agencies to receive services. 
Respondents are also motivated by altruistic benefits, such as providing information to 
the decennial census to enable services for a local area. They also may see participation 
in surveys and censuses as a way of bringing a group or a point of view greater attention. 
This is called “having one’s voice heard.” It was a powerful motivation for Latinos and 
American Indians to participate in the census. 
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•	 Respondents also worry about the risks of divulging information about themselves and 
their families. 

•	 Respondents are also concerned about government agencies, such as police departments, 
the Internal Revenue Service, the Immigration and Naturalization Service, and, for 
American Indian respondents, the Bureau of Indian Affairs. These agencies are not seen 
as benign. 

•	 Because respondents believe that information is freely shared between agencies, despite 
any assurances of confidentiality, if they have something to hide, they are reluctant to 
provide it to any government agency. 

This model of how respondents decide to reveal information in censuses and surveys is widely 
shared in all groups. However some probable differences did emerge. One difference was 
between more and less technologically sophisticated respondents. Technologically sophisticated 
respondents were more comfortable with providing information on the Internet, and felt more 
able to deal with any potential problems that might occur. Simultaneously, however, such 
respondents often did not believe that it was possible for any institution to completely assure 
privacy or confidentiality to persons providing information. Differences in privacy sensitivities 
also emerged for groups that had negative experiences with the Federal Government or with 
particular agencies of government, (e.g., legal immigrants who experienced difficulty in crossing 
the border). 

Recommendations based on this research include: 

•	 It is not possible to create a list of items that will always or never be considered private 
because privacy judgements are situational. 

•	 Be careful how disparate topics are combined in one survey setting because the sense of 
intrusiveness of questions is situational. 

•	 Include the idea of having one’s voice heard in motivational material for minority 
groups. 

•	 Describe the Census Bureau’s internal controls on the handling of data in explanations of 
confidentiality. 

•	 Provide good, understandable explanations of why data are needed and how they will be 
used because respondents’ comfort with questions rests on their assessment of the 
sponsor’s legitimate right to know the information requested. 
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Appendix B 
GLOSSARY AND ABBREVIATION/ACRONYM LIST* 

Accuracy and 
Coverage Evaluation 

A.C.E. A coverage measurement method used in Census 2000 to 
estimate the number of people and housing units missed or 
erroneously. ple survey 
conducted by the Census Bureau independent of the census. 

Accuracy and 
Coverage Evaluation 
2000 

ACE2000 The automated system for assignment, control, and tracking 
of all A.C.E. field operations, including both paper (paper 
assisted personal interview) and automated (computer 
assisted telephone interview). 

add A housing unit whose address was not on the Census 
Bureau’s initial Decennial Master Address File and that was 
retained in the final decennial census inventory. 

address The house number and street name or other designation 
assigned to a housing unit, special place, business 
establishment, or other structure for purposes of mail delivery 
and/or to enable emergency services, delivery people, and 
visitors to find the structure. 

address listing AL A Census 2000 field operation to develop the address list in 
areas with predominantly noncity-style mailing addresses. 

The A.C.E. was a nationwide sam

Administrative 
Records Census 2000 
Experiment 

AREX 2000 A Census 2000 experiment designed to gain information 
regarding the feasibility of conducting an administrative 
records census or the use of administrative records in support 
of conventional decennial census processes. 

Alternative 
Questionnaire 
Experiment in 
Census 2000 

AQE2000 Three related experiments included in Census 2000: The skip 
instruction experiment examined respondent performance in 
following skip instructions in the Census long form. 
residence instructions experiment aimed to improve within-
household coverage by rewording the short and long form 
roster instructions. race and Hispanic origin 
experiment compared the 1990-style race and Hispanic 
origin questions with the new questions in the Census 2000 
short form. 

The 

The 

*This is not intended to be a complete glossary of terms used in the Census. It includes those terms that are 
used in the report “Census 2000 Testing, Experimentation, and Evaluation Program Summary Results.” For a more 
complete glossary and abbreviation/acronym list, refer to http://eire.census.gov/mod-perl/ssd/Glossary . 
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American 
Community Survey 

ACS A monthly sample household survey conducted by the 
Census Bureau to obtain information similar to the long-form 
census questionnaire. 
for the 2010 Census. 

American FactFinder AFF An electronic system for access and dissemination of Census 
Bureau data on the Internet.  serves as the vehicle 
for accessing and disseminating data from Census 2000 (as 
well as the 1990 Census, the 1997 Economic Census, and 
American Community Survey). 

basic street address BSA The house number and street name portion of an address, 
such as 11 Main Street. 

Be Counted BC The Be Counted program provided a means for people who 
believed they were not counted to be included in Census 
2000. 

Beta Site Located at Census Bureau headquarters, the beta site was an 
independent operation to test and assure the quality, 
completeness, and security of software systems, hardware 
systems, and network systems before their release to the 
Census 2000 production environment. 

beta testing Tests that ensured that hardware, software, and 
communication components were functioning properly before 
their release to the various decennial operating units. 

blank return A questionnaire returned with little or no information. 

block See census block. 

block canvassing A Census 2000 field operation to ensure the currency and 
completeness of the Master Address File within the 
mailout/mailback area. 

block cluster A single block or a group of blocks, varying in size 
depending on the requirements of each census operation or 
survey. 

blue line A boundary that defined the extent of the area covered by the 
block canvassing operation, and later, the ailout/mailback 
and urban update/leave enumeration areas. 

callback One or more telephone calls and/or visits that a census 
enumerator made to a living quarters to obtain information. 

It is expected to replace the long form 

The system

the 

m
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canvass To systematically travel, block by block, every street, road, 
path, and the like in an assignment area to find and record 
information about every place where people live, stay, or 
could live and to update and correct the map of the assigned 
area. 

Census 2000 The 22nd decennial census, taken as of April 1, 2000, for the 
U.S., Puerto Rico, and several island areas under U.S. 
jurisdiction. 
and Housing. 

Census 2000 
Supplementary 
Survey 

C2SS A nationwide survey conducted to demonstrate the 
operational feasibility of collecting long form data at the 
same time as, but in a separate process from, Census 2000. 

census block An area bounded by visible and/or invisible features shown 
on Census Bureau maps. allest geographic 
entity for which the Census Bureau collected and tabulated 
100-percent census data. 

Census Day The reference date for collection of information for a census. 
For the decennial census, this has been April 1 of the decade 
year (year ending with zero) since the 1930 census. 

Census Edited File CEF Staff edited and imputed (item and whole household 
imputation) the Census Unedited File to create the Census 
Edited File. puted (item imputation), and 
weighted the Census Unedited File - Sample to create the 
Census Edited File - Sample. 

Census in Schools A program to distribute instructional materials about the 
census to school administrators, teachers, and children. 

census tract A small, relatively permanent statistical subdivision of a 
county or statistically equivalent entity, delineated for data 
presentation purposes. 
homogeneous units with respect to population characteristics, 
economic status, and living conditions at the time they are 
established, census tracts generally contain between 1,000 
and 8,000 people, with an optimum size of 4,000 people. 

Census 
Unedited File 

CUF The Census Unedited File contains the individual responses 
to the short-form questionnaires. 
File-Sample contains the individual responses to the long-
form questionnaires. 

Officially called the 2000 Census of Population 

A block is the sm

Staff edited, im

Designed to be relatively 

The Census Unedited 
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check-in An operation that recorded a census response into a computer 
database. 

city-style address An address that consists of a house number and street name 
(for example, 201 Main Street). ay or may not 
be used for the delivery of mail and may include apartment 
numbers, designations, or similar identifiers. 

collection block A physical block enumerated as a single geographic area, 
regardless of any legal or statistical boundaries passing 
through it. 

colonias Colonias are generally unincorporated and low income 
residential subdivisions along the border between the U.S. 
and Mexico, lacking basic infrastructure and services. 

commercially 
available off-the-
shelf software 

COTS Software that may be purchased and implemented for a 
particular application with minimal or no modification 
required. 

computer assisted 
personal interview 

CAPI A method of data collection in which the interviewer asks 
questions displayed on a laptop computer screen and enters 
the answers directly into a computer. 

computer assisted 
telephone interview 

CATI A method of data collection using telephone interviews in 
which the questions to be asked are displayed on a computer 
screen and responses are entered directly into a computer. 

confidentiality The guarantee made by law (Title 13, U.S. Code) to 
individuals who provide census information, ensuring 
nondisclosure of that information to others. 

content edit An operation that includes a review of questionnaires for 
missed answers or multiple entries. 
improve data quality and reduce item nonresponse. 

continuation form A Census 2000 enumerator questionnaire used if there were 
seven or more people in a household. 

Coverage Edit 
Followup 

CEFU A Census 2000 telephone operation in which telephone 
agents contracted by the Census Bureau called households 
whose census responses failed population count discrepancies 
and large household edits. 

The address m

The edits are designed to 
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Coverage 
Improvement 
Followup 

CIFU A Census 2000 field operation during which addresses 
previously identified as vacant or previously deleted from the 
Master Address File were verified to be sure that their 
“vacant” or “deleted” status was correct. 
also included other units requiring verification and/or 
enumeration (e.g., seasonal vacants, units identified as 
undeliverable as addressed, adds from late operations, and 
residual NRFU units). 

data capture The process by which respondent information was recorded 
from the census questionnaires and converted and stored in a 
computer-readable format. 
performed in the data capture centers. 

Data Capture Audit 
and Resolution 

DCAR An edit and review of the census responses to compare a 
derived count of persons to the questionnaire count. 
failures were resolved in house or referred to CEFU. 

data capture center DCC A facility that checked in questionnaires, created images of 
all questionnaire pages, and converted responses to computer-
readable format for Census 2000. 

Data Capture 
Services Contract 

DCSC The contract that provided the facilities and management for 
data capture center operations and services. 

Data Capture System 
2000 

DCS 2000 The data capture system used to capture information from 
census forms and convert responses to computer-readable 
format. 

decennial census The census of population and housing, taken by the Census 
Bureau every ten years in the year ending in zero. 

Decennial Master 
Address File 

DMAF An extract of the Master Address File that the Census Bureau 
used, with added fields, to control and track the operations 
and programs of Census 2000. 

Decennial Response 
File 

DRF A file that contains every response to the census from all 
sources. ary Selection Algorithm was applied to 
this file to unduplicate people from multiple returns for a 
housing unit and to determine the housing unit record and the 
people to include at the housing unit. 
combined with the Decennial Master Address File to create 
the Census Unedited File. 

delete The status for an address in the Master Address File that does 
not qualify as a living quarters. 

The CIFU workload 

Data capture for Census 2000 was 

Edit 

The Prim

The DRF was then 
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Delivery Sequence 
File 

DSF A U.S. Postal Service (USPS) file containing all mailing 
addresses serviced by the USPS. 
DSF as a source for maintaining and updating the Master 
Address File. 

demographic analysis DA An independent, macro-level approach to validate the census 
results. ates using demographic analysis are based on 
aggregate sets of administrative data including birth and 
death records, immigration statistics, and Medicare data. 

disclosure avoidance DA Statistical methods used in the tabulation of data prior to 
releasing data products to ensure the confidentiality of 
responses. 

dress rehearsal DR A census of population and housing conducted by the Census 
Bureau in selected areas prior to a decennial census to 
determine and validate the effectiveness of planned census 
operations, procedures, and systems. 

Dual System 
Estimation 

DSE The estimation method used for the Accuracy and Coverage 
Evaluation (A.C.E.). ethod used a geographic sample 
of block clusters to find people missed or enumerated in error 
by the census or A.C.E. 

enumeration The process of interviewing people and recording the 
information on census or survey forms. 

enumerator A Census Bureau employee who interviews people to obtain 
information for a census or survey questionnaire. 

enumerator 
questionnaire 

See Simplified Enumerator Questionnaire. 

Executive Steering 
Committee for 
A.C.E. Policy 

ESCAP Established to advise the Director in determining policy for 
the Accuracy and Coverage Evaluation (A.C.E.) and the 
integration of A.C.E. results into the census for all purposes 
except Congressional reapportionment. 

Facility 
Questionnaire 

See Special Place Facility Questionnaire. 

Field Followup FFU A data collection procedure involving personal visits by 
enumerators to housing units to perform the following 
operations: resolve inconsistent and/or missing data items on 
returned questionnaires, conduct a vacant/delete check, obtain 
information for blank or missing questionnaires, and visit 
housing units for which no questionnaire was checked in. 

The Census Bureau uses the 

Estim

This m
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field verification FV Enumerators verified the existence of units that had been 
geocoded to a census block, but did not match an address in 
the Master Address File, for questionnaires without Master 
Address File identification numbers, . 

final response rate See mail response rate. 

final return rate See mail return rate. 

fiscal year FY A yearly accounting period. 
government begins on October 1 and ends on September 30. 

frontloading The Census 2000 practice of hiring and training 
approximately twice as many enumerators as needed for field 
operations to compensate for no-shows, dropouts, and 
expected turnover. 

geocode (geographic 
code) 

A code used to identify a specific geographic entity. 
geocode” means to assign an address, living quarters, 
establishment, etc., to one or more geographic codes that 
identify the geographic entity(ies) in which it is located. 

geocoding The assignment of an address, structure, key geographic 
location, or business name to a location that is identified by 
one or more geographic codes. 
geocoding usually requires identification of a specific census 
block. 

governmental unit GU A geographic entity established by legal action for the 
purpose of implementing specified general- or special-
purpose governmental functions. 

group quarters GQ A living quarter in which unrelated people live or stay, other 
than the usual house, apartment, or mobile home. 

group quarters 
enumeration 

A method of data collection designed to count people living 
or staying in group quarters. 

group quarters 
population 

The portion of the population of a geographic entity that is 
living in group quarters on the official date of a census or 
survey. 

hand held computer HHC A hand held computer is a small electronic device that has 
self-contained processing units, contains wireless 
telecommunications capabilities, and is easily transportable. 

hard-to-enumerate HTE An area for which the environment or population may present 
difficulties for enumeration. 

The fiscal year for the federal 

“To 

For living quarters, 
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headquarters HQ A term sometimes used to designate the Census Bureau 
facility, staff, and operations located primarily in Suitland, 
MD. 

house number and 
street name address 

HN/SN 
address 

An address assigned to a specific structure, consisting of a 
house number and the street name with which the structure is 
associated. ay or may not be used for mail 
delivery. 

household HH A person or group of people who occupy a housing unit as 
their usual place of residence. ber of households 
equals the number of occupied housing units in a census. 

housing unit HU A house, townhouse, mobile home or trailer, apartment, 
group of rooms, or single room that is occupied as a separate 
living quarters or, if vacant, is intended for occupancy as a 
separate living quarters. 

Hundred Percent 
Census Edited File 

HCEF A computer file that contains the edited characteristics and 
records for all households and people in Census 2000. 
edits are performed on the Hundred Percent Census Unedited 
File. 

Hundred Percent 
Census Unedited File 

HCUF The Decennial Response File was combined with the 
Decennial Master Address File to create the HCUF and the 
Sample Census Unedited File. 
individual responses to the hundred percent data items from 
both the short- and long-form questionnaires. 

hundred percent data Population and housing information collected for all living 
quarters in the U.S. as of Census Day. 
appeared on both the short- and long-form questionnaires. 

identification number ID See Master Address File Identification Number. 

imputation The assignment of values by the Census Bureau when 
information is missing or inconsistent. putation relies on 
the tendency of households of the same size within a small 
geographic area to be similar in most characteristics. 

inmover A person who moved into a housing unit after Census Day. 

interactive voice 
response 

IVR An automated telephone system that offered callers different 
menu choices covering a variety of predetermined topics. 

Internet Data 
Collection 

IDC Internet Data Collection allowed people to provide responses 
to the short form via the Internet. 

The address m

The num
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Internet 
Questionnaire 
Assistance 

IQA Internet Questionnaire Assistance allowed people to use the 
Census Bureau’s Internet site to seek information about the 
census questionnaire, job opportunities, and the general 
purpose of the census. 

Key From Image KFI An operation in which keyers entered questionnaire responses 
by referring to a scanned image of a questionnaire for which 
entries could not be recognized by optical character or optical 
mark recognition with sufficient confidence. 

Key From Paper KFP An operation in which keyers entered information directly 
from a hard-copy questionnaire that could not be read by 
optical character ark recognition with sufficient 
confidence. 

Language Assistance 
Guide 

Documents in more than 50 languages that explained how to 
complete an English-language census questionnaire. The 
guides were distributed at Questionnaire Assistance Centers 
and other sites identified by the Census Bureau’s local 
partners, on request through Telephone Questionnaire 
Assistance, and via the Internet. 

large household LHH A housing unit with more than six persons. 

Large Household 
Followup 

LHFU A Census 2000 operation in which a telephone interview was 
conducted to obtain additional information for households 
that reported, on the census questionnaire, that more than six 
people lived in that housing unit. 
included in the Coverage Edit Followup. 

late mail return LMR A questionnaire received by mail after the cutoff date for 
identifying nonresponding housing units for the Nonresponse 
Followup operation. 

list/enumerate L/E A method of data collection in some of the more remote, 
sparsely populated areas of the U.S. and the Island Areas, 
where many of the households do not have mail delivery to 
city-style addresses. 

lister A census employee who obtains addresses and related 
information and records the information on address listing 
pages and Census Bureau maps. 

living quarters LQ Any place where people live, stay, or could live. 
quarters are classified as housing units or group quarters. 

or optical m

This operation was 

Living 
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local census office LCO A temporary office established for Census 2000 data 
collection purposes. 

Local Update of 
Census Addresses 

LUCA A Census 2000 program, established in response to 
requirements of Public Law 103-430, that provided an 
opportunity for local and tribal governments to review and 
update individual address information or block-by-block 
address counts from the Master Address File and associated 
geographic information in the TIGER® database. 
was to improve the completeness and accuracy of both 
computer files. 
to sign a confidentiality agreement before a government 
could participate. 

Local Update of 
Census Addresses 
Field Verification 

LUCA FV An operation to determine the existence and residential status 
of addresses reported by local officials for the Local Update 
of Census Addresses program. 

location description See physical/location description. 

long form LF The decennial census questionnaire containing 100 percent 
and sample questions. 

long-form sampling Distribution of the long form used a variable-rate sampling 
plan to determine which households received the long form. 

mail census area The area covered by the mailout/mailback, update/leave, and 
urban update/leave methods of enumeration. 

mail response rate The mail response rate is defined as the number of mail 
returns received prior to the cut date for the NRFU universe 
divided by the total number of housing units in mailback 
areas that were eligible for NRFU. 
similar, but includes all mail returns through the end of the 
year. 

mail return 
questionnaire 

A questionnaire returned by a respondent by mail. 
questionnaires were received from mailout/mailback and 
update/leave areas and also included questionnaires obtained 
through the Be Counted program. 

mail return rate The mail return rate is defined as the number of mail returns 
received prior to the cut date for the NRFU universe divided 
by the total number of occupied housing units in mailback 
areas that were on the DMAF prior to NRFU. 
return rate is similar, but includes all mail returns through the 
end of the year. 

The goal 

Individuals working with the addresses had 

The final response rate is 

These 

The final 
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mailing address The address used by a living quarters, special place, business 
establishment, and the like to receive mail. ailing 
address includes a post office name, state abbreviation, and 
ZIP Code.® 

mailing package A Census 2000 questionnaire mailing package included a 
short- or long-form questionnaire, an introductory letter, and 
a postage-paid return envelope preprinted with the data 
capture center address corresponding to a housing unit’s 
geographic location. 

mailout/mailback MO/MB A method of data collection in which the U.S. Postal Service 
delivered addressed questionnaires to housing units recorded 
in the Census Bureau’s Decennial Master Address File. 
Residents were asked to complete and mail the questionnaires 
to a specified data capture center. 

Management 
Information System 

MIS A Census 2000 computer system that provided the Census 
Bureau with decision support functions, such as critical-path 
analysis and what-if analysis. 
Schedule and the Cost and Progress System. 

map spot A dot drawn on a census block map by a lister or enumerator 
to show the location of a structure that contains one or more 
living quarters. 

map spot number The number assigned uniquely to each map spot within a 
census collection block. e number can represent 
more than one living quarters located in a multi-unit 
structure, in which case the number on the map is followed 
parenthetically by the number of living quarters in that 
structure. 

Master Activity 
Schedule 

MAS A schedule of the activities involved in the planning, 
preparation, conduct, data capture, processing, and 
dissemination of Census 2000. 

Master Address File MAF A computer file of every address and physical/location 
description known to the Census Bureau, including their 
geographic locations. 
Decennial Master Address File, which provided the addresses 
for mailing and delivering Census 2000 questionnaires. 

Master Address File 
Identification 
Number 

MAFID A number associated with each living quarters or special 
place recorded in the Master Address File. 
the census identification number. 

A m

It included the Master Activity 

The sam

The MAF was used to create the 
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Matching and 
Review Coding 
System 

MaRCS A two-part system used for the Accuracy and Coverage 
Evaluation survey. puter matched housing units 
and persons. puter 
matching were assigned to clerks in the National Processing 
Center in Jeffersonville, IN, for review and coding. 

mobile computing 
device 

MCD See hand held computer. 

multi-unit structure A building that contains more than one housing unit (for 
example, an apartment building). 

municipio A governmental unit that is the primary legal subdivision of 
Puerto Rico. unicipio as 
equivalent to a county for data presentation purposes. 

National Processing 
Center 

NPC The permanent Census Bureau processing facility in 
Jeffersonville, Indiana. 

no identification 
number 

non-ID A completed census questionnaire without a census 
identification number. Non-ID’d addresses were obtained 
from Be Counted questionnaires, Individual Census Reports, 
Individual Census Questionnaires, Shipboard Census 
Reports, Military Census Reports, and questionnaires from 
Telephone Questionnaire Assistance. e 
questionnaires  enumerator operations did not have an 
ID number. 

noncity-style address A mailing address that does not use a house number and 
street name. 
routes, which may include a box number, post office boxes 
and drawers, and general delivery. 

nonresponse NR A housing unit for which the Census Bureau did not have a 
completed questionnaire and from which the Census Bureau 
did not receive a telephone or Internet response. 

Nonresponse 
Followup 

NRFU An operation whose objective is to obtain completed 
questionnaires from housing units for which the Census 
Bureau did not have a completed questionnaire in mail census 
areas (mailout/mailback, update/leave, and urban 
update/leave). 

nonsampling error Any error that occurs during the measuring or data collection 
process. pling errors can yield biased results when 
most of the errors distort the results in the same direction. 
The full extent of nonsampling error is unknown. 

First, the com
Second, cases not resolved by the com

The Census Bureau treats a m
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occupied housing 
unit 

A housing unit that is the usual place of residence of the 
person or people living in it at the time of enumeration, even 
if the occupants are only temporarily absent; for example, 
away on vacation. 

Operational Test Dry 
Run 

OTDR A practice test of the operations of the data capture centers. 

Operations Control 
System 2000 

OCS 2000 One of the decennial field interface systems used for control, 
tracking, and progress reporting for all field operations 
conducted for the census, including production of materials 
used by field staff to do their work. 

optical character 
recognition 

OCR Technology that uses an optical scanner and computer 
software to “read” human handwriting and convert it into 
electronic form. 

optical mark 
recognition 

OMR Technology that uses an optical scanner and computer 
software to recognize the presence of marks in predesignated 
areas and assign a value to the mark depending on its specific 
location and intensity on a page. 

outmover A person who lived in a specific housing unit on Census Day, 
but lived elsewhere at the time of the census interview. 

partnership An agreement with a state, local, or tribal government or a 
community group that gave such an organization an 
opportunity to participate in various ways in Census 2000. 

person record A record for an individual created from a data captured 
census form. 

personal visit PV Face-to-face contact between a member of the public and a 
Census Bureau enumerator to obtain information. 

physical/location 
description 

A short written description of the location and physical 
characteristics of a living quarters that does not have a house-
number/street-name address to help Census Bureau staff find 
the living quarters. 

planning database A geographic database containing prior census housing, 
demographic, and socioeconomic variables correlated with 
nonresponse and undercount data and used to identify 
specific geographic areas (for example, interim census tracts) 
that could benefit from special enumeration methods to 
improve coverage. 
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population All people living in a geographic area. 

population density The population of an area divided by the number of square 
miles or square kilometers of land area. 

Pre-appointment 
Management System/ 
Automated Decennial 
Administrative 
Management System 

PAMS/ 
ADAMS 

An integrated structure of administrative management 
programs that supported applicant tracking and processing, 
background checks, selection records, recruiting reports, 
personnel and payroll processing, and archiving of historical 
information. This system was used by the Census Bureau in 
the hiring of temporary field workers for Census 2000. 

Primary Selection 
Algorithm 

PSA A computer program applied to the Decennial Response File 
to eliminate duplicate responses for the same identification 
number and to determine the housing unit record and the 
people to include for a housing unit. 
Decennial Response File was merged with the Decennial 
Master Address File to create the Census Unedited File. 

Privacy Act A 1974 law (Title 5, Section 5520) that places restrictions on 
the collection, use, maintenance, and release of information 
about individuals, their household, and their place of 
residence. 

Program Master Plan PMP A document that explains the preparatory, field, processing, 
and statistical requirements for each major Census 2000 
operation. 

proxy An interview in which the respondent is not a member of the 
household being enumerated. ight be a 
neighbor or some other knowledgeable person. 

quality assurance QA A systematic approach to building accuracy and 
completeness into a process. 

quality control QC Various statistical methods that validate that products or 
operations meet specified standards. 

questionnaire The census or survey form on which a respondent or 
enumerator records information requested by the Census 
Bureau for a specific census or survey. 

Questionnaire 
Assistance Center 

QAC A center established by a local census office to assist people 
with completing their questionnaires. 
centers were established in community centers, large 
apartment buildings, and so forth. 
by volunteers and Census Bureau employees. 

After this procedure, the 

The respondent m
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questionnaire mailing 
strategy 

For Census 2000, an advance notice letter, a questionnaire, 
and a reminder/thank-you postcard were sent to every address 
in mailout/mailback census areas. 

refusal Reluctance by residents, apartment managers, local officials, 
or others to cooperate with Census Bureau employees. 

regional census 
center 

RCC One of 12 temporary Census Bureau offices established for 
Census 2000 to manage census field office and local census 
office activities and to conduct s and 
support operations. 

regional office RO One of 12 permanent Census Bureau offices established for 
the management of all census operations for the Census 
Bureau’s censuses and surveys in specified areas. 

regularly scheduled 
mobile food van 

A van that regularly visits designated street locations for the 
primary purpose of providing food to people without housing. 

reinterview A quality control operation to verify that enumerators 
collected accurate information. erator re-asks 
certain questions and compares the answers to the original 
questionnaire to verify that the original enumerator visited the 
correct address and completed the questionnaire accurately. 

Remote Alaska 
enumeration 

A modified version of the list/enumerate methodology used 
to enumerate the most sparsely settled, isolated parts of 
Alaska–areas accessible only by small plane, boat, 
snowmobile, 4-wheel-drive vehicle, dog sled, or a 
combination of these–in January-April 2000. ote Alaska 
enumeration began in mid-January so enumerators could 
reach people living in these remote locations before the 
spring thaw. 

residence status A code identifying each person as either a resident or 
nonresident of a housing unit on Census Day. 

respondent The person supplying survey or census information about his 
or her living quarters and its occupants or a knowledgeable 
person if a resident is not available. 

Response Mode and 
Incentive Experiment 

RMIE An experiment designed to investigate the impact of three 
computer-assisted data collection techniques on the response 
rate and data quality in Census 2000. 
panels were offered an incentive for using the alternate 
response mode. 

geographic program

An enum

Rem

Questions were asked as of Census Day. 

Half of the respondent 
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response rate See mail response rate. 

return rate See mail return rate. 

rural All territory, population, and housing units located outside of 
urbanized areas and urban clusters. 

Sample Census 
Edited File 

SCEF A file containing 100-percent and sample characteristics for 
housing units and people in the long-form sample. 

Sample Census 
Unedited File 

SCUF The Decennial Response File was combined with the 
Decennial Master Address File to create the Hundred Percent 
Census Unedited File and the Sample Census Unedited File. 
The Sample Census Unedited File contained the individual 
responses to items on the long-form questionnaires. 

sample data Census data derived from additional questions asked of about 
17 percent of the population on the long-form questionnaire 
for Census 2000 and on a continuous basis for areas covered 
by the American Community Survey. 

sampling error An error that occurs because only part of the population is 
contacted directly. ple, differences are likely 
to exist between the characteristics of the sampled population 
and the larger group from which the sample was chosen. 
Sampling error, unlike nonsampling error, is measurable. 

scanner Equipment used to capture images from documents for the 
purpose of entering the information into an electronic format. 

seasonal/recreational-
occasional use 
housing unit 

A housing unit for occupancy only during limited portions of 
the year, such as a beach cottage, ski cabin, or time-share 
condominium. 

separate living 
quarters 

Living quarters in which one or more occupant(s) live 
separately from any other individual(s) in the building and 
have direct access to the living quarters without going 
through another living quarters. 
of separateness and direct access are applied to the intended 
occupants. 

As with any sam

For vacant units, the criteria 
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service-based 
enumeration 

SBE A method of data collection in the U.S. and Puerto Rico for 
Census 2000 designed to count people at facilities that 
primarily serve people experiencing homelessness. 
facilities include emergency or transitional shelters, soup 
kitchens, and regularly scheduled mobile food van stops. 
addition, SBE counted people at targeted nonsheltered 
outdoor locations who did not usually receive services at 
soup kitchens, shelters, or mobile food vans. 

short form SF The decennial census questionnaire containing only the 
100 percent questions. 

Simplified 
Enumerator 
Questionnaire 

SEQ A questionnaire that enumerators used for Transient (T-
Night) Enumeration, Nonresponse Followup, and Coverage 
Improvement Followup. 

social security 
number 

SSN A number issued by the Social Security Administration for 
purposes of employment and benefits. 

Social Security 
Number, Privacy 
Attitudes, and 
Notification 
Experiment 

SPAN An experiment designed to assess the public’s attitudes on 
privacy and confidentiality issues related to the notion of an 
administrative records census and to examine how the 
notification of administrative records use and the request for 
SSN would impact response rates and item nonresponse rates 
during Census 2000. 

soup kitchen A soup kitchen, food line, or other program that distributes 
prepared breakfasts, lunches, and/or dinners. 

special place SP A facility containing one or more group quarters where 
people live or stay, such as a college or university, nursing 
home, hospital, prison, hotel, migrant or seasonal farm 
worker camp, or military installation or ship. 

Special Place 
Advance Visit 

SPAV A Census 2000 operation designed to confirm the location of 
a group quarters and other information to prepare for 
enumeration and to establish a pre-enumeration contact with 
an official at a special place to facilitate the actual 
enumeration. 

These 

In 
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Special Place Facility 
Questionnaire 

SPFQ A questionnaire used to interview an official at a special 
place for the purpose of collecting and updating name and 
address information for the special place and associated 
group quarters and housing units, determining the type of 
special place/group quarters, and collecting additional 
administrative information about each group quarters at the 
special place. 

standard error A measure of the deviation of a sample estimate from the 
average of all possible samples. 

Statistical 
Administrative 
Records System 

StARS A research project designed to build a database of person and 
address data using administrative records from various 
government agencies, primarily for application to decennial 
census research and development. 

stratum A grouping or classification that has a similar set of 
characteristics. 

tabulation block The smallest area for which the Census Bureau provides 
decennial census data. 
the boundary of any legal or statistical entity recognized by 
the Census Bureau for data presentation. 

Targeted Extended 
Search 

TES An Accuracy and Coverage Evaluation (A.C.E.) operation to 
offset geocoding problems in the census by expanding the 
search area for nonmatches to blocks surrounding the A.C.E. 
sample blocks. 

targeted nonsheltered 
outdoor location 

TNSOL A geographically identifiable outdoor location, open to the 
elements, where there was evidence that people might be 
living without paying to stay and without receiving services 
at soup kitchens, shelters, or mobile food vans. 
must have had a specific location description that allowed a 
census enumeration team to physically locate the site. 
locations were enumerated during service-based enumeration 
for Census 2000. 

telephone followup TFU Telephone contact to an occupied housing unit to complete or 
correct inadequate entries for mail-return questionnaires that 
failed an edit. 

A tabulation block cannot be split by 

The sites 

These 
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Telephone 
Questionnaire 
Assistance 

TQA A service provided by telephone centers contracted by the 
Census Bureau to answer questions about Census 2000 or the 
census questionnaire. 
with filling out their questionnaires, obtain replacement 
questionnaires, obtain language assistance guides, or provide 
their census questionnaire information. 

tenure The status of an occupied housing unit as either owner-
occupied or renter-occupied. 

TIGER® See Topologically Integrated Geographic Encoding and 
Referencing database. 

Title 13 (U.S. Code) The law under which the Census Bureau operates. 
guarantees the confidentiality of census information and 
establishes penalties for disclosing this information. 
provides the authorization for conducting censuses in Puerto 
Rico and the Island Areas. 

Topologically 
Integrated 
Geographic 
Encoding and 
Referencing database 

TIGER® 

database 
A digital (computer-readable) geographic database that 
automates the mapping and related geographic activities 
required to support the Census Bureau’s census and survey 
programs. 
all census-required map features (streets and roads; railroads; 
hydrographic features, such as rivers and lakes; boundaries of 
legal, statistical, and data collection entities; etc.) and the 
attributes associated with each feature and geographic entity 
(name, city-style address ranges, map spots and map spot 
numbers, appropriate codes, etc.). ultiple 
partitions (counties or portions of counties), which together 
represent all the territory covered by the decennial census–the 
U.S., Puerto Rico, and the Island Areas–as a single seamless 
data inventory. 

Transient Night T-Night A type of group quarters enumeration in which special 
procedures are used to count people at transient locations, 
such as at racetracks, recreational vehicle campgrounds and 
parks, commercial and public campgrounds, fairs and 
carnivals, and marinas. 

turnover rate The total number of enumerators who quit during a field 
operation divided by the total number of enumerators hired 
for that operation. 

People could call to obtain assistance 

The law 

It also 

The database contains a digital representation of 

It is stored in m
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type of enumeration 
area 

TEA A classification identifying how the Census Bureau obtained 
addresses for, and subsequently took the decennial census of, 
a census collection block. 

undeliverable as 
addressed 

UAA A U.S. Postal Service notification that a mailing piece could 
not be delivered to the designated address. 

Undeliverable as 
Addressed 
Redistribution 

An operation that was a cooperative effort between the 
Census Bureau and the U.S. Postal Service to attempt to have 
Census Bureau field staff redistribute a portion of the 
questionnaire packages that the U.S. Postal Service could not 
deliver. 

unit designation The number or letter of a specific unit in a multi-unit 
structure, such as Apt 101, 102; Apt A, B, C; or Basement, 
Left, Lower, Right, Upper. ber in a 
mobile home/trailer park. 

United States U.S. The 50 states and the District of Columbia. 

United States Postal 
Service 

USPS The organization responsible for delivering pre-addressed 
questionnaires in mailout/mailback areas for Census 2000 
and the producer of the Delivery Sequence File and 
associated files. 

update/enumerate U/E A method of data collection conducted in communities with 
special enumeration needs and where many housing units 
may not have house-number-and-street-name mailing 
addresses. erators canvassed 
assignment areas to update residential 
adding living quarters that were not included on the address 
listing pages, update Census Bureau maps, and complete a 
questionnaire for each housing unit. 

update/leave U/L A method of data collection in which enumerators canvassed 
assignment areas to deliver a census questionnaire to each 
housing unit. e time, enumerators updated the 
address listing pages and Census Bureau maps. 
household was asked to complete and return the questionnaire 
by mail. ethod was used primarily in areas where 
many homes do not receive mail at a city-style address; that 
is, the majority of U.S. households not included in 
mailout/mailback. or all of Puerto 
Rico in Census 2000. 

Also refers to a lot num

In Census 2000, enum
addresses, including 

At the sam
The 
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urban All territory, population, and housing units in urbanized areas 
and urban clusters. 

urban 
update/enumerate 

UU/E A method of data collection used in selected hard-to-
enumerate mailout/mailback collection blocks. 
2000, enumerators canvassed each block, enumerated each 
unit, and updated their address registers and Census Bureau 
maps. 

urban update/leave UU/L A method of data collection used in selected 
mailout/mailback collection blocks where mail delivery may 
be a problem, such as apartment buildings where the mail 
carrier may leave the questionnaires in a common area. 
Census 2000, enumerators canvassed each block, delivered 
census questionnaires for residents to complete and mail, and 
updated their address registers and Census Bureau aps. 

usual home 
elsewhere 

UHE See whole household usual home elsewhere. 

usual residence The living quarters where a person spends more nights during 
a year than any other place. 

vacant housing unit A housing unit in which no one is living on Census Day, 
unless its occupants are only temporarily absent. 
temporarily occupied at the time of enumeration by 
individuals who have a usual home elsewhere are classified 
as vacant. 

whole household 
usual home 
elsewhere 

WHUHE A housing unit that is temporarily occupied by one or more 
people who all have a usual residence elsewhere. 
classified as vacant and the residents are counted at their 
usual residence. 

ZIP Code® An administrative unit established by the U.S. Postal Service 
for the distribution of mail. 

In Census 

In 

m
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Topic Report Title Format Release
Date

Address List Development in Census 2000
 (This report, originally issued on 09/26/03, was reissued to correct two

editorial changes.)

* PDF
(rpts/TR-8.pdf)

MS Word
(rpts/Address_List_Development_Revised.doc)

11/05/03

Automation of Census 2000 Processes * PDF
(rpts/TR-2.pdf)

 08/08/03

Census 2000 Data Capture * PDF
(rpts/TR3.pdf)

 08/08/03

Census 2000 Ethnographic Studies * PDF
(rpts/TR15.pdf)

 02/09/04

Content and Data Quality in Census 2000
 (This report, originally issued on 09/30/03, was reissued to correct

editorial and minor content changes.)

* PDF
(rpts/TR12.pdf)

 01/29/04

Coverage Improvement in Census 2000 Enumeration * PDF
(rpts/TR10.pdf)

 09/29/03

Coverage Measurement from the Perspective of March 2001 A.C.E. * PDF
(rpts/TR4.pdf)

 09/03/03

Data Collection in Census 2000 * PDF
(rpts/TR13.pdf)

 09/30/03

Data Processing in Census 2000 * PDF
(rpts/TR7.pdf)

 09/25/03

Evaluations of the Census 2000 Partnership and Marketing Program * PDF
(rpts/TR-6.pdf)

MS Word (rpts/PMP.doc) 09/25/03

Privacy Research in Census 2000 * PDF
(rpts/TR-1.pdf)

 07/24/03

Puerto Rico * PDF
(rpts/TR14.pdf)

 10/06/03

Race and Ethnicity in Census 2000 * PDF
(rpts/TR-9.pdf)

 09/27/03

Response Rates and Behavior Analysis (Note: Page 15 of this report
refers to 13,817 Questionnaire Assistance Centers. This number was
based on a draft report. The final number of Questionnaire Assistance
Centers is 23,556.)

* PDF
(rpts/TR11.pdf)

 09/30/03

Special Place/Group Quarters Enumeration * PDF
(rpts/TR5.pdf)

 09/23/03

Evaluation Title Format Release
Date

A.1.a  Telephone Questionnaire
Assistance

PDF (rpts/A.1.a.pdf)  09/27/03

A.1.b  Telephone Questionnaire
Assistance Customer
Satisfaction Survey

PDF (rpts/A.1.b.pdf)  09/30/03

A.2.b  Internet Data Collection PDF (rpts/A.2.b.pdf)  09/30/03

A.2.c  Census 2000 Internet Web
Site and Questionnaire
Customer Satisfaction Surveys

PDF (rpts/A.2.c.pdf)  09/30/03

A.3  Be Counted Campaign for
Census 2000

PDF (rpts/A.3.pdf)  09/25/03

A.4  Use of Non-English PDF (rpts/A.4%20Revised%20Final%20Report.pdf)  10/20/03
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Questionnaires and Guides in
the Census 2000 Language
Program

A.5.a  Analysis of the
Linguistically Isolated Population
in Census 2000

PDF (rpts/A.5a.pdf)  10/21/03

A.6.a  The United States Postal
Service Undeliverable Rates for
Census 2000 MailOut
Questionnaires

PDF (rpts/A.6.a.pdf)  09/29/03

A.6.b  Study of the U.S. Postal
Service Reasons for
Undeliverability of Census 2000
Mailout Questionnaires

PDF (rpts/A.6.b.pdf)  09/30/03

A.7.a  Census 2000 Mail
Response Rates

PDF (rpts/A.7.a.pdf)  09/30/03

A.7.b  Census 2000 Mail Return
Rates

PDF (rpts/A.7.b.pdf)  09/25/03

A.8  Puerto Rico Focus Groups
on Why Households Did Not Mail
Back the Census 2000
Questionnaire

PDF (rpts/A8.pdf)  07/24/03

B.1.a  Analysis of Imputation
Rates for the 100 Percent
Person and Housing Unit Data
Items from Census 2000

PDF (rpts/B.1.a.PDF) MS Word (rpts/B.1.a.doc) 09/30/03

B.1.b  Analysis of Item
Nonresponse Rates for the 100
Percent Housing and Population
Items from Census 2000

PDF (rpts/B.1b.pdf)  09/30/03

B.3  Census Quality Survey to
Evaluate Responses to the
Census 2000 Question on
Race:  An Introduction to the
Data

PDF (rpts/B.3.pdf)  04/09/03

B.5  Census 2000 Content
Reinterview Survey: Accuracy of
Data for Selected Population and
Housing Characteristics as
Measured by Reinterview

PDF (rpts/B.5FR_RI.PDF)  09/27/03

      B.5, Appendices C through I. PDF
(rpts/CRS%20appendices%20C%20through%20I.pdf)

  

B.6  Master Trace Sample PDF (rpts/B.6.pdf)  09/30/03

B.7  Accuracy of Data for
Employment Status as
Measured by the CPS- Census
2000 Match

PDF (rpts/B.7%20Final%20Report.pdf)  05/11/04

      B.7, Tables
(rpts/B7_All%20tables_May4.xls)
(Excel)

   

B.12  Puerto Rico Census 2000
Responses to the Race and
Ethnicity Questions

PDF (rpts/B12.pdf)  09/27/03

B.13  Puerto Rico Focus Groups
on the Census 2000 Race and
Ethnicity Questions

PDF (rpts/B13.pdf)  09/27/03

C.1  The Effects of the
Disclosure Limitation Procedure
on Census 2000 Tabular Data
Products (Abridged)

PDF (rpts/C.1%20Final%20Report.pdf)  04/28/03

D.1  Partnership and Marketing
Program Evaluation

PDF (rpts/D.1.PDF) MS Word (rpts/D.1.doc) 09/25/03

D.2  Evaluation of the Census in
Schools Program: Materials and
Distribution

PDF (rpts/D.2.pdf)  09/25/03

D.3  Survey of Partners PDF (rpts/D.3%20Final%20Report.pdf)  07/24/03

E.1.b  Evaluation of the Facility
Questionnaire (Computer
Assisted Telephone Interviewing
and Personal Visit) 

PDF (rpts/E.1.b.pdf)  09/23/03

E.5  Group Quarters
Enumeration

PDF (rpts/E.5%20R.pdf)  09/23/03

E.6  Service-Based Enumeration PDF (rpts/E.6.pdf)  09/23/03
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F.2  The Address Listing
Operation and Its Impact on the
Master Address File

PDF (rpts/F.2.pdf)  09/27/03

F.3  Evaluation of the Local
Update of Census Addresses 98
(LUCA 98)

PDF (rpts/F.3.pdf)  09/27/03

F.5  Block Canvassing
Operation 

PDF (rpts/F.5.pdf)  09/27/03

F.6  Evaluation of the Local
Update of Census Addresses 99
Operation

PDF (rpts/F.6.pdf)  09/27/03

F.10  Evaluation of the
Update/Leave Operation

PDF (rpts/F.10.pdf)  09/27/03

F.11  Urban Update/Leave PDF (rpts/F.11.pdf)  09/27/03

F.12  Update/Enumerate PDF (rpts/F.12.pdf)  09/27/03

F.13  List/Enumerate PDF (rpts/F.13.pdf)  09/27/03

F.15  An Assessment of
Addresses on the Master
Address File "Missing" in the
Census or Geocoded to the
Wrong Collection Block

PDF (rpts/F.15.pdf)  09/27/03

F.16  Evaluation of the Block
Splitting Operation for Tabulation
Purposes (This report, originally
issued on 09/27/03, was
reissued to clarify in the
Executive Summary the fact that
although there are 915,794 split
blocks in the country, only
282,457 were eligible for
inclusion in this evaluation.)

PDF (rpts/F.16R.pdf)  05/10/04

G.1  Census 2000 Staffing
Programs, Recruiting
Component (Part 1)

PDF (rpts/G.1%20part%201.pdf) MS Word
(rpts/G.1%20Part%201,%20Final%20Recruiting%20Report.doc)

09/30/03

G.1  Census 2000 Staffing
Programs, Pay Component (Part
2)

PDF (rpts/G.1%20part%202.pdf) MS Word
(rpts/G.1%20Part%202,%20Final%20Pay%20Report.doc)

09/30/03

H.2  Assessment of Field
Verification

PDF (rpts/H.2.pdf)  09/25/03 

H.4  Questionnaire Assistance
Centers for Census 2000

PDF (rpts/H.4.pdf)  09/30/03

H.5  Nonresponse Followup for
Census 2000

PDF (rpts/H.5.pdf)  09/27/03

H.7  Nonresponse Followup
(NRFU) Enumerator Training

PDF (rpts/H.7.pdf)  09/30/03

H.8  Operational Analysis of
Enumeration of Puerto Rico

PDF (rpts/H.8.pdf)  09/30/03

H.9  Local Census Office Profile
for Census 2000

PDF (rpts/H.9.pdf)  11/04/03

H.10  Date of Reference for Age
and Birth Date used by
Respondents of Census 2000

PDF (rpts/H.10.pdf)  09/30/03

I.2  Evaluation of Nonresponse
Followup - Whole Household
Usual Home Elsewhere Probe

PDF (rpts/I.2.pdf)  09/25/03

I.1  Coverage Edit Followup PDF (rpts/I.1.pdf)  09/29/03

I.3  Evaluation of Nonresponse
Followup - Mover Probe (This
report, originally issued on
September 29, 2003, was
reissued to correct a file
reference and other editorial
changes.)

PDF (rpts/I.3(Revised).pdf)  04/07/04

I.4  Coverage Improvement
Followup

PDF (rpts/I.4.pdf) MS Word (rpts/I.4.doc) 09/27/03

I.5  Coverage Gains From
Coverage Questions C1 and C2
on Enumerator-Completed
Questionnaires for Census 2000

PDF (rpts/I.5.pdf)  09/29/03

J.2  Ethnographic Social
Network Tracing of Highly Mobile

PDF (rpts/J.2.pdf)  02/09/04
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People 

      J.2  Appendix PDF (rpts/J.2%20Appendix.pdf)   

J.3  Comparative Ethnographic
Research on Mobile Populations

PDF (rpts/J.3.pdf)  02/09/04

J.4  The Enumeration of
Colonias in Census 2000:
Perspectives of Ethnographers
and Census Enumerators

PDF (rpts/J.4.pdf)  02/09/04

K.1.a  DCS 2000 Data Capture
Audit Resolution Process

PDF (rpts/K.1.a.pdf) MS Word (rpts/K.1.a.doc) 11/04/03

K.1.b  Evaluation of the Data
Capture System and the Impact
of the Data Capture Mode on
Data Quality

PDF (rpts/K1b.pdf)  08/08/03

L.2  Operational Analysis of the
Decennial Response File Linking
and Setting of Housing Unit
Status and Expected Household
Size

PDF (rpts/L.2.pdf)  09/25/03 

L.3.a  Analysis of the Primary
Selection Algorithm

PDF (rpts/L.3.a.pdf)  09/25/03

L.3.b  Resolution of Multiple
Census Returns Using a Re-
interview

PDF (rpts/L.3.b.pdf)  09/25/03

L.4  Census Unedited File
Creation

PDF (rpts/L.4.pdf)  09/25/03

L.5  Operational Requirements
Study:  The Beta Site Systems
Testing and Management Facility

PDF (rpts/BetaSiteFinalRptV1.13.pdf)  03/10/03

M.1  Evaluation of the Census
2000 Quality Assurance
Philosophy and Approach Used
in the Address List Development
and Enumeration Operations

PDF (rpts/M.1%20Final%20Report.pdf) MS Word (rpts/M.1%20Final%20Report.doc) 09/29/03

M.2  Effectiveness of Variables
Used in the Model to Detect
Discrepant Results During
Reinterview and the
Identification of New Variables

PDF (rpts/M.2%20Final%20Report.pdf)  09/12/03

N.1  Contamination of Census
2000 Data Collected in Accuracy
and Coverage Evaluation Block
Clusters

PDF (rpts/N.1.PDF)  09/03/03

N.10  Discrepant Results in the
Accuracy and Coverage
Evaluation

PDF (rpts/N.10.PDF)  09/03/03

N.14  Evaluation of Matching
Error

PDF (rpts/N.14.PDF)  09/03/03

N.17  Targeted Extended Search
Analysis

PDF (rpts/N.17.PDF)  09/03/03

N.19  Evaluation of Housing Unit
Field Operations and
Instruments for the Accuracy and
Coverage Evaluation

PDF (rpts/N.19.PDF)  09/03/03

O.3  Census 2000 Housing Unit
Coverage Study

PDF (rpts/O.3.PDF)  09/03/03

O.4  Analysis of Conflicting
Households

PDF (rpts/O.4.PDF)  09/03/03

O.5  Analysis of Proxy Data in
the Accuracy and Coverage
Evaluation

PDF (rpts/O.5.PDF)  09/03/03

O.10  Housing Unit Duplication
in Census 2000

PDF (rpts/O.10.PDF)  09/03/03

O.16  Person Duplication in the
Search Area Measured by the
2000 Accuracy and Coverage
Evaluation  (This report,
originally issued on 09/03/03,
was reissued to correct numbers
in Table 1 and the estimated
number of E-sample persons.)

PDF (rpts/O.16%20Revised.pdf)  12/19/03

O.19  Analysis of Deleted and
Added Housing Units in Census

PDF (rpts/O.19.pdf)  10/20/03
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2000 Measured by the Accuracy
and Coverage Evaluation

O.20 Assessment of Consistency
of Census Data with
Demographic Benchmarks at the
Subnational Level

PDF (rpts/O.20.pdf)  09/02/03

Q.1  Management Evaluation of
Census 2000

PDF (rpts/Q.1.pdf) MS Word (rpts/Q.1.doc) 10/29/03

R.1.a  Telephone Questionnaire
Assistance System
Requirements Study

PDF (rpts/R.1.a.pdf)  08/08/03

R.1.b  Coverage Edit Followup
System Requirements Study

PDF (rpts/R.1.b.pdf)  08/08/03

R.1.c  Internet Questionnaire
Assistance System
Requirements Study

PDF (rpts/R.1.c.pdf)  08/08/03

R.1.d  Internet Data Collection
System Requirements Study

PDF (rpts/R.1.d.pdf)  08/08/03

R.2.a  Operations Control
System 2000, System
Requirements Study

PDF (rpts/R.2.a.pdf)  08/08/03

R.2.b  Laptop Computers for
Accuracy and Coverage
Evaluation System
Requirements Study

PDF (rpts/R.2.b.pdf)  08/08/03

R.2.c  Accuracy and Coverage
Evaluation 2000, System
Requirements Study

PDF (rpts/R.2.c.pdf)  08/08/03

R.2.d  Matching Review and
Coding System for the Accuracy
and Coverage Evaluation
(Housing Unit, Person and Final
Housing Unit), System
Requirements Study

PDF (rpts/R.2.d.pdf)  08/08/03

R.3.a  Pre-Appointment
Management System/Automated
Decennial Administrative
Management System, System
Requirements Study

PDF (rpts/R.3.a.pdf)  08/08/03

R.3.b  American FactFinder
System Requirements Study

PDF (rpts/R.3.b.pdf)  08/08/03

R.3.c  Management Information
System 2000, System
Requirements Study

PDF (rpts/R.3.c.pdf)  08/08/03

R.3.d  Census 2000 Data
Capture, System Requirements
Study

PDF (rpts/R.3.d.pdf)  08/08/03

* The original PDF for this report has been replaced with the PDF for the official printed publication and may vary slightly from the Word version.
[PDF] or  (/main/www/pdf.html) denotes a file in Adobe’s Portable Document Format (/main/www/pdf.html). To view the file, you will need the Adobe® Reader®
(http://www.adobe.com/products/reader/)  available free from Adobe. This symbol  indicates a link to a non-government web site. Our linking to these sites does not constitute an
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Title Format Release
Date

* Synthesis of Results
from the Administrative
Records Experiment in
2000 (AREX2000)

* PDF (rpts/TR16.pdf) MS Word (rpts/AREX2000_Synthesis.doc) 12/11/03

— Outcomes Evaluation PDF (rpts/AREX2000_Outcomes.pdf) MS Word (rpts/AREX2000_Outcomes.doc) 12/11/03

      Outcomes Evaluation
Appendices

PDF (rpts/AREX2000_Outcomes_Appendices.pdf) MS Word
(rpts/AREX2000_Outcomes_Appendices.doc)

 

— Process Evaluation PDF (rpts/AREX2000_Process.pdf) MS Word (rpts/AREX2000_Process.doc) 12/11/03

— Household Level
Analysis

PDF (rpts/AREX2000_Household%20Analysis.pdf) MS Word
(rpts/AREX2000_Household_Analysis.doc)

12/11/03

— Request for Physical
Address Evaluation

PDF (rpts/AREX2000_Physical_Address.pdf) MS Word (rpts/AREX2000_Physical_Address.doc) 12/11/03

* Synthesis Report:
Census 2000 Alternative
Questionnaire Experiment

* PDF (rpts/TR17.pdf)  09/27/03

— Questionnaire Effects
on Reporting of Race and
Hispanic Origin:  Results
of a Replication of the
1990 Mail Short Form in
Census 2000

PDF (rpts/AQE%20R&HO%20Final%20Report.pdf)  09/27/03

— An Experiment to
Improve Coverage
Through Revised Roster
Instructions
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EXECUTIVE SUMMARY 

The purpose of this evaluation is to profile the Census 2000 Telephone Questionnaire Assistance 
program through empirical analysis of the data collected from the Intelligent Call Routing 
system, Interactive Voice Response systems, the agent desktop tool called the Operator Support 
System, and the telecommunications provider American Telephone and Telegraph (AT&T). 
Where appropriate, this evaluation assesses the performance of the Telephone Questionnaire 
Assistance system. 

The Telephone Questionnaire Assistance program was implemented to assist the public in 
completing their census forms. Six language specific national toll-free numbers were printed on 
Census questionnaires and Language Assistance Guides. The English and Spanish toll-free 
numbers connected to an Interactive Voice Response system where a caller obtained information 
by selecting from a series of menu options, and if needed, was transferred to an agent. The 
Asian language toll-free numbers connected directly to bilingual agents. The Asian languages 
supported were Chinese, Korean, Vietnamese, and Tagalog. The Operator Support System 
facilitated agents in servicing calls by providing verbatim scripting. 

In summary of our results, we obtained an overall picture of the Census 2000 Telephone 
Questionnaire Assistance program from a variety of perspectives. Namely, we focused on the 
call volumes experienced by the Telephone Questionnaire Assistance system and how well the 
system handled these call volumes. In addition we looked at some of the call behaviors 
exhibited by Telephone Questionnaire Assistance callers. Finally, we concluded with analysis of 
the costs of the Telephone Questionnaire Assistance program. These results allowed us to assess 
the general functionality of the Telephone Questionnaire Assistance system as well as recognize 
some of the call behaviors exhibited by Telephone Questionnaire Assistance respondents. 
Furthermore, from our assessments, we can make recommendations that will aid in the 
development of future Telephone Questionnaire Assistance programs. 

What were the Overall Results of the Telephone Questionnaire Assistance Program? 

Based on the 1990 Census call volume of 7.9 million, with an allowance for growth, the 
Census 2000 Telephone Questionnaire Assistance program projected a call volume of 11 million 
calls. We only received approximately 6 million calls. The decision to use 11 million reflected 
executive staff direction that the primary objective was to ensure that we did not undersize the 
system to avoid repeating our 1990 experience, when we handled less than 50 percent of the total 
calls. Of the 5.8 million calls serviced by the Interactive Voice Response system (English and 
Spanish), 47.3 percent were resolved in the Interactive Voice Response system. That is, the 
caller neither opted nor was automatically transferred to an agent. This exceeded the Census 
Bureau and contractor’s projected Interactive Voice Response system resolution rate of 
40 percent. Of the 6 million calls received by the Telephone Questionnaire Assistance program, 
approximately 51 percent of these calls were serviced by an agent. Finally, 3.6 percent of the 
calls were blocked at the American Telephone and Telegraph (AT&T) network level or the 
Telephone Questionnaire Assistance network level. Note that 57 percent of all blocked calls 
occurred on one day due to an issue with the Intelligent Call Routing System, and when we 
exclude this day, only 1.7 percent of the calls were blocked. 
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What are the Different Call Patterns the Telephone Questionnaire Assistance 
Program Experienced? 

For the daily total call volume, we observed three peaks. The first peak occurred after the initial 
mailout of census questionnaires, the second peak occurred after the mailout of the reminder 
postcard, and a third smaller peak occurred the week of Census Day. Each of the peaks occurred 
on Mondays. Excluding the peak days, we observed a trend in which Monday was the highest 
call volume day with a gradual decline in call volume throughout the week ending with a low on 
Sunday. 

What Types of Call Behaviors were Exhibited by Telephone Questionnaire 
Assistance Callers? 

The Interactive Voice Response system allowed callers to obtain or enter information by 
selecting from a series of menu options. More specifically, callers could obtain information 
about completing a census form, request a form be mailed to the mailing address they entered 
into the system, or obtain information about the census in general. Through our analysis we 
found that callers primarily used the Interactive Voice Response system to obtain information on 
completing a census form. Second, they used the Interactive Voice Response system to request a 
census form by mail. Following these two services, callers used the Interactive Voice Response 
system to obtain general information and other information pertaining to the census. 

Of the main services provided by an agent, the most frequently requested service was the request 
for a census form. Forty four percent of callers serviced by an agent requested this service. 
Following the requests for a census form, 37.2 percent were in need of an answer to a frequently 
asked question about the census; 8.0 percent needed an answer to a specific item on the census 
questionnaire. Finally, 6.3 percent needed to register a complaint about the census. Less than 
5.0 percent requested any combination of the previous services. 

How much did the Telephone Questionnaire Assistance Program Cost? 

The Telephone Questionnaire Assistance contract, which includes the cost of the Telephone 
Questionnaire Assistance and the Coverage Edit Follow-Up programs, was allocated 
$102 million. Approximately $89 million was actually spent on the two programs (AT&T cost 
excluded). The positive variance of $13 million was the result of lower contractor costs in 
running the program since the number of inbound calls of 6 million was 45 percent lower than 
the 11 million calls planned. Note that we still had to pay for the dedicated agents covering the 
hours we advertised at a planned call volume of 11 million. Since some of the item costs for 
both the Telephone Questionnaire Assistance and Coverage Edit Followup programs were not 
billed separately by the contractor (shared cost), we were not able to accurately report the 
separated costs for the Telephone Questionnaire Assistance program for these items. The total 
shared cost between the two programs amounted to $56,598,905. Costs attributed solely to the 
Telephone Questionnaire assistance program amounted to $25,533,987, and costs attributed to 
the Coverage Edit Followup program amounted to $10,380,183. 
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What are the Recommendations? 

C	 The bulk of the call blockage occurred as a result of the call model not adequately 
forecasting the call volume levels on peak call volume days. We recommend better 
prediction of the call volumes on these peak call volume days based on what we 
experienced in Census 2000. To caveat this recommendation, our predictive modeling 
may be limited to call volume data based on a differing mailing strategy and our inability 
to predict any uncontrollable factors that may influence the daily call volumes. 

C	 We recommend for the future monitoring the performance of the network provider 
be based on our awareness of their contractual requirements so that we may be 
aware of any issues that may arise affecting the Telephone Questionnaire Assistance 
program. 

C	 The results of our analysis showed a day of the week effect coincided with a mailing 
strategy effect potentially causing an additive increase in call volume. We recommend 
delivering the census mailing pieces on a day other than Monday to avoid an 
additive effect due to mailing strategy and day of the week. 

C	 The Interactive Voice Response component of the Telephone Questionnaire Assistance 
system worked well in terms of reducing agent call volume, minimizing program cost, 
and servicing callers in a timely manner. We recommend continued use of Interactive 
Voice Response systems in future telephone questionnaire assistance programs. 

C	 To further maximize the benefits of Interactive Voice Response technologies we 
recommend future research in assessing the expanded use of Interactive Voice 
Response technologies. 

C	 Some call centers did not have on-site technical support to resolve problems 
immediately. We recommend providing on-site technical support to all call centers. 
Note that additional funding would be required to meet this recommendation and to 
maintain the Census Bureau’s goal of subcontracting call centers with small, small-
disadvantaged, and women owned businesses. 

C	 Based on a policy decision, the Spanish language Interactive Voice Response system did 
not allow callers to request a Spanish questionnaire where as this service was available in 
the English language Interactive Voice Response system. We recommend providing 
equal levels of service in both English and Spanish systems for future telephone 
questionnaire assistance programs. 

C	 Due to the uncertainty in the discrepancy between the number of short form cases 
indicated by the evaluation data and the number of cases processed by the Census 
Bureau, we recommend incorporating a better control method to ensure proper 
tracking of these short form cases. 
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C	 Given that we have multiple telephone operations handled under the same contract, 
we recommend that we collect, to the extent possible, cost data for these programs 
separately. 

C	 In order to improve upon the limitations encountered in the evaluation process of 
the Telephone Questionnaire Assistance program we recommend the following: 

- Improving communication among Census program areas and contract 
management 

- Scheduling the Telephone Questionnaire Assistance program testing and 
development into 2008 Dress Rehearsal so that we can test the functionality 
of the system before going into the 2010 Census 

- An early contract award to allow for adequate time to foster a common 
culture between the Census Bureau and the contractor to reduce the risk of 
compromising the Software Development Life Cycle principals 
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1. BACKGROUND 

The Telephone Questionnaire Assistance (TQA) operation was a short duration program 
implemented to assist the public in completing their census forms or obtaining information about 
the census. The goal of this evaluation is to study the public’s usage of the TQA program by 
observing the call patterns that were exhibited during the program. In addition, the evaluation 
looks at the behavior callers exhibit in the two components of the system. Also, we will examine 
the amount of time required to service a caller through the TQA program. Finally, the evaluation 
concludes with general cost analysis of the program. 

1.1 What was the TQA Program? 

As part of the Census 2000 design, the Census Bureau implemented a telephone program to 
provide the public with assistance in completing their census forms. To meet the program 
requirements the Census Bureau contracted with Electronic Data Systems (EDS). EDS 
leveraged state-of-the art technologies commonly used in customer service environments in the 
private sector. The major technologies included Intelligent Call Routing (ICR) software and 
Interactive Voice Response (IVR) technology coupled with a network of commercial call centers 
to function as a single virtual call center. The IVR system was based on telephone technology 
that allowed callers to enter and obtain information through a series of menu options using either 
the telephone keypad (touch tone) or for English speaking callers, voice response. The ICR 
system responds to a request from the AT&T network and routed the calls to an IVR system or, 
if necessary, to an agent. The anticipated large call volume and short time frame of the program 
created a challenge in recruiting participants from the call center industry. 

The TQA network was available to the public through language specific toll-free numbers 
March 3 through June 30, 2000. Callers could access the IVR portion of the network 24 hours a 
day, 7 days a week. TQA agents were available 8:00 AM to 9:00 PM for each of the nation's 
nine time zones, 7 days a week. TQA provided the following services: 

C Answered questions about the census and the census questionnaire 
C Allowed respondents to request a census form or language guide by mail 
C Allowed callers, who met certain criteria, to respond to the census through TQA 

Agents could collect a callers’ census short form data only if they met certain requirements. 
Respondents who called after April 7 and claimed they had received a form with an address that 
did not correspond to their current residence were given a short form interview. Any caller who 
claimed to have difficulty reading or understanding a form and did not have a long form was 
given a census short form interview if they were calling between March 22 and June 8. Callers 
who wanted to complete their form over the phone and did not have a long form, or callers with 
a short form who called before April 8 and wanted to complete their form over the phone were 
given an interview. If a caller claimed they needed to add a person to a form they already sent 
in, the agent would conduct a short form interview. If a caller called after April 7 and claimed 
they had not received a form, the agent collected their information. Finally, if a caller claimed 
they had a usual home elsewhere, then we would collect their information over the phone. 
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1.2 What was the Basic Infrastructure/Design of the TQA System? 

The basic infrastructure/design of the TQA network consisted of IVR systems and 22 call centers 
networked together as a virtual call center. ICR software routed calls from the AT&T network 
to the IVR systems, and if necessary, from the IVR to a call center. The ICR had the capability 
of identifying and routing a call to an open IVR system. If a caller needed to be transferred to an 
agent, the ICR could view call activity at the individual agent level and route the call to the most 
available agent across the network. (U.S. Bureau of the Census, 2001a). Note that due to 
unexpectedly high call volumes some undetected ICR programming problems occurred. As a 
result, the prime contractor turned off certain ICR functions for the dates of March 13 and 14 to 
overcome the situation and continue taking calls. 

The IVR systems, provided in English and Spanish languages, was based on telephone 
technology that allowed callers to enter and obtain information through a series of menu options 
using either the telephone keypad (touch tone) or, for English speaking callers, voice response. 
An IVR is ideal for handling routine inquiries. Users interact with a computer by using their 
telephone as a terminal. The objective of the system is to provide users with information without 
being transferred to an agent (Hayes, 1999). In the Census 2000 system, a caller was transferred 
to an operator if the caller gave two invalid responses to a menu, selected a menu option that 
automatically transferred the caller, or chose to speak with an agent. 

Other potential benefits of an IVR system are: reduced operation cost, standardized customer 
service, 24 hour access to information, reduced peak call loads to agents, increased reliability of 
information, and diminished ‘hold’ and ‘busy’ signals and no-ring answers. (Hayes, 1999). 

Three IVR scripts were designed to suit the needs of the public and the Census Bureau 
corresponding to the three different phases of Census 2000. These phases were: 

C Phase 1 (March 3 - March 21, 2000) - Mailing of questionnaires in Mailout/Mailback 
areas and Update/Leave Mail Delivery which entailed updating Census Bureau maps and 
address listings as well as leaving questionnaires at the housing units 

C Phase 2 (March 22 - April 7, 2000) - Majority of the questionnaires delivered 
C Phase 3 (April 8 - June 30, 2000) - Housing units identified for Nonresponse Followup 

(NRFU) through the completion of the NRFU operation 

The major difference in scripting across the three phases was defined by the method in which the 
IVR handled requests for a census form. We defined the phases based on timing of 
questionnaire delivery and the NRFU operation along with requests from respondents for a 
census form. In Phase 1, a caller who had not yet received a census form could not request a 
form since not all forms had been delivered. However, if a caller had received a form, but it was 
damaged, lost, or destroyed, and they could still provide us with the ID number; we would 
accept their request for a replacement form during Phase 1. In Phase 2, a caller could request a 
census form within the IVR and from an agent. In Phase 3, if a caller requested a census form, 
the caller was immediately transferred to an agent who either collected their census data or told 
the caller that a census worker would visit them at their home. 
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In addition there were differences between the English and Spanish IVR systems based on policy 
decisions. The Spanish language IVR system did not allow callers to request a Spanish 
questionnaire where as this service was available in the English language IVR. 

An operator responded to a caller’s request through a browser based desktop tool, written in 
HTML and Java, referred to as the Operator Support System (OSS). The OSS was accessible by 
the 22 call centers through a network. The OSS facilitated the operator in answering census 
related questions, taking mailing address information in order to mail a census form or language 
assistance guides, or conducting short form interviews given the caller met certain criteria. 

The TQA program experienced some limitations in creating a fully integrated system. Late in 
the schedule, two call center companies cut about 2000 seats, as a result three call centers using 
older technology not compatible with the ICR were added. So, any calls handled by these call 
centers were not reported by the ICR. In addition to the use of older technology, we had the 
subcontracting requirement to work with small, small-disadvantaged, and women owned 
businesses. Some of these call centers had limitations and difficulties with their 
telecommunication switches, with no real time technical support available on site. 

Staffing at the call centers was based on projected call volumes that were detailed to the 
individual day and hour level. We built a contingency into our staffing to allow for unexpected 
spikes/peaks in call volumes by assuming a 65 percent agent production rate, which could 
increase up to 80 percent for short periods, as necessary to handle these unexpected call 
volumes. This essentially allowed us to handle approximately a 25 percent increase in call 
volume with the staff for any specific day or time. If we experienced actual volumes that far 
exceeded the projected volume such that we exhausted our agent capacity but not AT&T’s 
capacity to handle calls, AT&T got a message from the ICR to block incoming calls. This was 
to prevent agents from becoming overloaded due to the fact that the agent capacity was already 
maxed out with the calls already forwarded to them. In other words, the strategy when the agent 
network was maxed out was to give the caller a busy signal, rather than put them into the TQA 
network, which would have simply resulted in their waiting a long time in the queue. 

We did not impose a performance standard for blockage rate on AT&T since in reality we are 
not able to control callers behavior, so we made our best effort to project call volumes and 
develop a reasonable contingency for flexing for dealing with periods of unexpected spikes in 
calls. If the number of calls exceeded the estimated call volume by 125 percent our solution was 
to block some people out of the system. 

Our objective was building a system to meet peak demands based on a model. We recognize 
that there would be instances where we did not have enough agent capacity, and therefore would 
have a call queue. That is also why we built in messaging to notify the caller about projected 
wait times, and if necessary, request them to call back later. We also built “priority routing” into 
the system, so if a caller hung up based on the length of the queue, their return call would be 
routed directly to an agent with priority over first time callers. 
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We had some technical difficulties/issues with the small businesses that provided the Asian 
language support. At least one of these small businesses had limitations on its 
telecommunications switch, in terms of providing the appropriate type of messaging. Our 
strategy to use bi-lingual agents also may have had an impact. That is, depending on the timing 
of the calls and call volumes, some Asian language agents may have been handling English 
language calls when other Asian language calls came in. We always attempted to maintain a 
core Asian language agent staff to handle in-language calls, but unexpected spikes in call 
volumes would create wait times. 

2. METHODOLOGY 

2.1 What were the Data Sources used for this Evaluation? 

The data used in this evaluation to profile the TQA program came from five separate sources: 
AT&T daily reports, ICR daily reports, ICR evaluation data file, IVR evaluation data file, and 
OSS evaluation data file. 

The AT&T generated daily call volume reports that provided call volume handled by each of the 
language toll-free numbers. In addition, the reports included call volume handled by the IVR 
and calls offered to an agent. Also, the forecasted call volume was listed as a comparison to the 
actual. 

The ICR component of TQA produced detailed management reports as well as evaluation call 
record data that tracked time and date information. The daily ICR management reports 
contained the following: 

C call volumes for each language (toll-free number)

C total number of calls resolved in the IVR

C total number of calls received at each of the call centers

C total number of calls blocked at the AT&T network level, TQA network level,


and the call centers 
C call abandonment rates 
C average call times for the different call types handled by an agent - short form 

interview, form request, questionnaire assistance. 

The ICR evaluation file contained time, date, language, and case ID information. The case ID 
was intended to link the ICR file with call records produced by the other data sources. 

The IVR evaluation files provided caller behavior information such as the menu options selected 
by a caller. Similarly, the OSS evaluation files provided recorded data of the screens accessed 
by an agent while servicing a caller. For a description of the complete file layout specifications 
for each of the evaluation files refer to U.S. Bureau of the Census, 1999. The ICR, IVR, and 
OSS evaluation files were specified to contain a call level ID so we could link the information 
across the three sources. 
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2.2 Applying Quality Assurance Procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. For a description of these 
procedures, see the binder “Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITATIONS 

3.1 Limitations of the Data Sources 

Not all of the data sources were in agreement - this indicated a loss of evaluation and report data 
and limited our ability to evaluate the TQA program. Two factors which contributed to the loss 
of evaluation and report data were the integration of three call centers using older technology 
and a compressed development schedule. The three call centers using older technology were 
not compatible with the ICR. So, any calls handled by these call centers were not reported by 
the ICR. The TQA program managers knew early in development, but other options were not 
available. These call centers were included in the TQA network to meet projected seat capacity 
requirements as a result of two call center companies cutting about 2000 seats very late in the 
schedule. The second factor, the compressed development schedule did not allow for adequate 
testing which may have uncovered an ICR software problem that surfaced when TQA received a 
high volume of calls beyond what was projected. Given more time to develop ICR routing 
routines, we may have prevented these problems, however we do not know for sure because of 
the inability to truly replicate the census call volumes during testing. Other issues related to the 
programming of the ICR may have also contributed to the loss of evaluation and report data but 
were never fully confirmed. Note that AT&T reported the largest call volume of all the data 
sources. Since AT&T billed the Census Bureau based on call volume, we decided that AT&T 
was the most reliable data source. 

We do not know the source of the problems that caused the failures in data reporting. Therefore 
we are unable to assess the bias associated with each problem. Thus, analysis will be based on 
non-probabilistic samples of the overall call universe. Note that all statistics produced will cite 
the data source. 

A comparison in call volume between the ICR and AT&T shows the ICR component did not 
output evaluation data for approximately 2 million calls. We would expect these two sources to 
be in agreement. The days where the ICR and AT&T data discrepancies occurred were March 
13 through March 15, March 20 through March 25, and March 27 through April 1. According to 
the AT&T data, this was during the peak of the operation. On March 13 and March 14 certain 
ICR functions were turned off since the unexpected call volume stressed the system to the point 
that some previously undetected ICR programming problems occurred. Therefore, we are able 
to account for the missing data from the ICR on these dates. “The ICR problems were a 
disappointment to the TQA program because of the data and reporting capabilities that were 
lost.” (Bureau of the Census, 2001a). 
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As stated earlier, the incomplete data sources used in this evaluation necessitate the use of 
non-probabilistic samples of the call universe in our analysis. Table 1 shows record counts for 
each of the data sources by call type. We can clearly see by comparison of the data source 
record counts that the reporting data are incomplete. During the TQA program we were aware of 
some of the problems with the output of reporting data, some of which were corrected during the 
program. Since we do not know the source or cause of the problems from each of the data 
sources we cannot assess the bias effect on the analysis. These data reporting problems were a 
direct result of inadequate testing due to a compressed development schedule for the TQA 
program. 

In addition to the lost evaluation data records, connectivity across the files was lost. Each case 
record was to have a case ID carried on each evaluation file such that the files could be linked by 
the case ID number. However, this was not always the case as seen in Table 1. Thus, we lost the 
ability to link records for a large percentage of the cases, which compromised our ability to 
conduct planned analysis for this evaluation. 

Table 1. Comparison of Data as Reported by each of the Data Sources 
(English and Spanish)6 

Source File Total Calls IVR Resolved 

AT&T 1 6,028,371 2,736,009 

ICR (Geotel) evaluation file 2 4,003,193 31,952,521 

IVR evaluation file 55,540,386 63,579,294 

OSS evaluation file N/A N/A 

ICR and IVR linked data 3,597,884 62,171,458 

ICR and OSS linked data N/A N/A 

1 Note that AT&T total calls contains blocked calls. 
2 Determined by tallying the total number of ICR call records. 

OSS Calls Undetermined 

3,074,398 *217,964 
42,037,979 12,693 
71,961,092 0 

**1,704,803 N/A 
71,426,426 0 

463,663 N/A 

3 Determined by tallying the number of ICR call records that meet the following conditions: the IVR end time stamp

is greater than the IVR start time stamp and both time stamp fields are non-blank, and both TQA start and end time

stamp fields are blank.

4 Determined by tallying the number of ICR call records that meet the following conditions: the TQA end time stamp

is greater than the TQA start time stamp and both time stamp fields are non-blank.

5 IVR evaluation file total calls contains no Asian, no Spanish voice response, and no blocked calls.

6 Determined by tallying call records where transferred.

7 Determined by tallying call records where transferred.

* These are calls that were either blocked at the Network (AT&T) level or the premise (TQA) level. 
** Contains Asian language call records.

6 Note that the IVR resolution rate should not be calculated from these data do to inconsistencies in the files.
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3.2 Analysis of the Operator Support System 

Originally we had planned to evaluate every screen or page of the OSS using the evaluation data. 
However, due to the following factors we were not able meet this objective: inter-divisional 
communication and planning complications, not all of the screens or pages of the OSS were 
programmed to output evaluation data, and the incompatibility of our specifications format to 
specifications needed to build an object oriented system such as the OSS. The latter was the 
largest contributing factor to our inability to fully evaluate the OSS. This was due to the fact that 
our specification format was so disparate from how an object oriented system is built, and thus 
did not facilitate the best design strategy. These limiting factors hindered the capability of this 
evaluation to provide a complete analysis of the OSS. 

3.3 Cost Analysis 

Included in the TQA contract was a coverage improvement program named Coverage Edit 
Follow-Up. This program was an outbound calling operation designed to correct count 
discrepancies or to add people to housing units classified as large households. Since the request 
for separate cost data for Coverage Edit Followup and inbound operations came almost at the 
close of the program, some of the item costs for both the inbound and outbound components 
were not billed separately by the contractor, thus we were not able to accurately report the 
separated costs for the inbound TQA program for these item costs. Moreover, we were not able 
to report the true value of the total cost of the TQA operation. In addition headquarter costs 
were not included in the cost figures. 

3.4 Comparison to the 1990 Census 

Ideally, we would be interested in comparing the TQA program experience of the 1990 census to 
the Census 2000 experience. However, due to the lack of data available from the 1990 census 
TQA program we are not able to perform such analysis. In fact, no evaluation work was 
conducted on the TQA program of the 1990 census. 

4. RESULTS 

4.1 What are the Different Calling Patterns the TQA program Experienced? 

The TQA operation was conducted from March 3 to June 30. The system was designed to 
accommodate 11 million calls, but received approximately 6 million calls throughout the 
operation. Based on the 1990 Census call volume of 7.9 million, with an allowance for growth, 
the Census 2000 TQA program projected a call volume of 11 million calls. This projection 
reflected executive staff direction that the primary objective was to ensure that we did not 
undersize the system to avoid repeating our 1990 experience, when we handled less than 
50 percent of the total calls. In Table 2, we see the overall call volume received for each of the 
language toll-free numbers. Of the total call volume (includes blocked calls), 86.9 percent of the 
callers used the English toll-free number, 12.6 percent called the Spanish number, and less than 
0.5 percent combined called the Asian languages toll free numbers (Chinese, Vietnamese, 
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Korean, or Tagalog). Of the Asian languages, Chinese reported the largest call volume and 
Tagalog reported the smallest. 

Table 2. Overall Call Volume by Language 

Call Volume 

Language Number Percent 

Total 6,028,371 100.0% 

English 5,240,134 86.9% 

Spanish 760,325 12.6% 

Chinese 11,828 0.2% 

Vietnamese 7,342 0.1% 

Korean 7,249 0.1% 

Tagalog 1,493 0.0%* 
* The percent value calculated is less than a tenth of percentage point. 
Data Source: AT&T reports 

Figure 1 shows both the daily percent distribution of actual call volume and the estimated call 
volume for the TQA program. We see that the first peak in the actual call volume occurs 
March 13, which corresponds to the initial mailout of Census 2000 questionnaires. We received 
approximately 10.6 percent of the total call volume on this date. The second and largest peak 
occurs March 20, which corresponds to the mail out of the Census 2000 reminder postcard. This 
peak shows that we received approximately 12.9 percent of the calls on this date. Following this 
is a third peak occurring on Monday, March 27 the week of Census Day (Saturday, April 1), 
after which calls taper-off to June 30. 

In comparing the daily percent distribution of the estimated call volume to the actual call 
volume, we clearly see that the estimated call model did not account for the peaks that occurred 
on March 13 and 20. Note that the call model was based on the 1990 census, 1995 test, and the 
1998 dress rehearsal data. Difference between these sources used for constructing the Census 
2000 call model potentially account for the discrepancies between the model and the actual 
calling patterns. After March 20, the actual call volume tapers off at a faster rate than the 
estimated call volume. The estimated call distribution was modeled such that the bulk of the 
calls were predicted to come in during phase 2 (March 22 - April 7), the time period after all 
questionnaires were delivered up to the NRFU operation. Note that the denominator for the 
estimated percent distribution was based on a predicted call volume of 11,041,715 calls. Where 
as, the actual percent distribution was based on the actual call volume of 6,028,371. For a 
detailed comparison of the estimated and actual number of cases by day see Table A-1 in 
Appendix A. In addition, see Table A-2 in Appendix A for daily call volumes by language. 
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Figure 1. Daily Total Call Volume 
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On the two peak call volume days (March 13 and March 20) we have a large difference between 
the actual number of calls and estimated number of calls. On March 13 the actual call volume 
was 640,555 (see Appendix A-1), where as we anticipated receiving 231,137 calls. This is a 
difference of 409,418 calls. On March 20 the actual call volume was 775,106 (Appendix A-1) 
and the estimated call volume was 579,217, which gives us a difference of 195,889. Hence, the 
variance between the estimate and the actual call volume is much larger for the first peak. 

In addition to a daily call volume perspective of the TQA program, we are interested in viewing 
call volume from a day of the week perspective as seen in Table 3. The total column from Table 
3 shows that 31.7 percent of callers called on Mondays with call volume dropping slightly each 
day as the week progressed. Sundays were the lowest call volume days. This distribution may 
be skewed toward Monday because the two largest call volume days, March 13 and March 20, 
occurred on Mondays. However, if we look at Figure 1 again, we see that after the peak call 
volume days, Mondays continue to be a high call volume day. Note that high call volumes on 
Mondays is an industry wide trend. We speculate that Mondays are a popular day for people to 
take care of “personal business” phone calls such as getting assistance for completing their 
Census 2000 questionnaire. Note that this trend follows for the English and Spanish callers, but 
is not as apparent for the Asian callers. This may be due to the fact that the Asian callers consist 
of a small universe and may contain outliers that distort the trend seen for the English and 
Spanish callers. For day of the week estimated and actual call volumes by language, see 
Table A-3 in Appendix A. 

Table 3. Call Volume by Day of the Week 
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Language 
Day of Week Total Estimate English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 3.1% 4.1% 3.0% 3.9% 5.6% 6.2% 3.6% 5.3% 
Monday 31.7% 21.6% 32.6% 25.8% 17.8% 20.1% 19.3% 16.3% 
Tuesday 22.6% 17.1% 22.6% 22.7% 21.6% 15.5% 17.6% 16.1% 
Wednesday 15.6% 16.1% 15.6% 15.4% 15.8% 14.2% 18.0% 14.6% 
Thursday 12.4% 15.6% 12.2% 13.8% 15.5% 16.0% 18.3% 16.4% 
Friday 9.5% 15.7% 9.2% 11.5% 14.8% 16.3% 14.3% 21.5% 
Saturday 5.2% 9.9% 4.9% 6.9% 9.0% 11.7% 8.8% 9.8% 
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 
Data Source: AT&T reports 

From Figure 1 we have seen an effect due to census mailing strategy, and from Table 3 we have 
seen an additional effect due to the day of the week. Interestingly enough, the census mailing 
strategy was planned such that delivery of the census questionnaires and the reminder postcards 
to respondents started on Mondays continuing through Wednesdays (3-day window). Thus, 
these two effects coincide possibly causing an additive increase in call volume. To avoid this 
potential problem of a combined day of week effect and mailing effect, we should consider 
separating the two events to spread the distribution of call volume. 

Next we compare the estimated day of the week percent distribution of calls to the actual total. 
Both the actual and the estimated day of week percent distribution are similar in regard to the 
fact that both are decreasing distributions when traversing from Monday to Sunday. This trend 
is also evident in examining Figure 1 and noticing the corresponding troughs on Sundays and 
peaks on Mondays for the two daily distributions. 

Changing our call volume measurement from day of the week to hour of the day, Figure 2 shows 
that the bulk of the call volume was received between the hours of 8 AM and 11 PM Eastern 
Standard Time. Note that all calls reported in this graph are reported in Eastern Standard Time, 
regardless of time zone of the call origin. Also note that call center agents were available from 
the hours of 8 AM to 9 PM for each time zone. The hourly call volume sharply peaks at 11 AM, 
drops off approximately one percentage point, and then gradually rises to its highest peak at 
4 PM. We see from Figure 2 that the hours of agent availability and the IVR system were 
adequate for the hourly call volume experienced during the census. To see hourly call volumes 
by language, see Table A-4 in Appendix A. 

In the previous graphs and tables we looked at the overall call volume patterns for various 
measurements of time, i.e. date, day of the week, and hour. Included in the call volume were 
calls that were blocked. By definition a blocked call is any call that was not able to access the 
IVR component of the TQA system or was not able to access an agent during normal operating 
hours. The major reason the TQA program experienced any call blockage was due to a 
contingency plan that was in place to react to any days/times where we experienced call volumes 
far exceeded our project call volumes. Note that agent staffing was based on projected call 
volumes. Thus, we built a contingency into our staffing to allow for unexpected spikes/peaks in 
call volumes by assuming a 65 percent agent productivity rate, which could increase to 
80 percent for short periods, as necessary to handle unexpected call volumes. This essentially 
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allowed us to handle approximately a 25 percent increase in call volume with staff for any given 
day or time. However, if we had any days where the call volume far exceeded the projected call 
volume, the ICR sent a message to the AT&T network to block incoming calls. This prevented 
long wait times for callers queued to speak to an agent. 

By definition, any blockage at the call center level was due to the lack of availability of agents. 

Figure 2.  Hourly Total Call Volume Distribution 
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Call centers were staffed based on the call model. So, any blockage we observe at the call center 
level is a direct result of the inability of the call model to forecast the true call patterns. 

Table 4 summarizes by language the volume of calls that were blocked at the AT&T network. 
Overall, the incident of blockage at the AT&T level occurred for 3.6 percent of the calls. Note 
that the bulk of this blockage was a direct result of the contingency plan followed when call 
volumes far exceed the projected call volume on March 13 and 20. We see that English callers 
accrued the largest portion of the blocked calls, followed by Spanish and the Asian languages. 
In reference with Table 2, the percent of blocked calls distributed across languages is very 
similar to the percent of total calls distributed across languages. This shows that the AT&T 
blockage was impacting the calls by language proportional to their call volume - no bias. 
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When we look at the blockage rates by language we see Tagalog callers had the highest percent 
of calls blocked at the AT&T network level (6.8 percent). This may be a result of the small call 
universe represented by the Tagalog language. Spanish is 0.3 of a percentage point higher than 
the overall blockage rate. The remaining languages (English and the three other Asian 
languages) have a blockage rate that is less than or equal to the total blockage rate of 3.6 percent. 

Table 4. Call Blockage at the AT&T Network by Language 

Blocked Call Volume 

Language Number Percent Percent of call 

Total 217,964 100.0% 3.6% 

English 187,198 85.9% 3.6% 

Spanish 30,020 13.8% 3.9% 

Chinese 271 0.1% 2.3% 

Vietnamese 176 0.1% 2.4% 

Korean 198 0.1% 2.7% 

Tagalog 101 0.0% 6.8% 
Data Source: AT&T data reported via the Intelligent Call Router 

Figure 3 shows the daily percent distribution of blocked calls at the AT&T network level. On 
March 13, we received 10.6 percent of the call volume and 56.6 percent of the AT&T blocked 
calls. The call volume for this date was 177 percent over what we had projected for this date 
(see Appendix A, Table A-1). This indicated that the contingent capacity was exceeded, thus 
explaining the high incidence of AT&T blocked calls. On March 20, we received 12.9 percent 
of the overall call volume and 15.8 percent of the AT&T blocked calls. This corresponds to the 
largest peak in call volume seen in Figure 1. We had a smaller incidence of blockage for this 
second peak, even though it is higher in call volume than the first peak, because the call volume 
for this date only exceed our projected call volume by 33 percent (see Appendix A, Table A-1). 
After the second peak in blocked call volume (March 20), we experienced little call blockage for 
the remainder of the program. Note that the overall blockage rate is 1.3 percent when we 
exclude the dates March 13 and March 20. For further detail of daily AT&T blocked call 
volumes, see Table B-1 in Appendix B. 
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Figure 3. Daily Percent Distribution of AT&T Network Blocked Calls 
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From Table 5, we see that the bulk of blocked calls occurred on Mondays, followed by Tuesday
28
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ay

and Thursday. However, Figure 3 shows that the only two peaks in the volume of blocked calls 
(72.4 percent of the blocked calls), occurred on Monday, March 13 and Monday, March, 20. So,
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if we exclude these two days, Mondays may or may not be the peak day for blocked calls. When 
we look at the distribution of blocked calls by language, English and Spanish mimic the total
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distribution, but the Asian languages have varied distributions. This variation may be due to the
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small blockage levels for these languages. For further detail on day of the week AT&T blocked 
call volumes, see Table B-2 in Appendix B. 
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Table 5. Day of the Week Percent Distribution of Blocked Calls 

Pe
rc

en
t 

5-
M

ar
 

Language 
Day of Week Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 0.6% 0.6% 0.6% 8.9% 2.3% 1.5% 3.0% 
Monday 74.5% 74.6% 75.4% 15.9% 15.9% 20.7% 14.9% 
Tuesday 10.5% 10.3% 11.6% 23.2% 18.8% 22.2% 25.7% 
Wednesday 3.9% 3.9% 3.3% 11.1% 13.1% 22.7% 23.8% 
Thursday 6.4% 6.5% 5.1% 14.4% 30.1% 18.7% 8.9% 
Friday 2.9% 2.7% 3.3% 22.9% 17.0% 13.1% 21.8% 
Saturday 1.1% 1.2% 0.7% 3.7% 2.8% 1.0% 2.0% 
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

Data Source: AT&T data reported via the Intelligent Call Router 
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From Figure 4, we see that the distribution of hourly blocked calls is uni-modal, gradually 
increasing from 7 AM to 1 PM Eastern Standard Time and then increasing sharply to a peak at 
5 PM. And, then we see a sharp decline to 9 PM. The peak in calls blocked corresponds to the 
peak in hourly call volume. For further detail on hourly AT&T blocked call volumes, see Table 
B-3 in Appendix B. 

Figure 4. Hourly Percent Distribution of Blocked Calls
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Besides being blocked at the AT&T network level, callers could have been blocked at the TQA 
network level or at the call center level. A call that is blocked at the TQA network level is 
defined as the incident where a call is passed from the AT&T network to the TQA network and 
the call is not accepted by the IVR system. This type of blockage occurred for only English and 
Spanish calls. In addition, calls could have been blocked at the individual call center level. This 
incident occurred if a caller was transferred to an agent from the IVR (English and Spanish only) 
or a caller called one of the Asian language toll-free numbers and the call was not accepted by 
any call center. 

Table 6 gives the blockage rates for each of the network levels by language. Note that we have 
already discussed the AT&T blockage rates. As a performance requirement of the contractor, 
the Census Bureau required that no more than 2.0 percent of the calls received be blocked at 
either the TQA network level or the call center level given that actual call volumes were 
consistent with projected call volumes. We see that this requirement was met for each of the 
languages except the Tagalog language. We do not have any evidence as to why 9.9 percent of 
the Tagalog callers were blocked at the Call Center level. One plausible explanation is that we 
may not have had adequate staffing of Tagalog bi-lingual operators. Another explanation is that 
our Asian language capacity was provided by some small businesses, one of which experienced 
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some technical problems during TQA. As a small business they did not have on-site technical 
support to resolve these problems immediately, so we generally had a few hours before the 
problems were fixed. In general, the blockage at the TQA network level and the call center level 
was minimal (less than 0.9 for each of the languages excluding Tagalog). For further detail on 
daily blocked call volumes at the AT&T network level, TQA network level, and the call center 
level; see Tables B-4 through B-9 in Appendix B. 

Table 6. Blocked Calls at the AT&T Network, TQA Network, and at the Call Centers 

Language 
Network Level English Spanish Chinese Vietnamese Korean Tagalog 
Total 3.8% 4.1% 2.7% 3.2% 3.2% 16.0% 
AT&T 3.6% 3.9% 2.3% 2.4% 2.7% 6.8% 
TQA 0.2% 0.1% N/A N/A N/A N/A 
Call Center 0.0% 0.1% 0.4% 0.8% 0.5% 9.9% 
N/A These languages did not have IVR capabilities thus a TQA network did not exist for these cases 
Data Source: AT&T and the Intelligent Call Router 

If a call was not blocked the call was then serviced by an IVR or an agent. Because the blockage 
was minimal at the TQA and call center network level and for the purposes of this evaluation, let 
us define a serviced call or handled call as any call that was not blocked at the AT&T network 
level. So in Table 7, we see the distribution of calls that were handled by language. Note that 
the distribution of calls handled by language (percent column) does not differ from the 
distribution of overall call volume (Table 2), English having the highest number of calls handled, 
followed by Spanish. 

Table 7. Calls Handled by Language 

Calls Handled 

Language Number Percent by 
language 

Percent of total 
calls received 

by language 

Total 5,810,407 100.0% 96.4% 

English 5,052,936 87.0% 96.4% 

Spanish 730,305 12.6% 96.1% 

Chinese 11,557 0.2% 97.7% 

Vietnamese 7,166 0.1% 97.6% 

Korean 7,051 0.1% 97.3% 

Tagalog 1,392 0.0% 93.2% 
* Note that 0.0% indicates a value less than a tenth of a percentage point. 
Data Source: AT&T data reported via the Intelligent Call Router 

Of the approximately 6 million total calls received by the TQA program over 96.0 percent were 
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handled by the IVR or an agent. For each of the languages, we see that Chinese had the highest 
percentage of calls handled (97.7 percent) and Tagalog had the lowest percentage of calls 
serviced (93.2 percent). 

From Figure 5 we see that the daily percent distribution of calls handled is almost identical to the 
daily percent distribution of call volume seen in Figure 1. This indicates that the volume and/or 
the distribution of calls blocked at the AT&T level (217,964 blocked calls) did not have an 
impact on the distribution of calls handled from the original distribution of total call volume. 
For more information on the number of calls handled by day, see Table C-1 in Appendix C.
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Table 8 is similar to Table 3 (the day of week distribution of the total call volume). In general 
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Date 

the majority of calls serviced were handled on Mondays and then, as the week progressed, the 
call volume dropped slightly each day with Sundays being the lowest call volume day. By 
language, this trend is followed by the English and Spanish callers, but not by the Asian callers. 
This may be due to the small call volume that the Asian callers represent. For more information 
on the number of calls handled by day of week and language, see Table C-2 in Appendix C. 

Table 8. Day of the Week Distribution of Calls Handled 
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Language 
Day of Week Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 3.2% 3.1% 4.0% 5.5% 6.3% 3.7% 5.5% 
Monday 30.1% 31.0% 23.7% 17.8% 20.2% 19.3% 16.5% 
Tuesday 23.0% 23.0% 23.2% 21.5% 15.4% 17.4% 15.4% 
Wednesday 16.0% 16.0% 15.9% 15.9% 14.2% 17.9% 13.9% 
Thursday 12.6% 12.4% 14.1% 15.5% 15.6% 18.3% 17.0% 
Friday 9.7% 9.4% 11.9% 14.6% 16.3% 14.3% 21.5% 
Saturday 5.3% 5.0% 7.2% 9.1% 11.9% 9.0% 10.3% 
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 
2:
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Data Source: AT&T data reported via the Intelligent Call Router 
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As we would expect, Figure 6 is similar to Figure 2 (hourly distribution of total call volume). 
Once an English or Spanish caller connected with an IVR system, the caller had the option to

6:
00

 A
M

 
connect with an agent, given that the time of the call was during normal operating call center 
hours. So, English and Spanish callers fall into two categories, those who were transferred to an
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agent and those who terminated the call while in the IVR. For the purposes of this paper we will 
term the latter as an “IVR resolved call”. A limitation in our definition of an “IVR resolved 
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call” is that callers during non-operating call center hours, and callers who did not actually meet 
their service needs in the IVR but terminated the call are included in the IVR resolved universe. 
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See Table C-3 in Appendix C for the actual hourly call volumes of calls handled. 

In Table 9, we see that almost half (47.3 percent) of the total calls received by the IVR were IVR
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resolved. This exceeded the Census Bureau and contractor’s projected resolution rate of 
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Figure 6. Hourly Distribution of Calls Handled
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40.0 percent (EDS, 2000). This has a positive implication on the program because it represents 
2,736,009 calls that were not transferred to an agent, thus resulting in a reduced agent workload. 
Hypothetically, the reduced agent workload should result in a reduced cost per call due to a 
lesser demand for agent staffing. This result may also suggest that the IVR worked well in 
meeting the public’s needs in regard to the census, although we cannot say this definitively 
without assessing customer satisfaction data. 

By language we see that the English IVR had a considerably higher percentage of calls that were 
IVR resolved. This difference indicates that the Spanish IVR did not equally meet the needs of 
Spanish callers in comparison to the English IVR assuming that callers transferred to an agent 
because they did not find the information or service they were in need of through the available 
IVR options. One possible reason for this difference is that the Spanish language IVR did not 
allow callers to request a Spanish questionnaire where as this service was available in the 
English language IVR. Therefore, if a significant portion of the Spanish callers were form 
requests, then these callers would have contributed to the lower Spanish IVR resolution rate. 
Note that this difference between the Spanish language and English language IVR reflects a 
policy decision. 

Table 9. Distribution of IVR Resolved Calls by Language 

IVR Resolved Calls 

Language Number Percent *Percent Resolved 

Total 2,736,009 100.0% 47.3% 

English 2,425,160 88.6% 48.5% 

Spanish 286,055 10.5% 39.6% 

Undetermined1 24,794 0.9% 41.4% 
Data Source: AT&T 
* The denominator is the universe of English and Spanish calls not blocked
1 Data given for March 3 thru March 8 could not be identified by language 

In Figure 7 the daily distribution of IVR Resolved Calls appears to be the same shape as the 
overall call volume distribution. We have four peaks occurring on Mondays and then volume 
falling through Sunday. See Table D-1 in Appendix D for daily IVR resolved call volumes. 
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Figure 7. Daily Distribution of IVR Resolved Calls 
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Table 10 gives us the day of week distribution of IVR resolved calls. We observe that the largest
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portion of IVR resolved calls occurred on Monday, decreasing to a low on Sunday. This 
resembles the distributions of call volume we have seen thus far. See Table D-2 in Appendix D
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for day of the week IVR resolved call volumes. 
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Table 10. Day of the Week Distribution of IVR Resolved Calls 

Language 
Day of Week Total English Spanish 
Sunday 3.1% 3.0% 4.0% 
Monday 29.6% 30.2% 26.0% 
Tuesday 23.8% 24.1% 20.3% 
Wednesday 16.1% 15.9% 16.3% 
Thursday 12.7% 12.6% 14.5% 
Friday 9.6% 9.3% 11.9% 
Saturday 5.1% 4.9% 7.0% 
Total 100.0% 100.0% 100.0% 

Data Source: AT&T 
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Figure 8 shows the hourly distribution of IVR resolved calls. Again, this distribution resembles

the hourly call volume distributions from the previous figures. See Table D-3 in Appendix D for

call volumes.

As mentioned in the Background Section 1, three IVR scripts were designed to suit the needs of


Figure 8. Hourly Distribution of IVR Resolved Calls 
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the public and the Census Bureau, corresponding to the three different phases of Census 2000. 
These phases were: 
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C	 Phase 1 (March 3 - March 21, 2000) - Mailing of questionnaires in Mailout/Mailback 

areas and Update/Leave Mail Delivery which entailed updating Census Bureau maps and 
address listings as well as leaving questionnaires at the housing units 

C Phase 2 (March 22 - April 7, 2000) - Majority of the questionnaires delivered 
C Phase 3 (April 8 - June 30, 2000) - Housing units identified for Nonresponse Followup 

(NRFU) through the completion of the NRFU operation 

Due to the scripting differences across phases, we have an interest in looking at the IVR 
resolution rates by phase. Note that the major difference across phases was the scripting design 
for handling a caller requesting a census form. 

From Table 11, we see a slight increase in the IVR resolution rate, moving from Phase 1 to 
Phase 2. When we move into Phase 3, we see a 21.5 percentage point drop in the resolution rate. 
We also notice the call volume is considerably less for Phase 3, representing only 8.8 percent of 
the overall call volume. Thus, the drop in resolution rate did not negatively impact the TQA 
program. 
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Table 11. IVR Resolved Calls by Census Phase 

Census Phase 

All Phases Phase 1 Phase 2 Phase 3 

IVR Resolution Rate 47.3% 46.8% 51.7% 30.2% 

Call Volume 5,783,241 2,956,552 2,317,783 508,906 
Data Source: AT&T 

19
-M

ar
To further investigate the drop in IVR resolution rate for Phase 3, we viewed the daily IVR 
resolution rates. In Figure 9, we see large fluctuations in Phase 1, and then a nice trend in Phase 
2 where the rate stays at or above 50 percent. And, as mentioned in the previous table, we see a
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dramatic drop in the IVR resolution rate at the very beginning of Phase 3 and then a gradual rise 
through the remainder of the operation. The drop in resolution rate that occurred at the 
beginning of Phase 3 was anticipated because of the way we designed the scripting to handle
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callers in need of a questionnaire during Phase 3. This will be discussed in further detail in 
section 4.2.1 of this report. 
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The IVR’s potential to service callers without the use of an agent is a very desirable trait of using 

Figure 9. Daily Distribution of IVR Resolution Rates
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IVR technology. Another trait or feature of IVR technology that was made use of in Census 
2000 was incorporation of Automatic Number Identification (ANI) technology in the IVR. ANI 
is a type of commercial caller ID used to identify a caller’s address by matching the caller’s 
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phone number to the National Residential Database (NRB). This streamlined the process for the 
respondent when requesting a census form be mailed to them by allowing the caller to request a 
form without having to provide a mailing address. From Table 12, we see that when a 
respondent requested a mailed census form, the ANI process was successful in matching a 
respondent’s phone number to an address 58.3 percent of the time. This is lower than what is 
typically seen in industry because of our design to exclude post office boxes and rural routes 
from the database. 

Table 12. Automatic Number Identification Results 

Total IVR Form Request Matched % Matched Not Matched % Not Matched 

1,037,453 604,764 58.3% 432,689 41.7% 
Data source: IVR evaluation file 

4.2 What Types of Call Behaviors were Exhibited by TQA Callers? 

In section 4.1 we were able to observe the calling patterns experienced during the TQA program 
using different time scales, i.e. date, day of week, hour, and census phase. In addition, we 
observed some of the call patterns that were a result of functionality of the TQA system; 
specifically, calls blocked and calls handled. This gave us a broad picture, in terms of call 
volume, of what happened during the course of the TQA program. Now, we would like to 
determine what happened once the callers accessed the IVR or an agent. Agents serviced calls 
with the aid of the OSS. So, the analysis relating to calls handled by agents is based on data 
output from the OSS. 

4.2.1 Call Behavior in the Interactive Voice Response System 

Once a caller accessed the IVR, the caller selected from a series of menu options to find 
information he or she needed to help complete their census form or to find information about the 
census in general. Callers also had the option to request that a census form be mailed to them. 
Note that not all of the menu options were offered across all of the phases since three different 
IVR scripts were designed to correspond to the three different phases of Census 2000. Table 13 
lists the top level menu options available in the IVR system, by phase, and shows the distribution 
of callers according to their menu selections. For an overall selection distribution of the top 
level menu options see Appendix H, Table H-1. From Table 13, we see that across all phases a 
large percentage of the callers made “no selection” when accessing the IVR. A “no selection” is 
defined as anytime a caller did not make a selection or gave responses out of range from the 
available options. A caller that made “no selection” was transferred to agent for further 
assistance. Note that 22.2 percent of these callers were actually transferred to an agent. 

Of the callers that made a single menu selection during Phase 1, we see that a larger percentage 
of these callers used the IVR system to attempt to find an answer to a “Frequently Asked 
Question” (FAQ). Following the FAQ option, the “reminder postcard” menu option was the 
next most frequently selected menu option followed by the “general information” option. The 
“reminder postcard” option explained why a reminder postcard was sent to the caller’s housing 
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unit reminding them to complete their census form. We would have expected the selection 
frequency of the “reminder postcard” option to be higher since the largest peak in call volume 
corresponded to the delivery of the reminder postcard (see Figure 1). This indicates that the 
callers during this peak call volume were not primarily calling to find out why they were sent a 
reminder postcard. These callers were calling to obtain an answer to an FAQ or obtain service 
through one of the other menu options or a combination of the options. The other menu options 
available allowed callers to obtain “general information” about Census 2000, seek “additional 
help” through an agent, obtain the toll-free number to find out about Census 2000 “jobs”, obtain 
the Census 2000 “internet” address, request a mailed census form (need form), or to report not 
having received a form (no form). 

During Phase 2 callers primarily used the IVR system to request a mailed census form by 
selecting the “need form” option. The next most single frequently selected menu option was the 
FAQ option. During Phase 3, callers that made a single top level menu selection primarily 
selected the FAQ or the “general information” option. 

Callers who selected more than one top-level menu option were counted as a “multiple 
selection” in Table 13. Further analysis was conducted on the callers who gave multiple 
selections at the top level menu to identify combinations of selections that were of a high 
frequency relative to other combinations. During Phase 1 of the Census, we found that the 
following pairs of menu options were of high frequency: (FAQ, General Information), (FAQ, 
Additional Help), and (FAQ, Postcard). In Phase 2, we had high frequencies for the same pairs 
as in Phase 1 with the addition of the combination (Need Form, Postcard). In Phase 3, the 
following combinations had high selection frequencies: (FAQ, General Information), (FAQ, 
Additional Help), and (No Form, Additional Help). 

Table 13. Distribution of IVR Menu Selections by phase of Census 2000* 

Phase 1 Phase 2 Phase 3 
Menu Selection Number Percent Number Percent Number Percent 

Total 2,759,305 100.0% 2,282,749 100.0% 498,332 99.9% 
Frequently Asked Questions 790,511 28.6% 296,368 13.0% 74,156 14.9% 
General Information 150,879 5.5% 63,941 2.8% 33,081 6.6% 
Additional help 189,280 6.9% 79,163 3.5% 2,830 0.6% 
Jobs 34,302 1.2% 23,377 1.0% 14,498 2.9% 
Internet 11,463 0.4% 4,553 0.2% 1,817 0.4% 
Postcard 263,768 9.6% 80,644 3.5% 
Need form 1,062,731 46.6% 
No form 13,012 2.6% 
Multiple Selection 327,237 11.9% 187,601 8.2% 65,708 13.2% 
No Selection 991,865 35.9% 484,371 21.2% 293,230 58.8% 

Data Source: IVR evaluation file 
* Note that the dashes (----) indicated the menu option was not available 

The menu options available in the IVR system provided access to a variety of Census 2000 
related information, however not all callers were completely satisfied either with the menu 
options or having to deal with a computer and felt the need to opt to speak with an agent. In 
addition, callers could have been transferred automatically to an agent without specifically 
choosing this option. From Table 9, we observed that 2,736,009 calls were resolved in the IVR 
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which represent 47.3 percent of the calls handled by the IVR. Thus 3,047,232 IVR calls were 
transferred to an agent, representing 52.7 percent of the total calls handled in the IVR. 

As mentioned, callers were transferred either by the caller’s own choice or by automatic transfer. 
Automatic transfers were performed by the IVR in response to a number of call behaviors. For 
example, callers who made no selection could have hung up the phone, stayed on the phone, or 
given a response out of range of the given digits. If either of the latter two were performed by a 
caller, the caller heard an “invalid response message”. After the second invalid response 
message the caller was transferred to an agent. 

Automatic transfers varied by phase of the census. In Phase 1 of the census, callers were 
transferred to an agent from the IVR if they gave two invalid responses or made a conscious 
choice to go to an agent by selecting that menu option. In Phase 2, callers were transferred to an 
agent in the same manner as in Phase 1, with the addition of an automatic transfer in two 
additional situations . Case one, if a caller selected the send form option, provided a ZIP code, 
and after the IVR played the ZIP code back to the caller, he or she selected a menu option that 
indicated the ZIP code was incorrect, the caller was automatically transferred to an agent. Case 
two, if a caller selected the send form option and when asked for a census ID did not enter an ID 
and did not select the option indicating they did not have a census form, then they were 
automatically transferred to an agent. In Phase 3, the transfers that were available in Phase 1 
were still available. However, the additional transfers related to the “send form” pathway were 
not available since requests for mailed forms were not taken during Phase 3. With the 
introduction of a new menu option “have not received a form”, callers were automatically 
transferred to an agent upon selecting this option, thus they were not considered resolved in the 
IVR. 

Analysis indicated that the majority of transferred IVR callers were transferred through the 
callers own volition. The primary reason callers were automatically transferred was due to 
callers not giving an appropriate response or a response at all. This was followed by callers not 
providing a census ID when prompted. In this case we would suspect that the caller probably had 
a census form but was not aware of ID location on the form or did not have the form physically 
in front of them. Not entering a ZIP code resulted in the fewest number of automatic transfers. 

To conclude this section on call behavior in the IVR, we will discuss the amount of time callers 
spent while in the IVR. We would expect the length of a call to vary, depending on the call type. 
Table 14 shows mean call times for the IVR component of TQA broken down into whether the 
call was resolved in the IVR or unresolved (transferred to an agent). On average, a caller spent 
2 minutes and 21 seconds in the IVR. As you would expect, an IVR resolved call took less time 
than an IVR unresolved call. 

Table 14. IVR Call Times 

Mean Time 
(mm:ss) 

IVR Total 02:21 
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IVR Resolved 

Info 

Form Request 

IVR Unresolved 

Info 

Form Request 

02:01 

01:54 

02:22 

02:48 

02:48 

02:50 
Data Source: ICR and IVR evaluation files 
Maximum Call Time: 0:08:19 

For an IVR resolved call, we see an increase in the amount of time a caller spent in the IVR 
when going from an information only call to a census form request call. For an IVR unresolved 
call, the average call times for an information only call and a census form request are 
approximately the same. Thus we see that call type did not affect the amount of time a caller 
spent in the IVR if the caller was not able to resolve their issue in the IVR. 

4.2.2 Call Behavior in the Operator Support System (OSS) 

Having discussed some of the general call behaviors exhibited in the IVR, we now observe some 
general call behaviors exhibited by callers serviced by an agent. Callers could obtain and give 
information via an agent. The agent in turn used an HTML and Java script based instrument 
called the OSS to serve the caller. The OSS facilitated the agent by providing an internet 
browser environment for the agent to click on and access verbatim scripting while assisting in 
giving and receiving information to and from the caller. 

To see the volume of calls serviced by agents by day, day of the week, or hour and by language 
refer to Appendix E. Note that the data from Appendix E are from the daily ICR reports and do 
not agree with the other data sources used in the previous sections of this report (refer to the 
Methodology section for an outline of all data sources). Thus any derivations of the previous 
data sources to arrive at total calls handled by agents will not agree with the totals given in 
Appendix E. 

At the point a caller opted or automatically transferred to an agent, or any call to one of the 
toll-free Asian language numbers, the Intelligent Call Router (ICR) routed the call to the most 
available agent. Sometimes an agent was not immediately available to service a caller, and if 
this was the case, the caller was placed in a call queue until an agent became available. A call 
queue allows a caller who has been put on hold for the longest amount of time to be serviced by 
the next available agent. Some of these queued callers could have abandoned the call. A call 
abandonment is defined as anytime a caller hung up the phone while waiting to speak to an 
agent. Callers that called back from the same originating phone number after abandoning a call 
were given priority in the call queue. However, if these “priority queue” callers encountered a 
long wait time again, these callers were given a special toll-free number to call. 

Table 15 shows that 5.7 percent of the callers that were transferred to an agent abandoned the 
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phone call. The majority of these abandoned calls were either English or Spanish. Although, the 
rotary Spanish, Asian, and priority queue callers exhibited a higher abandonment rate. Due to 
limitations in our data sources, we are not able examine the abandonment rates separately for 
each of the respective call universes - Rotary Spanish, Asian, and priority queue callers. 
However, during the TQA program, there were no indications of any major abandonment issues 
with the rotary Spanish or Asian callers. Therefore, we suspect that the priority queue callers are 
the main contributing factor of the high abandonment rate exhibited by the rotary Spanish, 
Asian, and priority queue callers. We may have experienced a small incidence of Asian call 
abandonments due to technical difficulties experienced by the small businesses that provided the 
Asian language support. At least one of these small businesses had limitations on its 
telecommunications switch, in terms of providing the appropriate type of messaging. 

Table 15. Total Distribution of Call Abandonments 

Calls Abandonments 

Percent of 
Language Number Percent Agent Calls 

Total 134,988 100.0% 5.7% 

English or Spanish 126,248 93.5% 5.4% 

Rotary Spanish, Asian Languages, and 8,740 6.5% 32.4% 
priority queue 

Data source: Intelligent Call Router reports 

The daily distribution of call abandonments (Figure 10) shows that the bulk of the English and 
Spanish call abandonments occurred on Monday, March 20 and Tuesday, March 21. The first 
date corresponds to the largest peak in call volume seen in Figure 1. The largest number of call 
abandonments for the rotary Spanish, Asian, and priority queue callers occurred during the week 
of Census day April 1. After Census day, we see a gradual decrease. For further detail on daily 
volumes of call abandonments, see Table F-1 in Appendix F. 

From the day of the week perspective (Table 16), we observe that the bulk of the total call 
abandonments occurred on Mondays. This is also the case for the English and Spanish call 
abandonments. However, the day of the week for which the bulk of call abandonments occurred 
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Figure 10. Daily Distribution of Call Abandonments 
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Table 16. Day of the Week Distribution of Call Abandonments 
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Language 
English & Spanish rotary & 

Day of Week Total Spanish Asian Languages 
Sunday 1.8% 1.6% 4.7% 
Monday 47.1% 49.0% 20.5% 
Tuesday 29.3% 29.9% 20.1% 
Wednesday 7.7% 7.2% 13.5% 
Thursday 6.3% 5.5% 17.0% 
Friday 4.9% 4.2% 14.7% 
Saturday 3.0% 2.5% 9.6% 
Total 100.0% 100.0% 100.0% 
Data Source: Intelligent Call Router 

In Figure 11, we observe that the peak of call abandonments for English and Spanish callers 
occurred during the 4 PM hour. The Spanish rotary and Asian language call abandonments peak 
during the lunch-time hours and we see a slight decline followed by another peak during the 
evening hours. To see the number of call abandonments by hour, refer to Table F-3 in 
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Appendix F. 

Given that a caller did not decide to abandon the call while waiting to speak to an operator, the 
caller was connected with an agent. The agent then prompted “You’ve reached the Census 2000 
help line. How may I help you?”. To address the caller’s problem or question concerning the 

Figure 11.  Hourly Distribution of Call Abandonments 
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census or completing a census form, the agent clicked on one of the following hyperlinks in the 
OSS - “Needs Census Form”, “Form Questions”, “Census FAQ’s Menu”, or “Complaints 
Menu”. If choosing any of the previous hyperlinks, the agent realized the information or services 
under that hyperlink did not meet the caller’s needs, the agent could access the other hyperlinks 
via a “toolbar” in the browser and jump to the screen more appropriate to the callers needs. 

Table 17 gives the distribution of the top level hyperlinks selected by an agent per call. These 
hyperlinks were also available via a toolbar throughout the instrument. Note that agents could 
have selected any combination of the available hyperlinks while servicing a call. We see that the 
majority of the calls were serviced by an agent selecting the “Need a census form” and the 
“FAQs about the census” hyperlinks. The number of selections for the “FAQs about the census” 
hyperlink was slightly lower than the “Needs a census form” hyperlink. The remainder of the 
hyperlink selections represent a small percentage of the overall selection universe. We see that 
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cases where the agent selected only the “Form questions” menu represented 8.0 percent of the 
cases. And, cases where an agent selected only the “Complaint” hyperlink represented 
6.3 percent of the cases. Cases where the agent selected a combination of the top-level 
hyperlinks represent less than 5.0 percent of the selection universe. 

Table 17. Operator Support System Top-Level Hyperlink Selection Distribution 

Frequency Percent 
Hyperlink(s) Selected 

Total 1,704,803 100.0% 

Needs Census Form


Form Questions


Census FAQs Menu


Complaints Menu


Needs Census Form/ Complaints


Needs Census Form/ Form Questions


Form Questions/ Complaints


749,368 44.0% 

136,669 8.0% 

634,710 37.2% 

107,400 6.3% 

34,173 2.0% 

21,035 1.2% 

17,892 1.1% 

Needs Census Form/ Form Questions/ and Complaints 3,556 0.2% 
Data Source: OSS evaluation file 

*There was no counter in place to count the number of times the “Census FAQs Menu” link was selected. So, if the evaluation data 
indicated that none of the other hyperlinks were selected during a call, we assumed that the “Census FAQs Menu” link was selected. 
In addition, we do not know if this link was selected in combination with the other links. 

If an agent selected the “Needs Form” hyperlink, another page opened with the following series 
of hyperlinks: “Did not receive form,” “Needs replacement form,” or “Non-English language 
guide-Large print guide.” If the “Form questions” link was selected, the agent was prompted to 
ask for the form type. Form types were presented as radio buttons (radio buttons act like the 
buttons on a car radio, the user can only have one button selected at a time and the active setting 
has a dot in the middle of the button) for this page and, depending on which form type was 
selected, hyperlinks to specific question numbers appeared. These question numbers accessed 
bookmarks in the Question Reference Database (QRB). If the caller did not know their form 
type, the agent selected the “If no form available” hyperlink. This hyperlink accessed 
information under the topics of population questions or housing questions. 

The “Census FAQs Menu” link allowed the operator to access a list of hyperlinks to frequently 
asked questions on the following topics: 

C address problems

C assistance completing forms

C concerns / complaints 

C race questions

C general questions about the census, census forms, census data - availability and
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use 
C conducting the census

C purpose of questions 

C phone numbers for census and government agencies


The “Complaints Menu” link allowed agents to respond to a respondent’s complaints using the 
following list of topics: Invasion of privacy, mandatory participation, confidentiality concerns, 
long form, census worker visit, and non-English language guide. If an agent was not able to 
respond to the callers complaint from any of the topics in the previous list, the agent could record 
the caller’s complaint as an “Other general complaint” which was then forwarded to the Census 
Bureau. 

An important service TQA provided was the ability for agents to respond to requests for a 
Language Assistance Guide (LAG) - a brochure or guide available in 49 languages other than 
English that assisted non-English respondents in filling out their English census form. Agents 
accessed this service under the “Need Form menu” or the “Complaints menu” by selecting the 
“non-English language guide” hyperlink. Agents then selected from a choice of 49 languages 
and a Large print English guide. We received a total of 77,501 (see Appendix G) requests for 
LAGs. Appendix G shows the distribution of LAG guide selections made by agents. From this 
distribution, we see that the Spanish LAG was the most requested LAG. Other frequently 
requested LAGs consisted of the following languages: Albanian (7.0 percent), Dinka 
(6.0 percent) - a Sudanese language, Chinese (3.0 percent), Creole (2.1 percent), Vietnamese 
(1.8 percent), and Korean (1.6 percent). 

In addition to being able to field requests for LAGs, agents were able to conduct a census short 
form interview if a caller met certain requirements. Respondents who called after April 7 and 
claimed they had received a form with an address that did not correspond to their current 
residence were given a short form interview. Any caller who claimed to have difficulty reading 
or understanding a form was given a census short form interview given that they did not have a 
long form census ID and were calling between March 22 and June 8. Callers who wanted to 
complete their form over the phone and did not have a long form census ID, or callers with a 
short form ID who wanted to complete their form over the phone and called before April 7 were 
given an interview. If a caller claimed they needed to add a person to a form they already sent in, 
the agent would conduct a short form interview. If a caller called after April 7 and claimed they 
had not received a form, the agent collected their information. Finally, if a caller claimed they 
had a usual home elsewhere, then we would collect their information over the phone. 

We see from Table 18 that we had 253,806 calls that went to a short form interview. This total 
represents the number of times an agent clicked the option to go to a short form interview. At 
times, operators may have selected that option unintentionally and thus did not complete an 
interview. Also, respondents could have hung up once the operator selected the option to 
conduct an interview with a respondent. Either of these scenarios would have been removed 
from the production data file sent by EDS to the Census Bureau. These calls represent 
11.3 percent of the total calls handled by agents. 

Of the total cases where an agent selected the option to conduct a short form interview, Table 18 
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shows that 209,861 (82.7 percent) of these cases were sent by EDS to the Census Bureau for 
processing. Cases where the respondent provided a census ID or did not provide a census ID are 
included in this number. Note that there is a significant discrepancy between the total number 
and the number processed by Census Bureau. This is due to the reasons mentioned above. In 
addition, other conditions may have existed that also contributed to the discrepancy. 
Specifically, during the beginning weeks of the TQA operation, EDS experienced caching 
problems. As a result of the caching problems, some of the short form interview data may have 
been lost. 

Table 18. Telephone Questionnaire Assistance Census Short Form Interviews 

Processed by the 
Total Census Bureau Cases w/o ID Cases w/ ID 
253,806a 209,861b 199,775c 10,086d 

Data Source: Census Bureau’s Be Counted Evaluation Files, Production File, and Telephone 
Questionnaire Assistance Evaluation File 
a Source of the data: Telephone Questionnaire Assistance Evaluation File. 
b Source of the data: Production File. 
c Source of the data: Be Counted Evaluation Files. 
d Source of the data: Calculated Statistic, Difference between Processed by the Census Bureau and Cases 

w/o ID columns. 

Of the cases sent to the Census Bureau for processing, we see that 199,775 did not have a census 
ID; i.e. the respondent did not provide a valid census ID. Thus, 10,086 did have a census ID. 
So, the majority of the short form interviews were incidents where the respondent did not 
provide a valid ID. These non-ID cases were subjected to a Census Bureau non-ID process flow 
in an attempt to match or assign the non-ID case to a valid Census ID. The details and the 
results of this process are described in Evaluation A.3 The Be Counted Campaign of Census 
2000 (U.S. Bureau of the Census, 2002). Note that cases where respondents requested a mailed 
census form without providing a valid census ID were subjected to the same non-ID process 
flow. 

Beyond the census ID data provided by respondents, we are also interested in researching the 
quality of the data provided by the respondent during a short form interview, i.e. item 
non-response rates. Further research of this type can found in the Census 2000 Evaluation B.1 
Analysis of the Imputation Process (U.S. Bureau of the Census, 2001b). 

In comparison to the IVR (Table 14), we see from Table 19 that if a caller was serviced by an 
agent, a caller spent on average 2 minutes longer speaking to an agent than with an IVR. Thus 
from a “time” statistic, calls were handled more efficiently by the IVR. However, callers who 
transferred to an operator may not have had their question answered by the IVR and thus may 
require more explanation or service than what was available in the IVR. 

In Table 19 we see a slight increase in the average call time when going from an information 
only call to a census form request or language assistance guide request. Then we see a large 
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increase in the average call time for a call whenever an operator conducted a census short form 
interview. Note for the short form interviews the average call time includes time leading up to 
an interview. As a comparison, the Census Bureau estimates that, for the average household, the 
paper census short form takes a respondent about 10 minutes to fill out, 2 minutes longer than 
the average time it took respondent to give their information through TQA. Note that we assume 
the average household size of TQA callers is equal to that of the national average household size. 

Table 19. OSS/Agent Call Times 

Mean Time 
(mm:ss) 

OSS/Agent Total  04:31 

Info (Agent)  03:42 

Form Request or Language Assistance Guide (Agent)  03:49 

Interview (Total Agent Time)  08:06 
Data Source: ICR and OSS evaluation files 
Maximum Call Time: 1:23:12 

From the Request for Proposal (RFP) for the TQA Program requirements for Census 2000, the 
Census Bureau estimated that the average time for a call resolved through the use of an IVR is 
four minutes. For calls resolved by a live agent, the estimated average talk time is four minutes 
in addition to time in IVR. From Table 14, we see that the actual mean time for IVR resolved 
calls is one minute and 39 seconds less than the corresponding estimated mean time stated in the 
TQA RFP. Table 19 shows that the actual mean time for calls resolved by an agent was 
31 seconds longer than the corresponding estimated mean time stated in the TQA RFP. 

4.3 How much did the TQA Program Cost? 

Included in the cost of the TQA contract was a coverage improvement program named Coverage 
Edit Followup (CEFU). This program was an outbound calling operation designed to correct 
count discrepancies or to add people to housing units classified as large households (U.S. Bureau 
of the Census, 2001c). Since some of the item costs for both TQA and CEFU components were 
not billed separately by the contractor (shared cost), we are not able to accurately report the 
separated costs for the inbound TQA program for these items. 

The TQA contract which includes the cost of the two programs combined was appropriated 
$102 million. Approximately $89 million was actually spent on the two programs (AT&T cost 
excluded). The positive variance of $13 million for TQA was the result of lower contractor costs 
in running the program since the number of inbound calls of 6 million was 45 percent lower than 
the 11 million calls planned (U.S. General Accounting Office, 2001). 

Table 20 shows the known itemized costs for the TQA and CEFU operations. Each task shown 
can be attributed to CEFU only, TQA only, or to both. Note: This does not include 
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headquarter’s resources or staffing costs. 

The task on planning and definition, design and development, training, quality assurance, and 
FTS2000 phone costs cannot be split out between the two programs. These costs totaled 
$52,175,089.20. TQA only costs (inbound) included fulfilment development, fulfillment 
operations, postage for the fulfillment, and inbound operational costs. These totaled to 
$25,530,403.02. Fulfillment operations are defined as the mailing processes performed to 
“fulfill” a respondent’s request for a census form and/or LAG. The CEFU only (outbound) costs 
were for agent’s pay for outbound operations. This totaled $11,279,575.45. 

Table 20. TQA/CEFU Cost Summary 

Description Cost 

Total shared costs $56,598,904.83 

Planning and definition $1,634,483.75 

Design and development $35,223,550.56 

Training $9,794,959.56 

Quality Assurance $6,418,592.92 

FTS2000 costs $3,527,318.04 

Total TQA only costs (Inbound) $25,533,987.64 

Fulfillment Development $121,168.35 

Fulfillment Operations $253,753.23 

Inbound Operations $24,469,189.06 

Postage for fulfillment $689,877.00 

Total CEFU only costs (Outbound) $10,380,182.94 

Outbound operations $10,380,182.94 

Total costs for CEFU and TQA

combined $92,513,075.41


Cost reported as of 9/25/01 

5. RECOMMENDATIONS 

In summary, we were able to obtain an overall picture of the Census 2000 TQA program from a 
variety of perspectives. Namely, we focused on the call volumes experienced by the TQA 
system and how well the system handled these call volumes. In addition, we looked at some of 
the call behaviors exhibited by TQA callers. Finally, we concluded with analysis of the costs of 
the TQA program. These results allowed us to assess the general functionality of the TQA 
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system as well as to recognize some of the call behaviors exhibited by TQA respondents. 
Furthermore, from our assessments, we can make recommendations that will aid in the 
development of future TQA programs. 

Our call volume analysis showed that the Telephone Questionnaire Assistance program received 
less than the projected call volume of 11 million calls, receiving approximately 6 million calls. 
Note that the projected call volume was based on the 1990 Census call volume of 7.9 million, 
with an allowance for growth. Of the 5.8 million calls serviced by the Interactive Voice 
Response system (English and Spanish), 47.3 percent were resolved in the Interactive Voice 
Response system. That is, the caller neither opted nor was automatically transferred to an agent. 
This exceeded the Census Bureau and contractor’s projected Interactive Voice Response system 
resolution rate of 40 percent (EDS, 2000). In addition, approximately 3 million calls 
(51.0 percent) were serviced by an agent. Finally, 3.6 percent of the calls were blocked at the 
AT&T network level. Table 23 summarizes these results. 

Table 21. Call Volume for Each Call Type 

Call Volume 

Call Type Number Percent 

Total Calls 6,028,371 100.0% 

IVR Resolved 2,736,009 45.4% 

Agent 3,074,398 51.0% 

Blocked Calls 217,964 3.6% 
Data Source: AT&T and ICR 

For the most part, TQA experienced very little blockage except for on the two largest peak call 
volume days March 13 and March 20. Only 1.3 percent of the calls were blocked if we exclude 
these two days. The blockage on these days occurred by design as a result of the call model not 
adequately forecasting the call volume levels. This suggests that the call blockage may have 
been avoided given the existence of better data in estimating call volume for these peak days. In 
other words, the TQA network could have been better prepared to handle call volume peaks 
given a more accurate model, thus avoiding any interruptions in customer service. Note that a 
major limitations in our call model was due to the fact that the model was constructed using data 
based on different mailing strategies from that of Census 2000. We should also note that the 
model did work well excluding the peak days March 13 and March 20 (see Appendix A, 
Table A-1). 
Given the contractual situation with the network provider, AT&T, no performance requirements 
were included in the TQA contract. However, we recommend for the future monitoring the 
performance of the network provider based on our awareness of their contractual requirements so 
that we may be aware of any issues that may arise affecting the TQA program. 

From the results of our daily call volume analysis we observe an increase in call volume due to 
the census mailing strategy and due to the day of the week. In general, we observe three large 
peaks throughout the TQA program. The first peak occurred after the initial mailout of census 
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questionnaires, the second and largest peak occurred after the mailout of the reminder postcard, 
and a third smaller peak occurred the week of census day. Interestingly enough, the census 
mailing strategy was planned such that the census questionnaires and the reminder postcards 
were delivered starting on Mondays. After these peak days, Mondays continued to be a high call 
volume day with call volume gradually declining through the remainder of the week to a low 
volume on Sunday. Thus, we speculate that Monday is a popular day for people to take care of 
“personal business” phone calls such as getting assistance for completing the Census 2000 
questionnaire. The combined effect of the mailing strategy and day of the week factor possibly 
caused an additive increase in call volume. So, to avoid the potential problem of a combined day 
of week effect and mailing effect for future TQA programs, we recommend separating the two 
events to spread the distribution of call volume. Thus, we further recommend delivering the 
pieces on a day other than Monday. 

In our analysis of the call volume experienced by the IVR component of the TQA program, we 
were able to see from our results the benefits of utilizing IVR technology. The IVR resolution 
rate exceeded the Census Bureau and contractor’s projected resolution rate. A higher resolution 
rate by the IVR system, thus reduced the volume of calls transferred to an agent. In addition, 
from our call time analysis we observed that a caller spent on average 2 minutes longer speaking 
to an agent than with an IVR. Thus from a time statistic standpoint and assuming equal levels of 
service, the IVR handled calls more efficiently than agents. However, more than likely callers 
serviced by an agent require a higher level of service than the IVR, thus requiring more talk 
time. From a cost perspective, clearly calls handled by an IVR cost less than calls handled by an 
agent. Thus we can conclude the use of IVR provided a cost benefit by reducing the volume of 
calls handled by an agent. We recommend the continued use of Interactive Voice Response 
systems in future Telephone Questionnaire Assistance programs. 

In addition to call volume, we were able to identify call behaviors exhibited in the IVR and the 
OSS. The IVR system allowed callers to obtain or enter information by selecting from a series 
of menu options. More specifically, callers could obtain information about completing a census 
form, request a form be mailed to the mailing address they entered into the system, or obtain 
information about the census in general. Through our analysis we found that callers primarily 
used the IVR system to obtain information on completing a census form. Secondly, they used 
the IVR to request a mailed census form. Following these two services callers used the IVR to 
obtain general information and other information pertaining to the census. 

A less frequent call behavior exhibited in the IVR, but one which led to a drop in the IVR 
resolution rate during Phase 3, was selection of the “have not received a form” menu option. 
The reason this menu selection contributed to the drop in resolution rate was that once a caller 
selected this option, the caller was automatically transferred to an agent. The Census Bureau 
designed the IVR system to automatically transfer these callers to an agent to provide a higher 
level of customer service. Thus, our research should address how we can meet the needs of 
callers who have not received a census form in the IVR without compromising customer 
satisfaction. In general, we recommend further research on expanding the services provided 
through the use of Interactive Voice Response technology to help reduce the need for callers to 
speak with an agent. 
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By language we saw that the English IVR had a considerably higher percentage of calls that 
were IVR resolved. This difference indicates that the Spanish IVR did not equally meet the 
needs of Spanish callers in comparison to the English IVR assuming that callers transferred to an 
agent because they did not find the information or service they were in need of through the 
available IVR options. One possible reason for this difference was that the Spanish language 
IVR did not allow callers to request a Spanish questionnaire where as this service was available 
in the English language IVR. Therefore, if a significant portion of the Spanish callers were form 
requests, then these callers would have contributed to the lower Spanish IVR resolution rate. 
Note that this difference between the Spanish language and English language IVR reflects a 
policy decision. We recommend providing equal levels of service in both English and Spanish 
IVR systems for future TQA programs. 

In addition to the call behaviors recognized in the IVR, we were able to characterize call 
behaviors of callers while waiting or being serviced by an agent. When a caller was transferred 
to an agent from the IVR, or calling from one of the Asian language toll-free numbers, an agent 
may not have been readily available to take the call. Thus, some callers may have abandoned 
their call while waiting for assistance from an agent. In measuring this behavior, we observed an 
overall 5.7 percent abandonment rate. The bulk of these abandonments occurred on our peak 
call volume days. Again pointing to our call volume model, if we had anticipated peak volume 
for these days, we could have increased staffing accordingly, thus reducing our call 
abandonment rate. 

A factor that may have contributed to the incidence of abandoned or blocked calls for the Asian 
callers was the fact that our Asian language capacity was provided by some small businesses. 
One of these call centers experienced some technical problems during TQA. As a small business 
they did not have on-site technical support to resolve these problems immediately, so we 
generally had a few hours before they got fixed. We recommend providing on-site technical 
support to all call centers. Clearly this would require additional funding, however we still 
provide this recommendation as a goal for future TQA programs. 

Of the main services provided by an agent, the most frequently requested service was the request 
for a census form. Forty four percent of callers serviced by an agent requested this service. 
Following the request for a census form, 37.2 percent were in need of an answer to a frequently 
asked question about the census; 8.0 percent needed an answer to a specific item on their census 
questionnaire. Finally, 6.3 percent needed to report a complaint about the census. Less than 
5.0 percent requested a combination of two or more these services. 
Our evaluation data indicated that 253,806 calls went to a short form interview. This total 
represents the number of times an agent clicked the option to go to a short form interview. 
Of the total cases where an agent selected the option to conduct a short form interview, 209,861 
(82.7 percent) of these cases were sent by EDS to the Census Bureau for processing. Note that 
there is a significant discrepancy between the total number and the number processed by 
Census Bureau. This is due in part to an agent unintentionally selecting the option to conduct a 
short form interview. In addition, other conditions may have existed that also contributed to the 
discrepancy. Specifically, during the beginning weeks of the TQA operation, EDS experienced 
caching problems. As a result of the caching problems, some of the short form interview data 
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may have been lost. In response to the uncertainty of the discrepancy between the number of

times an agent selected the option to conduct a short form interview and the number of short

form cases from TQA processed, we recommend a better control method to ensure proper

tracking of these short form cases.


Overall, the TQA program was a success considering 6 million callers were serviced. However,

the issues we encountered with report data loss, as illustrated in Table 1, were a negative aspect

of the program. This affected the analysis for this evaluation by limiting us to non-probabilistic

samples of the population. Also, the lack of reports forced program managers to utilize

secondary sources of information, none of which were as specific as the intended reports. 

Although, the fact that we had access to secondary reports given the problems with the primary

reports may be viewed as a success.


The lack of cost reports detailing the separate TQA and CEFU program costs inhibited us from

reporting the true cost value of the TQA program. This was due to both programs sharing

resources and late cost reporting requirements issued by the Census Bureau. Given that we have

multiple telephone operations under the same contract in the future, we recommend providing

separate cost reporting requirements for the programs earlier in the schedule where possible.


Another limitation was our inability to fully evaluate the use of the OSS due to the lack of

evaluation output variables throughout the instrument. This limitation can be attributed to two

factors, a short development schedule and the lack of inter-divisional communication. 


Inter-divisional communication played an important role in the success of the TQA program as

well as the success of this evaluation. However, there were some incidents where changes in the

TQA program took place that impacted evaluations of the TQA program but were not

communicated to Census Bureau program areas. Such a case occurred when the program lost

about 2,000 call center seats late in the schedule and three call centers were added to the call

center network that were not compatible with the ICR technology to fill the missing seats. Even

though these cases were minimal, we still recommend improving communication among 

Census Bureau program areas and contract management to avoid such cases.


We believe these deficiencies as well as other technical difficulties in the TQA program could

have been avoided if the TQA program had been incorporated into the overall census design, i.e.

schedule the TQA testing and development into Dress Rehearsal so that we can test the

functionality of the system before going into production. 


In addition, deficiencies and technical difficulties with a system are often avoided by following

the principles of the Software Development Life Cycle (SDLC - a commonly used process

followed in the software industry to ensure the development of a high quality software product

[Warthen, 2001]). Indeed, the prime contractor is a level four CMM (Capability Maturity

Model) organization. However, as a result of the timing of the contract award in relation to

Census Day followed by late requirements, some components resulted in the contractor having to

scale back on the SDLC techniques approved by the Census Bureau. We recommend an early

contract award to allow for adequate time to foster a common culture between the Census

Bureau and the contractor to reduce the risk of compromising SDLC techniques. 

Implementation of these recommendations could have potentially prevented problems
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experienced during the Census 2000 TQA program. 
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Appendix A 

Table A-1. Daily Distribution of Calls Received and Estimated Call Volume 

Calls Received 

Day Date 
Friday 3/3 
Saturday 3/4 
Sunday 3/5 
Monday 3/6 
Tuesday 3/7 
Wednesday 3/8 
Thursday 3/9 
Friday 3/10 
Saturday 3/11 
Sunday 3/12 
Monday 3/13 
Tuesday 3/14 
Wednesday 3/15 
Thursday 3/16 
Friday 3/17 
Saturday 3/18 
Sunday 3/19 
Monday 3/20 
Tuesday 3/21 
Wednesday 3/22 
Thursday 3/23 
Friday 3/24 
Saturday 3/25 
Sunday 3/26 
Monday 3/27 
Tuesday 3/28 
Wednesday 3/29 
Thursday 3/30 
Friday 3/31 
Saturday 4/1 
Sunday 4/2 
Monday 4/3 
Tuesday 4/4 
Wednesday 4/5 
Thursday 4/6 
Friday 4/7 
Saturday 4/8 
Sunday 4/9 
Monday 4/10 
Tuesday 4/11 
Wednesday 4/12 
Thursday 4/13 
Friday 4/14 
Saturday 4/15 
Sunday 4/16 
Monday 4/17 
Tuesday 4/18 
Wednesday 4/19 
Thursday 4/20 

Ratio 
Estimate Actual (Actual/Estimate) > 1.25 

5,793 
4,243 
3,019 

5,633 13,641 2.422 x 
7,510 15,793 2.103 x 

22,530 18,006 0.799 
99,508 18,489 0.186 

131,425 17,312 0.132 
63,835 13,659 0.214 
45,060 8,823 0.196 

231,137 640,555 2.771 x 
250,292 434,579 1.736 x 
241,992 239,752 0.991 
223,475 162,921 0.729 
176,815 122,216 0.691 
108,545 74,084 0.683 
44,695 53,208 1.190 

579,217 775,106 1.338 x 
470,425 521,365 1.108 
422,073 357,476 0.847 
388,831 270,581 0.696 
411,999 178,725 0.434 
239,745 89,041 0.371 
97,711 55,690 0.570 

595,287 246,291 0.414 
415,652 212,829 0.512 
428,674 171,189 0.399 
395,984 165,206 0.417 
478,590 143,499 0.300 
323,868 79,941 0.247 
146,855 36,551 0.249 
502,856 115,239 0.229 
383,298 78,033 0.204 
341,545 68,336 0.200 
317,028 53,541 0.169 
280,059 43,380 0.155 
185,541 21,710 0.117 
63,673 14,439 0.227 

185,880 48,827 0.263 
141,685 39,694 0.280 
126,251 32,000 0.253 
117,189 25,497 0.218 
103,523 21,753 0.210 
68,585 10,437 0.152 
23,537 5,987 0.254 

115,773 23,429 0.202 
88,247 17,384 0.197 
78,634 13,803 0.176 
72,990 11,618 0.159 
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Calls Received 

Day Date 
Friday 4/21 
Saturday 4/22 
Sunday 4/23 
Monday 4/24 
Tuesday 4/25 
Wednesday 4/26 
Thursday 4/27 
Friday 4/28 
Saturday 4/29 
Sunday 4/30 
Monday 5/1 
Tuesday 5/2 
Wednesday 5/3 
Thursday 5/4 
Friday 5/5 
Saturday 5/6 
Sunday 5/7 
Monday 5/8 
Tuesday 5/9 
Wednesday 5/10 
Thursday 5/11 
Friday 5/12 
Saturday 5/13 
Sunday 5/14 
Monday 5/15 
Tuesday 5/16 
Wednesday 5/17 
Thursday 5/18 
Friday 5/19 
Saturday 5/20 
Sunday 5/21 
Monday 5/22 
Tuesday 5/23 
Wednesday 5/24 
Thursday 5/25 
Friday 5/26 
Saturday 5/27 
Sunday 5/28 
Monday 5/29 
Tuesday 5/30 
Wednesday 5/31 
Thursday 6/1 
Friday 6/2 
Saturday 6/3 
Sunday 6/4 
Monday 6/5 
Tuesday 6/6 
Wednesday 6/7 
Thursday 6/8 
Friday 6/9 
Saturday 6/10 
Sunday 6/11 
Monday 6/12 
Tuesday 6/13 

Ratio 
Estimate Actual (Actual/Estimate) > 1.25 

64,478 9,349 0.145 
42,717 4,281 0.100 
14,660 2,044 0.139 
66,433 12,500 0.188 
50,638 10,593 0.209 
45,122 9,995 0.222 
41,883 11,925 0.285 
36,999 7,013 0.190 
24,512 4,011 0.164 
8,412 2,696 0.320 

32,307 10,005 0.310 
24,626 7,973 0.324 
21,944 6,739 0.307 
20,368 6,179 0.303 
17,993 4,876 0.271 
11,921 2,392 0.201 
4,091 1,621 0.396 

19,397 6,047 0.312 
14,785 5,006 0.339 
13,174 4,784 0.363 
12,229 4,238 0.347 
10,803 3,381 0.313 
7,157 1,689 0.236 
2,456 830 0.338 

13,396 4,360 0.325 
10,211 3,791 0.371 
9,099 3,678 0.404 
8,445 3,193 0.378 
7,461 2,722 0.365 
4,943 1,387 0.281 
1,696 871 0.514 

11,177 3,454 0.309 
8,520 2,882 0.338 
7,592 2,569 0.338 
7,047 3,078 0.437 
6,225 3,035 0.488 
4,124 1,544 0.374 
1,415 737 0.521 
7,395 1,030 0.139 
5,637 3,565 0.632 
5,023 3,148 0.627 
4,662 4,455 0.956 
4,119 3,056 0.742 
2,729 1,158 0.424 

936 604 0.645 
3,697 2,483 0.672 
2,818 2,293 0.814 
2,511 2,325 0.926 
2,331 2,152 0.923 
2,059 1,772 0.861 
1,364 827 0.606 

468 579 1.237 
3,697 2,381 0.644 
2,818 1,940 0.688 
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Calls Received 

Day Date 
Wednesday 6/14 
Thursday 6/15 
Friday 6/16 
Saturday 6/17 
Sunday 6/18 
Monday 6/19 
Tuesday 6/20 
Wednesday 6/21 
Thursday 6/22 
Friday 6/23 
Saturday 6/24 
Sunday 6/25 
Monday 6/26 
Tuesday 6/27 
Wednesday 6/28 
Thursday 6/29 
Friday 6/30 

Estimate Actual 
2,511 1,892 
2,331 1,565 
2,059 1,367 
1,364 951 

Ratio 
(Actual/Estimate) > 1.25 

0.753 
0.671 
0.664 
0.697 

468 458 
3,697 1,685 
2,818 1,524 
2,511 1,468 
2,331 1,456 
2,059 1,266 
1,364 647 

0.979 
0.456 
0.541 
0.585 
0.625 
0.615 
0.474 

468 336 
3,697 1,608 
2,818 1,431 
2,511 1,472 
2,331 1,491 

1,828 

0.718 
0.435 
0.508 
0.586 
0.640 

Total 11,041,715 6,028,371 0.546 
Data source: AT&T 
----‘s indicate that there was no data produced from the call model for these dates 
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Table A-2. Daily Distribution of Calls Received by Language 

Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Friday 3/3 
Saturday 3/4 
Sunday 3/5 
Monday 3/6 
Tuesday 3/7 
Wednesday 3/8 
Thursday 3/9 
Friday 3/10 
Saturday 3/11 
Sunday 3/12 
Monday 3/13 
Tuesday 3/14 
Wednesday 3/15 
Thursday 3/16 
Friday 3/17 
Saturday 3/18 
Sunday 3/19 
Monday 3/20 
Tuesday 3/21 
Wednesday 3/22 
Thursday 3/23 
Friday 3/24 
Saturday 3/25 
Sunday 3/26 
Monday 3/27 
Tuesday 3/28 
Wednesday 3/29 
Thursday 3/30 
Friday 3/31 
Saturday 4/1 
Sunday 4/2 
Monday 4/3 
Tuesday 4/4 
Wednesday 4/5 
Thursday 4/6 
Friday 4/7 
Saturday 4/8 
Sunday 4/9 
Monday 4/10 
Tuesday 4/11 
Wednesday 4/12 
Thursday 4/13 
Friday 4/14 
Saturday 4/15 
Sunday 4/16 
Monday 4/17 
Tuesday 4/18 
Wednesday 4/19 
Thursday 4/20 
Friday 4/21 
Saturday 4/22 
Sunday 4/23 
Monday 4/24 

5,793 5,090 685 3 7 3 5 
4,243 3,736 503 0 1 2 1 
3,019 2,611 400 1 1 3 3 

13,641 12,184 1,438 3 4 8 4 
15,793 13,595 2,182 2 0 13 1 
18,006 15,576 2,386 2 5 13 24 
18,489 16,253 2,225 0 1 4 6 
17,312 15,376 1,921 6 0 8 1 
13,659 12,174 1,480 5 0 0 0 
8,823 7,715 1,103 0 2 1 2 

640,555 549,434 91,061 42 3 14 1 
434,579 365,081 69,247 162 13 58 18 
239,752 199,759 39,787 64 24 107 11 
162,921 135,947 26,771 57 33 109 4 
122,216 101,478 20,569 63 29 69 8 
74,084 62,269 11,756 16 10 31 2 
53,208 44,117 9,062 11 9 8 1 

775,106 736,181 38,730 12 59 116 8 
521,365 482,315 38,799 88 45 107 11 
357,476 331,981 25,079 100 65 242 9 
270,581 243,953 26,050 209 72 283 14 
178,725 151,890 26,086 246 232 212 59 
89,041 70,008 18,394 159 276 158 46 
55,690 46,522 8,880 87 108 69 24 

246,291 207,925 36,188 938 632 532 76 
212,829 169,948 40,547 1,311 469 496 58 
171,189 138,752 30,620 856 477 436 48 
165,206 128,477 34,656 813 650 510 100 
143,499 115,290 26,351 847 529 363 119 
79,941 64,178 14,628 495 329 254 57 
36,551 29,582 6,466 238 152 92 21 

115,239 96,892 16,904 585 423 347 88 
78,033 64,920 12,001 488 311 245 68 
68,336 57,511 9,981 372 235 198 39 
53,541 45,904 6,928 348 190 131 40 
43,380 37,483 5,306 223 166 159 43 
21,710 18,682 2,699 126 109 89 5 
14,439 12,179 1,994 127 93 40 6 
48,827 42,879 5,426 218 150 141 13 
39,694 34,674 4,612 161 130 97 20 
32,000 27,573 4,082 127 97 103 18 
25,497 21,642 3,520 122 99 99 15 
21,753 18,143 3,278 166 103 54 9 
10,437 8,825 1,429 99 50 29 5 
5,987 5,079 763 87 30 26 2 

23,429 20,462 2,636 116 98 110 7 
17,384 15,207 1,877 94 60 141 5 
13,803 11,933 1,640 87 39 93 11 
11,618 10,399 1,083 52 28 49 7 

9,349 8,496 748 43 21 35 6 
4,281 3,836 405 16 9 13 2 
2,044 1,704 291 25 17 6 1 

12,500 11,437 948 48 33 28 6 
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Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Tuesday 4/25 10,593 9,392 1,075 81 22 17 6 
Wednesday 4/26 9,995 8,754 1,102 75 25 33 6 
Thursday 4/27 11,925 10,651 1,150 71 13 29 11 
Friday 4/28 7,013 6,290 614 51 18 37 3 
Saturday 4/29 4,011 3,602 334 51 6 15 3 
Sunday 4/30 2,696 2,447 192 35 13 3 6 
Monday 5/1 10,005 9,211 695 48 20 23 8 
Tuesday 5/2 7,973 7,345 525 47 27 22 7 
Wednesday 5/3 6,739 6,233 437 33 19 11 6 
Thursday 5/4 6,179 5,653 453 32 15 19 7 
Friday 5/5 4,876 4,543 289 15 14 7 8 
Saturday 5/6 2,392 2,238 122 15 12 4 1 
Sunday 5/7 1,621 1,489 109 14 3 4 2 
Monday 5/8 6,047 5,693 307 15 17 11 4 
Tuesday 5/9 5,006 4,695 260 19 12 12 8 
Wednesday 5/10 4,784 4,500 232 22 13 10 7 
Thursday 5/11 4,238 3,954 244 18 11 10 1 
Friday 5/12 3,381 3,157 188 17 7 9 3 
Saturday 5/13 1,689 1,563 109 8 3 5 1 
Sunday 5/14 830 762 59 4 4 1 0 
Monday 5/15 4,360 4,063 253 21 5 15 3 
Tuesday 5/16 3,791 3,515 240 15 10 9 2 
Wednesday 5/17 3,678 3,423 225 14 6 10 0 
Thursday 5/18 3,193 2,974 181 11 11 9 7 
Friday 5/19 2,722 2,523 167 9 7 12 4 
Saturday 5/20 1,387 1,286 74 11 10 2 4 
Sunday 5/21 871 809 51 6 3 0 2 
Monday 5/22 3,454 3,201 211 15 5 19 3 
Tuesday 5/23 2,882 2,682 167 19 4 7 3 
Wednesday 5/24 2,569 2,338 198 15 2 9 7 
Thursday 5/25 3,078 2,702 300 17 19 23 17 
Friday 5/26 3,035 2,628 282 19 41 35 30 
Saturday 5/27 1,544 1,320 144 25 16 24 15 
Sunday 5/28 737 606 109 6 5 8 3 
Monday 5/29 1,030 796 208 6 10 6 4 
Tuesday 5/30 3,565 3,045 459 10 11 26 14 
Wednesday 5/31 3,148 2,582 493 30 23 10 10 
Thursday 6/1 4,455 3,964 418 22 16 26 9 
Friday 6/2 3,056 2,753 256 14 10 12 11 
Saturday 6/3 1,158 1,014 122 14 3 3 2 
Sunday 6/4 604 543 48 4 7 1 1 
Monday 6/5 2,483 2,225 213 14 11 10 10 
Tuesday 6/6 2,293 1,978 240 30 18 12 15 
Wednesday 6/7 2,325 2,025 207 52 11 17 13 
Thursday 6/8 2,152 1,876 212 37 9 15 3 
Friday 6/9 1,772 1,544 197 17 5 5 4 
Saturday 6/10 827 712 87 12 11 4 1 
Sunday 6/11 579 507 55 9 2 2 4 
Monday 6/12 2,381 2,154 209 6 3 7 2 
Tuesday 6/13 1,940 1,740 181 11 4 2 2 
Wednesday 6/14 1,892 1,555 316 10 1 4 6 
Thursday 6/15 1,565 1,313 236 8 4 3 1 
Friday 6/16 1,367 1,197 157 5 2 4 2 
Saturday 6/17 951 791 136 8 12 3 1 
Sunday 6/18 458 392 52 7 6 0 1 
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Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Monday 6/19 
Tuesday 6/20 
Wednesday 6/21 
Thursday 6/22 
Friday 6/23 
Saturday 6/24 
Sunday 6/25 
Monday 6/26 
Tuesday 6/27 
Wednesday 6/28 
Thursday 6/29 
Friday 6/30 
Total 

1,685 1,454 214 6 3 6 2 
1,524 1,316 201 4 0 3 0 
1,468 1,217 235 4 2 7 3 
1,456 1,260 182 8 0 5 1 
1,266 1,107 143 6 2 8 0 

647 565 75 2 1 4 0 
336 301 31 2 2 0 0 

1,608 1,409 178 7 0 9 5 
1,431 1,228 185 8 2 6 2 
1,472 1,293 170 4 0 5 0 
1,491 1,294 182 9 2 2 2 
1,828 1,485 328 2 3 4 6 

6,028,371 5,240,134 760,325 11,828 7,342 7,249 1,493 
Data Source: AT&T 

Table A-3 Call Volume by Day of the Week by Language 

Language 
Day of Week Estimate Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 456,601 188,493 157,365 29,665 663 457 264 79 
Monday 2,380,676 1,908,641 1,707,600 195,819 2,100 1,476 1,402 244 
Tuesday 1,882,798 1,360,675 1,182,676 172,798 2,550 1,138 1,273 240 
Wednesday 1,773,697 938,632 817,005 117,190 1,867 1,044 1,308 218 
Thursday 1,718,963 747,585 638,216 104,791 1,834 1,173 1,326 245 
Friday 1,736,666 572,343 480,473 87,565 1,752 1,196 1,036 321 
Saturday 1,092,314 312,002 256,799 52,497 1,062 858 640 146 
Total 11,041,715 6,028,371 5,240,134 760,325 11,828 7,342 7,249 1,493 
Data Source: AT&T 
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Table A-4 Call Volume by Hour by Language 

Language 
Hour Total English Spanish Chinese Vietnamese Korean Tagalog 
12:00 AM- 12:59 AM 
1:00 AM -1:59 AM 
2:00 AM -2:59 AM 
3:00 AM -3:59 AM 
4:00 AM -4:59 AM 
5:00 AM -5:59 AM 
6:00 AM -6:59 AM 
7:00 AM -7:59 AM 
8:00 AM -8:59 AM 
9:00 AM -9:59 AM 
10:00 AM -10:59 AM 
11:00 AM -11:59 AM 
12:00 PM -12:59 PM 
1:00 PM -1:59 PM 
2:00 PM -2:59 PM 
3:00 PM -3:59 PM 
4:00 PM -4:59 PM 
5:00 PM -5:59 PM 
6:00 PM -6:59 PM 
7:00 PM -7:59 PM 
8:00 PM -8:59 PM 
9:00 PM -9:59 PM 
10:00 PM -10:59 PM 
11:00 PM -11:59 PM 

9,680 6,755 2,699 130 44 32 20 
3,291 2,672 558 29 18 6 8 
1,101 916 182 0 2 1 0 

485 398 87 0 0 0 0 
319 264 55 0 0 0 0 
487 433 54 0 0 0 0 

2,026 1,858 150 7 2 7 2 
19,655 16,084 3,395 73 39 52 12 

176,353 160,557 15,232 246 140 159 19 
340,906 313,074 26,889 412 246 251 34 
432,357 398,147 32,983 498 305 353 71 
513,251 457,503 53,796 777 530 527 118 
438,413 389,408 46,564 1,014 641 667 119 
458,948 407,717 48,854 971 620 683 103 
497,076 444,102 50,719 887 563 671 134 
513,728 459,061 52,585 855 543 590 94 
566,454 501,527 62,713 807 664 630 113 
558,936 487,550 69,114 926 565 636 145 
507,999 423,955 81,898 879 596 552 119 
413,830 337,343 74,526 870 499 493 99 
291,170 234,024 55,484 707 474 395 86 
152,561 111,058 40,245 601 360 214 83 

79,803 53,038 25,562 627 305 202 69 
49,542 32,690 15,981 512 186 128 45 

Total 6,028,371 5,240,134 760,325 11,828 7342 7,249 1,493 
Data Source: AT&T data reported through the Intelligent Call Router (note that because of inconsistencies in data 
sources the totals do not exactly agree with Tables A1 and A2) 
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Appendix B 

Table B-1. Daily Distribution of Blocked Calls by Language 

Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Friday 3/3 43 35 6 0 1 1 0 
Saturday 3/4 24 22 2 0 0 0 0 
Sunday 3/5 40 36 2 0 0 1 1 
Monday 3/6 135 112 9 2 2 7 3 
Tuesday 3/7 88 76 9 0 0 2 1 
Wednesday 3/8 157 127 17 1 0 9 3 
Thursday 3/9 120 102 15 0 0 0 3 
Friday 3/10 123 110 12 1 0 0 0 
Saturday 3/11 101 92 9 0 0 0 0 
Sunday 3/12 69 62 6 0 1 0 0 
Monday 3/13 123,472 102,889 20,578 3 1 0 1 
Tuesday 3/14 8,212 6,288 1,907 7 0 1 9 
Wednesday 3/15 2,489 2,076 388 6 3 9 7 
Thursday 3/16 1,890 1,419 459 3 4 3 2 
Friday 3/17 1,485 1,173 303 2 2 2 3 
Saturday 3/18 644 506 132 2 4 0 0 
Sunday 3/19 379 324 50 5 0 0 0 
Monday 3/20 34,516 33,230 1,277 4 2 3 0 
Tuesday 3/21 10,605 9,874 710 4 8 6 3 
Wednesday 3/22 3,082 2,874 198 1 1 7 1 
Thursday 3/23 9,666 9,034 621 3 0 8 0 
Friday 3/24 2,368 1,945 404 7 4 5 3 
Saturday 3/25 646 646 0 0 0 0 0 
Sunday 3/26 354 307 42 3 0 1 1 
Monday 3/27 2,351 1,863 452 13 11 6 6 
Tuesday 3/28 2,250 1,546 641 33 9 16 5 
Wednesday 3/29 1,786 1,476 275 13 12 4 6 
Thursday 3/30 1,327 963 301 16 35 11 1 
Friday 3/31 1,157 947 160 29 8 5 8 
Saturday 4/1 502 502 0 0 0 0 0 
Sunday 4/2 213 164 40 6 2 1 0 
Monday 4/3 1,089 838 216 16 9 9 1 
Tuesday 4/4 836 711 97 9 11 6 2 
Wednesday 4/5 424 359 59 2 1 3 0 
Thursday 4/6 373 292 59 9 6 7 0 
Friday 4/7 487 420 46 9 5 5 2 
Saturday 4/8 164 164 0 0 0 0 0 
Sunday 4/9 113 89 18 6 0 0 0 
Monday 4/10 308 249 42 4 1 11 1 
Tuesday 4/11 332 270 44 7 1 9 1 
Wednesday 4/12 168 128 22 2 3 9 4 
Thursday 4/13 137 93 31 5 4 4 0 
Friday 4/14 210 167 27 10 3 3 0 
Saturday 4/15 218 193 21 2 0 0 2 
Sunday 4/16 77 66 9 1 1 0 0 
Monday 4/17 155 141 14 0 0 0 0 
Tuesday 4/18 205 182 21 1 1 0 0 
Wednesday 4/19 115 94 17 2 0 1 1 
Thursday 4/20 83 74 8 1 0 0 0 
Friday 4/21 59 52 3 1 1 0 2 
Saturday 4/22 27 25 2 0 0 0 0 
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Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 4/23 16 13 3 0 0 0 0 
Monday 4/24 70 62 7 0 0 1 0 
Tuesday 4/25 86 81 2 1 1 1 0 
Wednesday 4/26 50 46 2 0 0 2 0 
Thursday 4/27 65 63 1 0 1 0 0 
Friday 4/28 73 65 6 0 2 0 0 
Saturday 4/29 18 11 5 2 0 0 0 
Sunday 4/30 22 22 0 0 0 0 0 
Monday 5/1 42 38 3 0 0 0 1 
Tuesday 5/2 23 19 3 0 1 0 0 
Wednesday 5/3 69 66 2 0 0 0 1 
Thursday 5/4 14 9 4 1 0 0 0 
Friday 5/5 40 32 7 0 0 0 1 
Saturday 5/6 16 13 2 0 0 1 0 
Sunday 5/7 14 13 1 0 0 0 0 
Monday 5/8 31 25 4 0 1 0 1 
Tuesday 5/9 25 21 2 0 0 1 1 
Wednesday 5/10 18 14 3 1 0 0 0 
Thursday 5/11 19 15 3 0 1 0 0 
Friday 5/12 78 64 12 1 0 1 0 
Saturday 5/13 77 59 18 0 0 0 0 
Sunday 5/14 35 30 5 0 0 0 0 
Monday 5/15 190 157 31 0 0 2 0 
Tuesday 5/16 153 127 25 0 0 0 1 
Wednesday 5/17 24 24 0 0 0 0 0 
Thursday 5/18 10 9 1 0 0 0 0 
Friday 5/19 21 17 1 0 1 1 1 
Saturday 5/20 3 2 0 1 0 0 0 
Sunday 5/21 14 12 0 1 0 0 1 
Monday 5/22 36 33 3 0 0 0 0 
Tuesday 5/23 28 26 2 0 0 0 0 
Wednesday 5/24 34 32 2 0 0 0 0 
Thursday 5/25 26 20 5 0 0 1 0 
Friday 5/26 40 28 5 0 3 2 2 
Saturday 5/27 8 3 1 2 1 1 0 
Sunday 5/28 6 4 2 0 0 0 0 
Monday 5/29 9 6 2 0 1 0 0 
Tuesday 5/30 22 19 2 0 0 0 1 
Wednesday 5/31 22 20 1 0 1 0 0 
Thursday 6/1 30 22 1 0 1 3 3 
Friday 6/2 17 14 2 0 0 1 0 
Saturday 6/3 3 0 2 1 0 0 0 
Sunday 6/4 4 2 1 1 0 0 0 
Monday 6/5 12 9 0 1 0 1 1 
Tuesday 6/6 14 10 1 1 0 1 1 
Wednesday 6/7 18 10 4 1 1 1 1 
Thursday 6/8 16 12 2 1 1 0 0 
Friday 6/9 17 14 1 2 0 0 0 
Saturday 6/10 15 12 3 0 0 0 0 
Sunday 6/11 17 16 0 1 0 0 0 
Monday 6/12 24 21 2 0 0 1 0 
Tuesday 6/13 22 21 1 0 0 0 0 
Wednesday 6/14 15 11 3 0 1 0 0 
Thursday 6/15 27 23 4 0 0 0 0 
Friday 6/16 27 23 4 0 0 0 0 
Saturday 6/17 27 23 4 0 0 0 0 
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Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 6/18 27 23 4 0 0 0 0 
Monday 6/19 27 23 4 0 0 0 0 
Tuesday 6/20 20 16 3 0 0 1 0 
Wednesday 6/21 15 12 3 0 0 0 0 
Thursday 6/22 33 28 5 0 0 0 0 
Friday 6/23 9 9 0 0 0 0 0 
Saturday 6/24 9 9 0 0 0 0 0 
Sunday 6/25 9 9 0 0 0 0 0 
Monday 6/26 4 4 0 0 0 0 0 
Tuesday 6/27 19 15 2 0 1 0 1 
Wednesday 6/28 16 14 1 1 0 0 0 
Thursday 6/29 25 23 2 0 0 0 0 
Friday 6/30 25 23 2 0 0 0 0 
Total 217,964 187,198 30,020 271 176 198 101 
Data Source: AT&T data reported through the Intelligent Call Router 

Table B-2 Call Blocked by Day of the Week by Language 

Language 
Day of Week Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 1,409 1,192 183 24 4 3 3 
Monday 162,471 139,700 22,644 43 28 41 15 
Tuesday 22,940 19,302 3,472 63 33 44 26 
Wednesday 8,502 7,383 997 30 23 45 24 
Thursday 13,861 12,201 1,522 39 53 37 9 
Friday 6,279 5,138 1,001 62 30 26 22 
Saturday 2,502 2,282 201 10 5 2 2 
Total 217,964 187,198 30,020 271 176 198 101 
Data Source: AT&T data reported through the Intelligent Call Router 
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Table B-3 Calls Blocked by Hour by Language 

Language 
Hour Total English Spanish Chinese Vietnamese Korean Tagalog 
12:00 AM- 12:59 AM 
1:00 AM -1:59 AM 
2:00 AM -2:59 AM 
3:00 AM -3:59 AM 
4:00 AM -4:59 AM 
5:00 AM -5:59 AM 
6:00 AM -6:59 AM 
7:00 AM -7:59 AM 
8:00 AM -8:59 AM 
9:00 AM -9:59 AM 
10:00 AM -10:59 AM 
11:00 AM -11:59 AM 
12:00 PM -12:59 PM 
1:00 PM -1:59 PM 
2:00 PM -2:59 PM 
3:00 PM -3:59 PM 
4:00 PM -4:59 PM 
5:00 PM -5:59 PM 
6:00 PM -6:59 PM 
7:00 PM -7:59 PM 
8:00 PM -8:59 PM 
9:00 PM -9:59 PM 
10:00 PM -10:59 PM 
11:00 PM -11:59 PM 

111 66 45 0 0 0 0 
66 59 7 0 0 0 0 
61 47 14 0 0 0 0 
11 10 1 0 0 0 0 

6 5 1 0 0 0 0 
11 8 3 0 0 0 0 
34 33 1 0 0 0 0 

141 100 38 1 0 2 0 
1,140 923 209 1 2 5 0 
4,388 3,946 401 13 10 15 3 
4,046 3,522 486 14 8 13 3 
6,717 5,690 965 27 13 16 6 
6,093 5,359 679 15 15 14 11 
6,329 5,550 742 11 11 13 2 

12,452 11,121 1,270 24 7 16 14 
20,892 18,599 2,238 18 10 18 9 
32,158 28,758 3,348 24 12 7 9 
38,396 33,702 4,620 18 12 30 14 
37,092 31,512 5,512 24 16 18 10 
29,821 24,523 5,239 25 14 14 6 
12,936 10,020 2,840 33 28 12 3 

2,937 2,232 662 20 13 6 4 
1,319 871 438 3 3 1 3 

812 541 263 0 5 0 3 
Total 217,969 187,197 30,022 271 179 200 100 
Data Source: AT&T data reported through the Intelligent Call Router (note that because of inconsistencies in data 
sources the totals do not exactly agree with Tables B1 and B2) 

49




------ ------ ------ ------

Table B-4 Calls blocked (English) 

Total AT&T TQA Call Centers 
Day Date Number Percent Number Percent Number Percent Number Percent 

Friday 3/3 35 0.7% 35 0.7% 0 0.0% 0 0.0% 
Saturday 3/4 22 0.6% 22 0.6% 0 0.0% 0 0.0% 
Sunday 3/5 36 1.4% 36 1.4% 0 0.0% 0 0.0% 
Monday 3/6 117 1.0% 112 0.9% 5 0.0% 0 0.0% 
Tuesday 3/7 77 0.6% 76 0.6% 1 0.0% 0 0.0% 
Wednesday 3/8 130 0.8% 127 0.8% 0 0.0% 3 0.0% 
Thursday 3/9 104 0.6% 102 0.6% 2 0.0% 0 0.0% 
Friday 3/10 111 0.7% 110 0.7% 1 0.0% 0 0.0% 
Saturday 3/11 93 0.8% 92 0.8% 1 0.0% 0 0.0% 
Sunday 3/12 63 0.8% 62 0.8% 1 0.0% 0 0.0% 
Monday 3/13 102,927 18.7% 102,889 18.7% 38 0.0% 0 0.0% 
Tuesday 3/14 6,578 1.8% 6,288 1.7% 290 0.1% 0 0.0% 
Wednesday 3/15 2,187 1.1% 2,076 1.0% 111 0.1% 0 0.0% 
Thursday 3/16 1,419 1.0% 1,419 1.0% 0 0.0% 0 0.0% 
Friday 3/17 1,202 1.2% 1,173 1.2% 29 0.0% 0 0.0% 
Saturday 3/18 533 0.9% 506 0.8% 27 0.0% 0 0.0% 
Sunday 3/19 336 0.8% 324 0.7% 12 0.0% 0 0.0% 
Monday 3/20 33,562 4.6% 33,230 4.5% 332 0.0% 0 0.0% 
Tuesday 3/21 20,089 4.2% 9,874 2.0% 10,215 2.2% 0 0.0% 
Wednesday 3/22 3,235 1.0% 2,874 0.9% 361 0.1% 0 0.0% 
Thursday 3/23 9,034 3.7% 9,034 3.7% 0 0.0% 0 0.0% 
Friday 3/24 1,981 1.3% 1,945 1.3% 0 0.0% 36 0.1% 
Saturday 3/25 646 0.9% 646 0.9% 
Sunday 3/26 307 0.7% 307 0.7% 0 0.0% 0 0.0% 
Monday 3/27 1,863 0.9% 1,863 0.9% 0 0.0% 0 0.0% 
Tuesday 3/28 1,546 0.9% 1,546 0.9% 0 0.0% 0 0.0% 
Wednesday 3/29 1,555 1.1% 1,476 1.1% 79 0.1% 0 0.0% 
Thursday 3/30 1,073 0.8% 963 0.8% 110 0.1% 0 0.0% 
Friday 3/31 1,031 0.9% 947 0.8% 84 0.1% 0 0.0% 
Saturday 4/1 560 0.9% 502 0.8% 58 0.1% 0 0.0% 
Sunday 4/2 198 0.7% 164 0.6% 34 0.1% 0 0.0% 
Monday 4/3 884 0.9% 838 0.9% 46 0.0% 0 0.0% 
Tuesday 4/4 745 1.1% 711 1.1% 34 0.1% 0 0.0% 
Wednesday 4/5 397 0.7% 359 0.6% 38 0.1% 0 0.0% 
Thursday 4/6 326 0.7% 292 0.6% 34 0.1% 0 0.0% 
Friday 4/7 443 1.2% 420 1.1% 23 0.1% 0 0.0% 
Saturday 4/8 200 1.1% 164 0.9% 36 0.2% 0 0.0% 
Sunday 4/9 105 0.9% 89 0.7% 16 0.1% 0 0.0% 
Monday 4/10 310 0.7% 249 0.6% 61 0.1% 0 0.0% 
Tuesday 4/11 301 0.9% 270 0.8% 31 0.1% 0 0.0% 
Wednesday 4/12 161 0.6% 128 0.5% 33 0.1% 0 0.0% 
Thursday 4/13 116 0.5% 93 0.4% 23 0.1% 0 0.0% 
Friday 4/14 187 1.0% 167 0.9% 20 0.1% 0 0.0% 
Saturday 4/15 211 2.4% 193 2.2% 18 0.2% 0 0.0% 
Sunday 4/16 71 1.4% 66 1.3% 5 0.1% 0 0.0% 
Monday 4/17 158 0.8% 141 0.7% 17 0.1% 0 0.0% 
Tuesday 4/18 242 1.6% 182 1.2% 60 0.4% 0 0.0% 
Wednesday 4/19 117 1.0% 94 0.8% 23 0.2% 0 0.0% 
Thursday 4/20 87 0.8% 74 0.7% 13 0.1% 0 0.0% 
Friday 4/21 59 0.7% 52 0.6% 7 0.1% 0 0.0% 
Saturday 4/22 25 0.7% 25 0.7% 0 0.0% 0 0.0% 
Sunday 4/23 13 0.8% 13 0.8% 0 0.0% 0 0.0% 
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Total AT&T TQA Call Centers 
Day Date Number Percent Number Percent Number Percent Number Percent 

Saturday 5/27 
Sunday 5/28 7 1.2% 

Saturday 6/10 
Sunday 6/11 

Monday 4/24 62 0.5% 62 0.5% 0 0.0% 0 0.0% 
Tuesday 4/25 88 0.9% 81 0.9% 7 0.1% 0 0.0% 
Wednesday 4/26 56 0.6% 46 0.5% 10 0.1% 0 0.0% 
Thursday 4/27 70 0.7% 63 0.6% 7 0.1% 0 0.0% 
Friday 4/28 78 1.2% 65 1.0% 13 0.2% 0 0.0% 
Saturday 4/29 19 0.5% 11 0.3% 8 0.2% 0 0.0% 
Sunday 4/30 25 1.0% 22 0.9% 3 0.1% 0 0.0% 
Monday 5/1 38 0.4% 38 0.4% 0 0.0% 0 0.0% 
Tuesday 5/2 27 0.4% 19 0.3% 8 0.1% 0 0.0% 
Wednesday 5/3 74 1.2% 66 1.1% 8 0.1% 0 0.0% 
Thursday 5/4 13 0.2% 9 0.2% 4 0.1% 0 0.0% 
Friday 5/5 34 0.7% 32 0.7% 2 0.0% 0 0.0% 
Saturday 5/6 14 0.6% 13 0.6% 1 0.0% 0 0.0% 
Sunday 5/7 14 0.9% 13 0.9% 1 0.1% 0 0.0% 
Monday 5/8 27 0.5% 25 0.4% 2 0.0% 0 0.0% 
Tuesday 5/9 27 0.6% 21 0.4% 6 0.1% 0 0.0% 
Wednesday 5/10 15 0.3% 14 0.3% 1 0.0% 0 0.0% 
Thursday 5/11 17 0.4% 15 0.4% 2 0.1% 0 0.0% 
Friday 5/12 65 2.1% 64 2.0% 1 0.0% 0 0.0% 
Saturday 5/13 63 4.0% 59 3.8% 4 0.3% 0 0.0% 
Sunday 5/14 31 4.1% 30 3.9% 1 0.1% 0 0.0% 
Monday 5/15 161 4.0% 157 3.9% 4 0.1% 0 0.0% 
Tuesday 5/16 128 3.6% 127 3.6% 1 0.0% 0 0.0% 
Wednesday 5/17 26 0.8% 24 0.7% 2 0.1% 0 0.0% 
Thursday 5/18 18 0.6% 9 0.3% 9 0.3% 0 0.0% 
Friday 5/19 23 0.9% 17 0.7% 6 0.2% 0 0.0% 
Saturday 5/20 3 0.2% 2 0.2% 1 0.1% 0 0.0% 
Sunday 5/21 13 1.6% 12 1.5% 1 0.1% 0 0.0% 
Monday 5/22 36 1.1% 33 1.0% 3 0.1% 0 0.0% 
Tuesday 5/23 29 1.1% 26 1.0% 3 0.1% 0 0.0% 
Wednesday 5/24 34 1.5% 32 1.4% 2 0.1% 0 0.0% 
Thursday 5/25 22 0.8% 20 0.7% 2 0.1% 0 0.0% 
Friday 5/26 29 1.1% 28 1.1% 1 0.0% 0 0.0% 

5 0.4% 3 0.2% 2 0.2% 0 0.0% 
4 0.7% 3 0.5% 0 0.0% 

Monday 5/29 9 1.1% 6 0.8% 3 0.4% 0 0.0% 
Tuesday 5/30 20 0.7% 19 0.6% 1 0.0% 0 0.0% 
Wednesday 5/31 21 0.8% 20 0.8% 1 0.0% 0 0.0% 
Thursday 6/1 22 0.6% 22 0.6% 0 0.0% 0 0.0% 
Friday 6/2 14 0.5% 14 0.5% 0 0.0% 0 0.0% 
Saturday 6/3 0 0.0% 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/4 2 0.4% 2 0.4% 0 0.0% 0 0.0% 
Monday 6/5 9 0.4% 9 0.4% 0 0.0% 0 0.0% 
Tuesday 6/6 10 0.5% 10 0.5% 0 0.0% 0 0.0% 
Wednesday 6/7 12 0.6% 10 0.5% 2 0.1% 0 0.0% 
Thursday 6/8 13 0.7% 12 0.6% 1 0.1% 0 0.0% 
Friday 6/9 17 1.1% 14 0.9% 3 0.2% 0 0.0% 

15 2.1% 12 1.7% 3 0.4% 0 0.0% 
20 3.9% 16 3.2% 4 0.8% 0 0.0% 

Monday 6/12 44 2.0% 21 1.0% 23 1.1% 0 0.0% 
Tuesday 6/13 21 1.2% 21 1.2% 0 0.0% 0 0.0% 
Wednesday 6/14 11 0.7% 11 0.7% 0 0.0% 0 0.0% 
Thursday 6/15 23 1.8% 23 1.8% 0 0.0% 0 0.0% 
Friday 6/16 23 1.9% 23 1.9% 0 0.0% 0 0.0% 
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Total AT&T TQA Call Centers 
Day Date Number Percent Number Percent Number Percent Number Percent 

Saturday 6/24 
Sunday 6/25 9 3.0% 
Monday 6/26 5 0.4% 
Tuesday 6/27 17 1.4% 
Wednesday 6/28 14 1.1% 
Thursday 6/29 25 1.9% 
Friday 6/30 26 1.8% 

Saturday 6/17 23 2.9% 23 2.9% 0 0.0% 0 0.0% 
Sunday 6/18 23 5.9% 23 5.9% 0 0.0% 0 0.0% 
Monday 6/19 23 1.6% 23 1.6% 0 0.0% 0 0.0% 
Tuesday 6/20 16 1.2% 16 1.2% 0 0.0% 0 0.0% 
Wednesday 6/21 21 1.7% 12 1.0% 9 0.7% 0 0.0% 
Thursday 6/22 28 2.2% 28 2.2% 0 0.0% 0 0.0% 
Friday 6/23 11 1.0% 9 0.8% 2 0.2% 0 0.0% 

9 1.6% 9 1.6% 0 0.0% 0 0.0% 
9 3.0% 0 0.0% 0 0.0% 
4 0.3% 1 0.1% 0 0.0% 

15 1.2% 2 0.2% 0 0.0% 
14 1.1% 0 0.0% 0 0.0% 
23 1.8% 2 0.2% 0 0.0% 
23 1.5% 3 0.2% 0 0.0% 

Total 199,755 3.8% 187,198 3.6% 12,518 0.2% 39 0.0% 
Data Source: AT&T and the Intelligent Call Router 
------‘s indicate data was not available for that particular date. 
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------ ------ ------ ------

Table B-5 Calls blocked (Spanish) 

Total AT&T TQA Call Centers 
Day Date Number Percent Number Percent Number Percent Number Percent 
Friday 3/3 7 1.0% 6 0.9% 1 0.1% 0 0.0% 
Saturday 3/4 3 0.6% 2 0.4% 1 0.2% 0 0.0% 
Sunday 3/5 9 2.3% 2 0.5% 4 1.0% 3 0.8% 
Monday 3/6 9 0.6% 9 0.6% 0 0.0% 0 0.0% 
Tuesday 3/7 9 0.4% 9 0.4% 0 0.0% 0 0.0% 
Wednesday 3/8 18 0.8% 17 0.7% 1 0.0% 0 0.0% 
Thursday 3/9 20 0.9% 15 0.7% 2 0.1% 3 0.3% 
Friday 3/10 14 0.7% 12 0.6% 2 0.1% 0 0.0% 
Saturday 3/11 10 0.7% 9 0.6% 1 0.1% 0 0.0% 
Sunday 3/12 6 0.5% 6 0.5% 0 0.0% 0 0.0% 
Monday 3/13 20,581 22.6% 20,578 22.6% 3 0.0% 0 0.0% 
Tuesday 3/14 1,908 2.8% 1,907 2.8% 1 0.0% 0 0.0% 
Wednesday 3/15 417 1.0% 388 1.0% 29 0.1% 0 0.0% 
Thursday 3/16 459 1.7% 459 1.7% 0 0.0% 0 0.0% 
Friday 3/17 327 1.6% 303 1.5% 20 0.1% 4 0.0% 
Saturday 3/18 140 1.2% 132 1.1% 3 0.0% 5 0.1% 
Sunday 3/19 59 0.7% 50 0.6% 3 0.0% 6 0.1% 
Monday 3/20 1,324 3.4% 1,277 3.3% 44 0.1% 3 0.0% 
Tuesday 3/21 743 1.9% 710 1.8% 15 0.0% 18 0.1% 
Wednesday 3/22 218 0.9% 198 0.8% 14 0.1% 6 0.1% 
Thursday 3/23 621 2.4% 621 2.4% 0 0.0% 0 0.0% 
Friday 3/24 404 1.5% 404 1.5% 0 0.0% 0 0.0% 
Saturday 3/25 0 0.0% 0 0.0% 
Sunday 3/26 69 0.8% 42 0.5% 0 0.0% 27 0.5% 
Monday 3/27 461 1.3% 452 1.2% 0 0.0% 9 0.0% 
Tuesday 3/28 650 1.6% 641 1.6% 0 0.0% 9 0.0% 
Wednesday 3/29 288 0.9% 275 0.9% 7 0.0% 6 0.0% 
Thursday 3/30 317 0.9% 301 0.9% 1 0.0% 15 0.1% 
Friday 3/31 190 0.7% 160 0.6% 12 0.0% 18 0.1% 
Saturday 4/1 34 0.2% 0 0.0% 13 0.1% 21 0.2% 
Sunday 4/2 61 0.9% 40 0.6% 9 0.1% 12 0.3% 
Monday 4/3 222 1.3% 216 1.3% 3 0.0% 3 0.0% 
Tuesday 4/4 104 0.9% 97 0.8% 1 0.0% 6 0.1% 
Wednesday 4/5 69 0.7% 59 0.6% 4 0.0% 6 0.1% 
Thursday 4/6 64 0.9% 59 0.9% 5 0.1% 0 0.0% 
Friday 4/7 46 0.9% 46 0.9% 0 0.0% 0 0.0% 
Saturday 4/8 0 0.0% 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/9 18 0.9% 18 0.9% 0 0.0% 0 0.0% 
Monday 4/10 44 0.8% 42 0.8% 2 0.0% 0 0.0% 
Tuesday 4/11 46 1.0% 44 1.0% 2 0.0% 0 0.0% 
Wednesday 4/12 22 0.5% 22 0.5% 0 0.0% 0 0.0% 
Thursday 4/13 31 0.9% 31 0.9% 0 0.0% 0 0.0% 
Friday 4/14 31 0.9% 27 0.8% 4 0.1% 0 0.0% 
Saturday 4/15 21 1.5% 21 1.5% 0 0.0% 0 0.0% 
Sunday 4/16 9 1.2% 9 1.2% 0 0.0% 0 0.0% 
Monday 4/17 14 0.5% 14 0.5% 0 0.0% 0 0.0% 
Tuesday 4/18 52 2.8% 21 1.1% 10 0.5% 21 1.8% 
Wednesday 4/19 17 1.0% 17 1.0% 0 0.0% 0 0.0% 
Thursday 4/20 13 1.2% 8 0.7% 2 0.2% 3 0.4% 
Friday 4/21 5 0.7% 3 0.4% 2 0.3% 0 0.0% 
Saturday 4/22 2 0.5% 2 0.5% 0 0.0% 0 0.0% 
Sunday 4/23 3 1.0% 
Monday 4/24 7 0.7% 
Tuesday 4/25 9 0.8% 

3 1.0% 0 0.0% 0 0.0% 
7 0.7% 0 0.0% 0 0.0% 
2 0.2% 7 0.7% 0 0.0% 
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Total AT&T TQA Call Centers 
Day Date Number Percent Number Percent Number Percent Number Percent 
Wednesday 4/26 11 1.0% 2 0.2% 9 0.8% 0 0.0% 
Thursday 4/27 30 2.6% 1 0.1% 29 2.5% 0 0.0% 
Friday 4/28 7 1.1% 6 1.0% 1 0.2% 0 0.0% 
Saturday 4/29 5 1.5% 5 1.5% 0 0.0% 0 0.0% 
Sunday 4/30 7 3.6% 0 0.0% 7 3.6% 0 0.0% 
Monday 5/1 6 0.9% 3 0.4% 0 0.0% 3 0.7% 
Tuesday 5/2 3 0.6% 3 0.6% 0 0.0% 0 0.0% 
Wednesday 5/3 2 0.5% 2 0.5% 0 0.0% 0 0.0% 
Thursday 5/4 8 1.8% 4 0.9% 1 0.2% 3 1.1% 
Friday 5/5 7 2.4% 7 2.4% 0 0.0% 0 0.0% 
Saturday 5/6 3 2.5% 2 1.6% 1 0.8% 0 0.0% 
Sunday 5/7 6 5.5% 1 0.9% 2 1.9% 3 5.5% 
Monday 5/8 5 1.6% 4 1.3% 1 0.3% 0 0.0% 
Tuesday 5/9 2 0.8% 2 0.8% 0 0.0% 0 0.0% 
Wednesday 5/10 3 1.3% 3 1.3% 0 0.0% 0 0.0% 
Thursday 5/11 3 1.2% 3 1.2% 0 0.0% 0 0.0% 
Friday 5/12 12 6.4% 12 6.4% 0 0.0% 0 0.0% 
Saturday 5/13 18 16.5% 18 16.5% 0 0.0% 0 0.0% 
Sunday 5/14 5 8.5% 5 8.5% 0 0.0% 0 0.0% 
Monday 5/15 31 12.3% 31 12.3% 0 0.0% 0 0.0% 
Tuesday 5/16 25 10.4% 25 10.4% 0 0.0% 0 0.0% 
Wednesday 5/17 3 1.3% 0 0.0% 3 1.3% 0 0.0% 
Thursday 5/18 5 2.8% 1 0.6% 4 2.2% 0 0.0% 
Friday 5/19 5 3.0% 1 0.6% 4 2.4% 0 0.0% 
Saturday 5/20 2 2.7% 0 0.0% 2 2.7% 0 0.0% 
Sunday 5/21 0 0.0% 0 0.0% 0 0.0% 0 0.0% 
Monday 5/22 12 5.7% 3 1.4% 6 2.9% 3 2.6% 
Tuesday 5/23 3 1.8% 2 1.2% 1 0.6% 0 0.0% 
Wednesday 5/24 3 1.5% 2 1.0% 1 0.5% 0 0.0% 
Thursday 5/25 9 3.0% 5 1.7% 1 0.3% 3 2.0% 
Friday 5/26 10 3.5% 5 1.8% 5 1.8% 0 0.0% 
Saturday 5/27 17 11.8% 1 0.7% 7 4.9% 9 11.8% 
Sunday 5/28 19 17.4% 2 1.8% 14 13.1% 3 5.3% 
Monday 5/29 18 8.7% 2 1.0% 16 7.8% 0 0.0% 
Tuesday 5/30 78 17.0% 2 0.4% 76 16.6% 0 0.0% 
Wednesday 5/31 109 22.1% 1 0.2% 108 22.0% 0 0.0% 
Thursday 6/1 2 0.5% 1 0.2% 1 0.2% 0 0.0% 
Friday 6/2 2 0.8% 2 0.8% 0 0.0% 0 0.0% 
Saturday 6/3 2 1.6% 2 1.6% 0 0.0% 0 0.0% 
Sunday 6/4 1 2.1% 1 2.1% 0 0.0% 0 0.0% 
Monday 6/5 0 0.0% 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/6 1 0.4% 1 0.4% 0 0.0% 0 0.0% 
Wednesday 6/7 13 6.3% 4 1.9% 9 4.4% 0 0.0% 
Thursday 6/8 22 10.4% 2 0.9% 20 9.5% 0 0.0% 
Friday 6/9 22 11.2% 1 0.5% 18 9.2% 3 2.7% 
Saturday 6/10 7 8.0% 3 3.4% 4 4.8% 0 0.0% 
Sunday 6/11 8 14.5% 0 0.0% 8 14.5% 0 0.0% 
Monday 6/12 38 18.2% 2 1.0% 36 17.4% 0 0.0% 
Tuesday 6/13 14 7.7% 1 0.6% 13 7.2% 0 0.0% 
Wednesday 6/14 34 10.8% 3 0.9% 31 9.9% 0 0.0% 
Thursday 6/15 28 11.9% 4 1.7% 24 10.3% 0 0.0% 
Friday 6/16 9 5.7% 4 2.5% 5 3.3% 0 0.0% 
Saturday 6/17 8 5.9% 4 2.9% 4 3.0% 0 0.0% 
Sunday 6/18 10 19.2% 4 7.7% 6 12.5% 0 0.0% 
Monday 6/19 16 7.5% 4 1.9% 12 5.7% 0 0.0% 
Tuesday 6/20 20 10.0% 3 1.5% 17 8.6% 0 0.0% 
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Total AT&T TQA Call Centers 
Day Date Number Percent Number Percent Number Percent Number Percent 
Wednesday 6/21 35 14.9% 3 1.3% 32 13.8% 0 0.0% 
Thursday 6/22 13 7.1% 5 2.7% 8 4.5% 0 0.0% 
Friday 6/23 14 9.8% 0 0.0% 14 9.8% 0 0.0% 
Saturday 6/24 5 6.7% 0 0.0% 2 2.7% 3 5.9% 
Sunday 6/25 1 3.2% 0 0.0% 1 3.2% 0 0.0% 
Monday 6/26 20 11.2% 0 0.0% 20 11.2% 0 0.0% 
Tuesday 6/27 19 10.3% 2 1.1% 17 9.3% 0 0.0% 
Wednesday 6/28 14 8.2% 1 0.6% 13 7.7% 0 0.0% 
Thursday 6/29 29 15.9% 2 1.1% 24 13.3% 3 2.8% 
Friday 6/30 85 25.9% 2 0.6% 77 23.6% 6 5.2% 
Total 31,209 4.1% 30,020 3.9% 943 0.1% 246 0.1% 
Data Source: AT&T and the Intelligent Call Router

------‘s indicate data was not available for that particular date.
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Table B-6 Calls blocked (Chinese) 

Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Friday 3/3 0 0.0% 0 0.0% 0 0.0% 
Saturday 3/4 0 N/A 0 N/A 0 N/A 
Sunday 3/5 0 0.0% 0 0.0% 0 0.0% 
Monday 3/6 2 66.7% 2 66.7% 0 0.0% 
Tuesday 3/7 0 0.0% 0 0.0% 0 0.0% 
Wednesday 3/8 1 50.0% 1 50.0% 0 0.0% 
Thursday 3/9 0 N/A 0 N/A 0 N/A 
Friday 3/10 1 16.7% 1 16.7% 0 0.0% 
Saturday 3/11 0 0.0% 0 0.0% 0 0.0% 
Sunday 3/12 0 N/A 0 N/A 0 N/A 
Monday 3/13 3 7.1% 3 7.1% 0 0.0% 
Tuesday 3/14 7 4.3% 7 4.3% 0 0.0% 
Wednesday 3/15 6 9.4% 6 9.4% 0 0.0% 
Thursday 3/16 3 5.3% 3 5.3% 0 0.0% 
Friday 3/17 2 3.2% 2 3.2% 0 0.0% 
Saturday 3/18 2 12.5% 2 12.5% 0 0.0% 
Sunday 3/19 5 45.5% 5 45.5% 0 0.0% 
Monday 3/20 4 33.3% 4 33.3% 0 0.0% 
Tuesday 3/21 4 4.5% 4 4.5% 0 0.0% 
Wednesday 3/22 1 1.0% 1 1.0% 0 0.0% 
Thursday 3/23 4 1.9% 3 1.4% 1 0.5% 
Friday 3/24 7 2.8% 7 2.8% 0 0.0% 
Saturday 3/25 0 0.0% 0 0.0% 
Sunday 3/26 3 3.4% 3 3.4% 0 0.0% 
Monday 3/27 13 1.4% 13 1.4% 0 0.0% 
Tuesday 3/28 33 2.5% 33 2.5% 0 0.0% 
Wednesday 3/29 13 1.5% 13 1.5% 0 0.0% 
Thursday 3/30 16 2.0% 16 2.0% 0 0.0% 
Friday 3/31 29 3.4% 29 3.4% 0 0.0% 
Saturday 4/1 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/2 6 2.5% 6 2.5% 0 0.0% 
Monday 4/3 16 2.7% 16 2.7% 0 0.0% 
Tuesday 4/4 9 1.8% 9 1.8% 0 0.0% 
Wednesday 4/5 2 0.5% 2 0.5% 0 0.0% 
Thursday 4/6 15 4.3% 9 2.6% 6 1.8% 
Friday 4/7 9 4.0% 9 4.0% 0 0.0% 
Saturday 4/8 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/9 6 4.7% 6 4.7% 0 0.0% 
Monday 4/10 4 1.8% 4 1.8% 0 0.0% 
Tuesday 4/11 10 6.2% 7 4.3% 3 1.9% 
Wednesday 4/12 2 1.6% 2 1.6% 0 0.0% 
Thursday 4/13 20 16.4% 5 4.1% 15 12.8% 
Friday 4/14 10 6.0% 10 6.0% 0 0.0% 
Saturday 4/15 5 5.1% 2 2.0% 3 3.1% 
Sunday 4/16 1 1.1% 1 1.1% 0 0.0% 
Monday 4/17 0 0.0% 0 0.0% 0 0.0% 
Tuesday 4/18 1 1.1% 1 1.1% 0 0.0% 
Wednesday 4/19 2 2.3% 2 2.3% 0 0.0% 
Thursday 4/20 1 1.9% 1 1.9% 0 0.0% 
Friday 4/21 1 2.3% 1 2.3% 0 0.0% 
Saturday 4/22 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/23 0 0.0% 
Monday 4/24 0 0.0% 
Tuesday 4/25 1 1.2% 

0 0.0% 0 0.0% 
0 0.0% 0 0.0% 
1 1.2% 0 0.0% 
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Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Wednesday 4/26 0 0.0% 0 0.0% 0 0.0% 
Thursday 4/27 0 0.0% 0 0.0% 0 0.0% 
Friday 4/28 0 0.0% 0 0.0% 0 0.0% 
Saturday 4/29 2 3.9% 2 3.9% 0 0.0% 
Sunday 4/30 0 0.0% 0 0.0% 0 0.0% 
Monday 5/1 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/2 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/3 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/4 1 3.1% 1 3.1% 0 0.0% 
Friday 5/5 0 0.0% 0 0.0% 0 0.0% 
Saturday 5/6 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/7 0 0.0% 0 0.0% 0 0.0% 
Monday 5/8 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/9 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/10 1 4.5% 1 4.5% 0 0.0% 
Thursday 5/11 3 16.7% 0 0.0% 3 16.7% 
Friday 5/12 1 5.9% 1 5.9% 0 0.0% 
Saturday 5/13 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/14 0 0.0% 0 0.0% 0 0.0% 
Monday 5/15 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/16 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/17 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/18 0 0.0% 0 0.0% 0 0.0% 
Friday 5/19 0 0.0% 0 0.0% 0 0.0% 
Saturday 5/20 1 9.1% 1 9.1% 0 0.0% 
Sunday 5/21 4 66.7% 1 16.7% 3 60.0% 
Monday 5/22 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/23 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/24 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/25 0 0.0% 0 0.0% 0 0.0% 
Friday 5/26 0 0.0% 0 0.0% 0 0.0% 
Saturday 5/27 2 8.0% 2 8.0% 0 0.0% 
Sunday 5/28 0 0.0% 0 0.0% 0 0.0% 
Monday 5/29 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/30 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/31 0 0.0% 0 0.0% 0 0.0% 
Thursday 6/1 0 0.0% 0 0.0% 0 0.0% 
Friday 6/2 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/3 1 7.1% 1 7.1% 0 0.0% 
Sunday 6/4 1 25.0% 1 25.0% 0 0.0% 
Monday 6/5 1 7.1% 1 7.1% 0 0.0% 
Tuesday 6/6 1 3.3% 1 3.3% 0 0.0% 
Wednesday 6/7 1 1.9% 1 1.9% 0 0.0% 
Thursday 6/8 1 2.7% 1 2.7% 0 0.0% 
Friday 6/9 2 11.8% 2 11.8% 0 0.0% 
Saturday 6/10 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/11 1 11.1% 1 11.1% 0 0.0% 
Monday 6/12 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/13 6 54.5% 0 0.0% 6 54.5% 
Wednesday 6/14 0 0.0% 0 0.0% 0 0.0% 
Thursday 6/15 0 0.0% 0 0.0% 0 0.0% 
Friday 6/16 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/17 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/18 0 0.0% 0 0.0% 0 0.0% 
Monday 6/19 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/20 0 0.0% 0 0.0% 0 0.0% 
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Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Wednesday 6/21 4 100.0% 0 0.0% 4 100.0% 
Thursday 6/22 0 0.0% 0 0.0% 0 0.0% 
Friday 6/23 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/24 2 100.0% 0 0.0% 2 100.0% 
Sunday 6/25 0 0.0% 0 0.0% 0 0.0% 
Monday 6/26 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/27 0 0.0% 0 0.0% 0 0.0% 
Wednesday 6/28 4 100.0% 1 25.0% 3 100.0% 
Thursday 6/29 0 0.0% 0 0.0% 0 0.0% 
Friday 6/30 0 0.0% 0 0.0% 0 0.0% 
Total 320 2.7% 271 2.3% 49 0.4% 

Data Source: AT&T and the Intelligent Call Router 
Note that percent values equal to N/A indicate there was no call volume for that day. 
------‘s indicate data was not available for that particular date. 
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Table B-7 Calls blocked (Vietnamese) 

Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Friday 3/3 1 14.3% 1 14.3% 0 0.0% 
Saturday 3/4 0 0.0% 0 0.0% 0 0.0% 
Sunday 3/5 0 0.0% 0 0.0% 0 0.0% 
Monday 3/6 2 50.0% 2 50.0% 0 0.0% 
Tuesday 3/7 0 N/A 0 N/A 0 N/A 
Wednesday 3/8 0 0.0% 0 0.0% 0 0.0% 
Thursday 3/9 0 0.0% 0 0.0% 0 0.0% 
Friday 3/10 0 N/A 0 N/A 0 N/A 
Saturday 3/11 0 N/A 0 N/A 0 N/A 
Sunday 3/12 1 50.0% 1 50.0% 0 0.0% 
Monday 3/13 1 33.3% 1 33.3% 0 0.0% 
Tuesday 3/14 0 0.0% 0 0.0% 0 0.0% 
Wednesday 3/15 3 12.5% 3 12.5% 0 0.0% 
Thursday 3/16 4 12.1% 4 12.1% 0 0.0% 
Friday 3/17 5 17.2% 2 6.9% 3 11.1% 
Saturday 3/18 7 70.0% 4 40.0% 3 50.0% 
Sunday 3/19 0 0.0% 0 0.0% 0 0.0% 
Monday 3/20 2 3.4% 2 3.4% 0 0.0% 
Tuesday 3/21 8 17.8% 8 17.8% 0 0.0% 
Wednesday 3/22 1 1.5% 1 1.5% 0 0.0% 
Thursday 3/23 0 0.0% 0 0.0% 0 0.0% 
Friday 3/24 4 1.7% 4 1.7% 0 0.0% 
Saturday 3/25 0 0.0% 0 0.0% 
Sunday 3/26 0 0.0% 0 0.0% 0 0.0% 
Monday 3/27 35 5.5% 11 1.7% 24 3.9% 
Tuesday 3/28 9 1.9% 9 1.9% 0 0.0% 
Wednesday 3/29 12 2.5% 12 2.5% 0 0.0% 
Thursday 3/30 38 5.8% 35 5.4% 3 0.5% 
Friday 3/31 8 1.5% 8 1.5% 0 0.0% 
Saturday 4/1 12 3.6% 0 0.0% 12 3.6% 
Sunday 4/2 2 1.3% 2 1.3% 0 0.0% 
Monday 4/3 9 2.1% 9 2.1% 0 0.0% 
Tuesday 4/4 11 3.5% 11 3.5% 0 0.0% 
Wednesday 4/5 1 0.4% 1 0.4% 0 0.0% 
Thursday 4/6 6 3.2% 6 3.2% 0 0.0% 
Friday 4/7 5 3.0% 5 3.0% 0 0.0% 
Saturday 4/8 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/9 0 0.0% 0 0.0% 0 0.0% 
Monday 4/10 1 0.7% 1 0.7% 0 0.0% 
Tuesday 4/11 1 0.8% 1 0.8% 0 0.0% 
Wednesday 4/12 3 3.1% 3 3.1% 0 0.0% 
Thursday 4/13 4 4.0% 4 4.0% 0 0.0% 
Friday 4/14 3 2.9% 3 2.9% 0 0.0% 
Saturday 4/15 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/16 1 3.3% 1 3.3% 0 0.0% 
Monday 4/17 0 0.0% 0 0.0% 0 0.0% 
Tuesday 4/18 1 1.7% 1 1.7% 0 0.0% 
Wednesday 4/19 0 0.0% 0 0.0% 0 0.0% 
Thursday 4/20 0 0.0% 0 0.0% 0 0.0% 
Friday 4/21 1 4.8% 1 4.8% 0 0.0% 
Saturday 4/22 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/23 0 0.0% 
Monday 4/24 0 0.0% 
Tuesday 4/25 1 4.5% 

0 0.0% 0 0.0% 
0 0.0% 0 0.0% 
1 4.5% 0 0.0% 
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Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Wednesday 4/26 0 0.0% 0 0.0% 0 0.0% 
Thursday 4/27 1 7.7% 1 7.7% 0 0.0% 
Friday 4/28 2 11.1% 2 11.1% 0 0.0% 
Saturday 4/29 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/30 0 0.0% 0 0.0% 0 0.0% 
Monday 5/1 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/2 1 3.7% 1 3.7% 0 0.0% 
Wednesday 5/3 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/4 0 0.0% 0 0.0% 0 0.0% 
Friday 5/5 0 0.0% 0 0.0% 0 0.0% 
Saturday 5/6 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/7 0 0.0% 0 0.0% 0 0.0% 
Monday 5/8 1 5.9% 1 5.9% 0 0.0% 
Tuesday 5/9 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/10 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/11 3 27.3% 1 9.1% 2 20.0% 
Friday 5/12 0 0.0% 0 0.0% 0 0.0% 
Saturday 5/13 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/14 0 0.0% 0 0.0% 0 0.0% 
Monday 5/15 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/16 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/17 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/18 0 0.0% 0 0.0% 0 0.0% 
Friday 5/19 1 14.3% 1 14.3% 0 0.0% 
Saturday 5/20 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/21 0 0.0% 0 0.0% 0 0.0% 
Monday 5/22 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/23 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/24 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/25 0 0.0% 0 0.0% 0 0.0% 
Friday 5/26 3 7.3% 3 7.3% 0 0.0% 
Saturday 5/27 1 6.3% 1 6.3% 0 0.0% 
Sunday 5/28 0 0.0% 0 0.0% 0 0.0% 
Monday 5/29 1 10.0% 1 10.0% 0 0.0% 
Tuesday 5/30 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/31 1 4.3% 1 4.3% 0 0.0% 
Thursday 6/1 1 6.3% 1 6.3% 0 0.0% 
Friday 6/2 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/3 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/4 0 0.0% 0 0.0% 0 0.0% 
Monday 6/5 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/6 0 0.0% 0 0.0% 0 0.0% 
Wednesday 6/7 1 9.1% 1 9.1% 0 0.0% 
Thursday 6/8 1 11.1% 1 11.1% 0 0.0% 
Friday 6/9 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/10 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/11 0 0.0% 0 0.0% 0 0.0% 
Monday 6/12 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/13 0 0.0% 0 0.0% 0 0.0% 
Wednesday 6/14 1 100.0% 1 100.0% 0 N/A 
Thursday 6/15 0 0.0% 0 0.0% 0 0.0% 
Friday 6/16 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/17 9 75.0% 0 0.0% 9 75.0% 
Sunday 6/18 0 0.0% 0 0.0% 0 0.0% 
Monday 6/19 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/20 0 N/A 0 N/A 0 N/A 
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Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Wednesday 6/21 2 100.0% 0 0.0% 2 100.0% 
Thursday 6/22 0 N/A 0 N/A 0 N/A 
Friday 6/23 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/24 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/25 0 0.0% 0 0.0% 0 0.0% 
Monday 6/26 0 N/A 0 N/A 0 N/A 
Tuesday 6/27 1 50.0% 1 50.0% 0 0.0% 
Wednesday 6/28 0 N/A 0 N/A 0 N/A 
Thursday 6/29 0 0.0% 0 0.0% 0 0.0% 
Friday 6/30 0 0.0% 0 0.0% 0 0.0% 
Total 234 3.2% 176 2.4% 58 0.8% 
Data Source: Intelligent Call Router 

Note that percent values equal to N/A indicate there was no call volume for that day.

------‘s indicate data was not available for that particular date.


61




------ ------

Table B-8 Calls blocked (Korean) 

Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 

Friday 3/3 1 33.3% 1 33.3% 0 0.0% 
Saturday 3/4 0 0.0% 0 0.0% 0 0.0% 
Sunday 3/5 1 33.3% 1 33.3% 0 0.0% 
Monday 3/6 7 87.5% 7 87.5% 0 0.0% 
Tuesday 3/7 2 15.4% 2 15.4% 0 0.0% 
Wednesday 3/8 9 69.2% 9 69.2% 0 0.0% 
Thursday 3/9 0 0.0% 0 0.0% 0 0.0% 
Friday 3/10 0 0.0% 0 0.0% 0 0.0% 
Saturday 3/11 0 N/A 0 N/A 0 N/A 
Sunday 3/12 0 0.0% 0 0.0% 0 0.0% 
Monday 3/13 0 0.0% 0 0.0% 0 0.0% 
Tuesday 3/14 1 1.7% 1 1.7% 0 0.0% 
Wednesday 3/15 12 11.2% 9 8.4% 3 3.1% 
Thursday 3/16 3 2.8% 3 2.8% 0 0.0% 
Friday 3/17 9 13.0% 2 2.9% 7 10.4% 
Saturday 3/18 0 0.0% 0 0.0% 0 0.0% 
Sunday 3/19 0 0.0% 0 0.0% 0 0.0% 
Monday 3/20 3 2.6% 3 2.6% 0 0.0% 
Tuesday 3/21 9 8.4% 6 5.6% 3 3.0% 
Wednesday 3/22 7 2.9% 7 2.9% 0 0.0% 
Thursday 3/23 9 3.2% 8 2.8% 1 0.4% 
Friday 3/24 5 2.4% 5 2.4% 0 0.0% 
Saturday 3/25 0 0.0% 0 0.0% 
Sunday 3/26 1 1.4% 1 1.4% 0 0.0% 
Monday 3/27 6 1.1% 6 1.1% 0 0.0% 
Tuesday 3/28 16 3.2% 16 3.2% 0 0.0% 
Wednesday 3/29 4 0.9% 4 0.9% 0 0.0% 
Thursday 3/30 11 2.2% 11 2.2% 0 0.0% 
Friday 3/31 5 1.4% 5 1.4% 0 0.0% 
Saturday 4/1 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/2 1 1.1% 1 1.1% 0 0.0% 
Monday 4/3 9 2.6% 9 2.6% 0 0.0% 
Tuesday 4/4 6 2.4% 6 2.4% 0 0.0% 
Wednesday 4/5 3 1.5% 3 1.5% 0 0.0% 
Thursday 4/6 7 5.3% 7 5.3% 0 0.0% 
Friday 4/7 5 3.1% 5 3.1% 0 0.0% 
Saturday 4/8 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/9 0 0.0% 0 0.0% 0 0.0% 
Monday 4/10 11 7.8% 11 7.8% 0 0.0% 
Tuesday 4/11 9 9.3% 9 9.3% 0 0.0% 
Wednesday 4/12 9 8.7% 9 8.7% 0 0.0% 
Thursday 4/13 4 4.0% 4 4.0% 0 0.0% 
Friday 4/14 3 5.6% 3 5.6% 0 0.0% 
Saturday 4/15 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/16 0 0.0% 0 0.0% 0 0.0% 
Monday 4/17 0 0.0% 0 0.0% 0 0.0% 
Tuesday 4/18 0 0.0% 0 0.0% 0 0.0% 
Wednesday 4/19 1 1.1% 1 1.1% 0 0.0% 
Thursday 4/20 0 0.0% 0 0.0% 0 0.0% 
Friday 4/21 0 0.0% 0 0.0% 0 0.0% 
Saturday 4/22 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/23 0 0.0% 0 0.0% 0 0.0% 
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Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 

Saturday 5/27 
Sunday 5/28 0 0.0% 
Monday 5/29 0 0.0% 
Tuesday 5/30 0 0.0% 
Wednesday 5/31 0 0.0% 
Thursday 6/1 3 11.5% 
Friday 6/2 1 8.3% 
Saturday 6/3 0 0.0% 

Monday 4/24 1 3.6% 1 3.6% 0 0.0% 
Tuesday 4/25 1 5.9% 1 5.9% 0 0.0% 
Wednesday 4/26 2 6.1% 2 6.1% 0 0.0% 
Thursday 4/27 0 0.0% 0 0.0% 0 0.0% 
Friday 4/28 0 0.0% 0 0.0% 0 0.0% 
Saturday 4/29 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/30 0 0.0% 0 0.0% 0 0.0% 
Monday 5/1 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/2 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/3 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/4 0 0.0% 0 0.0% 0 0.0% 
Friday 5/5 0 0.0% 0 0.0% 0 0.0% 
Saturday 5/6 1 25.0% 1 25.0% 0 0.0% 
Sunday 5/7 0 0.0% 0 0.0% 0 0.0% 
Monday 5/8 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/9 1 8.3% 1 8.3% 0 0.0% 
Wednesday 5/10 6 60.0% 0 0.0% 6 60.0% 
Thursday 5/11 0 0.0% 0 0.0% 0 0.0% 
Friday 5/12 1 11.1% 1 11.1% 0 0.0% 
Saturday 5/13 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/14 0 0.0% 0 0.0% 0 0.0% 
Monday 5/15 2 13.3% 2 13.3% 0 0.0% 
Tuesday 5/16 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/17 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/18 0 0.0% 0 0.0% 0 0.0% 
Friday 5/19 1 8.3% 1 8.3% 0 0.0% 
Saturday 5/20 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/21 0 N/A 0 N/A 0 N/A 
Monday 5/22 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/23 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/24 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/25 1 4.3% 1 4.3% 0 0.0% 
Friday 5/26 2 5.7% 2 5.7% 0 0.0% 

1 4.2% 1 4.2% 0 0.0% 
0 0.0% 0 0.0% 
0 0.0% 0 0.0% 
0 0.0% 0 0.0% 
0 0.0% 0 0.0% 
3 11.5% 0 0.0% 
1 8.3% 0 0.0% 
0 0.0% 0 0.0% 

Sunday 6/4 0 0.0% 0 0.0% 0 0.0% 
Monday 6/5 1 10.0% 1 10.0% 0 0.0% 
Tuesday 6/6 1 8.3% 1 8.3% 0 0.0% 
Wednesday 6/7 1 5.9% 1 5.9% 0 0.0% 
Thursday 6/8 0 0.0% 0 0.0% 0 0.0% 
Friday 6/9 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/10 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/11 0 0.0% 0 0.0% 0 0.0% 
Monday 6/12 1 14.3% 1 14.3% 0 0.0% 
Tuesday 6/13 0 0.0% 0 0.0% 0 0.0% 
Wednesday 6/14 0 0.0% 0 0.0% 0 0.0% 
Thursday 6/15 0 0.0% 0 0.0% 0 0.0% 
Friday 6/16 0 0.0% 0 0.0% 0 0.0% 
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Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 

Saturday 6/17 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/18 0 N/A 0 N/A 0 N/A 
Monday 6/19 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/20 1 33.3% 1 33.3% 0 0.0% 
Wednesday 6/21 6 85.7% 0 0.0% 6 85.7% 
Thursday 6/22 0 0.0% 0 0.0% 0 0.0% 
Friday 6/23 6 75.0% 0 0.0% 6 75.0% 
Saturday 6/24 4 100.0% 0 0.0% 4 100.0% 
Sunday 6/25 0 N/A 0 N/A 0 N/A 
Monday 6/26 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/27 0 0.0% 0 0.0% 0 0.0% 
Wednesday 6/28 0 0.0% 0 0.0% 0 0.0% 
Thursday 6/29 0 0.0% 0 0.0% 0 0.0% 
Friday 6/30 0 0.0% 0 0.0% 0 0.0% 
Total 234 3.2% 198 2.7% 36 0.5% 

Data Source: Intelligent Call Router 
Note that percent values equal to N/A indicate there was no call volume for that day. 
------‘s indicate data was not available for that particular date. 
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------ ------

Table B-9 Calls blocked (Tagalog) 

Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Friday 3/3 0 0.0% 0 0.0% 0 0.0% 
Saturday 3/4 0 0.0% 0 0.0% 0 0.0% 
Sunday 3/5 1 33.3% 1 33.3% 0 0.0% 
Monday 3/6 3 75.0% 3 75.0% 0 0.0% 
Tuesday 3/7 1 100.0% 1 100.0% 0 N/A 
Wednesday 3/8 3 12.5% 3 12.5% 0 0.0% 
Thursday 3/9 3 50.0% 3 50.0% 0 0.0% 
Friday 3/10 1 100.0% 0 0.0% 1 100.0% 
Saturday 3/11 90 N/A 0 N/A 90 N/A 
Sunday 3/12 0 0.0% 0 0.0% 0 0.0% 
Monday 3/13 1 100.0% 1 100.0% 0 N/A 
Tuesday 3/14 9 50.0% 9 50.0% 0 0.0% 
Wednesday 3/15 11 100.0% 7 63.6% 4 100.0% 
Thursday 3/16 2 50.0% 2 50.0% 0 0.0% 
Friday 3/17 3 37.5% 3 37.5% 0 0.0% 
Saturday 3/18 0 0.0% 0 0.0% 0 0.0% 
Sunday 3/19 0 0.0% 0 0.0% 0 0.0% 
Monday 3/20 0 0.0% 0 0.0% 0 0.0% 
Tuesday 3/21 3 27.3% 3 27.3% 0 0.0% 
Wednesday 3/22 1 11.1% 1 11.1% 0 0.0% 
Thursday 3/23 0 0.0% 0 0.0% 0 0.0% 
Friday 3/24 3 5.1% 3 5.1% 0 0.0% 
Saturday 3/25 0 0.0% 0 0.0% 
Sunday 3/26 7 29.2% 1 4.2% 6 26.1% 
Monday 3/27 18 23.7% 6 7.9% 12 17.1% 
Tuesday 3/28 5 8.6% 5 8.6% 0 0.0% 
Wednesday 3/29 6 12.5% 6 12.5% 0 0.0% 
Thursday 3/30 1 1.0% 1 1.0% 0 0.0% 
Friday 3/31 8 6.7% 8 6.7% 0 0.0% 
Saturday 4/1 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/2 0 0.0% 0 0.0% 0 0.0% 
Monday 4/3 16 18.2% 1 1.1% 15 17.2% 
Tuesday 4/4 2 2.9% 2 2.9% 0 0.0% 
Wednesday 4/5 0 0.0% 0 0.0% 0 0.0% 
Thursday 4/6 0 0.0% 0 0.0% 0 0.0% 
Friday 4/7 2 4.7% 2 4.7% 0 0.0% 
Saturday 4/8 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/9 0 0.0% 0 0.0% 0 0.0% 
Monday 4/10 1 7.7% 1 7.7% 0 0.0% 
Tuesday 4/11 1 5.0% 1 5.0% 0 0.0% 
Wednesday 4/12 4 22.2% 4 22.2% 0 0.0% 
Thursday 4/13 0 0.0% 0 0.0% 0 0.0% 
Friday 4/14 0 0.0% 0 0.0% 0 0.0% 
Saturday 4/15 2 40.0% 2 40.0% 0 0.0% 
Sunday 4/16 0 0.0% 0 0.0% 0 0.0% 
Monday 4/17 0 0.0% 0 0.0% 0 0.0% 
Tuesday 4/18 0 0.0% 0 0.0% 0 0.0% 
Wednesday 4/19 1 9.1% 1 9.1% 0 0.0% 
Thursday 4/20 0 0.0% 0 0.0% 0 0.0% 
Friday 4/21 2 33.3% 2 33.3% 0 0.0% 
Saturday 4/22 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/23 0 0.0% 
Monday 4/24 0 0.0% 
Tuesday 4/25 0 0.0% 

0 0.0% 0 0.0% 
0 0.0% 0 0.0% 
0 0.0% 0 0.0% 
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Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Wednesday 4/26 0 0.0% 0 0.0% 0 0.0% 
Thursday 4/27 0 0.0% 0 0.0% 0 0.0% 
Friday 4/28 0 0.0% 0 0.0% 0 0.0% 
Saturday 4/29 0 0.0% 0 0.0% 0 0.0% 
Sunday 4/30 0 0.0% 0 0.0% 0 0.0% 
Monday 5/1 1 12.5% 1 12.5% 0 0.0% 
Tuesday 5/2 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/3 1 16.7% 1 16.7% 0 0.0% 
Thursday 5/4 0 0.0% 0 0.0% 0 0.0% 
Friday 5/5 1 12.5% 1 12.5% 0 0.0% 
Saturday 5/6 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/7 0 0.0% 0 0.0% 0 0.0% 
Monday 5/8 4 100.0% 1 25.0% 3 100.0% 
Tuesday 5/9 1 12.5% 1 12.5% 0 0.0% 
Wednesday 5/10 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/11 1 100.0% 0 0.0% 1 100.0% 
Friday 5/12 0 0.0% 0 0.0% 0 0.0% 
Saturday 5/13 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/14 0 N/A 0 N/A 0 N/A 
Monday 5/15 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/16 1 50.0% 1 50.0% 0 0.0% 
Wednesday 5/17 0 N/A 0 N/A 0 N/A 
Thursday 5/18 0 0.0% 0 0.0% 0 0.0% 
Friday 5/19 1 25.0% 1 25.0% 0 0.0% 
Saturday 5/20 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/21 1 50.0% 1 50.0% 0 0.0% 
Monday 5/22 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/23 0 0.0% 0 0.0% 0 0.0% 
Wednesday 5/24 0 0.0% 0 0.0% 0 0.0% 
Thursday 5/25 0 0.0% 0 0.0% 0 0.0% 
Friday 5/26 2 6.7% 2 6.7% 0 0.0% 
Saturday 5/27 0 0.0% 0 0.0% 0 0.0% 
Sunday 5/28 0 0.0% 0 0.0% 0 0.0% 
Monday 5/29 0 0.0% 0 0.0% 0 0.0% 
Tuesday 5/30 1 7.1% 1 7.1% 0 0.0% 
Wednesday 5/31 0 0.0% 0 0.0% 0 0.0% 
Thursday 6/1 3 33.3% 3 33.3% 0 0.0% 
Friday 6/2 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/3 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/4 0 0.0% 0 0.0% 0 0.0% 
Monday 6/5 1 10.0% 1 10.0% 0 0.0% 
Tuesday 6/6 1 6.7% 1 6.7% 0 0.0% 
Wednesday 6/7 1 7.7% 1 7.7% 0 0.0% 
Thursday 6/8 0 0.0% 0 0.0% 0 0.0% 
Friday 6/9 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/10 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/11 0 0.0% 0 0.0% 0 0.0% 
Monday 6/12 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/13 0 0.0% 0 0.0% 0 0.0% 
Wednesday 6/14 0 0.0% 0 0.0% 0 0.0% 
Thursday 6/15 0 0.0% 0 0.0% 0 0.0% 
Friday 6/16 0 0.0% 0 0.0% 0 0.0% 
Saturday 6/17 0 0.0% 0 0.0% 0 0.0% 
Sunday 6/18 0 0.0% 0 0.0% 0 0.0% 
Monday 6/19 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/20 0 N/A 0 N/A 0 N/A 
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Total AT&T Call Centers 
Day Date Number Percent Number Percent Number Percent 
Wednesday 6/21 6 200.0% 0 0.0% 6 200.0% 
Thursday 6/22 0 0.0% 0 0.0% 0 0.0% 
Friday 6/23 0 N/A 0 N/A 0 N/A 
Saturday 6/24 0 N/A 0 N/A 0 N/A 
Sunday 6/25 0 N/A 0 N/A 0 N/A 
Monday 6/26 0 0.0% 0 0.0% 0 0.0% 
Tuesday 6/27 1 50.0% 1 50.0% 0 0.0% 
Wednesday 6/28 0 N/A 0 N/A 0 N/A 
Thursday 6/29 0 0.0% 0 0.0% 0 0.0% 
Friday 6/30 0 0.0% 0 0.0% 0 0.0% 
Total 239 16.0% 101 6.8% 138 9.9% 

Data Source: Intelligent Call Router 
Note that percent values equal to N/A indicate there was no call volume for that day. 
------‘s indicate data was not available for that particular date. 
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Appendix C 

Table C-1 Daily Distribution of Calls Received by the TQA Network by Language 

Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Friday 3/3 5,750 5,055 679 3 6 2 5 
Saturday 3/4 4,219 3,714 501 0 1 2 1 
Sunday 3/5 2,979 2,575 398 1 1 2 2 
Monday 3/6 13,506 12,072 1,429 1 2 1 1 
Tuesday 3/7 15,705 13,519 2,173 2 0 11 0 
Wednesday 3/8 17,849 15,449 2,369 1 5 4 21 
Thursday 3/9 18,369 16,151 2,210 0 1 4 3 
Friday 3/10 17,189 15,266 1,909 5 0 8 1 
Saturday 3/11 13,558 12,082 1,471 5 0 0 0 
Sunday 3/12 8,754 7,653 1,097 0 1 1 2 
Monday 3/13 517,083 446,545 70,483 39 2 14 0 
Tuesday 3/14 426,367 358,793 67,340 155 13 57 9 
Wednesday 3/15 237,263 197,683 39,399 58 21 98 4 
Thursday 3/16 161,031 134,528 26,312 54 29 106 2 
Friday 3/17 120,731 100,305 20,266 61 27 67 5 
Saturday 3/18 73,440 61,763 11,624 14 6 31 2 
Sunday 3/19 52,829 43,793 9,012 6 9 8 1 
Monday 3/20 740,590 702,951 37,453 8 57 113 8 
Tuesday 3/21 510,760 472,441 38,089 84 37 101 8 
Wednesday 3/22 354,394 329,107 24,881 99 64 235 8 
Thursday 3/23 260,915 234,919 25,429 206 72 275 14 
Friday 3/24 176,357 149,945 25,682 239 228 207 56 
Saturday 3/25 88,395 69,362 18,394 159 276 158 46 
Sunday 3/26 55,336 46,215 8,838 84 108 68 23 
Monday 3/27 243,940 206,062 35,736 925 621 526 70 
Tuesday 3/28 210,579 168,402 39,906 1,278 460 480 53 
Wednesday 3/29 169,403 137,276 30,345 843 465 432 42 
Thursday 3/30 163,879 127,514 34,355 797 615 499 99 
Friday 3/31 142,342 114,343 26,191 818 521 358 111 
Saturday 4/1 79,439 63,676 14,628 495 329 254 57 
Sunday 4/2 36,338 29,418 6,426 232 150 91 21 
Monday 4/3 114,150 96,054 16,688 569 414 338 87 
Tuesday 4/4 77,197 64,209 11,904 479 300 239 66 
Wednesday 4/5 67,912 57,152 9,922 370 234 195 39 
Thursday 4/6 53,168 45,612 6,869 339 184 124 40 
Friday 4/7 42,893 37,063 5,260 214 161 154 41 
Saturday 4/8 21,546 18,518 2,699 126 109 89 5 
Sunday 4/9 14,326 12,090 1,976 121 93 40 6 
Monday 4/10 48,519 42,630 5,384 214 149 130 12 
Tuesday 4/11 39,362 34,404 4,568 154 129 88 19 
Wednesday 4/12 31,832 27,445 4,060 125 94 94 14 
Thursday 4/13 25,360 21,549 3,489 117 95 95 15 
Friday 4/14 21,543 17,976 3,251 156 100 51 9 
Saturday 4/15 10,219 8,632 1,408 97 50 29 3 
Sunday 4/16 5,910 5,013 754 86 29 26 2 
Monday 4/17 23,274 20,321 2,622 116 98 110 7 
Tuesday 4/18 17,179 15,025 1,856 93 59 141 5 
Wednesday 4/19 13,688 11,839 1,623 85 39 92 10 
Thursday 4/20 11,535 10,325 1,075 51 28 49 7 
Friday 4/21 9,290 8,444 745 42 20 35 4 
Saturday 4/22 4,254 3,811 403 16 9 13 2 
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Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 4/23 2,028 1,691 288 25 17 6 1 
Monday 4/24 12,430 11,375 941 48 33 27 6 
Tuesday 4/25 10,507 9,311 1,073 80 21 16 6 
Wednesday 4/26 9,945 8,708 1,100 75 25 31 6 
Thursday 4/27 11,860 10,588 1,149 71 12 29 11 
Friday 4/28 6,940 6,225 608 51 16 37 3 
Saturday 4/29 3,993 3,591 329 49 6 15 3 
Sunday 4/30 2,674 2,425 192 35 13 3 6 
Monday 5/1 9,963 9,173 692 48 20 23 7 
Tuesday 5/2 7,950 7,326 522 47 26 22 7 
Wednesday 5/3 6,670 6,167 435 33 19 11 5 
Thursday 5/4 6,165 5,644 449 31 15 19 7 
Friday 5/5 4,836 4,511 282 15 14 7 7 
Saturday 5/6 2,376 2,225 120 15 12 3 1 
Sunday 5/7 1,607 1,476 108 14 3 4 2 
Monday 5/8 6,016 5,668 303 15 16 11 3 
Tuesday 5/9 4,981 4,674 258 19 12 11 7 
Wednesday 5/10 4,766 4,486 229 21 13 10 7 
Thursday 5/11 4,219 3,939 241 18 10 10 1 
Friday 5/12 3,303 3,093 176 16 7 8 3 
Saturday 5/13 1,612 1,504 91 8 3 5 1 
Sunday 5/14 795 732 54 4 4 1 0 
Monday 5/15 4,170 3,906 222 21 5 13 3 
Tuesday 5/16 3,638 3,388 215 15 10 9 1 
Wednesday 5/17 3,654 3,399 225 14 6 10 0 
Thursday 5/18 3,183 2,965 180 11 11 9 7 
Friday 5/19 2,701 2,506 166 9 6 11 3 
Saturday 5/20 1,384 1,284 74 10 10 2 4 
Sunday 5/21 857 797 51 5 3 0 1 
Monday 5/22 3,418 3,168 208 15 5 19 3 
Tuesday 5/23 2,854 2,656 165 19 4 7 3 
Wednesday 5/24 2,535 2,306 196 15 2 9 7 
Thursday 5/25 3,052 2,682 295 17 19 22 17 
Friday 5/26 2,995 2,600 277 19 38 33 28 
Saturday 5/27 1,536 1,317 143 23 15 23 15 
Sunday 5/28 731 602 107 6 5 8 3 
Monday 5/29 1,021 790 206 6 9 6 4 
Tuesday 5/30 3,543 3,026 457 10 11 26 13 
Wednesday 5/31 3,126 2,562 492 30 22 10 10 
Thursday 6/1 4,425 3,942 417 22 15 23 6 
Friday 6/2 3,039 2,739 254 14 10 11 11 
Saturday 6/3 1,155 1,014 120 13 3 3 2 
Sunday 6/4 600 541 47 3 7 1 1 
Monday 6/5 2,471 2,216 213 13 11 9 9 
Tuesday 6/6 2,279 1,968 239 29 18 11 14 
Wednesday 6/7 2,307 2,015 203 51 10 16 12 
Thursday 6/8 2,136 1,864 210 36 8 15 3 
Friday 6/9 1,755 1,530 196 15 5 5 4 
Saturday 6/10 812 700 84 12 11 4 1 
Sunday 6/11 562 491 55 8 2 2 4 
Monday 6/12 2,357 2,133 207 6 3 6 2 
Tuesday 6/13 1,918 1,719 180 11 4 2 2 
Wednesday 6/14 1,877 1,544 313 10 0 4 6 
Thursday 6/15 1,538 1,290 232 8 4 3 1 
Friday 6/16 1,340 1,174 153 5 2 4 2 
Saturday 6/17 924 768 132 8 12 3 1 
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Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 6/18 
Monday 6/19 
Tuesday 6/20 
Wednesday 6/21 
Thursday 6/22 
Friday 6/23 
Saturday 6/24 
Sunday 6/25 
Monday 6/26 
Tuesday 6/27 
Wednesday 6/28 
Thursday 6/29 
Friday 6/30 
Total 

431 369 48 7 6 0 1 
1,658 1,431 210 6 3 6 2 
1,504 1,300 198 4 0 2 0 
1,453 1,205 232 4 2 7 3 
1,423 1,232 177 8 0 5 1 
1,257 1,098 143 6 2 8 0 

638 556 75 2 1 4 0 
327 292 31 2 2 0 0 

1,604 1,405 178 7 0 9 5 
1,412 1,213 183 8 1 6 1 
1,456 1,279 169 3 0 5 0 
1,466 1,271 180 9 2 2 2 
1,803 1,462 326 2 3 4 6 

1,3925,810,407 5,052,936 730,305 11,557 7,166 7,051 
Data source: AT&T data reported through the Intelligent Call Router 

Table C-2 Day of the Week Distribution of Calls Received by the TQA Network by 
Language 

Language 
Day of Week Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 187,084 156,173 29,482 639 453 261 76 
Monday 1,746,170 1,567,900 173,175 2,057 1,448 1,361 229 
Tuesday 1,337,735 1,163,374 169,326 2,487 1,105 1,229 214 
Wednesday 930,130 809,622 116,193 1,837 1,021 1,263 194 
Thursday 733,724 626,015 103,269 1,795 1,120 1,289 236 
Friday 566,064 475,335 86,564 1,690 1,166 1,010 299 
Saturday 309,500 254,517 52,296 1,052 853 638 144 
Total 5,810,407 5,052,936 730,305 11,557 7,166 7,051 1,392 
Data source: AT&T data reported through the Intelligent Call Router 
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Table C-3 Hourly distribution of Calls Received by the TQA Network by Language 

Language 
Hour Total English Spanish Chinese Vietnamese Korean Tagalog 
12:00 AM- 12:59 AM 
1:00 AM -1:59 AM 
2:00 AM -2:59 AM 
3:00 AM -3:59 AM 
4:00 AM -4:59 AM 
5:00 AM -5:59 AM 
6:00 AM -6:59 AM 
7:00 AM -7:59 AM 
8:00 AM -8:59 AM 
9:00 AM -9:59 AM 
10:00 AM -10:59 AM 
11:00 AM -11:59 AM 
12:00 PM -12:59 PM 
1:00 PM -1:59 PM 
2:00 PM -2:59 PM 
3:00 PM -3:59 PM 
4:00 PM -4:59 PM 
5:00 PM -5:59 PM 
6:00 PM -6:59 PM 
7:00 PM -7:59 PM 
8:00 PM -8:59 PM 
9:00 PM -9:59 PM 
10:00 PM -10:59 PM 
11:00 PM -11:59 PM 

9,569 6,689 2,654 130 44 32 20 
3,225 2,613 551 29 18 6 8 
1,040 869 168 0 2 1 0 

474 388 86 0 0 0 0 
313 259 54 0 0 0 0 
476 425 51 0 0 0 0 

1,992 1,825 149 7 2 7 2 
19,514 15,984 3,357 72 39 50 12 

175,213 159,634 15,023 245 138 154 19 
336,518 309,128 26,488 399 236 236 31 
428,311 394,625 32,497 484 297 340 68 
506,534 451,813 52,831 750 517 511 112 
432,320 384,049 45,885 999 626 653 108 
452,619 402,167 48,112 960 609 670 101 
484,624 432,981 49,449 863 556 655 120 
492,836 440,462 50,347 837 533 572 85 
534,296 472,769 59,365 783 652 623 104 
520,540 453,848 64,494 908 553 606 131 
470,907 392,443 76,386 855 580 534 109 
384,009 312,820 69,287 845 485 479 93 
278,234 224,004 52,644 674 446 383 83 
149,624 108,826 39,583 581 347 208 79 

78,484 52,167 25,124 624 302 201 66 
48,730 32,149 15,718 512 181 128 42 

Total 5,810,402 5,052,937 730,303 11,557 7,163 7,049 1,393 
Data Source: AT&T data reported through the Intelligent Call Router (note that because of inconsistencies in data 
sources the totals do not exactly agree with Tables B1 and B2) 
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Appendix D 

Table D-1. Daily Distribution of IVR Resolved Calls by Language 

Language 
Total English Spanish 

Day Date Number Percent Number Percent Number Percent 
Friday 3/3 1,946 33.9% 
Saturday 3/4 1,248 29.6% 
Sunday 3/5 913 30.7% 
Monday 3/6 4,109 30.4% 
Tuesday 3/7 8,737 55.7% 
Wednesday 3/8 7,841 44.0% 
Thursday 3/9 7,698 41.9% 6,685 41.4% 1,013 45.8% 
Friday 3/10 6,738 39.2% 5,879 38.5% 859 45.0% 
Saturday 3/11 6,099 45.0% 5,398 44.7% 701 47.7% 
Sunday 3/12 3,619 41.4% 3,186 41.6% 433 39.5% 
Monday 3/13 168,819 32.7% 148,928 33.4% 19,891 28.2% 
Tuesday 3/14 176,623 41.4% 159,763 44.5% 16,860 25.0% 
Wednesday 3/15 96,691 40.8% 82,540 41.8% 14,151 35.9% 
Thursday 3/16 68,403 42.5% 58,252 43.3% 10,151 38.6% 
Friday 3/17 51,562 42.8% 43,202 43.1% 8,360 41.3% 
Saturday 3/18 32,219 43.9% 27,572 44.6% 4,647 40.0% 
Sunday 3/19 23,121 43.8% 19,557 44.7% 3,564 39.5% 
Monday 3/20 424,763 57.4% 395,321 56.2% 29,442 78.6% 
Tuesday 3/21 292,414 57.3% 274,319 58.1% 18,095 47.5% 
Wednesday 3/22 191,267 54.0% 177,171 53.8% 14,096 56.7% 
Thursday 3/23 139,771 53.7% 127,322 54.2% 12,449 49.0% 
Friday 3/24 91,635 52.2% 81,041 54.0% 10,594 41.3% 
Saturday 3/25 45,340 51.7% 38,408 55.4% 6,932 37.7% 
Sunday 3/26 28,245 51.3% 24,834 53.7% 3,411 38.6% 
Monday 3/27 123,706 51.2% 109,233 53.0% 14,473 40.5% 
Tuesday 3/28 106,635 51.2% 91,538 54.4% 15,097 37.8% 
Wednesday 3/29 84,443 50.4% 73,124 53.3% 11,319 37.3% 
Thursday 3/30 80,574 49.8% 68,244 53.5% 12,330 35.9% 
Friday 3/31 71,113 50.6% 61,158 53.5% 9,955 38.0% 
Saturday 4/1 40,368 51.6% 34,661 54.4% 5,707 39.0% 
Sunday 4/2 18,715 52.2% 16,147 54.9% 2,568 40.0% 
Monday 4/3 56,007 49.7% 49,367 51.4% 6,640 39.8% 
Tuesday 4/4 38,430 50.5% 33,863 52.7% 4,567 38.4% 
Wednesday 4/5 34,329 51.2% 30,472 53.3% 3,857 38.9% 
Thursday 4/6 26,731 50.9% 24,009 52.6% 2,722 39.6% 
Friday 4/7 21,465 50.7% 19,324 52.1% 2,141 40.7% 
Saturday 4/8 5,904 27.8% 4,969 26.8% 935 34.6% 
Sunday 4/9 4,277 30.4% 3,582 29.6% 695 35.2% 
Monday 4/10 12,239 25.5% 10,585 24.8% 1,654 30.7% 
Tuesday 4/11 10,093 25.9% 8,761 25.5% 1,332 29.2% 
Wednesday 4/12 8,361 26.5% 7,124 26.0% 1,237 30.5% 
Thursday 4/13 6,660 26.6% 5,638 26.2% 1,022 29.3% 
Friday 4/14 6,021 28.4% 5,005 27.8% 1,016 31.3% 
Saturday 4/15 3,051 30.4% 2,585 29.9% 466 33.1% 
Sunday 4/16 1,846 32.0% 1,548 30.9% 298 39.5% 
Monday 4/17 6,744 29.4% 5,864 28.9% 880 33.6% 
Tuesday 4/18 4,834 28.6% 4,176 27.8% 658 35.5% 
Wednesday 4/19 4,049 30.1% 3,528 29.8% 521 32.1% 
Thursday 4/20 3,352 29.4% 3,001 29.1% 351 32.7% 
Friday 4/21 997 10.9% 911 10.8% 86 11.5% 
Saturday 4/22 1,307 31.0% 1,167 30.6% 140 34.7% 
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Language 
Total English Spanish 

Day Date Number Percent Number Percent Number Percent 
Sunday 4/23 715 36.1% 592 35.0% 123 42.7%

Monday 4/24 3,592 29.2% 3,249 28.6% 343 36.5%

Tuesday 4/25 3,104 29.9% 2,745 29.5% 359 33.5%

Wednesday 4/26 3,005 30.6% 2,630 30.2% 375 34.1%

Thursday 4/27 3,606 30.7% 3,194 30.2% 412 35.9%

Friday 4/28 2,658 38.9% 2,400 38.6% 258 42.4%

Saturday 4/29 1,301 

34.0% 804 33.2% 85 44.3% 
30.9% 2,772 30.2% 278 40.2% 
32.1% 2,277 31.1% 239 45.8% 
32.1% 1,953 31.7% 166 38.2% 
31.8% 1,754 31.1% 183 40.8% 
32.0% 1,391 30.8% 142 50.4% 
33.1% 708 31.8% 68 56.7% 
35.8% 516 35.0% 51 47.2% 
32.8% 1,816 32.0% 145 47.9% 
34.2% 1,573 33.7% 114 44.2% 
32.9% 1,440 32.1% 111 48.5% 
32.9% 1,256 31.9% 119 49.4% 
34.4% 1,055 34.1% 71 40.3% 
34.9% 518 34.4% 39 42.9% 
36.4% 270 36.9% 16 29.6% 
34.7% 1,305 33.4% 128 57.7% 
35.5% 1,160 34.2% 119 55.3% 
36.6% 1,207 35.5% 118 52.4% 
34.2% 995 33.6% 81 45.0% 
34.1% 832 33.2% 80 48.2% 
37.3% 465 36.2% 41 55.4% 
34.1% 270 33.9% 19 37.3% 
34.6% 1,080 34.1% 88 42.3% 
35.4% 924 34.8% 76 46.1% 
35.9% 830 36.0% 69 35.2% 
37.9% 988 36.8% 141 47.8% 
38.7% 985 37.9% 127 45.8% 
37.9% 494 37.5% 60 42.0% 
36.4% 222 36.9% 36 33.6% 
38.8% 326 41.3% 60 29.1% 
37.8% 1,117 36.9% 201 44.0% 
40.2% 982 38.3% 245 49.8% 
40.9% 1,573 39.9% 210 50.4% 
39.8% 1,086 39.7% 106 41.7% 
37.4% 363 35.8% 61 50.8% 
38.4% 200 37.0% 26 55.3% 
33.2% 701 31.6% 105 49.3% 
38.2% 731 37.1% 112 46.9% 
40.1% 774 38.4% 115 56.7% 
37.8% 697 37.4% 86 41.0% 
32.3% 489 32.0% 68 34.7% 
39.3% 271 38.7% 37 44.0% 
43.8% 210 42.8% 29 52.7% 
39.2% 814 38.2% 104 50.2% 
39.1% 660 38.4% 83 46.1% 
38.9% 618 40.0% 105 33.5% 
38.6% 502 38.9% 85 36.6% 
45.4% 553 47.1% 49 32.0% 

33.2% 1,174 32.7% 127 38.6%

Sunday 4/30 889

Monday 5/1 3,050

Tuesday 5/2 2,516

Wednesday 5/3 2,119

Thursday 5/4 1,937

Friday 5/5 1,533

Saturday 5/6 776

Sunday 5/7 567

Monday 5/8 1,961

Tuesday 5/9 1,687

Wednesday 5/10 1,551

Thursday 5/11 1,375

Friday 5/12 1,126

Saturday 5/13 557

Sunday 5/14 286

Monday 5/15 1,433

Tuesday 5/16 1,279

Wednesday 5/17 1,325

Thursday 5/18 1,076

Friday 5/19 912

Saturday 5/20 506

Sunday 5/21 289

Monday 5/22 1,168

Tuesday 5/23 1,000

Wednesday 5/24 899

Thursday 5/25 1,129

Friday 5/26 1,112

Saturday 5/27 554

Sunday 5/28 258

Monday 5/29 386

Tuesday 5/30 1,318

Wednesday 5/31 1,227

Thursday 6/1 1,783

Friday 6/2 1,192

Saturday 6/3 424

Sunday 6/4 226

Monday 6/5 806

Tuesday 6/6 843

Wednesday 6/7 889

Thursday 6/8 783

Friday 6/9 557

Saturday 6/10 308

Sunday 6/11 239

Monday 6/12 918

Tuesday 6/13 743

Wednesday 6/14 723

Thursday 6/15 587

Friday 6/16 602
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------   

Language 
Total English Spanish 

Day Date Number Percent Number Percent Number Percent 
Saturday 6/17 364 40.4% 318 41.4% 46 34.8% 
Sunday 6/18 193 46.3% 169 45.8% 24 50.0% 
Monday 6/19 606 36.9% 530 37.0% 76 36.2% 
Tuesday 6/20 463 30.9% 401 30.8% 62 31.3% 
Wednesday 6/21 527 36.7% 435 36.1% 92 39.7% 
Thursday 6/22 509 36.1% 435 35.3% 74 41.8% 
Friday 6/23 508 40.9% 453 41.3% 55 38.5% 
Saturday 6/24 259 41.0% 237 42.6% 22 29.3% 
Sunday 6/25 124 38.4% 114 39.0% 10 32.3% 
Monday 6/26 599 37.8% 540 38.4% 59 33.1% 
Tuesday 6/27 572 41.0% 501 41.3% 71 38.8% 
Wednesday 6/28 581 40.1% 509 39.8% 72 42.6% 
Thursday 6/29 522 36.0% 473 37.2% 49 27.2% 
Friday 6/30 705 39.4% 572 39.1% 133 40.8% 
Total 2,736,009 47.3% 2,425,160 48.5% 286,055 39.6% 
Data Source: AT&T 

Note: The English and Spanish Percent resolved were not calculated with the data values for dates 3/3 thru 3/8. 

Table D-2. 

Data was not available by language for those dates. 

IVR Resolved Calls by Day of the Week 

Language 
Total English Spanish 

Day of Week Number Percent Number Percent Number Percent 
Sunday 84,522 45.5% 72,221 47.0% 11,388 39.2% 
Monday 810,906 46.6% 732,431 47.1% 74,366 43.3% 
Tuesday 651,291 48.9% 584,509 50.8% 58,045 34.7% 
Wednesday 439,827 47.5% 385,337 48.5% 46,649 41.0% 
Thursday 346,496 47.5% 305,018 48.7% 41,478 40.2% 
Friday 262,382 46.7% 226,336 48.1% 34,100 39.7% 
Saturday 140,585 45.8% 119,308 47.6% 20,029 38.7% 
Total 2,736,009 47.3% 2,425,160 48.5% 286,055 39.6% 
Data Source: AT&T 
Note: The English and Spanish Percent resolved were not calculated with the data values for dates 3/3 thru 3/8. 
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Table D-3 Hourly Distribution of IVR Resolved Calls 

Language 
Total English Spanish 

Hour Number Percent Number Percent Number Percent 
12:00 AM- 12:59 AM 
1:00 AM -1:59 AM 
2:00 AM -2:59 AM 
3:00 AM -3:59 AM 
4:00 AM -4:59 AM 
5:00 AM -5:59 AM 
6:00 AM -6:59 AM 
7:00 AM -7:59 AM 
8:00 AM -8:59 AM 
9:00 AM -9:59 AM 
10:00 AM -10:59 AM 
11:00 AM -11:59 AM 
12:00 PM -12:59 PM 
1:00 PM -1:59 PM 
2:00 PM -2:59 PM 
3:00 PM -3:59 PM 
4:00 PM -4:59 PM 
5:00 PM -5:59 PM 
6:00 PM -6:59 PM 
7:00 PM -7:59 PM 
8:00 PM -8:59 PM 
9:00 PM -9:59 PM 
10:00 PM -10:59 PM 
11:00 PM -11:59 PM 

2,637 28.2% 2,337 34.9% 676 25.5% 
1,223 38.7% 1,084 41.5% 188 34.1% 

721 69.5% 639 73.5% 102 60.7% 
361 76.2% 320 82.5% 54 62.8% 
240 76.7% 213 82.2% 35 64.8% 
365 76.7% 324 76.2% 33 64.7% 

1,490 75.5% 1,321 72.4% 95 63.8% 
10,053 52.0% 8,911 55.7% 1423 42.4% 
77,250 44.2% 68,473 42.9% 4496 29.9% 

149,477 44.5% 132,494 42.9% 7163 27.0% 
198,806 46.5% 176,219 44.7% 9221 28.4% 
242,706 48.1% 215,131 47.6% 21596 40.9% 
183,931 42.8% 163,034 42.5% 16898 36.8% 
203,307 45.2% 180,208 44.8% 17845 37.1% 
227,463 47.1% 201,620 46.6% 18912 38.2% 
237,659 48.4% 210,658 47.8% 19928 39.6% 
268,692 50.5% 238,165 50.4% 24629 41.5% 
269,174 51.9% 238,592 52.6% 27068 42.0% 
237,758 50.7% 210,745 53.7% 32333 42.3% 
187,521 49.1% 166,216 53.1% 30329 43.8% 
125,151 45.2% 110,932 49.5% 22043 41.9% 
60,025 40.4% 53,205 48.9% 15265 38.6% 
31,423 40.7% 27,853 53.4% 9939 39.6% 
18,576 38.8% 16,466 51.2% 5,785 36.8% 

Total 2,736,009 47.3% 2,425,160 48.0% 286,056 39.2% 
Data Source: AT&T data reported through the intelligent call router 

Note that the totals due not agree with tables D-1 and D-2 due to discrepancies between the two data sources used

to derive the tables.

Also note that the numerators of the English and Spanish percent resolved values contains data for the dates of 3/3

thru 3/9 where as the denominator does not. 
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Appendix E 

Table E-1. Daily Distribution of Calls Handled by Call Centers 

Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Friday 3/3 2,337 1,939 381 5 1 3 8 
Saturday 3/4 2,159 1,817 334 0 4 3 1 
Sunday 3/5 1,606 1,476 125 0 1 2 2 
Monday 3/6 6,286 5,697 539 14 10 15 11 
Tuesday 3/7 7,993 7,334 626 6 5 21 1 
Wednesday 3/8 7,766 7,006 729 1 5 21 4 
Thursday 3/9 9,712 8,806 892 3 3 5 3 
Friday 3/10 8,469 7,689 769 4 0 7 0 
Saturday 3/11 6,895 6,314 577 4 0 0 0 
Sunday 3/12 4,800 4,337 462 0 0 0 1 
Monday 3/13 35,829 32,930 2,878 9 2 10 0 
Tuesday 3/14 72,143 64,348 7,573 151 15 50 6 
Wednesday 3/15 107,260 90,894 16,216 49 19 81 1 
Thursday 3/16 86,738 75,918 10,711 24 21 64 0 
Friday 3/17 63,982 55,976 7,927 29 16 32 2 
Saturday 3/18 38,796 34,210 4,561 7 1 17 0 
Sunday 3/19 27,971 24,627 3,334 3 5 2 0 
Monday 3/20 206,352 187,696 18,525 47 27 51 6 
Tuesday 3/21 166,265 146,232 19,916 42 20 49 6 
Wednesday 3/22 150,808 133,564 17,043 52 34 110 5 
Thursday 3/23 111,743 98,389 13,028 109 41 164 12 
Friday 3/24 76,750 65,256 11,012 144 155 128 55 
Saturday 3/25 39,925 31,061 8,438 84 182 119 41 
Sunday 3/26 25,296 21,261 3,860 51 60 43 21 
Monday 3/27 111,019 93,790 15,892 556 355 360 66 
Tuesday 3/28 95,521 77,058 17,094 720 292 313 44 
Wednesday 3/29 78,657 63,551 14,000 485 297 287 37 
Thursday 3/30 71,430 54,662 15,469 457 377 384 81 
Friday 3/31 66,398 53,883 11,274 520 352 271 98 
Saturday 4/1 35,705 29,104 5,896 295 189 171 50 
Sunday 4/2 16,914 13,936 2,616 159 110 73 20 
Monday 4/3 46,833 38,775 7,166 301 269 248 74 
Tuesday 4/4 35,898 30,157 5,078 247 181 176 59 
Wednesday 4/5 31,457 26,373 4,319 331 216 183 35 
Thursday 4/6 24,547 21,268 2,829 202 126 89 33 
Friday 4/7 19,474 16,749 2,364 110 102 112 37 
Saturday 4/8 12,956 11,484 1,270 74 67 56 5 
Sunday 4/9 9,379 8,290 937 73 47 26 6 
Monday 4/10 34,608 31,369 2,938 125 90 78 8 
Tuesday 4/11 27,797 25,082 2,479 84 88 47 17 
Wednesday 4/12 22,376 19,992 2,166 85 62 59 12 
Thursday 4/13 17,868 15,797 1,863 72 55 67 14 
Friday 4/14 14,871 12,945 1,708 94 74 42 8 
Saturday 4/15 6,884 6,021 712 87 37 24 3 
Sunday 4/16 3,809 3,341 334 79 29 25 1 
Monday 4/17 15,949 14,320 1,316 109 92 105 7 
Tuesday 4/18 11,802 10,597 938 91 55 117 4 
Wednesday 4/19 9,244 8,221 812 77 37 91 6 
Thursday 4/20 7,841 7,176 537 47 27 47 7 
Friday 4/21 6,428 5,955 379 40 19 34 1 
Saturday 4/22 2,830 2,587 206 14 9 13 1 
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Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 4/23 1,287 1,118 125 25 13 5 1 
Monday 4/24 8,565 7,969 484 46 33 27 6 
Tuesday 4/25 7,150 6,454 580 75 19 16 6 
Wednesday 4/26 6,641 5,975 540 69 22 30 5 
Thursday 4/27 7,919 7,262 547 67 12 27 4 
Friday 4/28 5,951 5,531 323 48 14 34 1 
Saturday 4/29 2,616 2,393 158 43 6 15 1 
Sunday 4/30 1,684 1,549 84 31 13 3 4 
Monday 5/1 6,712 6,295 328 46 18 20 5 
Tuesday 5/2 5,242 4,894 266 42 20 16 4 
Wednesday 5/3 4,351 4,071 215 33 18 9 5 
Thursday 5/4 4,022 3,740 226 26 11 15 4 
Friday 5/5 3,148 2,980 129 14 14 7 4 
Saturday 5/6 1,543 1,438 81 11 10 2 1 
Sunday 5/7 970 907 41 13 5 4 0 
Monday 5/8 3,880 3,699 144 14 12 10 1 
Tuesday 5/9 3,146 2,965 137 18 11 10 5 
Wednesday 5/10 3,038 2,830 161 22 12 9 4 
Thursday 5/11 2,727 2,562 129 16 9 9 2 
Friday 5/12 2,065 1,941 97 12 5 8 2 
Saturday 5/13 966 888 60 10 3 4 1 
Sunday 5/14 466 431 27 2 4 2 0 
Monday 5/15 2,575 2,418 117 21 5 11 3 
Tuesday 5/16 2,202 1,956 218 11 7 9 1 
Wednesday 5/17 2,162 2,010 122 14 6 10 0 
Thursday 5/18 1,958 1,816 110 9 10 7 6 
Friday 5/19 1,648 1,520 105 8 5 9 1 
Saturday 5/20 811 741 50 9 7 2 2 
Sunday 5/21 529 481 39 5 3 0 1 
Monday 5/22 2,071 1,855 182 12 5 16 1 
Tuesday 5/23 1,744 1,585 130 17 4 6 2 
Wednesday 5/24 1,513 1,350 142 12 0 7 2 
Thursday 5/25 1,717 1,530 155 9 6 10 7 
Friday 5/26 1,623 1,422 158 9 13 13 8 
Saturday 5/27 790 711 63 1 4 8 3 
Sunday 5/28 394 348 40 2 2 1 1 
Monday 5/29 530 444 80 2 2 2 0 
Tuesday 5/30 1,976 1,780 168 5 6 12 5 
Wednesday 5/31 1,657 1,535 94 11 9 4 4 
Thursday 6/1 2,047 1,860 162 9 5 10 1 
Friday 6/2 1,602 1,427 160 2 4 4 5 
Saturday 6/3 642 581 50 6 2 2 1 
Sunday 6/4 325 299 22 2 2 0 0 
Monday 6/5 1,489 1,361 113 6 4 2 3 
Tuesday 6/6 1,276 1,100 149 9 9 3 6 
Wednesday 6/7 1,217 1,065 119 20 3 7 3 
Thursday 6/8 1,199 1,010 164 14 3 7 1 
Friday 6/9 1,110 934 159 7 4 3 3 
Saturday 6/10 450 376 52 11 10 1 0 
Sunday 6/11 274 233 30 6 1 1 3 
Monday 6/12 1,320 1,144 164 4 3 5 0 
Tuesday 6/13 1,088 915 156 11 3 1 2 
Wednesday 6/14 1,043 861 168 9 0 3 2 
Thursday 6/15 870 725 134 6 3 1 1 
Friday 6/16 759 638 109 5 2 4 1 
Saturday 6/17 508 397 93 6 10 1 1 
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Language 
Day Date Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 6/18 
Monday 6/19 
Tuesday 6/20 
Wednesday 6/21 
Thursday 6/22 
Friday 6/23 
Saturday 6/24 
Sunday 6/25 
Monday 6/26 
Tuesday 6/27 
Wednesday 6/28 
Thursday 6/29 
Friday 6/30 
Total 

219 183 23 6 6 0 1 
959 786 160 5 2 5 1 
863 719 138 4 0 2 0 
832 607 216 4 1 4 0 
819 676 131 6 0 5 1 
676 561 101 5 2 7 0 
350 281 63 2 1 3 0 
181 148 29 2 2 0 0 
906 774 121 4 0 6 1 
774 650 110 7 1 6 0 
819 715 97 3 0 4 0 
843 699 130 8 2 2 2 
983 807 173 1 1 1 0 

2,242,808 1,941,186 283,399 7,402 4,745 5,004 1,072 
Data Source: Intelligent Call Router daily reports 

Table E-2. Day of Week Distribution of Calls Handled by Call Centers 

Language 
Day of Week Total English Spanish Chinese Vietnamese Korean Tagalog 
Sunday 96,104 82,965 12,128 459 303 187 62 
Monday 485,883 431,322 51,147 1,321 929 971 193 
Tuesday 442,880 383,826 55,756 1,540 736 854 168 
Wednesday 430,841 370,620 57,159 1,277 741 919 125 
Thursday 354,000 303,896 47,217 1,084 711 913 179 
Friday 278,274 238,153 37,328 1,057 783 719 234 
Saturday 154,826 130,404 22,664 664 542 441 111 
Total 2,242,808 1,941,186 283,399 7,402 4,745 5,004 1,072 
Data Source: Intelligent Call Router daily reports 

Table E-3. Hourly Distribution of Calls Handled by Call Centers 
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Language 
Hour Total English Spanish Chinese Vietnamese Korean Tagalog 
12:00 AM- 12:59 AM 6132 4,386 1,598 81 29 22 16 
1:00 AM -1:59 AM 1630 1,331 257 19 12 4 7 
2:00 AM -2:59 AM 100 90 8 0 1 1 0 
3:00 AM -3:59 AM 3 2 1 0 0 0 0 
4:00 AM -4:59 AM 0 0 0 0 0 0 0 
5:00 AM -5:59 AM 0 0 0 0 0 0 0 
6:00 AM -6:59 AM 49 35 0 5 2 6 1 
7:00 AM -7:59 AM 6408 5,149 1,135 51 30 37 6 
8:00 AM -8:59 AM 74502 66,102 8,002 175 97 110 16 
9:00 AM -9:59 AM 141639 125,701 15,302 285 160 168 23 
10:00 AM -10:59 AM 169103 150,177 18,094 330 206 246 50 
11:00 AM -11:59 AM 190089 169,711 19,085 493 347 372 81 
12:00 PM -12:59 PM 192507 171,429 19,482 639 416 461 80 
1:00 PM -1:59 PM 187537 165,743 20,224 615 399 473 83 
2:00 PM -2:59 PM 187994 166,629 19,892 550 375 451 97 
3:00 PM -3:59 PM 182751 162,195 19,187 543 351 404 71 
4:00 PM -4:59 PM 183870 161,549 20,872 500 428 440 81 
5:00 PM -5:59 PM 169599 145,917 22,209 580 363 442 88 
6:00 PM -6:59 PM 160927 133,647 25,884 538 382 386 90 
7:00 PM -7:59 PM 139522 116,327 21,922 535 327 334 77 
8:00 PM -8:59 PM 115059 95,813 18,218 412 279 271 66 
9:00 PM -9:59 PM 71356 54,828 15,743 351 224 148 62 
10:00 PM -10:59 PM 37519 27,144 9,602 387 198 139 49 
11:00 PM -11:59 PM 24512 17,281 6,682 313 119 89 28 
Total 2,242,808 1,941,186 283,399 7,402 4,745 5,004 1,072 
Data Source: Intelligent Call Router daily reports 
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Appendix F 

Table F-1. 

English & Spanish 
Spanish (rotary), Chinese, Vietnamese, 

Korean, and Tagalog 
Day Date All Cases Percent After 20 sec Percent All Cases Percent After 20 sec Percent 
Friday 3/3 268 10.4% 195 7.8% 0 0.0% 0 0.0% 
Saturday 3/4 150 6.5% 114 5.0% 0 0.0% 0 0.0% 
Sunday 3/5 82 4.9% 59 3.6% 0 0.0% 0 0.0% 
Monday 3/6 236 3.6% 99 1.6% 13 20.6% 5 9.1% 
Tuesday 3/7 296 3.6% 163 2.0% 2 5.7% 2 5.7% 
Wednesday 3/8 157 2.0% 71 0.9% 11 26.2% 11 26.2% 
Thursday 3/9 142 1.4% 89 0.9% 5 26.3% 0 0.0% 
Friday 3/10 83 1.0% 50 0.6% 2 15.4% 1 8.3% 
Saturday 3/11 90 1.3% 48 0.7% 1 20.0% 0 0.0% 
Sunday 3/12 90 1.8% 49 1.0% 4 80.0% 1 50.0% 
Monday 3/13 912 2.5% 426 1.2% 38 64.4% 34 61.8% 
Tuesday 3/14 3,760 5.0% 2,629 3.5% 25 10.1% 21 8.6% 
Wednesday 3/15 3,209 2.9% 1,997 1.8% 35 18.9% 25 14.3% 
Thursday 3/16 1,987 2.2% 990 1.1% 86 44.1% 83 43.2% 
Friday 3/17 1,622 2.5% 815 1.3% 79 50.0% 71 47.3% 
Saturday 3/18 915 2.3% 515 1.3% 32 56.1% 29 53.7% 
Sunday 3/19 621 2.2% 201 0.7% 17 63.0% 15 60.0% 
Monday 3/20 57,117 21.7% 54,798 21.0% 130 49.8% 128 49.4% 
Tuesday 3/21 30,427 15.5% 28,481 14.6% 126 51.9% 121 50.8% 
Wednesday 3/22 2,916 1.9% 1,385 0.9% 216 51.8% 207 50.7% 
Thursday 3/23 2,377 2.1% 1,132 1.0% 239 42.3% 231 41.5% 
Friday 3/24 1,274 1.6% 519 0.7% 248 34.0% 239 33.1% 
Saturday 3/25 774 1.9% 392 1.0% 211 33.1% 195 31.4% 
Sunday 3/26 471 1.8% 153 0.6% 105 37.5% 105 37.5% 
Monday 3/27 1,395 1.3% 502 0.5% 820 38.0% 801 37.5% 
Tuesday 3/28 1,562 1.6% 691 0.7% 941 40.7% 912 40.0% 
Wednesday 3/29 1,116 1.4% 458 0.6% 682 38.1% 660 37.4% 
Thursday 3/30 1,066 1.5% 405 0.6% 750 36.6% 728 35.9% 
Friday 3/31 979 1.5% 541 0.8% 597 32.5% 568 31.4% 
Saturday 4/1 557 1.6% 374 1.1% 394 35.9% 371 34.5% 
Sunday 4/2 264 1.6% 111 0.7% 151 29.4% 142 28.2% 
Monday 4/3 1,132 2.4% 809 1.7% 524 37.0% 504 36.1% 
Tuesday 4/4 569 1.6% 329 0.9% 433 39.5% 417 38.6% 
Wednesday 4/5 683 2.2% 508 1.6% 61 7.4% 47 5.8% 
Thursday 4/6 397 1.6% 263 1.1% 241 34.9% 239 34.7% 
Friday 4/7 316 1.6% 210 1.1% 206 36.3% 200 35.7% 
Saturday 4/8 274 2.1% 178 1.4% 136 40.2% 130 39.2% 
Sunday 4/9 231 2.4% 128 1.4% 113 42.6% 110 42.0% 
Monday 4/10 347 1.0% 212 0.6% 211 41.2% 198 39.7% 
Tuesday 4/11 493 1.8% 393 1.4% 163 40.9% 158 40.1% 
Wednesday 4/12 301 1.3% 212 0.9% 123 36.1% 112 33.9% 
Thursday 4/13 135 0.8% 76 0.4% 116 35.8% 112 35.0% 
Friday 4/14 120 0.8% 61 0.4% 109 33.3% 101 31.7% 
Saturday 4/15 73 1.1% 27 0.4% 24 13.7% 15 9.0% 
Sunday 4/16 51 1.4% 30 0.8% 4 2.9% 3 2.2% 
Monday 4/17 124 0.8% 55 0.4% 19 5.7% 3 0.9% 
Tuesday 4/18 115 1.0% 62 0.5% 31 10.4% 17 6.0% 
Wednesday 4/19 129 1.4% 77 0.8% 6 2.8% 0 0.0% 
Thursday 4/20 109 1.4% 53 0.7% 3 2.3% 0 0.0% 
Friday 4/21 95 1.5% 46 0.7% 3 3.1% 0 0.0% 

Daily Distribution of Call Abandonments 
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English & Spanish 
Spanish (rotary), Chinese, Vietnamese, 

Korean, and Tagalog 
Day Date All Cases Percent After 20 sec Percent All Cases Percent After 20 sec Percent 
Saturday 4/22 57 2.0% 30 1.1% 4 9.8% 0 0.0% 
Sunday 4/23 9 0.7% 2 0.2% 3 6.4% 3 6.4% 
Monday 4/24 68 0.8% 26 0.3% 1 0.9% 0 0.0% 
Tuesday 4/25 76 1.1% 26 0.4% 3 2.5% 1 0.9% 
Wednesday 4/26 92 1.4% 48 0.7% 10 7.4% 0 0.0% 
Thursday 4/27 97 1.2% 45 0.6% 7 6.0% 0 0.0% 
Friday 4/28 61 1.0% 22 0.4% 6 5.8% 0 0.0% 
Saturday 4/29 17 0.7% 3 0.1% 9 12.2% 2 3.0% 
Sunday 4/30 43 2.6% 7 0.4% 2 3.8% 0 0.0% 
Monday 5/1 114 1.7% 47 0.7% 6 6.3% 2 2.2% 
Tuesday 5/2 50 1.0% 2 0.0% 12 12.8% 0 0.0% 
Wednesday 5/3 93 2.1% 19 0.4% 2 3.0% 0 0.0% 
Thursday 5/4 82 2.0% 21 0.5% 11 16.4% 1 1.8% 
Friday 5/5 66 2.1% 4 0.1% 3 7.1% 1 2.5% 
Saturday 5/6 44 2.8% 1 0.1% 6 20.0% 0 0.0% 
Sunday 5/7 48 4.8% 13 1.4% 2 8.3% 0 0.0% 
Monday 5/8 63 1.6% 20 0.5% 5 11.9% 0 0.0% 
Tuesday 5/9 59 1.9% 19 0.6% 3 6.4% 0 0.0% 
Wednesday 5/10 77 2.5% 41 1.4% 5 9.6% 1 2.1% 
Thursday 5/11 42 1.5% 7 0.3% 0 0.0% 0 0.0% 
Friday 5/12 39 1.9% 1 0.0% 4 12.9% 0 0.0% 
Saturday 5/13 74 7.2% 53 5.3% 0 0.0% 0 0.0% 
Sunday 5/14 16 3.4% 0 0.0% 0 0.0% 0 0.0% 
Monday 5/15 44 1.7% 7 0.3% 1 2.4% 0 0.0% 
Tuesday 5/16 60 2.7% 20 0.9% 5 15.2% 1 3.4% 
Wednesday 5/17 54 2.5% 8 0.4% 0 0.0% 0 0.0% 
Thursday 5/18 37 1.9% 16 0.8% 5 13.5% 0 0.0% 
Friday 5/19 46 2.8% 12 0.7% 2 8.0% 1 4.2% 
Saturday 5/20 20 2.5% 7 0.9% 5 20.0% 0 0.0% 
Sunday 5/21 12 2.3% 1 0.2% 0 0.0% 0 0.0% 
Monday 5/22 75 3.6% 13 0.6% 3 8.1% 2 5.6% 
Tuesday 5/23 38 2.2% 8 0.5% 3 9.4% 1 3.3% 
Wednesday 5/24 50 3.2% 19 1.3% 8 27.6% 1 4.5% 
Thursday 5/25 66 3.8% 46 2.7% 3 8.6% 0 0.0% 
Friday 5/26 68 4.1% 28 1.7% 9 17.3% 0 0.0% 
Saturday 5/27 69 8.2% 57 6.9% 4 20.0% 0 0.0% 
Sunday 5/28 22 5.4% 5 1.3% 4 40.0% 0 0.0% 
Monday 5/29 26 4.7% 8 1.5% 2 25.0% 0 0.0% 
Tuesday 5/30 88 4.3% 49 2.5% 1 3.4% 0 0.0% 
Wednesday 5/31 81 4.7% 48 2.9% 5 15.2% 1 3.4% 
Thursday 6/1 269 11.7% 201 9.0% 6 19.4% 0 0.0% 
Friday 6/2 115 6.8% 83 5.0% 6 28.6% 1 6.3% 
Saturday 6/3 31 4.7% 2 0.3% 0 0.0% 0 0.0% 
Sunday 6/4 12 3.6% 2 0.6% 2 33.3% 1 20.0% 
Monday 6/5 57 3.7% 25 1.7% 6 28.6% 0 0.0% 
Tuesday 6/6 42 3.3% 16 1.3% 7 20.6% 1 3.6% 
Wednesday 6/7 76 6.0% 35 2.9% 6 15.4% 0 0.0% 
Thursday 6/8 58 4.7% 33 2.7% 4 13.8% 1 3.8% 
Friday 6/9 28 2.5% 13 1.2% 3 15.0% 0 0.0% 
Saturday 6/10 19 4.3% 2 0.5% 4 15.4% 1 4.3% 
Sunday 6/11 32 10.8% 27 9.3% 1 8.3% 0 0.0% 
Monday 6/12 51 3.8% 21 1.6% 5 29.4% 1 7.7% 
Tuesday 6/13 47 4.2% 24 2.2% 1 5.6% 0 0.0% 
Wednesday 6/14 41 3.8% 18 1.7% 2 12.5% 0 0.0% 
Thursday 6/15 41 4.6% 25 2.8% 3 21.4% 0 0.0% 
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Spanish (rotary), Chinese, Vietnamese, 
English & Spanish Korean, and Tagalog 

Day Date All Cases Percent After 20 sec Percent All Cases Percent After 20 sec Percent 
Friday 6/16 27 3.5% 7 0.9% 1 7.7% 0 0.0% 
Saturday 6/17 18 3.5% 5 1.0% 5 21.7% 1 5.3% 
Sunday 6/18 2 1.0% 0 0.0% 0 0.0% 0 0.0% 
Monday 6/19 48 4.8% 24 2.5% 2 13.3% 1 7.1% 
Tuesday 6/20 51 5.6% 29 3.3% 0 0.0% 0 0.0% 
Wednesday 6/21 52 5.9% 36 4.2% 5 35.7% 3 25.0% 
Thursday 6/22 44 5.2% 29 3.5% 2 14.3% 1 7.7% 
Friday 6/23 44 6.2% 23 3.4% 1 6.7% 1 6.7% 

11 3.1% 4 1.1%	 1 14.3% 0 0.0% 
0 0.0% 0 

42.1% 1 
0.0% 0 

12.5% 0 
6.7% 0 

70.0% 0 

0.0% 
8 8.3% 
0 0.0% 
1 0.0% 
1 0.0% 
7 0.0% 

Saturday 6/24 
Sunday 6/25 10 5.3% 5 2.7% 
Monday 6/26 34 3.7% 19 2.1% 
Tuesday 6/27 27 3.4% 10 1.3% 
Wednesday 6/28 23 2.8% 7 0.9% 
Thursday 6/29 40 4.6% 25 2.9% 
Friday 6/30 46 4.5% 29 2.9% 
Total 126,248 5.4% 103,769 4.5% 8,740 32.4% 8,104 30.8% 
Data Source: Intelligent Call Router daily reports (Note that the Spanish rotary call volume handled by call centers 
is not included in the denominator of the percent calculations) 

Table F-2. Day of the Week Distribution of Call Abandonments 

Spanish (rotary), Chinese, Vietnamese, 
English & Spanish Korean, and Tagalog 

Day of Week All Cases Percent After 20 sec Percent All Cases Percent After 20 sec Percent 
Sunday 2,016 2.1% 793 0.8% 408 28.8% 380 27.3% 
Monday 61,843 11.4% 57,111 10.6% 1,794 34.4% 1,680 33.0% 
Tuesday 37,760 7.9% 32,951 7.0% 1,756 34.7% 1,652 33.4% 
Wednesday 9,150 2.1% 4,987 1.2% 1,178 27.8% 1,068 25.9% 
Thursday 6,989 2.0% 3,456 1.0% 1,482 33.9% 1,396 32.6% 
Friday 5,297 1.9% 2,659 1.0% 1,286 31.5% 1,184 29.8% 
Saturday 3,193 2.0% 1,812 1.2% 836 32.2% 744 29.7% 
Total 126,248 5.4% 103,769 4.5% 8,740 32.4% 8,104 30.8% 
Data Source: Intelligent Call Router daily reports (Note that the Spanish rotary call volume handled by call centers 
is not included in the denominator of the percent calculations) 

Table F-3. Hourly Distribution of Call Abandonments 
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Spanish (rotary), Chinese, Vietnamese, 
English & Spanish Korean, and Tagalog 

Hour All Cases Percent After 20 sec Percent All Cases Percent After 20 sec Percent 
12:00 AM- 12:59 AM 99 1.6% 87 1.4% 27 15.4% 22 12.9% 
1:00 AM -1:59 AM 25 1.6% 19 1.2% 4 8.7% 1 2.3% 
2:00 AM -2:59 AM 14 12.5% 13 11.7% 0 0.0% 0 0.0% 
3:00 AM -3:59 AM 0 0.0% 0 0.0% 0 N/A 0 N/A 
4:00 AM -4:59 AM 0 N/A 0 N/A 0 N/A 0 N/A 
5:00 AM -5:59 AM 0 N/A 0 N/A 0 N/A 0 N/A 
6:00 AM -6:59 AM 0 0.0% 0 0.0% 2 12.5% 0 0.0% 
7:00 AM -7:59 AM 147 2.3% 111 1.7% 13 9.5% 2 1.6% 
8:00 AM -8:59 AM 1,719 2.3% 1,216 1.6% 84 17.4% 65 14.0% 
9:00 AM -9:59 AM 3,871 2.7% 3,021 2.1% 341 34.9% 314 33.1% 
10:00 AM -10:59 AM 3,377 2.0% 2,359 1.4% 516 38.3% 484 36.8% 
11:00 AM -11:59 AM 6,656 3.4% 5,279 2.7% 648 33.4% 621 32.4% 
12:00 PM -12:59 PM 6,665 3.4% 5,104 2.6% 667 29.5% 619 27.9% 
1:00 PM -1:59 PM 10,127 5.2% 8,146 4.2% 662 29.7% 594 27.4% 
2:00 PM -2:59 PM 13,741 6.9% 11,908 6.0% 634 30.1% 592 28.7% 
3:00 PM -3:59 PM 15,682 8.0% 13,851 7.1% 600 30.5% 555 28.8% 
4:00 PM -4:59 PM 17,696 8.8% 15,749 7.9% 687 32.2% 636 30.5% 
5:00 PM -5:59 PM 15,080 8.2% 13,225 7.3% 731 33.2% 679 31.6% 
6:00 PM -6:59 PM 12,266 7.1% 10,178 6.0% 770 35.5% 728 34.3% 
7:00 PM -7:59 PM 8,368 5.7% 6,438 4.5% 783 38.1% 745 36.9% 
8:00 PM -8:59 PM 6,387 5.3% 4,693 4.0% 733 41.6% 698 40.4% 
9:00 PM -9:59 PM 2,823 3.8% 1,667 2.3% 451 36.5% 420 34.9% 
10:00 PM -10:59 PM 860 2.3% 426 1.1% 260 25.2% 232 23.1% 
11:00 PM -11:59 PM 645 2.6% 279 1.2% 127 18.8% 97 15.0% 
Total 126,248 5.4% 103,769 4.5% 8,740 32.4% 8,104 30.8% 
Data Source: Intelligent Call Router daily reports (Note that percent values equal to N/A indicate there was no calls 
handled at a call center for that hour. Also note that the Spanish rotary call volume handled by call centers is not 
included in the denominator of the percent calculations.) 
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Appendix G 

Table G-1. Language Assistance Guide Selection Distribution 

Language Frequency Percent 
1 Albanian 5,388 7.0% 

2 Amaharic 9 0.0% 

3 Arabic 71 0.1% 

4 Armenian 65 0.1% 

5 Bengali 14 0.0% 

6 Burmese 7 0.0% 

7 Cambodian 41 0.1% 

8 Chammorro 9 0.0% 

9 Chinese 2,326 3.0% 

10 Creole 1,645 2.1% 

11 Croatian 61 0.1% 

12 Czech 256 0.3% 

13 Dari 96 0.1% 

14 Dinka 4,630 6.0% 

15 Dutch 11 0.0% 

16 Farsi 49 0.1% 

17 French 83 0.1% 

18 German 39 0.1% 

19 Greek 27 0.0% 

20 Hebrew 232 0.3% 

21 Hindi 23 0.0% 

22 Hmong 37 0.0% 

23 Hungarian 28 0.0% 

24 Ilcano 724 0.9% 

25 Italian 68 0.1% 

26 Japanese 60 0.1% 

27 Korean 1,244 1.6% 

28 Kurdish 4 0.0% 

29 Laotian 20 0.0% 

30 Large Print (English) 310 0.4% 

31 Polish 58 0.1% 

32 Portuguese 102 0.1% 

33 Roma 2 0.0% 

34 Romanian 143 0.2% 

35 Russian 219 0.3% 

36 Samoan 14 0.0% 

37 Serbian 12 0.0% 

38 Slovak 11 0.0% 

39 Somali 110 0.1% 
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Language Frequency Percent 
40 Spanish 57,563 74.3% 

41 Swahili 130 0.2% 

42 Tagalog 63 0.1% 

43 Thai 15 0.0% 

44 Tibetan 40 0.1% 

45 Tigrean 4 0.0% 

46 Tongan 4 0.0% 

47 Ukrainian 11 0.0% 

48 Urdu 15 0.0% 

49 Vietnamese 1,394 1.8% 

50 Yiddish 14 0.0% 
Total 77,501 100.0% 

Data Source: IVR evaluation file 
* Note that percentages less than 0.1 percent appear as 0.0 percent 

85




Appendix H 

Table H-1. Distribution of IVR Menu Selections 

Selection Distribution 
Phase 
Available 

Menu Selection Number Percent 

Total 5,540,386 100.0% 
1, 2, 3 Frequently Asked Questions 1,161,035 21.0% 
1, 2, 3 General Information 247,901 4.5% 
1, 2, 3 Additional help 271,273 4.9% 
1, 2, 3 Jobs 72,177 1.3% 
1, 2, 3 Internet 17,833 0.3% 
1, 2 Postcard 344,412 6.2% 
2 Need form 1,062,731 19.2% 
3 No form 13,012 0.2% 

Multiple Selection 580,546 10.5% 
No Selection 1,769,466 31.9% 
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EXECUTIVE SUMMARY 

The Census 2000 inbound Telephone Questionnaire Assistance operation handled all incoming 
calls from the public as follows: provided the public with convenient access to general Census 
2000 information, provided help in completing census forms, fielded requests for forms and 
language guides, and collected short form data from callers. When the public called one of the 
toll-free numbers, most were connected to an automated interactive voice response system, but a 
few were connected directly to an agent, someone trained to handle the Telephone Questionnaire 
Assistance calls. Most of the callers who connected to the automated interactive voice response 
system could answer their questions successfully with the automated system. However, some of 
the callers who used the automated system also spoke with an agent. 

The purpose of this evaluation is to measure how satisfied the callers were with the inbound 
Telephone Questionnaire Assistance operation for Census 2000. We measured customer 
satisfaction from two perspectives: the caller and the agent who handled the call. 

Were callers satisfied? 

Overall, the callers were satisfied with the inbound Telephone Questionnaire Assistance 
operation. At least 72 percent of the respondents to the customer satisfaction survey replied 
favorably. The survey included five or seven questions depending on whether they spoke to an 
agent. The questions asked about ease of moving through the automated menu system, 
quickness of the agent in understanding their request, agent’s level of interest in helping, overall 
satisfaction with the call, and other customer concerns. 

Were the agents satisfied? 

Overall, agents widely supported most aspects of the inbound Telephone Questionnaire 
Assistance operation mentioned on the agent debriefing questionnaire. Only three out of 
nineteen questions were viewed negatively by the majority of the agents. The agents’ 
satisfaction with the operation supports the callers’ satisfaction. 

We gave the agents a debriefing questionnaire to complete during a week of expected peak 
activity. The agents agreed that: they understood the caller’s requests, the visual design of the 
Operator Support System made it easy to read the prepared answers, training helped them 
understand Census concepts, and that it was easy for them to use the Operator Support System to 
find the information that callers requested. However, the agents felt the callers seemed 
dissatisfied when they repeated the same verbatim information and they felt they could have 
used more practice with the Operator Support System before fielding calls. 
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Recommendations 

Based on the results, our recommendations for the Telephone Questionnaire Assistance 
operation in Census 2010 are as follows: 

•	 Continue to research the caller’s expectation at the first menu selection and 
subsequent menu selections in the automated interactive voice response system, as 
part of or prior to development. 

•	 Research the caller’s expectations of waiting times and make adjustments 
accordingly to the maximum time agents should keep callers waiting. 

•	 Design the Operator Support System script so that less information is repeated 
when the agents are responding to an incoming question. In addition, increase 
training on how the agents can read the Operator Support System script 
appropriately. 

•	 Provide the agents with extra practice time and include more realistic examples of 
different types of calls (for example, from the dress rehearsal). 

•	 Allow agents to respond to requests for replacement forms as soon as the reminder 
postcards are delivered to mailout/mailback addresses. 

•	 Provide the agents and/or the automated interactive voice response system with 
tools for verifying whether the Census Bureau received a caller’s census form, being 
sure to address confidentiality issues. 

To improve the Telephone Questionnaire Assistance customer satisfaction survey, the following 
recommendations are made: 

•	 Look into ways to reach unsatisfied callers who hang up before accessing the 
customer satisfaction survey. 

•	 Ascertain the specific reason callers used Telephone Questionnaire Assistance and 
determine if the automated interactive voice response system and/or the agent 
addressed their specific reason for calling. 

• Automate the transfer of the call by the agent to the customer satisfaction survey. 
•	 Allow adequate time to conduct planning and testing of the link between the 

customer satisfaction survey data and other production and evaluation data, so that 
more in-depth analysis can be conducted. Or, in addition, allow adequate time to 
research and implement a backup system or a secondary method for linking the 
data, so that analysis can be conducted even if unforseen problems destroy the 
original link. 

•	 Incorporate the agent debriefing questionnaires into the Telephone Questionnaire 
Assistance operation so the distribution of the questionnaires doesn’t cause bias by 
limiting those eligible to participate. 

•	 Continue to include, from the beginning, evaluation tools such as customer 
satisfaction surveys and agent debriefings, to obtain satisfaction measures with the 
Telephone Questionnaire Assistance operation from both the caller and the agent. 

•	 Have standardized or core questions for customer satisfaction surveys so that 
benchmarks can be established. This applies to Census 2010 as well as current 
surveys. 
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1. BACKGROUND 

This evaluation seeks to measure the customer’s level of satisfaction with the inbound Telephone 
Questionnaire Assistance (TQA) operation for Census 2000. We examined customer satisfaction 
from two perspectives: the caller and the agent who handled the call. 

1.1 Overview of the Census 2000 Inbound TQA operation 

The Census 2000 inbound TQA operation handled all incoming calls from the public as follows: 
provided the public with convenient access to general Census 2000 information, provided help in 
completing census forms, fielded requests for forms and language guides, and collected short 
form data from callers. Census 2000 implemented a large-scale TQA operation to support calls 
in English, Spanish, Chinese, Korean, Vietnamese, and Tagalog. 

According to the Census 2000 TQA Program Master Plan (Angueira, 2001), the public accessed 
the TQA system by calling one of the six toll-free numbers for the languages mentioned above or 
a Telephone Device for the Deaf (TDD) toll-free number printed on the Census forms. 
Depending on the language assistance the caller needed, different options were available. The 
English touch-tone and rotary callers were routed to the English Interactive Voice Response 
(IVR) system. The Spanish-speaking touch-tone callers were routed to the Spanish IVR, while 
the Spanish-speaking rotary callers were directed to a Spanish-speaking agent. The Asian callers 
were routed directly to an agent who spoke the appropriate Asian language. If callers, who were 
originally routed to the IVR, had a question the IVR couldn’t answer or if they preferred to speak 
to an agent, then the system routed the caller to the next available agent. The IVR menu options 
corresponded to the anticipated reasons for calling, for example, requests for Census forms. The 
IVR also recorded evaluative data for operational analysis. 

When agents received a call, they used a web-based instrument, referred to as the Operator 
Support System (OSS) to (1) answer callers’ questions, (2) take requests for census forms, or (3) 
conduct short form interviews when appropriate. The OSS contained scripted responses to 
questions and concerns that callers may have had, based on the 1990 census and tests leading up 
to 2000, including the Census 2000 dress rehearsal. The OSS also contained a telephone version 
of the short form questionnaire. The OSS could be used to record short form interview 
responses, as well as other evaluative data for operational analysis of the TQA operation. 

1.2 Overview of this evaluation 

The overall objective of this evaluation is to determine, in a statistically valid manner, the 
satisfaction of callers who received assistance over the telephone and the satisfaction of the 
agents. In addition, we will also relate the agents’ experience to the caller’s satisfaction. 

For the caller’s perspective, we conducted a customer satisfaction survey using an automated 
IVR system that handles touch-tone and rotary callers. This survey occurred at the end of the 
call. For the agent, we conducted an agent debriefing consisting of a two-page questionnaire. 
The results from these two perspectives indicates satisfaction with these programs. 
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There was an outbound telephone operation that made calls to specific census cases that failed 
one of the two types of coverage edits (count discrepancy or large household). This operation 
was referred to as Coverage Edit Followup and is not covered in this evaluation. 

1.3 Measuring customer satisfaction 

In 1993, the National Performance Review (NPR, now known as the National Partnership for 
Reinventing Government) was formed to help create customer focused government, and the 
Congress passed nearly 100 laws to support a more effective and efficient government. Since 
then, a key NPR goal is to ensure that the Federal government provides the highest quality 
services to the American people. The Census Bureau believes strongly in the importance of 
excellent customer service and has defined five standards of customer service. The standard of 
accessibility states that the Census Bureau will provide its customers with choices for products, 
services, and the means of delivery. To do this, the Census Bureau will periodically survey its 
customers to assess their needs, and will use the results of these customer surveys for product 
development.  In support of this government-wide initiative to measure customer satisfaction 
with government services, we conducted a customer satisfaction survey and an agent debriefing 
with users of the TQA systems. 

2. METHODS 

2.1 Customer satisfaction survey 

The survey measures customer satisfaction by asking questions which cover the general aspects 
of a caller’s TQA experience. We administered the survey from March 3 to June 8, 2000, using 
an IVR system.1  To ensure the independence of the customer satisfaction survey, the contractor 
who conducted the TQA operation did not conduct the customer satisfaction survey 

There were two versions of the customer satisfaction survey. One survey was for the callers who 
only used the IVR system (IVR-only callers) and the other survey was for the callers who used 
the IVR system and also spoke to an agent or who only spoke to an agent (IVR-agent callers). 
The IVR-only survey contained five questions, and the IVR-agent survey contained seven 
questions. The actual questions are in Appendix A. For the remainder of the paper, we will 
refer to these two groups as IVR-only callers and IVR-agent callers. 

The surveys consisted of positively worded questions to avoid any confusion the caller may 
experience when listening to the questions over the telephone. We chose a seven point scale to 

1  The TQA customer satisfaction survey ended June 8, 2000, but the TQA operation 
ended June 30, 2000. The original end date for both the TQA operation and the TQA customer 
satisfaction survey was June 8. When the TQA operation was extended to June 30, it was 
determined to be cost ineffective to extend the customer satisfaction survey contract to June 30 
due to low call volume near the end of the TQA operation. 
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give the respondents the option of a middle point for those who are undecided or indifferent and 
to allow the respondents to choose from a range of responses. 

2.1.1 Sample design for the customer satisfaction survey 

The sample design for the customer satisfaction survey consisted of a systematic sample of 
English touch-tone and rotary, and Spanish touch-tone TQA callers. This included callers from 
Puerto Rico. The extremely low volume of anticipated Asian calls made inclusion of the Asian 
callers in the eligible universe cost prohibitive. 

At the beginning of the data collection period, we expected a 15 percent response rate from the 
callers selected for the survey. During the data collection period (based on the data from March 
22, 2000), we cut the sampling rate in half because we had a response rate of somewhere 
between 7 and 8 percent which is about half of what we expected and because the volume of 
calls to TQA was much lower than estimated. This change in sampling rates occurred at 3:00 
P.M. on March 23, 2000. All of the data will be treated as a random sample from an infinite 
population, but with weights of two before 3:00 P.M. on March 23 and one after 3:00 P.M. on 
March 23. We discuss how we will account for nonresponse in section 2.1.3. 

2.1.2 Data collection procedures for the customer satisfaction survey 

The IVR gave special instructions at the beginning of the call to the callers selected for the 
customer satisfaction survey. If selected for the survey, touch-tone callers were instructed that at 
the end of the call they should press the “*” key and the voice recognition callers were instructed 
to give a verbal indication that they were ending the call. This indicated to the Intelligent Call 
Routing system to pass the call from the IVR system to the customer satisfaction survey site, 
along with information identifying the call, such as a unique identification number and a label 
indicating whether the call was transferred from an agent or the IVR. Transferring to the 
customer satisfaction survey site from an agent required only that the caller give their consent to 
participate. The agent, on the other hand, needed to manually transfer the call back to the 
Intelligent Call Routing system so the call could be passed to the survey site along with the 
associated identifying information. As the operation progressed, we realized not all agents 
understood how to make the transfer. Initially, we thought that the transfer from the agent to the 
survey site would occur automatically. Therefore, the training materials did not cover the 
manual transfer. The training staff had to scramble to work with the sites to get this covered 
since procedures varied by call center site. Unfortunately, the manual transfer was never 
adequately understood and many agents did not make the transfer. 

2.1.3 Response rate for the customer satisfaction survey 

Of the approximately 5.8 million callers to the TQA operation from March 3 to June 8, 2000, we 
selected 47,263 callers for the TQA customer satisfaction survey. Some callers connected to the 
customer satisfaction survey, but then did not answer any of the questions. If we include only 
the callers that responded to at least one question, then we obtained an 8.3 percent response rate. 
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Table 1 shows the distribution of the occurrence of callers connecting to the customer 
satisfaction survey and responding to at least one question. 

Table 1. Number of respondents to the customer satisfaction survey 
Types of Callers Callers who connected to the Callers who responded to at least 

customer satisfaction survey site one question 

IVR-only callers 4,663 3,046 

IVR-agent callers 1,248  888 

Total 5,911  3,934 

The ratio between the IVR-only survey and IVR-agent survey is quite the opposite of what we 
anticipated. We expected to receive more IVR-agent surveys than IVR-only surveys because the 
transfer from the agent did not require any action on the callers part, and because we forecasted 
that approximately 60 percent of the callers would transfer to an agent. However, we think we 
obtained more IVR-only surveys than IVR-agent surveys due to technical and agent training 
difficulties. We discuss the difficulties in more detail in the limits section. 

A graph of the response rate over the data collection period is located in Appendix B - Figure 8. 
The response rate includes both IVR-only and IVR-agent callers who responded to at least one 
question on the customer satisfaction survey. The graph displays the moving average of the 
daily response rate and the 90 percent confidence interval around the moving average. We 
calculated the moving average (or loess smooth) as suggested by Cleveland (1979). 

The graph shows us that the response rate at the beginning of the inbound TQA operation was 
much lower than the response rate starting on March 22, day 20 of the operation. Perhaps, this 
occurred because of the major technical problems with the customer satisfaction survey that 
were mostly fixed by March 22. However, we can’t use weights to account for nonresponse 
because we don’t know how many of the people selected for the customer satisfaction survey 
experienced technical difficulties and could not respond to the survey. Instead of just providing 
overall estimates that don’t take into account nonresponse, we provide overall results and 
additionally two subsets of results: from March 3 to March 21 and from March 22 to June 8. We 
present the subsets of results to show how the technical difficulties affected satisfaction. 

2.1.4 Answering the data analysis questions 

There were two main data analysis questions for the customer satisfaction survey. 

First, we wanted to determine how the callers rated the questions asked in both customer 
satisfaction surveys. We answer this question with descriptive statistics, including proportions, 
means, and the corresponding standard errors and confidence intervals. We used a formula for 
confidence intervals that accounts for the multiple intervals computed simultaneously. We 
calculated simultaneous confidence intervals to ensure that the error rate for the entire set of 
confidence intervals remained at 10 percent. Also, we conducted multiple comparison tests to 
determine the statistical significance of the responses for each question. (See section 2.3.3 for 
these formulas.) For the questions included on both the IVR-only and IVR-agent surveys, we 
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conducted the Wilcoxon Rank Sum Test to determine if the responses for both types of callers 
are significantly different. 

Second, we determined which specific aspects of the IVR or agent interaction were associated 
with the caller’s overall satisfaction. To answer this question, we measured the association of 
each question with an overall satisfaction question. The gamma statistic measures this 
association. We also used a multidimensional scaling model to graphically display the gamma 
statistics. (See sections 2.3.1 and 2.3.2 for a description of the gamma statistic and 
multidimensional scaling model.) 

2.2 Agent debriefing 

2.2.1 Design used for the agent debriefing 

The design required that each agent working on inbound TQA between April 4 and April 11, 
2000, receive one and only one agent debriefing questionnaire. As a result, this data collection 
approximated a census of all agents. There wasn’t a specific followup plan for the 
nonrespondents. Because the data are treated as a census, our assumption is that there isn’t any 
sampling variability. 

2.2.2 Data collection procedures for the agent debriefing 

Each of the 22 inbound TQA call centers received enough agent debriefing questionnaires to 
distribute to the expected number of agents working during the data collection period. The call 
centers could not photocopy the questionnaire under any circumstances. If a call center ran out 
of questionnaires, they contacted the Census Bureau. The agent debriefing questions are in 
Appendix C. 

The call centers gave each inbound TQA agent a debriefing questionnaire and a pre-addressed 
postage-paid return envelope to complete and return April 4 through April 11, 2000 (agent 
debriefing census week). We suspect that the agent’s responses to the debriefing questionnaire 
for this census week may differ from responses they may have given at other times; and, that 
their responses may not be representative of all agents employed for the entire TQA inbound 
operation. Data show that during our census week, call volume was approximately 20 percent 
lower than we projected and was much lower than the previous two weeks. Therefore, the call 
centers had likely released some agents who worked during peak periods. Agents working 
during peak periods may have had different experiences (and thus responses) than agents 
working during non peak periods. Even if we have some agents who worked during peak 
periods, their responses are potentially limited to their experiences during the census week and 
thus don’t reflect how they would have answered at other times. We were restricted to the 
census week because the idea and development of the agent debriefing questionnaire was too late 
to integrate into the inbound TQA operation. Because of this restriction, our data are potentially 
biased given that not every agent was working during the census week and given that 
experiences may have differed at other times. 
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The agents completed the debriefing questionnaire during their regularly scheduled work hours. 
The call centers staggered the dissemination of the questionnaires so that completing the 
questionnaire did not impact the call center’s ability to handle the expected call volume. 

The agents’ responses were confidential. Agents did not provide names or identification 
numbers. The identification numbers printed on the questionnaire were arbitrary and only used 
for controlling the keying process. Also, to maintain the confidentiality of their responses, we 
provided envelopes for the agents. Agents sealed their completed questionnaire in the envelope 
and returned them to their supervisors. If the agent preferred, they could mail their completed 
questionnaire directly to the Census Bureau. However, this was not the preferred method 
because it made it harder to track the number of responses per call center and costs were higher 
than for a single shipment. 

The agents’ supervisors or designated call center official(s) collected the completed 
questionnaires and returned them to the Census Bureau in the pre-addressed postage-paid box 
provided. In the box, the call center enclosed a letter documenting the total number of 
questionnaires disseminated and the number of returns in the box. 

2.2.3 Response rate for the agent debriefing 

Of the 9,415 agents trained and hired in the 22 inbound TQA call centers, we received 3,178 
completed agent debriefing questionnaires. We received questionnaires back from 20 of the 22 
inbound TQA call centers. Some of the 9,415 agents may have quit before the week the 
questionnaires were distributed, and others may have been hired after this week. Therefore, a 
lower bound response rate is 34 percent. If we had a count of only the number of agents working 
during the week the questionnaires were distributed, then we would calculate a higher response 
rate. 

2.2.4 Answering the data analysis questions 

There are two main data analysis questions for the agent debriefing questionnaire. These data 
analysis questions are similar to those asked of the customer satisfaction survey. 

First, we wanted to determine how the inbound TQA agents rated their experience. The 
questions included aspects related to the Operator Support System, training, and interactions 
with the public. We answer this question by looking at descriptive statistics, including 
proportions, means, and standard errors. Since the data are treated as a census, there is no 
sampling variability. Therefore, any differences observed are significantly different. 

Second, we wanted to determine the associations among various aspects of the inbound TQA 
operation. To answer this question, we measure the association of each question with a question 
on overall satisfaction. We used the gamma statistic to measure this association. We also use a 
multidimensional scaling model to graphically depict the association. (See sections 2.3.1 and 
2.3.2 for a description of the gamma statistic and multidimensional scaling model.) 

2.3 Statistical Methods 
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2.3.1 Gamma statistic 

Our survey data is ordinal by nature. A basic question usually posed when analyzing ordinal data 
is “Does Y tend to increase as X increases?” Bivariate analyses of interval-scale variables often 
summarize covariation by the Pearson correlation, which describes the degree to which Y has a 
linear relationship with X. Ordinal variables do not have a defined metric, so the notion of 
linearity is not meaningful. However, the inherent ordering of categories allows consideration of 
monotonicity–that is, whether Y tends to increase as X does. (Agresti 1990.) 

The gamma statistic is a measure of association for ordinal variables and is analogous to the 
Pearson correlation. It describes the degree to which the relationship is monotone. When 
comparing two respondents on an ordinal scale, we can classify the pair of respondents as 
concordant or discordant. The pair is concordant if a respondent who ranks higher on variable X 
also ranks higher on variable Y. The pair is discordant if a respondent who ranks higher on X 
also ranks lower on Y. The pair is tied if the respondents have the same classification on X 
and/or Y (Agresti 1990). The sample gamma is defined: 

γ$  = ( C - D ) / ( C + D ) 

where C is the total number of concordant pairs and D is the total number of discordant pairs. 

2.3.2 Multidimensional scaling models 

According to Borg (1997), multidimensional scaling models can be used to help see the structure 
in the data. Multidimensional scaling models can represent a measure of relative association as 
distances between points on a two-dimensional space. We use the gamma statistic as our 
measures of association. The points are configured so that their distances correspond to the 
gammas. If two points are close together then they are highly associated. However, if two 
points are far apart then they are not highly associated. 

2.3.3 	 Computations of the confidence intervals and multiple comparisons for the 
customer satisfaction survey 

We used a formula proposed by Gold (1963) and later enhanced by Goodman (1965) to take into 
account the simultaneous confidence intervals being computed. 

1 2  

pc ∈ p$ j ± gα /2c 
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where the critical constant gp is defined by 
g p 

1 − p = 
2π 
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In addition, to determine if the proportions are significantly different by question, we conduct a 
simultaneous contrast. We compute simultaneous confidence intervals on the differences 
between the proportions of each pair of questions. For pj - pjN , j …jN, the projected interval is 

/1 2  

p j − p j ′ ∈ p$ j − p$ j ′ ± gα /2C 
 p$ j + p$ j ′ − ( p$ j − p$ j ′ )

2 
 where C = 



 
2 
c 


 
. 

 n  

Similar to the simultaneous confidence intervals, Gold(1963) proposed this formula and 
Goodman (1965) shortened the interval. To interpret the results of this interval, we determine if 
the interval includes zero for each comparison. If the interval includes zero, then we do not have 
enough data to say the responses are significantly different. However, if the interval doesn’t 
include zero, then we can say that the responses to the two questions that are being compared are 
significantly different. 

2.4 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. For a description of these 
procedures, see the binder “Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITS 

3.1 	Limitations of the sample design and data collection procedures for the 
customer satisfaction survey 

According to the TQA and Coverage Edit Followup Lessons Learned for Census 2000 (Longini, 
2001), the many technical difficulties that occurred during the data collection period caused 
some callers to be excluded from the customer satisfaction survey sample. Many of these 
technical difficulties were the result of insufficient time for developing and testing the TQA 
systems. Some of the problems occurred for a limited time period and we know the extent of the 
problem. However, for most of the problems, we do not have any way of assessing the impact, 
or resulting bias. Appendix D lists these technical difficulties. 

In addition to the technical problems, there are other limitations in the customer satisfaction 
survey. 

•	 Historically, customer satisfaction surveys have low response rates. Low response rates 
may lead to high nonresponse bias. Nonresponse bias, therefore, may limit the 
generalizations of the survey data. We found that many people did not respond to the 
customer satisfaction survey even after they connected to the survey. 
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•	 In general, customer satisfaction surveys suffer from response bias in that typically only 
the very pleased and very displeased respond. However, given that one technical 
difficulty held callers for thirty seconds before connecting them to the survey, it seems 
possible that satisfied callers may have stayed on the line while others hung up. 
Therefore, it also seems possible that the results may represent satisfied callers who 
transferred to the survey, which may provide a positive response bias. 

•	 The agents may not have passed along unhappy or difficult callers to the customer 
satisfaction survey since they had to do it manually, though we have no data, anecdotal 
nor otherwise, that speaks to this. 

We originally planned to match TQA production files to the customer satisfaction survey data, 
but we could not because of time constraints related to file availability of revised and edited 
production files and problems with the variable used to link the files. 

3.2 Limitations of the design and data collection procedures for the agent debriefing 

There are two major limitations on the design and data collection procedures for the agent 
debriefing. First, the followup to nonresponding call centers was inconsistent. We worked with 
the prime contractor to complete the debriefing, who in turn, worked with the subcontractors to 
encourage response. Therefore, obtaining agent participation differed by call center. In fact, we 
did not receive any questionnaires back from two of the call centers. Second, although we had a 
“census week,” we did not have complete coverage. We do not have coverage of the inbound 
TQA agents who left the program prior to arrival of the questionnaires in the call centers and the 
inbound TQA agents who started after April 11. In both cases, we are concerned that 
nonresponding agents may differ from the agents who responded in ways that effect our agent 
debriefing results. 

4. RESULTS 

4.1 Were the inbound TQA operation callers satisfied? 

4.1.1 Overall Conclusions 

Overall, the callers were satisfied with the inbound TQA operation. At least 72 percent of the 
respondents to the customer satisfaction survey replied favorably. The survey included five or 
seven questions depending on if they had to speak to an agent (see Appendix A for full question 
wording). The questions asked about ease of moving through the automated menu system, 
quickness of the agent in understanding their request, agent’s level of interest in helping, overall 
satisfaction with the call, and other customer concerns. The questions were rated on a scale of 
one to seven where one was the lowest (unfavorable) score and seven was the highest (favorable) 
score a caller could give. 

The data exclude those callers who transferred to the customer satisfaction survey but who did 
not respond to any of the questions. Therefore, the results are based on the responses to 3,046 
IVR-only surveys and 888 IVR-agent surveys. 
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4.1.2 Question specific results 

For each question asked of the IVR-only and IVR-agent callers, we calculated confidence 
intervals for the percent of callers who responded favorably. Because all of the confidence 
intervals fall above 68 percent, we say that the callers were satisfied. Before analysis began, we 
decided that the callers were satisfied if the confidence intervals fell above 50 percent. 

For the IVR-only callers, we found the only question answered significantly different from the 
other questions was the question concerning the ease of moving through the automated menu 
system. The IVR-only callers rated this question higher than the other questions asked on the 
IVR-only survey. There were not any significant differences among the responses to any of the 
questions asked of the IVR-agent callers. We conducted this multiple comparison test on the 
percent of respondents who answered favorably, for both the IVR-only callers and the IVR-agent 
callers. This test determines if the callers responded differently to one question versus another 
question asked on the survey. 

Tables 2 and 3 contain the percent, standard error, and upper and lower 90 percent confidence 
level for the callers who responded favorably. We calculated the confidence intervals using the 
formulas in section 2.3.2. For each question, we calculated the percent of callers who responded 
favorably by taking the number of callers who responded with a five, six, or seven, divided by 
the total number of callers who responded to that question. For more detail, Tables 17 and 18 of 
Appendix E give a complete look at the responses. 

In Table 2, we observe that just over: 
•	 Eighty-five percent of IVR-only callers thought that it was easy to move through the 

automated menu system. As stated above, this question was determined to be rated 
significantly higher than the remaining questions asked of the IVR-only callers ("=0.10). 

•	 Seventy-six percent of IVR-only callers felt the information they received would help 
them participate in the Census. 

In Table 3, we find that: 
•	 About 81 percent of IVR-agent callers thought it was easy to move through the 

automated menu system. 
•	 Seventy-two percent of the IVR-agent callers felt that the first menu selection on the 

automated menu system fit their expectations. 
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Table 2. IVR-only callers responding favorably to the customer satisfaction survey 
Percent Standard Lower 90% Upper 90% 

Questions asked of the IVR-only callers * Responding Error Confidence Confidence 
Favorably*** Level Level 

1. Expectation at first menu selection 76.7 0.73 75.1 78.4 

2. Ease of moving through automated system ** 85.3 0.63 83.8 86.7 

3.	 Effectiveness in automated system in handling 77.4 0.76 75.6 79.1 main issue 

4. Information helpful to participate in Census 76.2 0.77 74.4 78.0 

5. Overall satisfaction 77.3 0.77 75.5 79.1 
* Refer to Appendix A for the actual wording of the questions. Response options differ by question. However, one 
is the lowest rating and seven is the highest rating. 
** Shown to be rated significantly higher than the remaining questions asked of the IVR-only callers at "=0.10. 
*** Percentages exclude item missing data. Favorably combines responses with a five, six, or seven. 

Figure 1. Confidence intervals for the percent of IVR-only callers responding favorably to 
the customer satisfaction survey 
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Table 3. IVR-agent callers responding favorably to the customer satisfaction survey 
Percent Standard Lower 90% Upper 90% 

Questions asked of the IVR-agent callers * Responding Error Confidence Confidence 
Favorably *** Level Level 

1. Expectation at first menu selection 72.0 1.30 68.8 75.2 

2. Ease of moving through automated system 80.7 1.17 77.9 83.6 

3. Quickness of agent understanding request 73.8 1.40 70.3 77.2 

4. Agent’s level of interest in helping 78.9 1.35 75.6 82.2 

5. Effectiveness of agent in handling main issue 77.5 1.33 74.2 80.7 

6. Information helpful to participate in Census 77.6 1.39 74.2 81.0 

7. Overall satisfaction 77.4 1.35 74.1 80.7 
* Refer to Appendix A for the actual wording of the questions. Response options differ by question. However, one 
is the lowest rating and seven is the highest rating. 
*** Percentages exclude item missing data. Favorably combines responses with a five, six, or seven. 
Note: None of the percentages are shown to be significantly different at "=0.10. 

Figure 2. Confidence intervals for the percent of IVR-agent callers responding favorably 
to the customer satisfaction survey 
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4.1.3 Comparison of the responses for IVR-only callers and IVR-agent callers 

Of the five common questions to both the IVR-only and IVR-agent surveys, there were three 
questions that the IVR-only and IVR-agent callers rated significantly different (" = 0.10). These 
three questions were concerning the expectation at the first menu selection of the automated 
system, ease of moving through the automated system, and whether the information was helpful 
to participate in the Census. 

The IVR-only callers rated their expectation at the first menu selection and the ease of moving 
through the automated system higher than the IVR-agent callers rated these selections. This may 
have occurred because the IVR-agent callers had more complicated questions than the IVR was 
designed to answer or because these callers were unable to find their answers in the automated 
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system and had to speak with an agent. In addition, to help manage call volumes at the agent 
level and to maximize the use of the IVR, we designed the system so that if the caller pressed 
zero at the beginning of the call in an attempt to reach an agent, they were given the following 
message: “In order to take more calls and save tax dollars, we have provided automated answers 
to the most common questions about the Census. Please listen to the automated choices again.” 
However we hypothesize that some callers may have perceived this message as unresponsive and 
therefore rated their expectation at the first menu selection lower than they would have 
otherwise. 

The IVR-agent callers rated whether the information was helpful to participate in the Census 
higher than the IVR-only callers. For this question, the differences are statistically significant 
but they may not be meaningful because 76.2 percent of IVR-only callers responded favorably 
and 77.6 percent of IVR-agent responded favorably. Sample size may be driving these 
differences to test statistically significant. 

There is not a significant difference in the responses to the overall satisfaction question. 
Therefore, the IVR-only callers are,overall, as satisfied as the IVR-agent callers. 

Table 4 gives the p-value of the Wilcoxon rank sum test (Cody, 1997) that compares the 
questions asked of both the IVR-only and IVR-agent callers. We conducted five separate tests. 
Each test had the significance level set at " = 0.10. 

Table 4. Results of the Wilcoxon rank sum test to compare the IVR-only and IVR-agent 
questions 
Questions asked of both the IVR-only and IVR-agent callers * p-value 

Expectation at first menu selection < 0.01 ** 

Ease of moving through automated system < 0.01 ** 

Effectiveness in automated system/agent in handling main issue 0.50 

Information helpful to participate in Census 0.04 ** 

Overall satisfaction 0.90 
* Refer to Appendix A for the actual wording of the questions. 
** Significantly different at "= 0.10 

4.1.4 Results by day of call 

As we examined the data across the entire data collection period (Appendix B and F), we saw 
that both the response rates and satisfaction levels for March 3 to March 21 were lower than the 
response rates and satisfaction levels from March 22 to June 8. One plausible reason for the 
difference which occurs before March 22 is the numerous technical problems during this time 
that may have reduced the response rate and level of satisfaction. In addition, the agents were 
less experienced and they handled higher volumes prior to March 22, both of which could affect 
level of service. However, we have no way to decipher among these plausible causes. 
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In addition to the low satisfaction level before March 22, there was a larger drop in customer 
satisfaction around March 19, 20, and 21. A possible reason for this large decline in satisfaction 
was related to an event that occurred between March 20 and March 22. Residents in 
mailout/mailback areas were sent a postcard (D-9) reminding them to fill out their Census 2000 
questionnaire. The postcard listed the toll-free TQA telephone number. The caller’s 
dissatisfaction may have been related to the agents inability to report whether a caller’s census 
form had been received. In addition, the callers may have called the TQA toll-free number 
because they had not received a Census 2000 questionnaire or they wanted a replacement form. 
Their dissatisfaction may have arisen when both the IVR system and agents were unable to 
process their request that a questionnaire be mailed at a later time because they did not have their 
Census ID. March 22 was the first time requests for questionnaires were taken without a Census 
ID. Figure 9 in Appendix F shows the results of the overall satisfaction question over the 
duration of the data collection period that includes both the IVR-only and IVR-agent callers. 
The remaining questions asked of both the IVR-only and IVR-agent callers show similar results. 

Tables 5 and 6 and Figures 3 and 4 show the results of the customer satisfaction survey from 
March 3 to March 22 and the results from March 22 to June 8. The tables show that the 
satisfaction levels from March 3 to March 21 are much lower than the satisfaction levels from 
March 22 to June 8 for both the IVR-only and IVR-agent callers. 
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Table 5. IVR-only callers responding favorably to the customer satisfaction survey from 
March 3 to March 21 and March 22 to June 8 

Percent responding 
favorably *** 

March 3 to March 21 

Percent responding 
favorably *** 

March 22 to June 8Questions asked of the IVR-only callers * 
Percent Std Error n Percent Std Error n 

1. Expectation at first menu selection 37.0 5.06 92 79.1 0.79 2,878 

2. Ease of moving through automated system 63.5 5.25 85 86.5 0.67 2,750 

3.	 Effectiveness in automated system in 41.0 5.61 78 79.3 0.82 2,615handling main issue 

4. Information helpful to participate in Census 26.6 5.00 79 79.0 0.84 2,589 

5. Overall satisfaction 29.6 5.11 81 80.1 0.83 2,507 
* Refer to Appendix A for the actual wording of the questions. Response options differ by question. However, one 
is the lowest rating and seven is the highest rating. 
*** Percentages exclude item missing data. Favorably combines responses with a five, six, or seven. 

Figure 3. IVR-only callers responding favorably to the customer satisfaction survey from 
March 3 to March 21 and March 22 to June 8 
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Table 6. IVR-agent callers responding favorably to the customer satisfaction survey from 
March 3 to March 21 and March 22 to June 8 

Percent responding 
favorably *** 

March 3 to March 21 

Percent responding 
favorably *** 

March 22 to June 8Questions asked of the IVR-agent callers * 
Percent Std Error n Percent Std Error n 

1. Expectation at first menu selection 55.6 3.48 205 80.5 1.62 663 

2. Ease of moving through automated system 73.7 3.20 190 84.3 1.53 638 

3. Quickness of agent understanding request 47.4 4.06 152 85.4 1.58 598 

4. Agent’s level of interest in helping 56.7 4.41 127 87.4 1.52 576 

5. Effectiveness of agent in handling main issue 58.4 3.98 154 86.1 1.53 580 

6. Information helpful to participate in Census 54.0 4.49 124 86.6 1.57 563 

7. Overall satisfaction 56.7 4.19 141 85.9 1.54 581 
* Refer to Appendix A for the actual wording of the questions. Response options differ by question. However, one 
is the lowest rating and seven is the highest rating. 
*** Percentages exclude item missing data. Favorably combines responses with a five, six, or seven. 

Figure 4. IVR-agent callers responding favorably to the customer satisfaction survey from 
March 3 to March 21 and March 22 to June 8 
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4.1.5 Gamma statistics and multidimensional scaling models between items on the IVR-
only survey and IVR-agent survey 

To determine the measure of association between the questions asked on the customer 
satisfaction survey, we examine the gamma statistics between the questions for the IVR-only 
callers and the IVR-agent callers. 

The gamma statistics in Tables 7 and 8 give the degree of the relationship between two questions 
on the survey. For both the IVR-only and IVR-agent callers, the question with the highest 
association with overall satisfaction was whether the information was helpful to participate in 
Census (gamma statistics of 0.89 and 0.88). The question with the lowest association with 
overall satisfaction for both types of callers was ease of moving through the automated system 
(gamma statistics of 0.75 and 0.62). (See section 2.3.1 for a description of the gamma statistic.) 

Table 7. Gamma statistics among the IVR-only customer satisfaction survey questions 
Question  (Variable  Name)  * 1 2 3 4 5 

1. Expectation at first menu selection (Menu) 1.00 

2. Ease of moving through automated system 0.74 1.00(Navigation) 

3. Effectiveness of automated instrument in handling 0.71 0.67 1.00 main issue (Issue) 

4. Information helpful to participate in Census 0.77 0.72 0.80 1.00(Participate) 

5. Overall satisfaction (Overall) 0.80 0.75 0.82 0.89 1.00 
* Refer to Appendix A for the actual wording of the questions. 

Table 8. Gamma statistics among the IVR-agent customer satisfaction survey questions 
Question  (Variable  Name)  * 1 2 3 4 5 6 7 

1. Expectation at first menu selection (Menu) 1.00 

2. Ease of moving through automated system 0.72 1.00 
(Navigation) 

3. Quickness of agent understanding request 0.61 0.56 1.00 
(Understand) 

4. Agent’s level of interest in helping (Interest) 0.61 0.57 0.87 1.00 

5. Effectiveness of agent in handling main issue 0.68 0.61 0.79 0.79 1.00 
(Issue) 

6. Information helpful to participate in Census 0.65 0.54 0.84 0.85 0.85 1.00 
(Participate) 

7. Overall satisfaction (Overall) 0.71 0.62 0.79 0.79 0.82 0.88 1.00 
* Refer to Appendix A for the actual wording of the questions. 
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Figures 5 and 6 show the multidimensional scaling model which graphically displays the gamma 
statistic. Two points that are close together are highly associated, while two points that are far 
apart are not as highly associated. 

We can see that for both the IVR-only callers and IVR-agent callers, the points closest to Overall 
(overall satisfaction) are Participate (information helpful to participate in the Census) and Issue 
(effectiveness of the agent or automated system in handling main issue). Therefore, we could 
interpret this to mean that because we provided information useful to the caller, in terms of 
facilitating their participation in the Census, they felt satisfied with the outcome of the call. 

The furthest points away from Overall are Navigation (ease of moving through the automated 
system) and Menu (expectation at first menu selection). This may imply that technical issues 
aren’t as critical to callers’ overall satisfaction as is whether the automated system or the agent 
addressed their main issue. Callers may have a basic expectation that there will not be any 
technical issues, but the presence of technical issues may influence satisfaction negatively. 

Figure 5. Multidimensional scaling model of the gamma statistics among the IVR-only 
customer satisfaction survey 

Note: Refer to Appendix A for the actual wording of the questions 

Figure 6. Multidimensional scaling model of the gamma statistics among the IVR-agent 
customer satisfaction survey questions 

Note: Refer to Appendix A for the actual wording of the questions. 
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4.2 Were the inbound TQA agents satisfied? 

Overall, agents widely supported most aspects of the inbound TQA operation. The agent’s 
satisfaction with the operation supports the caller’s satisfaction. 

4.2.1 Overall Conclusions 

Overall, the majority of respondents replied positively to the questionnaire items. The key 
findings are based on responses of agreement and disagreement, unless otherwise noted. 
‘Agreement’ includes somewhat agree, agree, and strongly agree and ‘disagreement’ includes 
somewhat disagree, disagree, and strongly disagree. 

To determine the agent’s degree of satisfaction or dissatisfaction with the TQA operation, we 
looked at the agent’s reported level of agreement or disagreement with several statements about 
the TQA operation on the 3,178 agent debriefing questionnaires received from the call centers. 
The actual agent debriefing questions are found in Appendix C. The top five statements are 
below: 

• 92.4 percent agreed I understood the caller's requests. 
•	 90.4 percent agreed The visual design of the OSS screens made it easy to read the 

prepared answers. 
• 85.8 percent agreed Training helped me understand Census concepts. 
•	 84.3 percent agreed Overall, it was easy for me to use the OSS to find the 

information that callers requested. 
• 83.2 percent agreed The training materials helped me to learn my job. 

There were only three statements where the majority of the respondents (greater than 50 percent) 
replied negatively. 

•	 69.9 percent agreed Callers seemed dissatisfied when I repeated the same 
information. 

•	 55.5 percent disagreed I used the Questionnaire Reference Book (QRB) search tool on a 
regular basis. 

•	 52.7 percent agreed I could have used more practice with the OSS instrument before 
fielding calls. 

4.2.2 Agent Debriefing Topic Summaries 

In the sections that follow, we provide a specific summary for each topic on the agent debriefing 
questionnaire. In each section, the table summarizing the information contains: 

• the mean of the seven point scale 
• the percent of respondents who somewhat agree, agree, or strongly agree 
• the percent of respondents who neither agree nor disagree 
• the percent of respondents who somewhat disagree, disagree, or strongly disagree. 
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The mean is calculated on a seven-point scale from one to seven, where one represents strongly 
disagree and seven represents strongly agree. Refer to Table 19 in Appendix G to find, for each 
question on the debriefing form, the percent missing and the percent answering each of the 
responses. 

Note that some questions are worded negatively. They are noted by four asterisks (****). For 
these questions, if the agents are satisfied, then we would expect most of the respondents to 
strongly disagree, disagree, or somewhat disagree with the statement. 
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4.2.3 Operator Support System (OSS) 

Most agents were satisfied with the Operator Support System (OSS). Most of the agents agreed 
that it was easy for them to use the OSS to find the information that callers requested (84.3 
percent). In addition, 90.4 percent of the agents agreed that the visual design of the OSS screens 
made it easy to read the prepared answers and 73.3 percent of the agents disagreed with the 
statement that they had a difficult time using the menu system in the OSS instrument. 

Only 33.1 percent agreed with the statement that they used the Questionnaire Reference Book 
(QRB) search tool on a regular basis. However, the TQA program staff expected that the QRB 
search tool wouldn’t be used on a regular basis because it (1) had a limited search capability and 
(2) was meant to be used only as a last resort. Thus, it wasn’t covered in training with much 
detail. Refer to Table 9 for more information on the OSS questions on the agent debriefing 
forms. 

Table 9. Summary information for the Operator Support System questions 

Agent Debriefing Questionnaire 
Inbound TQA Operation 

Operator Support System 

Mean 

Percent of Respondents who . . . *** 

Strongly Strongly 
Disagree, 

Disagree, or 
Somewhat 
Disagree 

Neither 
Agree nor 
Disagree 

Agree, Agree, 
or Somewhat 

Agree 

1.	 Overall, it was easy for me to use the OSS to find 5.5 12.2  3.5 84.3the information that callers requested. 

2.	 The visual design of the OSS screens made it 5.9  6.1  3.5 90.4easy to read the prepared answers. 

3. I used the QRB search tool on a regular basis 3.3 55.5 11.4 33.1 

4.	 I had a difficult time using the menu system in 2.7 73.3  8.8 18.0the OSS instrument. **** 
*** Percentages exclude item missing data and may not total to 100 percent due to rounding. 
**** Negatively worded question. 

4.2.4 Training 

Overall, 82.3 percent of the agents were satisfied with the training they received for inbound 
TQA. Results for more specific training components are as follows: 

• 85.8 percent agreed training helped them to understand Census concepts. 
• 83.2 percent felt the training materials helped them to learn their job. 
• 78.9 percent were satisfied with the training they received on the OSS instrument. 
• 68.4 percent felt they received enough instruction to deal with difficult callers. 

Although most of the responses to training were positive, 52.7 percent of the respondents felt 
they could have used more practice with the OSS instrument before fielding calls. In addition, as 
stated above, 68.4 percent of the respondents felt they received enough instruction to deal with 
difficult callers. Therefore, we may want to incorporate more training with difficult callers to 
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help the 31.6 percent of the respondents who did not agree with the statement. Refer to Table 10 
for more information on the training questions on the agent debriefing questionnaire. 

Table 10. Summary information for the training questions 

Agent Debriefing Questionnaire 
Inbound TQA Operation 

Training 

Mean 

Percent of Respondents who . . . *** 

Strongly Strongly 
Disagree, 

Disagree, or 
Somewhat 
Disagree 

Neither 
Agree nor 
Disagree 

Agree, Agree, 
or Somewhat 

Agree 

5.	 I was satisfied with the training I received on 5.5 15.3 5.8 78.9the OSS instrument. 

6.	 Training helped me understand Census 5.8  8.5 5.7 85.8concepts. 

7.	 I could have used more practice with the OSS 4.3 37.0 10.3 52.7instrument before fielding calls. **** 

8.	 The training materials helped me to learn my 5.6  9.8 7.0 83.2job. 

9.	 I received enough instruction to deal with 5.0 23.1 8.5 68.4difficult callers. 

10.	 Overall, I was satisfied with the training I 5.6 10.6 7.1 82.3received for TQA. 
*** Percentages exclude item missing data and may not total to 100 percent due to rounding. 
**** Negatively worded question. 

4.2.5 Interaction with the Public 

In this section, the highest rated statement was whether the agents felt they understood the 
caller’s requests (92.4 percent). After receiving the caller’s request, 78.2 percent agreed that 
they found the answer within 30 seconds. 

In response to how they felt about the interaction with the caller, the respondents had these 
positive statements: 

• 70.0 percent felt the callers seemed satisfied with the answers provided. 
• 69.0 percent felt the callers seemed likely to participate in Census 2000. 
• 68.2 percent felt the callers seemed to understand the answers provided. 

Even though the agents agreed with most of the statements about the caller’s views, 69.9 percent 
of them felt that the callers seemed dissatisfied when they repeated the same information. 
Agents were to read scripts verbatim, but they could pick portions of the script relevant to callers 
concerns. However, training did not adequately cover these instructions. We need to research 
ways to modify the scripts, the verbatim rules, and the content of training without affecting the 
accuracy of the information given to the callers. Refer to Table 11 for more information on the 
agent debriefing questionnaire about the interaction with the public. 
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Table 11. Summary information for the interaction with the public questions 
Percent of Respondents who . . . *** 

Agent Debriefing Questionnaire 
Inbound TQA Operation Strongly Neither Strongly 

Mean Disagree, Agree nor Agree, Agree, 
Interaction with the Public Disagree, or Disagree or Somewhat 

Somewhat Agree 
Disagree 

11. I understood the caller's requests. 6.0  3.3 4.3 92.4 

12.	 After receiving the caller's request, I found the 5.3 12.7 9.1 78.2answer within 30 seconds. 

13.	 Callers seemed to understand the answers that I 4.9 23.8 8.1 68.2provided. 

14.	 Callers seemed dissatisfied when I repeated the 5.1 20.0 10.1 69.9 same information. **** 

15.	 Callers seemed satisfied with the answers I 4.9 19.5 10.5 70.0provided. 

16.	 Callers seemed likely to participate in Census 5.0 16.8 14.2 69.02000. 
*** Percentages exclude item missing data and may not total to 100 percent due to rounding. 
**** Negatively worded question. 

4.2.6 Other General Questions 

Seventy-six percent were satisfied with the help/assistance they received from their supervisors 
and 72.7 percent were satisfied with the help/assistance they received from their Quality 
Assurance Representatives (QARs). There was no consensus on whether the agents used the 
desk guide on a regular basis (41.6 percent disagreed with the statement, 40.9 percent agreed 
with the statement, 17.5 percent neither agreed nor disagreed). Each site dealt with the 
distribution of the guide and supplemental instructions differently. It is likely that the agents did 
not know what the survey question on the desk guide was referring to given that none of their 
materials were specifically titled in that manner. Refer to Table 12 for more information on 
these general questions. 
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Table 12. Summary information for the other general agent questions 
Agent Debriefing Questionnaire Percent of Respondents who . . . *** 

Inbound TQA Operation 
Strongly Neither Strongly 

Other General Questions Mean Disagree, Agree nor Agree, Agree, 
Disagree, or Disagree or Somewhat 
Somewhat Agree 
Disagree 

17. I used the desk guide on a regular basis. 3.8 41.6 17.5 40.9 

18.	 I was satisfied with the help/assistance that I 5.3 15.6  8.5 76.0received from my supervisors. 

19.	 I was satisfied with the help/assistance that I 5.2 14.8 12.5 72.7received from my QARs. 
*** Percentages exclude item missing data and may not total to 100 percent due to rounding. 

Of the types of calls handled, the agents felt that the hardest was informational (49.9 percent). 
These calls required the agents to probe for the caller’s reason for calling so they could connect 
the caller to the correct path among numerous paths within the OSS. The medium ranked call 
was the short form interview (45.8 percent) and the easiest call was requests for forms (65.5 
percent). The agents may have felt these the easiest because the caller’s reason for calling is 
more obvious, and thus the choice on how to proceed through the OSS is more clear. Refer to 
Table 13 for more information about this question. 

Table 13. Ranking of the three types of calls handled by the agents 
Types of Calls Hardest Medium Easiest Missing 
Handled Difficulty 

(%) (%) (%) (%) 

Forms Request 15.1 12.7 65.5 6.7 

Short Form Interview 9.4 45.8 38.0 6.8 

Informational 49.9 22.8 20.3 7.0 
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In an open-ended question, we asked the agents to provide suggestions to help us improve the 
inbound TQA operation for the Census in 2010. A summary of the responses are in Table 14. 
Of the 1,920 agents who responded to this question, about 17.8 percent felt that there should be 
more flexibility with the verbatim, 12.7 percent felt they needed more/better training, and 5.5 
percent felt the supervisors needed better training. We could not categorize 36.4 percent of the 
responses. 

Table 14. Responses to the open-ended question on the agent debriefing questionnaire 
Agent’s replies * Number of responses Percent 

More flexibility with verbatim  342  17.8 

Comment on the OSS  281  14.6 

Better/more training  244  12.7 

Better Spanish translation  142  7.4 

Comment on a specific Census question  137  7.1 

Train supervisors better  106  5.5 

Comment on the agent’s call center  103  5.4 

Miscellaneous  699  36.4 
*Some responses fit in more than one category, so percentages may sum to over 100 percent. 
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4.2.7 Agent Information 

The remaining questions on the agent debriefing questionnaire dealt with general agent 
information. Refer to Table 15 for this information. This table indicates the range of previous 
experience with telephone call centers and the range of current experience with the inbound 
TQA operation. 

Table 15. Responses to the agent information questions 
A. Before TQA, what kinds of calling campaigns had you worked on?1 

Customer Service 56.5% Survey Research 13.9% Missing 2.0% 
Sales 34.9% Other 10.1% 
Marketing 21.0% None 22.3% 

B. Before TQA, how much experience did you have working as an agent at a telephone call center? 
None 29.6% 6-8 months 8.1% Missing 2.0%

Less than 3 months 10.2% 9-11 Months 5.7%

3-5 Months 9.9% More than 11 months 34.7%


C. 	 Before TQA, how much experience did you have using a mouse and a menu-driven system? 
None 5.2% 1-2 weeks 1.6% More than 4 weeks 88.4% 
Less than one week 1.2% 3-4 weeks 2.2% Missing 1.5% 

D. How many weeks have you been assigned to the TQA inbound operation? 
Less than one week 3.1% 3-4 weeks 34.3% Missing 2.5% 
1-2 weeks 8.2% More than 4 weeks 52.0% 

E. During the TQA inbound operation, were you assigned to another project? 
Yes 16.5%  No 81.1% Missing 2.4% 

F. During the past week, about how many hours were you assigned to the TQA inbound operation? 
Less than 8 hours 3.5% 17-24 hours 13.7% More than 32 hours 56.4% 
8-16 hours 7.4% 25-32 hours 16.9% Missing 2.2% 

G. During the inbound operation, did you participate in the performance improvement program? 
Yes 15.1% No 79.2% Missing 5.7% 

H. During the inbound operation, for what languages did you handle calls? 1 

English 83.4% Vietnamese 6.2% Missing 2.4% 
Spanish 52.5% Korean 4.2% 
Chinese 10.2% Taglaog 2.1% 

1 Respondents were allowed to mark more than one box, so percentages may sum to over 100 percent. 

4.2.8 Gamma statistics between items on the agent debriefing questionnaire 

The following analysis focuses on the gamma statistics between questions one through nineteen 
on the questionnaire to determine which questions on the agent debriefing questionnaire were 
highly associated. Table 16 indicates the ten highest gammas between these questions. (See 
section 2.1.3 for a description of the gamma statistic.) 
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As shown in Table 16, most of the highest associations involve training issues. However, there 
are two high associations that do not deal with training. There is a strong relationship between 
the following: 

C Whether callers seemed to understand the answers the agent provided and whether callers 
seemed satisfied with the answers the agent provided (0.71). 

C How satisfied the agent was with the help/assistance received from supervisors and the 
help/assistance received from QARs (0.59). 

After looking at the high gamma statistics with the questions in the training section, one might 
expect a similar relationship with the questions in the interaction with the public section. With 
the exception of the first case listed above, this is not the case. For example, we only see a small 
association with whether the agents felt the callers seemed likely to participate in Census 2000 
and whether the agents felt the callers seemed dissatisfied when they repeated the same 
information (-0.20). Refer to Table 20 in Appendix H for the remaining gamma values between 
questions one and nineteen on the agent debriefing questionnaire. 

Table 16. Ten highest gammas between pairs of questions on the agent debriefing 
questionnaire 

Gamma Agent Debriefing Question Number and Wording 

0.82 (5) I was satisfied with the training I received (10) Overall, I was satisfied with the training I 
on the OSS instrument. received for TQA. 

0.76 (5) I was satisfied with the training I received (6) Training helped me understand Census 
on the OSS instrument concepts 

0.75 (6) Training helped me understand Census (10) Overall, I was satisfied with the training I 
concepts received for TQA 

0.71 (13) Callers seemed to understand the answers (15) Callers seemed satisfied with the answers I 
that I provided. provided. 

0.70 (8) The training materials helped me to learn (10) Overall, I was satisfied with the training I 
my job received for TQA 

0.70 (9) I received enough instruction to deal with (10) Overall, I was satisfied with the training I 
difficult callers received for TQA 

0.67 (6) Training helped me understand Census (8) The training materials helped me to learn 
concepts my job 

0.64 (5) I was satisfied with the training I received (8) The training materials helped me to learn 
on the OSS instrument my job 

0.59	 (18) I was satisfied with the help/assistance that (19) I was satisfied with the help/assistance that 
I received from my supervisors. I received from my QARs. 

0.57	 (8) The training materials helped me to learn (9) I received enough instruction to deal with 
my job difficult callers 
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4.2.9 Multidimensional scaling model of the gamma statistics between questions one 
through nineteen 

Figure 7 gives a multidimensional scaling model of the gamma statistics. The question numbers 
that are close together represent a higher association while the question numbers that are further 
apart represent a lower association. The program used to create the multidimensional scaling 
model does its best to fit the 171 gamma statistics together on the two-dimensional graph. 
Although it is not a perfect fit, it is a useful tool. 

In Figure 7, we added a line to split the top and bottom of the multidimensional scaling model. 
The top portion includes questions related to the operation and the bottom portion includes 
questions related to the agent’s interaction with the caller. 

Figure 7. Multidimensional scaling model of the gamma statistics among the agent 
debriefing questions 

*Refer to Appendix C for the question that corresponds to each number above. 

4.2.10 The gamma statistics between the agent information questions and the operational 
assessment questions on the agent debriefing questionnaire 

An additional question that arose during our analysis: were any of the responses to the agent 
information questions (questions A through H) associated with the agents responses to 
operational assessment questions (questions one through nineteen)?  We measured this by 
looking at the gamma statistics associated with these questions. As shown in Table 21 in 
Appendix I, all of the gammas are between -0.30 and 0.30 and most of the gammas fall close to 
zero which indicates only a small association, if any at all, between the agent information 
questions and the operational assessment questions. This may indicate that even though there 
are differences in the agents’ prior experiences, there are not enough data to state that their prior 
experience is associated with their level of satisfaction. 
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4.3 How do the callers’ and agents’ satisfaction compare? 

Both the callers and the agents were satisfied with the TQA operation. The agents’ satisfaction 
with the operation supports the callers’ satisfaction. An interesting result is that the highest 
association with overall satisfaction for the IVR-agent callers was whether the information was 
helpful to participate in Census (gamma statistic of 0.88). Similarly, the agents agreed with the 
statements that the callers seemed satisfied with the answers the agent provided (70 percent) and 
the callers seemed likely to participate in Census 2000 (69 percent). 

5. Recommendations 

Given the results and limitations of the data, here are some Census 2010 recommendations for 
the inbound TQA operation and the TQA customer satisfaction survey. 

Based on the results, our recommendations for the inbound TQA operation in Census 2010 are as 
follows: 

•	 Continue to research the caller’s expectation at the first menu selection and subsequent 
menu selections in the automated IVR system, as part of or prior to development. 

•	 Research the caller’s expectations of waiting times and make adjustments accordingly to 
the maximum time agents should keep callers waiting. 

•	 Design the OSS script so that less information is repeated when the agents are responding 
to an incoming question, given that 69.9 percent of the agents felt that callers seemed 
dissatisfied when they repeated the same information. In addition, increase training on 
how the agents can read the OSS script appropriately. 

•	 Provide the agents with extra practice time and include more realistic examples of 
different types of calls (for example, from the dress rehearsal), given that 52.7 percent of 
the agents felt they could have used more practice with the OSS instrument before 
fielding calls. 

•	 Allow agents to respond to requests for replacement forms as soon as the reminder 
postcards are delivered to mailout/mailback addresses, given the low levels of 
satisfaction associated with the agents inability to send forms. 

•	 Provide the agents and/or the automated IVR system with tools for verifying whether the 
Census Bureau received a caller’s census form, being sure to address confidentiality 
issues. 

To improve the TQA customer satisfaction survey, the following suggestions are made: 
•	 Look into ways to reach unsatisfied callers who hang up before accessing the customer 

satisfaction survey. 
•	 Ascertain the specific reason callers called the TQA number and determine if the 

automated IVR system and/or agent addressed their specific reason for calling. 
• Automate the transfer of the call by the agent to the customer satisfaction survey site. 
•	 Allow adequate time to conduct planning and testing of the link between the customer 

satisfaction survey data and other production and evaluation data, so that more in-depth 
analysis can be conducted. Or, in addition, allow adequate time to research and 
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implement a backup system or a secondary method for linking the data, so that analysis 
can be conducted even if unforseen problems destroy the original link. 

• Incorporate the agent debriefing questionnaires into the TQA operation so the 
distribution of the questionnaires doesn’t cause bias by limiting those eligible to 
participate. 

•	 Continue to include, from the beginning, evaluation tools such as customer satisfaction 
surveys and agent debriefings, to obtain satisfaction measures with the TQA operation 
from both the caller and the agent. 

•	 Have standardized or core questions for customer satisfaction surveys so that benchmarks 
can be established. This applies to Census 2010 as well as current surveys. 
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Appendix A 

Customer Satisfaction Survey Questions 
For Callers Who Only Used the IVR System 

(IVR-Only Callers) 

Introduction 

Thank you for participating in this two-minute survey conducted by an independent 
organization. Your feedback will assist the U.S. Census Bureau in evaluating the customer 
service provided during Census 2000. 

Before beginning our survey, I need to know if you are calling from a touch-tone phone. If so, 
press 5 now. If you are calling from a rotary dial phone, please wait a few seconds and I’ll be 
back. 

For the questions I ask, please respond by pressing the buttons on your telephone keypad. To 
repeat a question, press the star button. To skip a question, press 0. 

You will be rating our customer service on a scale of one to seven where seven is always the best 
score and one is always the lowest score. You may also use any number in between to indicate 
your answers. 

Questions 

1.	 An automated menu system answered your call today and gave you a list of options. Once 
you made your first menu selection, rate how well the information that followed fit your 
expectation for that selection, with 7 being exactly what you expected and 1 being not at all 
what you expected. 

2.	 Rate how easy it was to move through the automated menu system with 7 being very easy 
and 1 being not at all easy. 

3.	 Thinking of the main reason you called today, rate the effectiveness of the automated system 
in handling that particular issue with 7 being very effective and 1 being not at all effective. 

4.	 Rate how much the information you received today will help you participate in Census 2000, 
with 7 being very helpful and 1 being not at all helpful. 

5.	 Rate your overall satisfaction with your call today to the Census 2000 Assistance Center with 
7 being very satisfied and 1 being not at all satisfied. 
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Customer Satisfaction Survey Questions

For Callers Who Used the IVR System and Spoke to an Agent


(IVR-Agent Callers)


Introduction 

Thank you for participating in this two-minute survey conducted by an independent 
organization. Your feedback will assist the U.S. Census Bureau in evaluating the customer 
service provided during Census 2000. 

Before beginning our survey, I need to know if you are calling from a touch-tone phone. If so, 
press 5 now. If you are calling from a rotary dial phone, please wait a few seconds and I’ll be 
back. 

For the questions I ask, please respond by pressing the buttons on your telephone keypad. To 
repeat a question, press the star button. To skip a question, press 0. 

You will be rating our customer service on a scale of one to seven where seven is always the best 
score and one is always the lowest score. You may also use any number in between to indicate 
your answers. 

Questions 

1.	 An automated menu system answered your call today and gave you a list of options. Once 
you made your first menu selection, rate how well the information that followed fit your 
expectation for that selection, with 7 being exactly what you expected and 1 being not at all 
what you expected. 

2.	 Rate how easy it was to move through the automated menu system with 7 being very easy 
and 1 being not at all easy. 

3.	 Upon reaching the telephone agent and explaining the reason for your call, rate how quickly 
he or she understood your request with 7 being very quickly and 1 being not at all quickly. 

4.	 Rate the agent’s level of interest in helping you with 7 being very interested in helping you 
and 1 being not at all interested. 

5.	 Thinking of the main reason you called today, rate the effectiveness of the agent in handling 
that particular issue with 7 being very effective and 1 being not at all effective. 

6.	 Rate how much the information you received today will help you participate in Census 2000, 
with 7 being very helpful and 1 being not at all helpful. 

7.	 Rate your overall satisfaction with your call today to the Census 2000 Assistance Center with 
7 being very satisfied and 1 being not at all satisfied. 
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Appendix B 

Figure 8. Time line for response rates of the IVR-only and IVR-agent customer 
satisfaction surveys over the data collection period 

TQA Day of data Description 
phase collection 

During this period, the greeting gives the Internet address, tells the caller we are in 

I 3/3/00 - 3/21/00	
the process of delivering forms, and to call back after 3/22 if a form is not 
received. The IVR main menu only gives the caller an opportunity to request that 
a replacement form be mailed during this phase if a census ID is provided. 

During this period, the greeting gives the Internet address, tells the caller that 
Census 2000 forms have been delivered, that information must be as of Census 

II 3/22/00 - 4/7/00 Day, April 1 and that if the form is not received by 4/12, the caller may be visited 
by a Census taker to complete a form. The main menu does allow for the caller to 
request that a form be mailed. In this phase, a Census ID is not necessary to 
request a form. 

During this period, the greeting is essentially the same as in Phase II, except that 
the 4/12 date for the Census Bureau to receive a form is not read. No forms are 

III 4/8/00 - 6/8/00 mailed in this phase because of the proximity to the Nonresponse Followup 
(NRFU) operation. However, the main menu does allow the caller to indicate that 
they have not received a form and then the call goes directly to a TQA agent for a 
short form telephone interview. 

Reference for moving average is Cleveland (1979). 
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Appendix C

Agent Debriefing Questionnaire


Inbound Telephone Questionnaire Assistance Operation 

Operator Support System  1 2 3 4 5 6 7 
1.	 Overall, it was easy for me to use the OSS to find the 1 2 3 4 5 6 7information that callers requested. 
2.	 The visual design of the OSS screens (text color, 

background color, font size, font type, and overall layout of 1 2 3 4 5 6 7 
the page) made it easy to read the prepared answers. 

3. I used the QRB search tool on a regular basis  1 2 3 4 5 6 7 
4.	 I had a difficult time using the menu system in the OSS 1 2 3 4 5 6 7instrument. 

Training 
5.	 I was satisfied with the training I received on the OSS 1 2 3 4 5 6 7instrument. 
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6. Training helped me understand Census concepts.  1 2 3 4 5 6 7 
7. I could have used more practice with the OSS instrument 1 2 3 4 5 6 7 
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e 
before fielding calls 

8. The training materials helped me to learn my job.  1 2 3 4 5 6 7 
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9. I received enough instruction to deal with difficult callers.  1 2 3 4 5 6 7 
10. Overall, I was satisfied with the training I received for 1 2 3 4 5 6 7 
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Interactions with the Public 

11. I understood the caller's requests. 1 2 3 4 5 6 7 
A

gr
ee

 
12. After receiving the caller's request, I found the answer 1 2 3 4 5 6 7within 30 seconds. 
13. Callers seemed to understand the answers that I provided.  1 2 3 4 5 6 7 
14. Callers seemed dissatisfied when I repeated the same 1 2 3 4 5 6 7information 
15. Callers seemed satisfied with the answers I provided.  1 2 3 4 5 6 7 
16. Callers seemed likely to participate in Census 2000.  1 2 3 4 5 6 7 

Other 
17. I used the desk guide on a regular basis.  1 2 3 4 5 6 7 
18. I was satisfied with the help/assistance that I received from 1 2 3 4 5 6 7 my supervisors. 
19. I was satisfied with the help/assistance that I received from 1 2 3 4 5 6 7 my QARs. 
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20. Rank the three types of calls that you handled from 1 to 3, with 1 indicating the hardest and 3 
indicating the easiest. 
9 Forms Request 9 Short form interview 9 Informational 

21. Do you have any suggestions that would help us improve a TQA inbound operation for the Census in 
2010? 

Agent Information (Please indicate your response with an “X”) 

A.	 Before TQA, what kinds of calling campaigns had you worked on?  (Mark with an “X” all that apply) 
9  Sales 9 Customer Service 9 Other (Specify) 
9 Marketing 9 Survey Research 9 None 

B.	 Before TQA, how much experience did you have working as an agent at a telephone call center? 
9 None 9 3 - 5 months 9 9 - 11 months 
9 Less than 3 months 9 6 - 8 months 9More than 11 months 

C.	 Before TQA, how much experience did you have using a mouse and a menu-driven system? 
9 None 9 1 - 2 weeks 9 More than 4 weeks 
9 Less than 1 week 9 3 - 4 weeks 

D.	 How many weeks have you been assigned to the TQA inbound operation? 
9 Less than 1 week 9 3 - 4 weeks 
9 1 - 2 weeks 9 More than 4 weeks 

E.	 During the TQA inbound operation, were you assigned to another project? 
9 Yes 9 No 

F.	 During the past week, about how many hours were you assigned to the TQA inbound operation? 
9 Less than 8 hours 9 17 - 24 hours 9 More than 32 hours 
9 8 - 16 hours 9 25 - 32 hours 

G.	 During the TQA inbound operation, did you participate in the performance improvement program? 
9 Yes 9 No 

H.	 During the TQA inbound operation, for what languages did you handle calls? (Mark with an “X” all 
that apply) 
9 Vietnamese 9 Korean 9 Chinese 
9 Spanish 9 Tagalog 9 English 
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Appendix D 

Limitations of the sample design and data collection procedures 
for the customer satisfaction survey due to technical problems 

There are several limitations on the sample selected and the data collection procedures for the 
customer satisfaction survey. They are as follows: 

•	 Exclusion of three call center sites from sample. For technical reasons, three sites were 
not included in the sample universe. Two of the sites were Spanish bilingual sites 
probably resulting in very few eligible Spanish callers. This is a potential bias in the 
survey results to the extent that Spanish callers had a different experience in the TQA 
network than English callers. 

•	 English voice recognition callers were excluded from customer satisfaction survey 
sample until correction occurred. As noted in the main report, the intended survey 
universe was all English calls (touch-tone and voice recognition) and all touch-tone 
Spanish calls. However, the TQA program staff determined during operations that the 
telecommunication integrator incorrectly programmed the survey universe and excluded 
both English and Spanish voice recognition calls, rather than just Spanish. They 
identified the problem and the integrator corrected the programming on March 30, 2000. 
As in the previous bullet this problem potentially results in biased survey results to the 
extent that voice recognition callers had a different experience than touch-tone callers in 
the TQA network. 

•	 Exclusion of calls on March 13 and 14 from customer satisfaction survey sample. There 
was an error in the telecommunication integrator’s programming that affected pre-routing 
and resulted in blocked calls and long queues in the TQA network. While the technical 
staff worked on a fix for this, it was necessary to turn off the functions that affected pre-
routing which meant that no calls could be transferred to the customer satisfaction site 
during that time period. Unfortunately, the re-programming occurred during the peak 
calling period, March 13 and 142, when there was potential for the callers to have had a 
different experience in the network than they would during lower volume periods. 

•	 Errors in programming caused lost calls to customer satisfaction survey site.  Errors in 
both the telecommunication integrator’s programming and the programming at the 
customer satisfaction survey site resulted in what the TQA program staff believe to be 
numerous lost calls to the customer satisfaction survey site. Essentially there was 
incorrect coordination of the timing between when the integrator notified the customer 
satisfaction survey site they had a call and when the customer satisfaction survey site 
responded. The result of the timing problem meant the telecommunication provider 

2 The pre-routing had actually been turned off sometime March 13, 14, and the morning of March 15. We 
do not know when it was turned off on March 13. According to operational reports, we did not get any calls (or not 
enough that a call would have been selected for customer satisfaction survey) prior to the time on March 15 when 
the pre-routing was turned on. So, for the customer satisfaction survey, only two days were affected. 
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dropped the call in many instances before the customer satisfaction survey site picked it 
up. These errors were not fixed until March 22, 2000. As a contributor to the low-
response rate, there is potential for bias to the extent that these callers who were dropped 
by the system differ from other callers. However, since the drop was due to a 
programming error and not a respondent related problem, the correlations between the 
callers experience and being dropped is likely very low. 

•	 Switch problems at call centers resulted in some IVR-agent callers going to the IVR-only 
customer satisfaction survey site.  The Intelligent Call Routing system and one particular 
brand of switch employed at the call centers did not communicate properly with one 
another. As a result the switch modified the labels that identified the call as an IVR-
agent call. Thus, once the customer satisfaction survey site received the call, the label 
was no longer recognizable and the customer satisfaction survey site then defaulted the 
call to the IVR-only survey. In other words, some unidentifiable portion of the IVR-only 
surveys should have been IVR-agent surveys. The telecommunication integrator could 
not completely fix this problem and it occurred throughout the duration of the inbound 
program. However, late on March 22, 2000, the integrator implemented a pseudo-fix that 
diminished the extent of the problem somewhat. 

There are two potential problems in the data resulting from this problem: 1) no 
information was collected about the interaction with the agent, and 2), callers may have 
included the agent portion of their experience in their response, thus potentially creating 
additional noise in the IVR-only survey data. 

•	 Communication problem resulted in IVR-agent callers being sent to IVR-only customer 
satisfaction survey site. There was another communication problem between the 
integrator and the customer satisfaction survey site that also resulted in IVR-agent calls 
being labeled inappropriately as IVR-only calls. This was not fixed until March 27, 
2000. The potential data problems are the same as that noted above. 

•	 Programming error inappropriately labeled some IVR-only callers as IVR-agent callers. 
The telecommunication integrator had another programming error that inappropriately 
labeled some IVR-only calls as IVR-agent calls. Again, the TQA program staff cannot 
identify what calls encountered this programming error so we do not know what portion 
of the IVR-agent surveys should have been IVR-only surveys. This problem was not 
identified and fixed until March 24, 2000. 

The impact to the data is slightly more problematic with this error. Essentially, the IVR-
agent survey asks callers to respond to questions specific to their interaction with an 
agent. For IVR-only callers, their responses to these questions are completely invalid. 
But since the TQA program staff cannot identify which of the IVR-agent surveys IVR-
only callers completed, we cannot remove them from the analysis population. 

•	 Agent training did not cover the transfer of the caller from the agent to the customer 
satisfaction survey site. Lastly, the TQA program staff misunderstood what the 
telecommunication integrator meant when they told us that the transfer from the agent to 
the customer satisfaction survey site was automatic. Their understanding was that the 
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agent would be able to click something on the desktop that would trigger the transfer of 
the call to the customer satisfaction survey site. However, late in January 2000 they 
learned that the agent would have to transfer the call to a four-digit extension and that the 
actual four digits depended on the call center and the type of switch used. 

Because this was not the original understanding, the training materials did not cover it 
and the training staff had to scramble to work with the sites to get this covered. 
Unfortunately, because of the late date relative to the start of training, the transfer was 
never adequately covered and many agents could not make the transfer during operations. 
Thus, even callers who agreed to participate in the survey did not always get to complete 
a survey. 

The TQA program staff did not understand the extent of this problem until March 24, 
2000. At that time, the prime contractor asked all call centers to review transfer 
procedures with the agents, but they never seemed to get a noticeable improvement in the 
agent’s ability to transfer calls. This has a potential negative impact on the validity of the 
data to the extent that there is a difference between agents who eventually could perform 
this transfer and those who could not. It seems reasonable that there might be a 
correlation between the quality of the callers’ interaction with the agent and the agent’s 
ability to successfully complete this transfer. 

Unfortunately, no one identified these problems or developed adequate solutions until after the 
peak calling period for the operation which was between mid-March through the end of March. 
This is significant to the extent that there may be a difference in how the technology responds 
and how agents perform in high volume periods versus periods with lesser volume. But we do 
not have any way of assessing the potential impact, or bias, resulting from any of these problems. 
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Appendix E 

Responses to the IVR-only and IVR-agent customer satisfaction surveys 

Table 17. Responses to the IVR-only customer satisfaction survey 

Questions asked of the IVR-only Responses (%) Std 
callers * 1 2 3 4 5 6 7 Missing 

Mean Error 

1.	 Expectation at first menu 14.9 2.0 2.2 3.5 9.9 9.8 55.1 2.6 5.47 0.043selection 

2.	 Ease of moving through 8.7 1.2 1.6 2.3 6.7 8.1 64.6 6.9 6.01 0.038automated system 

3.	 Effectiveness in automated system 12.4 1.9 2.2 3.6 7.4 6.4 54.8 11.4 5.60 0.045in handling main issue 

4.	 Information helpful to participate 14.4 2.1 1.4 3.0 6.4 7.2 53.4 12.1 5.50 0.047in Census 

5. Overall satisfaction 11.2 1.7 2.6 3.8 7.6 10.6 47.9 14.6 5.55 0.044 
* Refer to Appendix A for the actual wording of the questions. Response options differ by question. However, one 
is the lowest rating and seven is the highest rating. 

Table 18. Responses to the IVR-agent customer satisfaction survey 

Questions asked of the IVR-agent Responses (%) Std 
callers * 1 2 3 4 5 6 7 Missing 

Mean Error 

1. Expectation at first menu selection 17.0 2.9 3.6 3.9 11.6 9.4 49.2 2.5 5.21 0.084 

2.	 Ease of moving through 9.4 2.0 3.6 2.9 8.7 8.1 58.1 7.3 5.76 0.076automated system 

3.	 Quickness of agent understanding 16.1 2.1 1.6 1.4 4.8 6.4 48.5 19.2 5.35 0.093request 

4.	 Agent’s level of interest in 11.8 1.1 1.1 1.7 3.7 6.3 48.9 25.5 5.66 0.091helping 

5.	 Effectiveness of agent in handling 13.1 1.5 1.0 2.5 6.9 6.4 48.9 19.7 5.53 0.090 main issue 

6.	 Information helpful to participate 12.1 1.5 1.2 1.6 3.6 5.2 47.9 26.9 5.60 0.094in Census 

7. Overall satisfaction 10.9 2.2 1.8 2.9 8.0 8.0 44.9 21.3 5.52 0.088 
* Refer to Appendix A for the actual wording of the questions. Response options differ by question. However, one 
is the lowest rating and seven is the highest rating. 
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Appendix F 

Figure 9. Overall satisfaction ratings for the IVR-only and IVR-agent customer 
satisfaction surveys over the data collection period 

TQA Day of data Description 
phase collection 

During this period, the greeting gives the Internet address, tells the caller we are in 

I 3/3/00 - 3/21/00	
the process of delivering forms, and to call back after 3/22 if a form is not 
received. The IVR main menu only gives the caller an opportunity to request that 
a replacement form be mailed during this phase if a census ID is provided. 

During this period, the greeting gives the Internet address, tells the caller that 
Census 2000 forms have been delivered, that information must be as of Census 

II 3/22/00 - 4/7/00 Day, April 1 and that if the form is not received by 4/12, the caller may be visited 
by a Census taker to complete a form. The main menu does allow for the caller to 
request that a form be mailed. In this phase, a Census ID is not necessary to 
request a form. 

During this period, the greeting is essentially the same as in Phase II, except that 
the 4/12 date for the Census Bureau to receive a form is not read. No forms are 

III 4/8/00 - 6/8/00 mailed in this phase because of the proximity to the Nonresponse Followup 
(NRFU) operation. However, the main menu does allow the caller to indicate that 
they have not received a form and then the call goes directly to a TQA agent for a 
short form telephone interview. 

Reference for moving average is Cleveland (1979). 
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Appendix G 

Table 19. Responses to the agent debriefing questionnaire 
Percent of Respondents (%) 

Agent Debriefing Questions 
Str D D Sw D N Sw A A Str A Missing 

1.	 Overall, it was easy for me to use the OSS to find the 
1.7 3.0 7.2 3.5 20.1 42.4 20.6 1.4information that callers requested. 

2.	 The visual design of the OSS screens made it easy to 1.2 1.9 2.9 3.5 12.1 47.0 30.2 1.4read the prepared answers. 

3. I used the QRB search tool on a regular basis 24.3 21.3 8.5 11.1 12.8 13.2 6.1 2.7 

4.	 I had a difficult time using the menu system in the OSS 26.2 36.4 9.3 8.6 8.8 6.0 2.8 1.8instrument. **** 

5.	 I was satisfied with the training I received on the OSS 3.9 4.6 6.7 5.7 12.1 37.3 28.9 0.8instrument. 

6. Training helped me understand Census concepts. 2.2 2.5 3.6 5.6 13.1 38.4 33.4 1.2 

7.	 I could have used more practice with the OSS 11.4 17.1 8.0 10.2 14.6 19.8 17.7 1.4instrument before fielding calls **** 

8. The training materials helped me to learn my job. 2.5 2.6 4.6 7.0 16.1 41.5 24.7 1.1 

9.	 I received enough instruction to deal with difficult 5.3 7.2 10.3 8.3 18.3 31.1 17.9 1.7callers. 

10.	 Overall, I was satisfied with the training I received for 2.5 2.8 5.1 7.0 15.0 39.9 26.0 1.6TQA. 

11. I understood the caller's requests. 0.8 0.7 1.7 4.3 12.2 48.1 31.1 1.1 

12.	 After receiving the caller's request, I found the answer 2.5 3.6 6.5 9.0 24.5 34.8 18.0 1.0within 30 seconds. 

13.	 Callers seemed to understand the answers that I 6.2 6.5 10.7 7.9 20.7 30.5 15.9 1.5provided. 

14.	 Callers seemed dissatisfied when I repeated the same 5.3 8.3 6.1 9.9 17.0 25.3 26.7 1.3information **** 

15. Callers seemed satisfied with the answers I provided. 5.2 5.0 9.1 10.3 26.5 29.5 13.2 1.2 

16. Callers seemed likely to participate in Census 2000. 5.0 4.6 7.0 14.1 21.7 30.7 15.9 1.0 

17. I used the desk guide on a regular basis. 16.1 17.4 6.9 16.9 14.0 19.4 6.3 3.0 

18.	 I was satisfied with the help/assistance that I received 5.4 3.9 6.0 8.3 14.4 35.0 25.5 1.5from my supervisors. 

19.	 I was satisfied with the help/assistance that I received 4.4 4.8 5.1 12.2 16.6 34.0 20.0 2.9from my QARs. 
Note: Str D = Strongly Disagree, D = Disagree, Sw D = Somewhat Disagree, N = Neither Agree nor Disagree, 

Sw A = Somewhat Agree, A = Agree, Str A = Strongly Agree

**** Negatively worded question. 
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Appendix H 

Table 20. Gamma statistics between questions 1 through 19 on the agent debriefing questionnaire 

Agent  Debriefing  Question 

1.	 Overall, it was easy for me to 
use the OSS to find the 
information that callers 
requested. 

2.	 The visual design of the OSS 
screens made it easy to read the 
prepared answers. 

3.	 I used the QRB search tool on a 
regular basis 

4.	 I had a difficult time using the 
menu system in the OSS 
instrument. 

5.	 I was satisfied with the training 
I received on the OSS 
instrument. 

6.	 Training helped me understand 
Census concepts. 

7.	 I could have used more practice 
with the OSS instrument before 
fielding calls 

8.	 The training materials helped 
me to learn my job. 

9.	 I received enough instruction to 
deal with difficult callers. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

1.00 

0.51 1.00 

0.15 0.07 1.00 

-0.44 0.31 0.04 1.00 

0.42 0.39 0.14 -0.28 1.00 

0.39 0.42 0.15 -0.24 0.76 1.00 

-0.19 -0.11 0.04 0.28 -0.30 -0.17 1.00 

0.44 0.42 0.15 -0.24 0.64 0.67 -0.18 1.00 

0.41 0.32 0.14 -0.20 0.57 0.55 -0.22 0.57 1.00 
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Agent  Debriefing  Question 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

10.	 Overall, I was satisfied with the 0.50 0.42 0.12 -0.28 0.82 0.75 -0.27 0.70 0.70 1.00training I received for TQA. 

11. I understood the caller's 0.39 0.36 0.06 -0.23 0.26 0.34 -0.03 0.32 0.30 0.35 1.00requests. 

12.	 After receiving the caller's 
request, I found the answer 0.49 0.30 0.11 -0.28 0.27 0.29 -0.15 0.33 0.32 0.34 0.48 1.00 
within 30 seconds. 

13.	 Callers seemed to understand 0.38 0.22 0.16 -0.14 0.24 0.31 -0.03 0.33 0.33 0.32 0.37 0.44 1.00the answers that I provided. 

14. Callers seemed dissatisfied 
when I repeated the same -0.12 -0.04 -0.05 0.11 -0.03 -0.06 0.10 -0.10 -0.11 -0.09 0.02 -0.08 -0.27 1.00 
information 

15.	 Callers seemed satisfied with 0.39 0.23 0.18 -0.14 0.26 0.34 -0.01 0.35 0.35 0.37 0.32 0.37 0.71 -0.28 1.00the answers I provided. 

16	 Callers seemed likely to 0.26 0.21 0.14 -0.09 0.22 0.31 0.01 0.30 0.29 0.29 0.29 0.30 0.48 -0.20 0.53 1.00participate in Census 2000. 

17.	 I used the desk guide on a 0.12 0.05 0.30 0.04 0.11 0.13 0.08 0.18 0.10 0.13 0.06 0.07 0.14 -0.08 0.19 0.15 1.00regular basis. 

18. I was satisfied with the 
help/assistance that I received 0.27 0.23 0.15 -0.10 0.37 0.39 -0.05 0.38 0.37 0.42 0.22 0.20 0.28 -0.12 0.30 0.31 0.17 1.00 
from my supervisors. 

19. I was satisfied with the 
help/assistance that I received 0.31 0.27 0.15 -0.14 0.35 0.39 -0.05 0.37 0.35 0.41 0.24 0.22 0.28 -0.10 0.29 0.27 0.15 0.59 1.00 
from my QARs. 
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Appendix I 

Table 21. Gamma statistics between questions 1 through 19 and questions A through H on the agent debriefing questionnaire 

Agent  Debriefing  Question  * 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

A.	 Before TQA, what kinds of 
calling campaigns had you 
worked on? 

Sales 0.03 *** 0.01 -0.06 0.02 0.05 -0.07 0.02 0.04 0.02 0.08 0.05 0.01 *** -0.01 0.03 -0.02 -0.04 0.02 
Customer Service 0.10 0.05 0.05 -0.05 0.04 ** -0.06 0.03 0.05 -0.01 0.12 0.12 -0.01 0.04 -0.02 -0.02 0.02 -0.07 -0.03 
Other -0.01 0.02 0.01 0.01 -0.02 -0.05 0.06 -0.05 -0.05 -0.05 0.13 0.02 *** 0.07 ** -0.03 -0.02 -0.05 0.02 
Marketing 0.05 -0.02 0.02 -0.08 0.10 0.09 -0.09 0.03 0.03 0.07 0.06 0.03 0.01 0.03 -0.01 ** 0.03 -0.07 -0.01 
Survey Research -0.10 -0.13 -0.01 -0.04 -0.14 -0.14 -0.02 -0.17 -0.15 -0.16 0.03 -0.04 -0.11 0.07 -0.12 -0.05 -0.06 -0.12 -0.07 
None -0.08 -0.03 -0.06 0.09 -0.05 -0.02 0.05 -0.04 -0.03 ** -0.14 -0.12 0.05 -0.04 0.02 0.02 -0.01 0.12 *** 

B.	 Before TQA, how much 
experience did you have 
working as an agent at a 
telephone call center? 

C. Before TQA, how much 
experience did you have using a 
mouse and a menu-driven 
system? 

D.	 How many weeks have you 
been assigned to the TQA 
inbound operation? 

E.	 During the TQA inbound 
operation, were you assigned to 
another project? 

0.01 -0.01 0.01 -0.02 -0.01 -0.03 -0.02 -0.02 -0.01 -0.03 0.06 0.02 -0.06 0.05 -0.08 -0.06 -0.03 -0.11 -0.04 

0.03 0.03 -0.06 -0.08 0.02 -0.01 -0.01 -0.03 -0.04 -0.03 0.11 0.08 -0.13 0.15 -0.13 -0.14 -0.04 -0.12 -0.13 

** ** -0.02 *** -0.07 -0.08 0.07 -0.08 -0.05 -0.07 0.05 0.05 -0.04 0.06 -0.06 -0.08 -0.01 -0.05 -0.08 

0.10 ** -0.05 -0.08 0.05 0.05 -0.01 0.07 ** 0.01 0.10 0.15 0.20 -0.10 0.17 0.12 0.04 0.08 0.01 
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Agent  Debriefing  Question  * 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

F. During the past week, about 
how many hours were you 0.10 ** -0.02 -0.06 -0.02 -0.05 -0.04 -0.01 -0.03 -0.03 0.06 0.09 -0.02 0.03 -0.02 -0.08 0.02 -0.08 -0.07
assigned to the TQA inbound

operation?


G. During the inbound operation, 
did you participate in the -0.15 -0.03 -0.23 0.06 -0.16 -0.15 0.01 -0.16 -0.16 -0.18 -0.16 -0.12 -0.16 0.06 -0.19 -0.13 -0.26 -0.14 -0.19
performance improvement

program?


H.	 During the inbound operation, 
for what languages did you 
handle calls? 

Vietnamese ** -0.05 0.04 -0.09 0.01 -0.09 -0.01 -0.07 -0.06 -0.07 -0.07 0.01 -0.09 0.06 -0.13 -0.16 -0.03 -0.12 -0.03 
Korean -0.06 -0.06 0.05 0.06 -0.14 -0.09 *** -0.10 -0.02 -0.06 -0.03 0.04 0.07 0.02 *** -0.05 -0.04 -0.05 -0.05 

Chinese -0.05 0.03 0.08 -0.05 *** -0.07 *** -0.03 -0.01 -0.03 -0.10 -0.05 -0.10 0.10 -0.09 -0.19 0.01 -0.05 -0.01 
Spanish 0.07 ** 0.07 -0.02 0.01 0.02 0.10 0.04 -0.01 0.01 0.13 0.08 0.09 -0.04 0.10 0.11 0.12 0.01 0.02 
Tagalog 0.15 0.13 0.17 0.07 0.17 0.29 0.02 0.19 0.23 0.19 0.08 -0.04 0.11 ** 0.09 -0.09 -0.02 -0.04 0.17 
English 0.01 0.13 -0.15 -0.14 0.05 -0.02 -0.06 -0.05 -0.05 0.03 0.02 -0.01 -0.18 0.14 -0.19 -0.14 -0.13 -0.02 -0.03 

* See Appendix C for the wording of questions 1 through 19. 
** Indicates values greater than -0.005 and less than 0. 
*** Indicates values greater than 0 and less than 0.005. 
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Executive Summary 

Census 2000 was the first U.S. census ever to include an Internet on-line reporting capability. 
Though it was met with many challenges, the Internet data collection was an operational success. 
Given the low volume of responses, it proved to be secure, and there were no hardware or 
software failures and no known security breaches. However, it did not fully reach its potential. 
This is probably because of a conscious decision by the Census Bureau not to advertise this 
response mode. The Internet data collection system could have handled tens of millions of 
forms. Instead, 

• We received 89,123 initial on-line requests for an Internet census form. 
•	 About 16.7 percent of these initial requests were invalid (mostly requests for the long 

form). 
•	 There were 63,053 households representing 169,257 persons that were counted using just 

the Internet census form. 

Less than four percent of Internet submissions had other returns from different modes. About 
two-thirds of the households returning a second Internet submission were submitting duplicate 
data. This probably occurred because the respondent simply hit the “Submit” button more than 
once without changing any of the data. 

The Internet form collected data for six persons, with a continuation roster similar to the short-
form paper questionnaire. This restriction of a six-person form required followup for large 
households, but did not greatly affect Coverage Edit Followup operations. Less than two percent 
of the Internet households reported household size to be larger than six. 

Internet households had approximately the same reported household size as reported for all 
response modes. There were some differences between the demographic makeup for the Internet 
household members when compared to the overall population. This is not surprising when one 
considers the typical Internet user. Demographic highlights include: 

• There were slightly more males (52.0 percent) than females (48.0 percent). 
•	 There were a higher percentage of white, and non-Hispanic household members than for 

all response modes. 
•	 There were a higher percentage of persons between the ages of 25-54 responding on the 

Internet as compared to all response modes. 

The Internet is here to stay. The exact form and function of Census Internet options, however, is 
largely undeveloped. The software and hardware developed for this program could have handled 
tens of millions of records instead of the tens of thousands it did handle. It is our 
recommendation that future research focus not only on how to securely implement the form 
itself, but also focus on how to promulgate the Internet form as a major response option. Future 
research should also focus on how to use it as a tool to increase data quality by implementing 
real-time data feedback and analysis. 
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1. BACKGROUND 

This evaluation provides operational summaries on the use of the Internet as a response mode in 
Census 2000. The evaluation will guide the reader through the processing of Internet returns, 
namely: 

• the process to access the on-line census short-form questionnaire, 
• the process by which we processed the Internet short-form questionnaires, and 
• the process to determine those forms actually included in the census as Internet returns. 

The terms “form,” “on-line census questionnaire,” and “form submission” will be used 
interchangeably. We restrict our analysis to those forms received by April 18, the cutoff for 
Nonresponse Followup (NRFU) operations. 

1.1 Had the Internet been used in a census before? 

The Internet had never been used in a previous census or census dress rehearsal or test to collect 
data. The Census 2000 dress rehearsal had a plan to include Internet Data Collection, but the 
Census Bureau abandoned this plan due to security concerns. The Department of Commerce, in 
the fall of 1998, decided that the Census Bureau should provide an opportunity for respondents to 
fill out their questionnaires on the Internet. Unfortunately, we had no background data on what 
the possible outcomes would be for this type of operation in a decennial census setting. 

Respondents receiving the short form were able to respond on the Internet, if they could provide 
their 22-digit Census ID. There was insufficient time to create a Spanish-language version of the 
form for Puerto Rico. Thus, respondents in Puerto Rico and other Spanish speakers could 
respond on the Internet in English only. To submit a response on the Internet, the respondent: 

• Began at the Census 2000 home page, http://www.2000.census.gov, 
•	 Clicked on the link to the Internet form, and he or she was prompted to enter the 22-digit 

ID printed on the paper form, 
•	 Received an on-line form similar to the paper form, with the same questions (if the 22-

digit ID was valid), 
• Completed the questions on the form, and 
• Submitted the form by clicking on the button at the end of the form. 

1.2 What were some of the development challenges to overcome? 

The short amount of time available to develop this response mode presented challenges for the 
Census Bureau. There was simply not enough time to effectively test a long-form version of the 
questionnaire. Therefore, we provided only a short-form Internet response option, in English 
only. Many have questioned the wisdom of this decision, but it was necessary from a 
development standpoint. We needed to make this mode compatible with a wide range of 
browsers, and thus we were limited to using mostly HTML programming, and could not use 
JavaScript, which is unstable in some environments. JavaScript would have enabled us to have 
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multiple screens for a form, allowing for development of a long-form instrument. Putting the 
long form on one page would cause the form to take an inordinate amount of time to load on the 
user’s screen. Having multiple screens presented some potential security risks that the Census 
Bureau was unwilling to take, especially as there was not sufficient time to test alternate 
methods. 

We decided not to include real-time analysis, feedback, and editing on the on-line short form. 
For example, if a respondent reported that there were three people living or staying in the house, 
apartment, or mobile home on April 1, but then provided data for only two people, we would still 
accept the form.  Another type of feedback would have helped identify discrepancies in the date 
of birth and age as of April 1. The absence of real-time edit checks was partly because our goal 
was to make the on-line form replicate, as much as possible, the paper form. We did, however, 
include some post-submission, preprocessing edits. For example, if respondents indicated that 
the month of birth was “DE,” we assume that it corresponded to the month, “December.”  We 
then translated it to a numerical equivalent, namely, “12.” Given more time for development, 
research, and experimentation, we would have incorporated some real-time analysis and 
feedback. 

1.3 Why did the Census Bureau not advertise this response mode? 

A major obstacle in this project was the lack of advertising by design and stated policy.  The 
Census Operational Managers (COM) in July 1999 had some concerns related to public relations. 
They were also worried about possibly overburdening the Primary Selection Algorithm (PSA) 
process. Therefore, there was no indication anywhere on printed material that one could fill out 
the form on-line. The COM recommended that a press release should be the only means of 
advertising, yet this was never released due to disagreements over wording between the 
Department of Commerce and the Census Bureau. Unless someone happened to stumble across 
the link to the on-line form, or had some connection to the Census Bureau, he or she would not 
likely have known about this response mode. Even with the lack of advertising and promotion, 
we did not downscale the development of this response mode. The system was designed to 
handle tens of millions of responses instead of the tens of thousands we did receive. Given the 
low response we did receive, it was secure, safe, reliable, and a viable response option. 

1.4 What was the processing flow? 

This evaluation will take the reader on the same journey that successful Internet submissions 
followed. Refer to Appendix A for a flowchart that shows the different steps we used to create 
our analysis universe. We will refer to sections of this flowchart throughout the evaluation. 
Refer to Appendix B for a copy of the on-line version of the Census form. 
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2. METHODOLOGY 

2.1 What is the purpose of this evaluation? 

The overall objective for this evaluation is to document participation in the Census 2000 Internet 
Questionnaire between March 3 and April 18, 2000. This includes the documentation of the 
eligible universes, the responding universes and their respective demographics, and logistical 
aspects regarding access to the questionnaire, possible fraud detection, and multiple response 
resolution. 

2.2 What were the data files used for this evaluation? 

The following files were used for this evaluation: 

•	 Hit count records from the Systems Support Division (SSD) were used to provide us a 
rough estimate of the volume of traffic to the Web site. 

•	 Daily server logs from SSD were used to determine the distribution of Census ID 
submission attempts, and on-line short-form questionnaire attempts. 

•	 Data files from SSD containing respondent-reported data were used as the baseline file of 
submitted on-line census forms. 

•	 Daily status reports from the Decennial Systems and Contracts Management Office 
(DSCMO) provide us a record of the distribution of successfully submitted forms from 
SSD to DSCMO. 

•	 The Decennial Response File 2 (DRF2) was used in conjunction with the SSD files to 
determine whether or not a particular Master Address File ID (MAFID) made it to this 
processing step. The MAFID is a 12-digit number that uniquely identifies a housing unit. 

•	 Input and output files from the Coverage Edit Followup (CEFU) operation were used in 
conjunction with the SSD data files to determine which housing units were associated 
with CEFU. 

•	 The Hundred Percent Edited File with the reinstated cases (HCEF_D’) was used in 
conjunction with the SSD data files to determine which on-line census forms were 
accepted for the census. We also used the HCEF_D’ to provide demographic 
characteristics for the final universe. 

3. LIMITATIONS 

There are no major limitations in the analysis presented in this evaluation. However, one 
respondent started filling out the census form shortly before midnight on April 18, and finished 
shortly after midnight on April 19. For the purposes of the evaluation, we will consider this 
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response received before the April 18 cutoff for Nonresponse Followup. Thus, the analysis 
numbers will be slightly affected, but this is not a problem for this analysis. Please keep this in 
mind when reviewing the results section. 

This evaluation also examines the number of hits to the Census Bureau’s Web site. However, we 
have no accurate measure of how many of the initial visitors to the main page containing the 
questionnaire continued to try to fill out an Internet version of the census form.1 

4. RESULTS 

4.1 What is the profile of eligibility and initial response? 

4.1.1 How many households were eligible for this response mode? 

Only short-form Mailback households were eligible for this program (see Step 1 of Appendix A). 
There were a total of 89,536,424 stateside households eligible for this program. Puerto Rico 
added an additional 1,094,593 households. This number represents the total number of 
households that could potentially return a short form (U.S. Census Bureau, 2002). While it is 
naive to assume that all of these households had Internet access at the time of the census, we 
consider this “eligibility universe” to be the upper bound. 

The U.S. Department of Commerce’s Economic and Statistics Administration found that the 
share of households with Internet access increased from 26.2 percent in December 1998 to 41.5 
in August 2000. Further, they found that the share of individuals using the Internet increased 
from 32.7 percent to 44.4 percent in the same period (U.S. Department of Commerce, 2000). 

It is safe to assume that some households could access the Internet in places other than their own 
homes, such as places of work, libraries, or community organizations. It follows that our 
“eligible universe” probably was in the ballpark of 35 million households, based on a 40-percent 
Internet access rate. None of these descriptions of our “eligible universe” mean very much when 
we consider the true eligible universe. This universe is the one that had some kind of Internet 
access at the time of the census and knew about the on-line version of the census form. Thus, 
the true universe is much smaller than any of these numbers, and we will probably never know 
the exact magnitude of this universe (see Step 2 of Appendix A). 

4.1.2 How many hits did the Census 2000 home page receive? 

Estimates of the total number of hits to the main site, http://www.2000.census.gov, range from 
19 million to almost 24 million during the March 3 through April 18 time frame. These 

1 
Web page hits are not an accurate measure of Web traffic volume.  They can be used as a relative measure of one 

page’s hits relative to another page’s hits, or one server’s hits relative to another server’s. There is NO WAY to accurately 
measure Web traffic by page or image hits. They are a poor measure, but in this case, the only measure. Caching servers that 
speed up the Web hide hits and users from the serving source, so that the more volume a page or system witnesses, the less likely 
it is to register hits accurately. 
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estimates include hits to every piece of information on the Web site, including GIF (Graphics 
Interchange Format) and PDF (Portable Document Format) files. Therefore, the estimates give 
us only a rough idea of the volume of traffic to the on-line form. However, they give a general 
starting point to examine the flow of responses at this site.  The actual number of visitors is most 
likely between 10 and 30 percent of the 19 to 24 million hits. However, as mentioned 
previously, there is really no way to know for certain (see Step 3 of Appendix A). 

On the initial page, there is a link for the user to follow to see if the paper form can be filled out 
on the Internet. We have no accurate measure of how many of the initial visitors to the main 
page continued to try to fill out an Internet version of the census form. 

4.1.3 How many initial requests were made for the on-line form? 

Between March 3 and April 18, 2000, there were 89,123 Census ID submissions, of which 16.7 
percent (14,926 submissions) were failures (see Step 4 of Appendix A). It is quite possible that 
many, if not most, of the submission failures were associated with a Census ID representing a 
long form. The long-form sampling rate was, on average, one in six, or 16.7 percent. Since we 
did not advertise the Internet response option, respondents would have also had no idea that 
long-form households were ineligible. It is entirely probable that respondents in the long-form 
households attempted to submit their Census ID to request a form, and were denied access (see 
Step 5 of Appendix A). Other reasons that the ID submission attempts failed are: 

• an invalid ID 
• invalid browser information, 
• a security error, or 
• an expired form (this is explained in the following paragraph). 

Most invalid IDs could be from long-form households or from respondents miskeying the 22-
digit IDs. If the respondent’s browser was set to suppress certain information that the census 
form required, or if there was a hiccup in the connection, the error would be attributed to invalid 
browser information. Other errors were attributed to security issues. If the user’s browser did 
not support encryption, we included a disclaimer box that the user could check in order to 
proceed without the required level of encryption. If this box was not checked, the submission 
was logged as a security failure. If the ID page was on the user’s screen for more than five 
minutes, and the user then tried to request a form, the user would get a message requesting that 
he or she try again.  For security purposes, we only accepted form requests within a five-minute 
window. Form requests taking longer than five minutes were considered “expired forms.” 

There were 74,197 successful ID number submission attempts (see Step 5 of Appendix A). The 
respondent then received an on-line census form. However, of the successful ID number 
submission attempts, there were only 71,333 on-line census questionnaire submission attempts. 
It is quite possible that some of the remaining 2,864 successful ID number submission attempts 
represented respondents who had incorrectly keyed in a correct ID. These same respondents 
could have subsequently keyed in their ID correctly, and then continued with the process (see 
Steps 6 and 7 of Appendix A). 
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4.2 What is the profile of Internet usage? 

4.2.1 How much time did it take to complete the questionnaire? 

The amount of time respondents took to complete the form varied greatly. The best measure is 
the time from which the respondent received the form on-screen to the time the respondent 
submitted the form. This time does not take into account the possibility of the respondent taking 
a break during the response process, thereby increasing the measured elapsed time. 

The great majority of respondents took less than ten minutes (the estimated time to complete the 
paper short form questionnaire); the average was 7.5 minutes. The times ranged from one minute 
to over 4.5 hours. It is quite possible that some respondents started filling out the form, and then 
left it up on their browser while they took a phone call, went to lunch, or took another unrelated 
break. Figure 1 shows the distribution of response times. 

Figure 2. Time elapsed in filling out the form. 

4.2.2 How many forms were submitted by April 18 and subsequently processed? 

Of the 71,333 on-line census questionnaire submission attempts, SSD reported that they 
successfully received 69,765 successful form submissions by April 18 (see Step 8 of Appendix 
A). However, SSD received data for only 68,319 on-line census questionnaire submissions. 
There are no apparent explanations for this discrepancy (see Step 9 of Appendix A). 

Before discussing the number of forms received by April 18 and subsequently processed, it is 
important to understand how many forms were received in total. There were 68,319 initial 
Internet forms collected between March 3, 2000, and April 18, 2000. Of these, 66,556 
submissions were associated with unique MAFIDs (see Step 10 of Appendix A). The other 
1,763 submissions were associated with MAFIDs that we had previously collected through the 
Internet response mode. Of these 66,556, SSD sent 66,163 forms to DSCMO for processing (see 
Step 11 of Appendix A). 
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Table 1 shows the distribution of Internet submissions that were sent to DSCMO for processing 
and those that were not. It also shows the distribution of forms accepted into the DRF2. A 
discussion of the data in this table follows the table (see Steps 11 and 13 of Appendix A). 

Table 1. Status of Internet submissions in processing steps 

Processed by 
DSCMO 

Status on the DRF2 Totals Yes No 

Totals 66,556 66,163 393 

Included on the DRF2 66,064 65,683 381 

Excluded from the DRF2 492 480 12 

The careful reader might wonder why 480 processed Internet responses were not on the DRF2. 
This number can be found in the column labeled “Processed by DSCMO, YES,” in Table 1. A 
closer look at these particular returns gives us the answer. After obtaining address information 
from the Decennial Master Address File (DMAF) for these returns, we see that all 480 of these 
submissions were associated with MAFIDs that were “killed” during Census 2000 processing 
(U. S. Census Bureau, 2000d). 

What is even more interesting, however, is that 393 of the unique submissions never even made 
it to DSCMO. The reader can see this number in the “Totals” row of Table 1. We originally 
thought that these had some sort of submission error, but an inspection of these cases shows that 
only ten of these had submission errors. Eight were completely blank forms, and two were 
special forms that were not meant for transmission anyway. Of the unique submissions that were 
not processed, 380 of them were submitted on March 13. Remember that this is the first day we 
started receiving forms from the Mailback universe. It is not unusual to see a spike on this day 
for any set of data related to the census, but we should have seen a similarly large number on the 
next day, which we did not. Refer to Figure 2 under section 4.2.3 for a view of this phenomenon. 
A careful examination of other variables for these nonprocessed submissions reveals no 
immediate anomalies or answers as to why they were not included in DSCMO processing. 

We will restrict our analysis to those Internet returns submitted and processed by April 18, and 
associated with MAFIDs appearing on the DRF2 file, thus resulting in 65,683 records. 

4.2.3 When were the forms received? 

The on-line version of the form was available from March 3 through April 18. Figure 2 shows 
the distribution of all forms received through the Internet. The first peak, on March 13, 
coincided with the mailing of the paper short-form questionnaires. Some households in 
Update/Leave areas already had their form before March 13, and subsequently submitted their 
form on-line. Further, it is likely that some households submitted their data by obtaining their 
22-digit ID from the advance letter. The second peak coincides with the receipt of the reminder 
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postcard. Notice the peak on April 1; this was Census Day, and could also have been a perceived 
“deadline” by many respondents. 

Figure 3. Percentage of Internet forms received between March 3 and 
April 18 

4.3 How many multiple responses did we receive? 

4.3.1 How many multiple Internet forms did we receive (in the same session or multiple 

sessions)? 

The vast majority of MAFIDs were associated with a single Internet response form. Of the 
66,163 returns received by April 18, processed, and associated with unique MAFIDs, 65,073 
submitted only one Internet form by April 18. The remaining 1,090 MAFIDs were associated 
with a total of 2,853 Internet form submissions by  April 18. Figure 3 shows the distribution of 
multiple Internet responses. Keep in mind that these responses are not necessarily duplicate 
responses, but merely multiple responses associated with the same MAFIDs. However, some of 
the responses appear to be complete duplicates within a MAFID. 
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Figure 4. Distribution of multiple Internet returns 

The first bar represents the number of MAFIDs associated with two Internet returns. A closer 
look at these multiple returns reveals some interesting things. Most of the data seem to be the 
same (looking at responses for basic questions). By examining the date and time of submission 
and the number of elapsed minutes from initiating the form until submitting the duplicate form, 
we have a better idea of the response process for these households. For example, several of these 
repeat submissions appear to be resubmissions of the same data. The respondent probably 
clicked on the “Submit” button several times. However, there appear to be others where the 
responses came from an entirely new response process, usually immediately after the first 
submission.  A few were submitted on multiple days. It appears that only a few of the multiple 
response have data different from the first round of submissions. One respondent submitted 
three forms with information for two people, and then submitted three more forms with a third 
person added. 

One of the most curious examples, however, is a MAFID associated with 17 (the highest in our 
dataset) different submissions. Many of these were on different days, and many with different 
data. Could there really be different people living in this same household that we missed because 
we did not process all of the submitted forms? An even closer look reveals that the answer is no. 

4.3.2 How did the data vary for the multiple Internet returns? 

It is somewhat comforting to note that of the 2,853 multiple Internet form submissions we 
received on the Internet by April 18, 62.9 percent (1,795 responses) were simply duplicate 
submissions of the entirely same set of response data.  Of the remaining 37.1 percent of these 
multiple responses, only 13.7 (1058 responses) percent of them, (145 responses) responses, had 
reported differing household sizes. 
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Just above the “Submit” button, the form instructs respondents to verify their form for 
completeness and accuracy, tells them that they have only one opportunity to send the form, and 
instructs respondents to NOT resend the form once they receive a confirmation page. It is quite 
possible that we received some of these multiple responses from respondents who did not get a 
confirmation page. There really is not much we can do in a case where a respondent later decides 
to add or change information to the submitted form. Perhaps future instruments could give 
respondents the opportunity to add or change information through the use of coverage probes, 
such as those used in the Coverage Edit Followup. 

4.3.3 How many Internet returns did we receive in addition to another response option? 

This did not occur as often as one would expect. Of the 66,163 Internet returns received by April 
18, processed, and associated with unique MAFIDs, only 2,373 had returns in addition to their 
Internet return. Over 95 percent of these MAFIDs had only one additional return. It appears, 
however, that over half of the additional returns associated with unique Internet returns were 
received after the April 18 cutoff for NRFU. Only 1,067, or 48.2 percent, of the MAFIDs had an 
additional return before the cutoff. For the most part, the additional returns were Mailback paper 
short-form questionnaires. 

Regarding data quality of the submitted and processed Internet returns, we direct the reader to 
examine the study plan for the Census 2000 Evaluation B.1, “Evaluation of the Analysis of the 
Imputation Process for 100 Percent Household Population Items” (U.S. Census Bureau, 2001). 

4.4 	 What were the demographics for PSA-selected households responding only on 

the Internet? 

4.4.1 What is the geographic distribution of the households? 

The PSA selected 65,243 of the 65,683 returns on the DRF2 for inclusion in the census (see Step 
14 in Appendix A). As mentioned previously, this demographic analysis section will limit the 
scope to those Internet returns– 

• received by April 18, 
• identified on the DRF2 as Internet returns, 
• selected by PSA for inclusion in the census, and 
• that were the only return from a household. 

As an example, the author returned her Internet form before April 18. It was identified on the 
DRF2 as an Internet return, it was selected by PSA for inclusion in the census, but she also 
returned a paper form. Thus, her Internet return is not in the scope of this analysis (see Steps 15, 
16, and 17 of Appendix A). Therefore, we use a universe of 63,053 returns, representing the 
same number of households. 
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Table 2 shows the distribution of Internet households by Type of Enumeration (TEA) area as 
identified on the DRF2. 

Table 2. Type of Enumeration Area 

TEA Frequency Percent 

Totals 63,053 100.0 

Mailout/Mailback 56,842 90.2 

Update/Leave 6,080 9.6 

Military 30 0.1 

Urban 101 0.2 
Update/Leave 

4.4.2 What is the distribution of owners versus renters? 

Table 3 shows that the percentage of renters versus owners is only slightly different from the 
percentages for all response modes. Notice the footnote explaining the reduction in the total by 
145 vacant housing units. The careful reader might wonder why an Internet household is 
classified as a vacant housing unit. There are a few possible reasons for this. A respondent 
might have entered “0” for the household size. There might have been a count discrepancy 
between the number of reported persons and the data provided for those persons. These cases 
would have gone to Coverage Edit Followup, possibly resulting in a vacant housing unit because 
of residence rules. This small number of vacant housing units should not concern us. 

Table 3. Tenure 

All 
Internet Forms 

Tenure Frequency Percent Percent 

Totals 62,908* 100.0 100.0 

Owners 42,163 67.0 66.3 

Renters 20,745 33.0 33.7 

* The total is reduced by 145 vacant housing units. 

We will now look at demographic characteristics associated with the person-level data obtained 
through the Internet form. We continue with our universe of 63,043 households. 
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4.4.3 How many forms were flagged for Coverage Edit Followup? 

The Coverage Edit Followup (CEFU) program contacted households whose census return 
showed that there was a count discrepancy between the number of reported persons in the 
household and the number of people for whom data were provided. This program also contacted 
households that had more than six people listed on the form. Since there were no real-time edit 
checks, some of the Internet returns were also included in this program. Of the 63,053 forms 
described above, 1,709 of them went to Coverage Edit Followup. Approximately half, or 902 
forms, were actually processed in the Coverage Edit Followup operation. Remember that our 
analysis universe is restricted to those households that returned only an Internet census form. 
We do not know exactly how many Internet households were contacted to resolve a count 
discrepancy. However, we do have the reported household size, which can give us an idea of 
how many Internet households might have been contacted to collect data for more than six 
persons on the form. The next section discusses the reported household size 

4.4.4 What is the distribution of household size? 

Most of the 63,053 PSA-selected Internet households answered the question, “How many people 
were living or staying in this house, apartment, or mobile home on April 1, 2000?” There were 
only 64 households that did not answer this question. Remember that the Internet form did not 
have built-in edit checks, which could have safeguarded against this problem. For example, with 
real-time edit checks, if a respondent entered character data in a numeric field, or left it blank, the 
Internet form would prompt the respondent to correct the response. Respondents reported a 
total of 174,017 persons. Table 4 shows the distribution of the reported household size. We 
compare this with the distribution of household size from all response modes. 
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Table 4. Reported household size 

Household 
Size 

Totals 

No response 

0 

1 

2 

3 

4 

5 

6 

More than 6 

All 
Internet Forms 

Frequency Percent Percent 

63,053 100.0 100.0 

64 0.1 — 

467 0.7 9.0 

12,825 20.3 23.4 

19,565 31.0 29.6 

11,504 18.2 15.1 

11,003 17.5 13.0 

4,811 7.6 6.0 

1,660 2.6 2.3 

1,154 1.8 1.6 

The table shows a higher percentage of households of size 2, 3, 4, and 5 for the Internet and a 
lower percentage of households of size 1. The average reported household size was 2.8, with 
responses ranging from 0 to 55. Compare this to a national average household size of 2.6 for all 
response modes. Remember that the 2.8 average is from the reported household size, which 
includes noise in the data, and is not the final average reported household size. Note that 1.8 
percent of Internet households reported household sizes larger than six, which is the same 
percentage across all response modes. The census paper short form, and the Internet version, 
only had room for data for up to six persons, with a continuation name roster for an additional 
six. This small percentage of Internet respondents with larger households is an indication that we 
did not inordinately restrict data collection by limiting the size of the form on-line. 

The 63,053 households represented a total of 174,017 reported persons, with a final person count 
of 169,257 persons selected for inclusion in the census. This second number is lower due to final 
editing and imputation processes. 

4.4.5 What were the person characteristics of Internet household members? 

This evaluation has a goal to report the characteristics of those counted through the Internet. 
Remember that we are restricting our analysis to those persons counted by April 18 on only an 
Internet form whose household was selected by PSA. Using the MAFIDs associated with these 
households, we can obtain demographic information for persons in these households on 
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person-level records on the HCEF_D’. We use this file as opposed to the DRF2 person-level file 
because the HCEF_D’ has been edited and has the final coding and computation for age, sex, 
race, and Hispanic origin. The use of this file results in a total of 169,257 persons. The 
remainder of the analysis will focus only on these 169,257 persons. The following tables show 
the demographic characteristics of the Internet household members. 

4.4.6 What is the distribution by sex of all household members? 

Table 5 shows the distribution of sex for all household members counted through the Internet 
census form. We compare this with the distribution by sex for household members from all 
response modes. 

Table 5. Sex 

All 
Internet Forms 

Sex Frequency Percent Percent 

Totals 169,257 100.0 100.0 

Male 87,932 52.0 49.0 

Female 81,325 48.0 51.0 

The table shows that Internet household members have slightly more males than females (52.0 
percent males compared with 49.1 males for all response modes). 
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4.4.7 What is the distribution by age of all household members? 

Table 6 shows the distribution by age of all household members counted through the Internet. 
We compare this with forms from all response modes. 

Table 6. Age 

All 
Internet Forms 

Age Frequency Percent Percent 

Totals 

Under 5 years 

5 to 9 years 

10 to 14 years 

15 to 19 years 

20 to 24 years 

25 to 34 years 

35 to 44 years 

45 to 54 years 

55 to 59 years 

60 to 64 years 

65 to 74 years 

75 to 84 years 

85 years and over 

169,257 100.0 100.0 

13,185 7.8 6.8 

13,832 8.2 7.3 

13,454 8.0 7.3 

11,222 6.6 7.2 

10,049 5.9 6.8 

31,121 18.4 14.2 

32,246 19.1 16.0 

26,143 15.5 13.4 

7,110 4.2 4.8 

4,202 2.5 3.8 

4,300 2.5 6.5 

1,781 1.1 4.4 

612 0.4 1.5 

We see almost the same age distribution for Internet household members as we do for all 
response modes, except that there are slightly more in the 25-54 age groups, and fewer in the 
55- and-over age groups. This is not surprising given the typical population of Internet users. 
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4.4.8 What is the distribution by race of all household members? 

Table 7 shows the distribution of race of all household members counted through the Internet. 
We compare this with all response modes. 

Race 

Totals 

White 

Black 

American Indian or 
Alaska Native 

Asian 

Native Hawaiian or 
Other Pacific 
Islander 

Some Other Race 

Two or More Races 

Table 7. Race 

All 
Internet Forms 

Frequency Percent Percent 

169,257 100.0 100.0 

132,858 78.5 75.2 

15,185 9.0 12.3 

1,038 0.6 0.9 

8,693 5.1 3.6 

224 0.1 0.1 

6,587 3.9 5.5 

4,672 2.8 2.4 

We see a higher percentage of whites and Asians in the Internet households and a lower 
percentage of blacks. 
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4.4.9 What is the distribution by Hispanic origin of all household members? 

Table 8 shows the distribution of Hispanic origin for all household members counted through the 
Internet. Compare this with all response modes. 

Table 8. Hispanic origin 

Internet 

Hispanic Origin Frequency Percent 

Totals 

Not Hispanic or Latino 

Mexican 

Puerto Rican 

Cuban 

Other Hispanic or Latino 

169,257 100.0 

153,957 91.0 

7,298 4.3 

1,944 1.2 

659 0.4 

5,399 3.2 

All 
Forms 

Percent 

100.0 

86.3 

7.2 

2.5 

0.4 

3.6 

We see a higher percentage of Internet household members who are not Hispanic compared with 
all response modes. 

None of these demographic findings is very surprising, and the numbers make it even more 
obvious that the Internet is not a response mode that will improve coverage among traditionally 
undercounted groups. However, given the direction of technology, it appears that this response 
mode is here to stay. The exact form and function remains to be seen. 

5. RECOMMENDATIONS 

Obviously, the Internet is here to stay. The software and hardware developed for this program 
could have handled tens of millions of records instead of the tens of thousands it did handle. It 
is our recommendation that future research focus not necessarily on how to implement the form 
itself, but how to promulgate the Internet form as an option and convince the public that there is 
sufficient data security. Future research should also focus on how to use it as a tool to increase 
data quality by implementing real-time data feedback and analysis. The Internet option in 
Census 2000 was an operational success. 
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EXECUTIVE SUMMARY 

Census 2000 marks the first time in the history of the decennial census that the U.S. Census 
Bureau provided respondents with the option to submit their census form via the World Wide 
Web.  As part of a comprehensive plan to simplify public participation and to increase response 
rates to Census 2000, Census Bureau staff designed a single web site to service Internet users. 
The site contained two major components: Internet Questionnaire Assistance and Internet Data 
Collection. The overall objectives were to provide census respondents with a highly secure 
Internet filing option to the paper-based short form questionnaire, and to assist respondents with 
completing their census questionnaire. 

The purpose of this evaluation is to measure respondent satisfaction with the Internet 
Questionnaire Assistance and the Internet Data Collection. We conducted customer satisfaction 
surveys with users of each system. We use these survey results to analyze the degree of 
respondent satisfaction with each system. 

Were users satisfied with the Internet Questionnaire Assistance? 
Most respondents were not satisfied with the Internet Questionnaire Assistance. Nearly 62 
percent of the respondents indicated that, overall, they were not at all satisfied with the Internet 
help screens. While nearly 77 percent of the respondents found it easy or very easy to understand 
the help screen information, about 58 percent said it was not at all easy to find the help topics for 
which they were searching. In addition, 65 percent of the respondents stated that the help screen 
information was not at all helpful. These findings suggest that while the information presented 
on the site was easy to interpret, it may not have been the appropriate information for the users. 

We should note, however, that those respondents who did find the information helpful were more 
satisfied overall. Helpfulness of the help screen information was highly associated with overall 
satisfaction with the Internet help screens. 

While the information on Internet Questionnaire Assistance was easy to understand, it was 
difficult to locate, and generally unhelpful. In short, the Internet Questionnaire Assistance did 
not provide the information that respondents were seeking. However, the high correlation 
between helpfulness and overall satisfaction indicates how we might improve customer 
satisfaction -- by focusing future improvements on IQA elements that are helpful to users. 

Were users satisfied with the Internet Data Collection? 
We took satisfaction measures on the following seven aspects of the Census 2000 Internet Form: 
(1) time required to load the form, (2) moving through the form, (3) availability of help screens, 
(4) understanding the help screen information, (5) ease of sending the form, (6) security and 
confidentiality procedures, and (7) overall satisfaction. Respondents were largely satisfied with 
most of the seven aspects related to the Census 2000 Internet Form. The percent of respondents 
indicating they were satisfied or very satisfied with a specific aspect was as high as 94 percent 
(for the item ‘ease of sending form’). However, satisfaction lapsed slightly for the two items 
which dealt with help screens: availability of help screens and understanding the help 
information (74 percent and 73 percent, respectively). 
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While users were less satisfied with the Internet Data Collection help screens and help 
information, it is important to note that most respondents did not use help while completing the 
Census 2000 Internet Form. The percentage of respondents who chose ‘Not Applicable’ on 
questions about the usefulness of specific help topics ranged from nearly 69 percent to over 85 
percent. 

Overall, 91 percent of respondents were satisfied with the Census 2000 Internet Form. Given the 
high levels of customer satisfaction, Internet Data Collection demonstrated a strong potential for 
large-scale implementation in 2010. 

The customer satisfaction surveys provided invaluable information regarding how well users 
perceived the Census 2000 web site. From these findings come our recommendations for 
improvements and for further research and exploration. Our key recommendations include: 

•	 Implement a content redesign of the Internet census help instrument. While 
respondents found the help screen information easy to understand, they were 
generally unsatisfied with the information presented. The Internet Questionnaire 
Assistance help information on specific census topics came primarily from the 
Questionnaire Reference Book, and focused on questions about the census 
questionnaire. Respondents had questions about much more than just the 
questionnaire. We need to update and enhance the information available from the 
Questionnaire Reference Book as well as investigate the use of other resources that 
would provide helpful information to users. 

•	 Conduct research on knowledge and perceptions of the decennial census as well as 
the needs of potential users of the Census 2000 web site. While the implementation 
of the Census 2000 web site was somewhat small scale, it is important to put more 
focus on research for future projects or there will be severe limitations for a similar 
large-scale project in 2010. Design research based on these survey findings. 

•	 Look beyond restricting online assistance to questionnaire help. To maximize 
customer satisfaction we should investigate all kinds of relevant census information 
that may be helpful to users. 

•	 Conduct an evaluation during the 2004 Census Test in which evaluation 
methodologies and production requirements are developed simultaneously. 

vii 



1. BACKGROUND 

The Census Bureau is committed to the application of technological innovations to make 
participation in the census enumeration simple for U.S. residents. As in the past, the primary 
mode of responding to Census 2000 was the mailing of a paper census form. However, as part of 
a comprehensive plan to simplify public participation and to increase response rates, Census 
Bureau staff designed a single web site that serviced Internet users who needed questionnaire 
assistance and/or wanted to electronically fill out and submit a completed census form. 

Interest in the implementation of web surveys has increased dramatically in recent years. 
Dillman (2000) points out that new research is needed for identifying the best means of helping 
web surveys achieve their potential as an effective means for conducting sample surveys.  In 
April 1997, the Census Bureau conducted a proof-of-concept study of collecting data via the 
Web. In that study, Nichols and Sedivi (1998) developed and tested a Computerized Self-
Administered Questionnaire (CSAQ) with 50 companies in the 1996 Industrial Research and 
Development Study. They found enough positive respondent reaction to continue pursuing data 
collection using the Web. 

Internet questionnaire assistance and data collection are new to the decennial census and were not 
available prior to Census 2000. An increase in public awareness and use of the Internet presents 
new opportunities for questionnaire administration. Originally, the Census 2000 Dress Rehearsal 
planned to include Internet Data Collection (IDC). However, based on the public perception that 
the Internet was insecure, the Census Bureau canceled Internet data collection plans (Coon, 
1999). 

For Census 2000, we revisited IDC and implemented strict security measures. This was also the 
first time we implemented Internet Questionnaire Assistance (IQA). 

The major objectives of the Census 2000 IQA effort were to: 

•	 provide online help to respondents who need assistance completing traditional paper 
forms (long and short), 

•	 provide online help to respondents who need assistance completing the web-based 
Internet short form (IDC questionnaire), 

• allow respondents to search for help on specific questionnaire items, 
• provide general information about the census form, and 
•	 provide answers to Frequently Asked Questions (FAQs) about Census 2000 

(Coon, 1999). 

IQA consisted of a collection of webpages and contained all of the materials from the Census 
2000 Questionnaire Reference Book (QRB) and other general Census 2000 information. It 
allowed users to search an alphabetic list of topics or select a popular help topic from a pull down 
menu. The QRB contained descriptions relating to the use of and how to fill out each 
questionnaire item. The QRB was also adapted for the Census 2000 Telephone Questionnaire 
Assistance (TQA) operation.  Along with information from IQA and TQA specifications, the 
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QRB formed the basis of a core knowledge database which underlies both the TQA and IQA 
systems for Census 2000. 

The major objectives of the Census 2000 IDC effort were to: 

• supplement more traditional data collection methods, 
• develop experience in IDC for forthcoming censuses, and 
• provide respondents with another response option (Coon, 1999). 

Census respondents were eligible to answer an English language version short-form 
questionnaire on the Census 2000 web site if they could provide a valid 22-digit housing unit ID. 
Valid housing unit IDs included those from the following forms: 

• Mailout/Mailback Short Form [D-1] 
• Update/Leave Short Form [D-1(UL)] 
• Puerto Rico Update/Leave Short Form [D-1(UL)PR] 
•	 Response Mode and Incentive Experimental Short Forms [S-900.1, S-900.4, 

S-900.7] 

Census Bureau staff designed the Census 2000 Internet Form to mirror the paper form as closely 
as possible within technical constraints/limitations. That is, the wording of the questions and the 
skip patterns were the same. Like the paper form, the electronic form had space to provide data 
for six persons and names for up to 12 persons.  Restricted access to the Census 2000 Internet 
Form, by means of the 22-digit housing unit ID, prevented unauthorized access to the system. 

1.1 Implementation of IQA and IDC 

IQA was online from March 3, 2000 to July 7, 2000. IDC was brought online on March 3, 2000 
for stateside and Puerto Rico Update/Leave operations. However, the mailout/mailback version 
was not brought online until March 13, 2000. IDC was taken off-line on April 18, 2000, when 
the Census Bureau began Nonresponse Followup (NRFU).  As part of the Response Mode 
Incentive Experiment (RMIE), a special mailing was sent to a selected group of people 
determined to be nonrespondents, which asked them to complete their census form via the 
Internet.  The web site for these NRFU people was available from April 29, 2000 to June 3, 
2000. 

1.2 Development of the customer satisfaction surveys 

In 1993, the National Performance Review (now known as the National Partnership for 
Reinventing Government) was formed to help create customer focused government, and the 
Congress passed nearly 100 laws to support a more effective and efficient government.  Since 
then, a key goal of the government is to ensure that the Federal government provides the highest 
quality services to the American people. The Census Bureau believes strongly in the importance 
of excellent customer service and has defined five standards of customer service.1  The standard 

1The five standards are Excellence, Timeliness, Responsiveness, Accessibility, and Commitment. 
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of accessibility states that the Census Bureau will provide its customers with choices for 
products, services, and the means of delivery. To do this, the Census Bureau will periodically 
survey their customers to assess their needs, and will use the results of these customer surveys for 
product development.  In support of this government-wide initiative to measure customer 
satisfaction with government services, we conducted customer satisfaction surveys with users of 
IQA and IDC. 

2. METHODS 

2.1 Sample design of the customer satisfaction surveys 

We selected a sample of IQA users to fill out the survey by a link made available on various 
pages throughout the IQA system.  For IDC, we selected the sample from respondents who 
successfully submitted their census form online. Additionally, all NRFU respondents selected 
through the RMIE had the option of completing the survey. 

The sample designs for both IDC and IQA are as follows: 

•	 The IQA universe includes all IQA users. We selected a sample of these users based on 
time. The survey was initially open to IQA users who visited during a pre-selected five-
minute window each hour.  However, on April 6, 2000 the window was increased to 15 
minutes for the remainder of the data collection period because of low response to the 
survey. 

•	 The IDC universe includes only those respondents who submit their census 
questionnaire via the Census 2000 web site. We selected a sample of these respondents 
based on time; that is, the survey was open to respondents who submitted their census 
form online during a pre-selected five-minute window each hour. The survey was 
available for five minutes, each hour, for every hour of the day. 

2.2 Data analysis 

To analyze the customer satisfaction survey data, we will present various descriptive statistics. 
Frequencies, proportions, and unweighted means and variances are presented in tables to 
summarize, describe, and organize the data. 

2.3 The gamma statistic 

Our survey data is ordinal by nature. A basic question usually posed when analyzing ordinal 
data is “Does Y tend to increase as X increases?” Bivariate analyses of interval-scale variables 
often summarize covariation by the Pearson correlation, which describes the degree to which Y 
has a linear relationship with X. Ordinal variables do not have a defined metric, so the notion of 
linearity is not meaningful. However, the inherent ordering of categories allows consideration of 
monotonicity–that is, whether Y tends to increase as X does. (Agresti 1990). 
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The gamma statistic is a measure of association for ordinal variables and is analogous to the 
Pearson correlation. It describes the degree to which the relationship is monotone. When 
comparing two respondents on an ordinal scale, we can classify the pair of respondents as 
concordant or discordant. Agresti (1990) states, “The pair is concordant if the subject ranking 
higher on variable X also ranks higher on variable Y. The pair is discordant if the subject 
ranking higher on X ranks lower on Y. The pair is tied if the subjects have the same 
classification on X and/or Y.” 

The sample gamma is defined: 

= 

where C is the total number of concordant pairs and D is the total number of discordant pairs. 

2.4 Multi-dimensional scaling 

We used multi-dimensional scaling to create a simultaneous graphical representation of all the 
estimated gammas. According to Borg (1997), multi-dimensional scaling represents a measure 
of relative similarity or dissimilarity among pairs as distances between points of a low-
dimensional multi-dimensional space. In our case, we use the gamma statistic as a measure of 
association in a two-dimensional space. The points are configured such that their distances 
correspond to the gamma values. That is, two points that are close together are highly associated 
relative to two points that are far apart. 

2.5 Use of a log-linear model 

There are many situations where several factors interact with each other in a multivariate 
manner. We used a log-linear model to analyze our categorical data. They describe the means of 
cell counts in a multidimensional table and do not look upon any one variable or dimension as 
the response to the others (Zelterman, 1990).  We build and select a log-linear model that best 
describes the relationship between seven IDC satisfaction measures. 

2.5.1 The G2 statistic 

When building a log-linear model, we compute the G2 statistic as a measure of how well the 
model fits. We then compare the G2 of different models to determine which best fits the data, 
i.e. describes the associations. The associations that are in our final model are significant, and 
those not in the final model are not. The G2 statistic is defined: 

Where denote the multinomial vector with respective fitted values according 

to some log-linear model. The G2 statistic ‘quantifies’ the difference between the and 
When these are very different from each other we are generally dissatisfied with the model 
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being fitted. If and are closer in value we haven’t proved the model is correct but rather 
feel less anxious about drawing inferences from the model (Zelterman, 1990). See Appendix B 
for more information on log-linear models. 

2.6 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. For a description of these 
procedures, see the binder “Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITS 

When considering the results of the evaluation, keep in mind several limits: 

•	 Because of the unique environment of the Internet and the administration methods of our 
survey, we are unable to identify the exact number of people exposed to the IQA survey 
invitation. We can only identify the number of ‘hits’ to the survey link, which is not 
equivalent to the number of unique people exposed to the link2. Therefore it is 
impossible to compute an accurate response rate for IQA. 

•	 Historically, customer satisfaction surveys have low response rates. Therefore, 
nonresponse bias may limit the generalization of the survey data. 

•	 Due to the self-selected response nature of the surveys, the results may suffer from 
response bias. Respondents are likely to represent customers with stronger feelings 
(very satisfied or very dissatisfied) compared to those who don’t take the time to respond 
(Wellens and Martin).  This effect may be evident in the overwhelming satisfaction of 
the IDC customer satisfaction survey respondents. 

•	 RMIE survey respondents were ultimately excluded from this analysis because their 
selection process was different than all other survey respondents. In addition, there were 
not enough RMIE respondents to produce reliable estimates of group differences. 

2Web page hits are not an accurate measure of web  traffic volume. They can be used  as a relative measure of 

one page’s hits relative to another page’s hits, or one server’s hits relative to another server’s. Web hits are a poor 

measure of traffic volume, but in most cases it is the only measure available. 
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4. RESULTS 

4.1 IQA customer satisfaction survey 

Response to the IQA customer satisfaction survey was low, with just 234 completed surveys. 
We were unable to compute a response rate, as the number of people who saw or clicked on the 
link to the survey is unknown. As described in Section 3, access to the survey was tracked in 
‘hits’, and there is not a stable way to relate ‘hits’ to number of people. 

4.1.1 Were respondents satisfied with IQA? 

Nearly 62 percent of the respondents indicated that, overall, they were not at all satisfied with 
the Internet help screens. While nearly 77 percent of the respondents found it easy or very easy 
to understand the help screen information, about 58 percent said it was not at all easy to find the 
help topics for which they were searching. In addition, 65 percent of the respondents stated that 
the help screen information was not at all helpful. 

These findings suggest that while the information presented on the site was easy to interpret, it 
may not have been the appropriate information for the users. That is, IQA did not provide the 
information that users were seeking. Mayhew (1992) notes that “...fancy formatting, 
navigational ease and ease of access...will not be of much use if the information contained in the 
help system is not the information users seek. Clearly, basic research into help content is 
required.” Mayhew also provides some basic principles and guidelines to be used when 
designing on-line help. These include: 

• Make help visible: “advertise” 
• Make it complete and accurate 
• Organize help around user tasks and goals 
• Provide different levels of detail under user control 

Horton (1990) suggests similar guidelines including, “...do not merely replicate or mimic the 
exact features of paper documents.” 

Table 1 presents data obtained from respondents who rated the following items on a three-point 
scale: (1) ease of finding help topics, (2) ease of understanding the help screen information, (3) 
helpfulness of help screen information, and (4) overall satisfaction with help screens. 
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Table 1. Satisfaction ratings for IQA 

1. Ease of finding help topics 

2. Understanding the help screen 

information 

3. Helpfulness of the help screen 

information 

N Percent Percent Percent 

No t at a ll Easy Ver y easy 

easy 

225  57.8 21.3 20.9 

(3.30) (2.74) (2.72) 

220  23.2 48.2 28.6 

(2.85) (3.38) (3.05) 

N Percent Percent Percent 

No t at a ll Helpful Very 

helpful helpful 

217  65.0 21.7 13.4 

(3.38) (2.80) (2.31) 

N Percent Percent Percent 

No t at a ll Satisfied Very 

satisfied Satisfied 

4. Overall satisfaction with help screens 220 61.8 26.4 11.8 

(3.28) (2.98) (2.18) 

† Standard errors appear in parentheses. 

4.1.2 What are the associations between IQA satisfaction measures? 

We used the gamma statistic as a measure of association for the ordinal IQA variables. We 
found a strong association between helpfulness of the help screen information and overall 
satisfaction with the help screens (0.9693).  Overall satisfaction is also highly associated with 
ease of finding help information (0.8606) and understanding the help information (0.7167). 
Table 2 shows the gamma statistics used to examine the relationship between the same four 
measures studied in Table 1. We are primarily interested in how each measure is associated 
with overall satisfaction. 

Table 2. Associations between IQA satisfaction measures 

Ease of finding Understanding Helpfulness Overall satisfaction 

1. Ease of finding 1.0000 0.6607 0.7890 0.8606 

2. Understanding 1.0000 0.5291 0.7167 

3. Helpfulness 1.0000 0.9693 

4. Overall satisfaction 1.0000 
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--- ---

--- ---

--- ---

Figure 1 presents the same results in a graphical representation using multi-dimensional scaling. 
As we can see, helpfulness of the help screen information (3) is the closest point to overall 
satisfaction (4), hence the strongest association. 

Figure 1. Multi-dimensional scaling for associations between IQA satisfaction measures 

4.1.3 From what location did users access IQA? 

Seventy-six percent of the respondents accessed the site from home, while 18 percent accessed 
from work. There were less than 10 respondents each for the ‘library’, ‘school’, or ‘some other 
location’ categories. Table 3 shows the locations from which IQA users primarily accessed the 
Census 2000 Internet help screens. Some data are withheld due to insufficient sample sizes. 

Table 3. Location from which IQA users accessed Census 2000 help screens 

Location Frequency Percent 

Home 

Work 

Library 

School 

Other 

Total 

† Standard errors appear in parentheses 

169 76.5 

(2.86) 

40 18.1 

(2.60) 

221 100 .0 
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--- ---

--- ---

---

4.1.4 How did IQA users hear about the Census 2000 help screens? 

The most often cited source was the TQA toll-free line (32 percent). This is not surprising, 
since the initial telephone greeting told callers they could obtain help at any time at 
www.2000.census.gov. The main Census web site (www.census.gov) was noted by 
approximately 23 percent of the respondents. This site contained a direct link to the Census 
2000 web site. A good number of respondents (14 percent) selected the media 
(television/newspaper/radio) as their source. Respondents indicated where they heard about the 
Census 2000 Internet help screens by marking one or more of the ten given categories. 

Table 4 gives the distribution of how users heard about the help screens. Respondents could 
mark more than one answer, therefore responses do not add to 100 percent. Some data are 
withheld due to insufficient sample sizes. Figure 2 presents the same information in a bar 
graph. 

Table 4. How IQA users heard about the Census 2000 help screens 

Source Frequency Per cent of T ota l # 

of Respon dents 

M ain U .S. Ce nsus B ureau web site 50 23.3 

(2.89) 

Internet service provider (ISP) 10  4.7 

(1.44) 

M ajor web site 

Internet news web site 

Other Internet site 

Television/Radio/Newspaper (Media) 29 13.5 

(2.34) 

Toll free Census telephone help line 69 32.1 

(3.19) 

Census In Schools program  ---

Letter attached to the Census form 27 12.6 

(2.27) 

Other 28 13.0 

(2.30) 

Total # of R espondents 215 NA 

† Standard errors appear in parentheses. 

†† Respondents could mark more than one response. 

NA – Table does not add to 100 percent. 
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Figure 2. How IQA users heard about the Census 2000 help screens 

4.1.5 IQA respondents’ intention to submit census form online 

We designed two survey questions to obtain an estimate of the proportion of IQA users who 
intended to submit their census form through IDC (See Questions 4 and 5 in Appendix A-1). Of 
all respondents, just 16 percent intended to submit their census form online. Of those who did 
not intend to submit their census form online, 20 percent noted that they had already completed 
the paper form and 15 percent noted that their form type was not available to complete online. 

As shown in Table 5, about half of the respondents knew that some forms were available to 
complete online. Table 6 presents the breakdown of respondents’ intention to submit their 
census form online. It also gives the reasons why respondents chose not to submit their census 
form online. Respondents could mark more than one reason. Figure 3 presents the same 
information in a bar graph. 

Table 5. Percent of IQA respondents who knew about the online census forms 

Knowledge of availability 

Yes 

No 

Total 

†Standard errors appear in parentheses. 

Frequency Percent 

115 51.6 

(3.35) 

108  48.4 

(3.35) 

223 100 .0 
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Table 6. IQA respondents’ intention to submit census form online 

Intention to submit the form Frequency Percent of Total # 

of Respondents 

Yes 

No 

Form not available


Unsuccessful submission


Security concerns


Prefer paper form


Already completed paper form


Other reasons


Not sure 

Total # of Respondents 

35 15.9 

(2.47) 

188 85.5 

(2.38) 

33 15.0 

(2.41) 

17 7.7 

(1.80) 

15 6.8 

(1.70) 

30 13.6 

(2.32) 

45 20.5 

(2.73) 

48 21.8 

(2.79) 

20  9.1 

(1.94) 

220 NA 

† Standard errors appear in parentheses. 

†† Respondents could mark more than one response. 

NA - Table does not add to 100 percent. 

Figure 3. IQA respondents’ intention to submit census form online 
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4.2 IDC customer satisfaction survey 

Response to the IDC customer satisfaction survey was much higher than to the IQA survey. 
There were 3,226 completed surveys. We estimated response rates by each day in the data 
collection period, for an overall average response rate of 58.5 percent. (See Appendix E for 
daily response rates.) 

4.2.1 Who were the IDC respondents? 

We were able to obtain a demographic profile of IDC respondents by matching their 22-digit 
census ID to their IDC survey responses. We found that the IDC respondents were primarily 
male (75 percent), white (78 percent), not of Hispanic origin (92 percent), and 25-54 years old 
(77 percent). This profile reflects the first person listed on the census form, and may not be the 
customer satisfaction survey respondent in all cases. Thus, our finding that over 75 percent of 
our respondents were male is likely a reflection of census respondents’ tendency to list the male 
head of household as the first person on the census form, regardless of who is the actual 
respondent (DeMaio and Bates, 1990). 

4.2.2 Were respondents satisfied with IDC? 

Overall, 91 percent of respondents were satisfied with the Census 2000 Internet Form. 
Additionally, respondents were satisfied with nearly all aspects of the Census 2000 Internet 
Form, with satisfaction levels as high as 94 percent. Satisfaction lapsed slightly for the two 
items which dealt with the help screens: availability of help screens and understanding the help 
information (74 percent and 73 percent, respectively). 

We should note that respondents answered the two items concerning help screens nearly 
identically, therefore it is likely that they may not have made a distinction between the two 
questions. For these two items, we also included the percent by only those respondents who 
actually used help screens. We see that respondents who used help screens were somewhat 
more satisfied with the availability of help information and understanding the help information 
(83 percent and 82 percent, respectively) than all respondents taken together. That is, some 
respondents who didn’t use any help screens tended to rate them on the lower end of the scale 
rather than selecting ‘Not Applicable’. 

Table 7 presents respondents’ level of satisfaction with certain aspects of the Census 2000 
Internet Form. Respondents indicated, on a 5-point scale, their level of satisfaction with each of 
the following items: 

(1) time required to load the form,

(2) moving through the form,

(3) availability of help screens, 

(4) understanding the help information,

(5) ease of sending the form,

(6) security and confidentiality procedures, and

(7) overall satisfaction.


12 



In Table 7, ‘Satisfied’ reflects the selection of a four or five on the five-point response scale. 
(See Appendix C for a complete breakdown of responses.)  Although a score of three represents 
neither satisfaction nor dissatisfaction, we excluded these counts to obtain a conservative 
estimate of satisfaction. Figure 4 presents the same data in a bar graph. 

Table 7. IDC satisfaction ratings for the Census 2000 Internet Form 

Variable 

1. Time required to load the form 

2. Moving through the form 

3. Availability of help screens 

Among Help Users Only* 

4. Understanding the help information 

Among Help Users Only* 

5. Ease of sending the form 

6. Security and confidentiality procedures 

7. Overall Satisfaction 

† Standard errors appear in parentheses. 

N Percent 

Satisfied 

3216 

3210 

3118 

1593 

3096 

1587 

3199 

3192 

3198 

92.2 

(0.47) 

90.5 

(0.52) 

73.7 

(0.79) 

83.1 

(0.94) 

72.5 

(0.80) 

81.6 

(0.97) 

94.2 

(0.42) 

87.9 

(0.58) 

91.0 

(0.51) 

*This row includes only those respondents who used at least one help screen. 
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Figure 4. IDC satisfaction ratings for the Census 2000 Internet Form 

4.2.3 What are the associations between IDC satisfaction measures? 

We used the gamma statistic as a measure of association for the ordinal IDC variables. We found 
a strong association between availability of the help screens and understanding the help 
information (0.9461). This strong association confirms our earlier claim that respondents 
answered these two questions similarly. Overall satisfaction is highly associated with ease of 
sending the form (0.8820), moving through the form (0.8604), and time required to load the form 
(0.8420). 

Table 8 presents the gamma statistic which examines the relationship between the seven measures 
studied above. We are primarily interested in how each measure is associated with overall 
satisfaction. 

Table 8. Associations between IDC satisfaction measures 

Gamma  1  2  3 4 5 6 

1. Time required to load the form 1.0000 0.9050 0.7072 0.7044 0.9408 0.8063 0.8420 

2. Moving through the form 1.0000 0.7546 0.7310 0.9349 0.7943 0.8604 

3. Availability of the help screens 1.0000 0.9461 0.7552 0.7105 0.6794 

4. Understanding the help information 1.0000 0.7520 0.7088 0.6852 

5. Ease of sending the form 1.0000 0.8817 0.8820 

6. Security and  confidentiality 1.0000 0.8040 

procedures 

7. Overall satisfaction 1.0000 

14 
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Figure 5 gives the multi-dimensional scaling of the seven measures. In Figure 5, we see that the 
time required to load the form (1), ease of moving through the form (2), and ease of sending the 
form (5) are the three closest points to overall satisfaction (7), indicating that each has a strong 
association with overall satisfaction. 

Figure 5. Multi-dimensional scaling for associations between IDC satisfaction measures 

4.2.4 Log-linear modeling 

In Table 8, there is no clear definition of what is considered a significant association. According 
to Agresti (1990), for an I x J table, it is rarely possible to summarize association by a single 
number without some loss of information. We used a log-linear model to further describe the 
relationship between the IDC satisfaction measures. Just as a multiple regression model is more 
informative than a simple correlation, the log-linear model describes associations and provides 
more information than the univariate gamma statistic. We examined all the possible interactions 
of the seven variables that describe IDC satisfaction. We systematically fit several models to find 
which interactions are needed to explain the data well. 

Our best model includes almost all of the possible two-way interactions excluding the interactions 
AB,BG,BE,CD,CG3 (See Appendix D for a log-linear model comparison). That is, all two way 
interactions are important in describing satisfaction except: 

3A=Time required to load the form E =Ease of sending the form

B=Availability of help screens F=Security and confidentiality concerns

C=Understanding of help information G=Overall Satisfaction

D=Moving through the form
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• time required to load the form and availability of the help screens (AB) 
• availability of the help screens and overall satisfaction (BG) 
• availability of the help screens and ease of sending the form (BE) 
• understanding the help information and moving through the form (CD) 
• understanding the help information and overall satisfaction (CG) 

Three of the non-significant interactions (AB,BE,CD) are not surprising. We wouldn’t necessarily 
expect these interactions to be important. The non-significance of the interactions (BG,CG) is, 
however, quite intriguing. One could assume that every variable would be significantly associated 
with overall satisfaction. We see that this isn’t the case for availability of the help screens and 
understanding the help information. Thus, the interactions of availability of the help screens and 
understanding the help information with overall satisfaction are not as important in describing the 
data as the other variables with overall satisfaction. 

Recall that the gamma statistic relates the relative degree of association between two variables. 
The gamma values for the interactions of availability of help screens and understanding the help 
information with overall satisfaction were smaller than the other variables’ association with 
overall satisfaction. This is consistent with our final log-linear model. The associations might 
also be low because, as we will see in Table 9, not many respondents used the help screens. 
Therefore, in general, respondents may not have had a strong opinion concerning the help screens. 

4.2.5 How useful were the IDC help topics? 

On the whole, just about half of the respondents used one or more help topics. Of those 
respondents who did use the help screens, most were satisfied. Respondents rated the usefulness 
of the twelve help topics embedded in the online census form. Respondents found information on 
these twelve topics by clicking on the blue linked text throughout the census form. 

Before discussing the usefulness of these items it is important to note that the respondents did not 
use the IDC help links often. The percent of respondents who reported that they did not use the 
help links ranged from nearly 69 percent to 85 percent for each particular help topic. This is 
important to note, as it reflects other literature that suggests that users rarely use help when 
available. Mayhew (1992) suggests that “users worry that if they go into help they will not be 
able to get back to the place where they were working. Remembering how to navigate in help 
adds a burden to short-term memory. The help information may obscure part of the screen, 
interrupting the user’s primary task and causing loss of context.” Schneiderman (1998) suggests 
that “users’ navigation among online help segments should be recorded and studied, so that we 
can gain a better understanding of what help segments are effective.” 

Table 9 and Figure 6 show the percent of respondents who used the help links for each particular 
help topic. Table 10 and Figure 7 present the usefulness ratings of only those respondents who 
used at least one help topic. The percent of respondents who marked topics ‘very useful’ ranged 
from 49 percent (Race) to 69 percent (Security/Confidentiality). The help topics most prevalent in 
the ‘not at all useful’ category were Hispanic origin (20 percent), Race (18 percent), and 
Telephone number (16 percent). 
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Table 9. Usefulness of IDC help topics 

Help Topics  N Percent 

Use d H elp 

Ve rify form a uthenticity  3071 30.5 

(0.83) 

Numbe r of pe ople in 3048 17.8 

household (0.69) 

Hom e ownership/rent  3046 17.0 

(0.68) 

Name  3044 16.1 

(0.67) 

Rela tionship  3032 14.5 

(0.64) 

Age /Date of birth  3031 17.4 

(0.69) 

Hisp anic o rigin  3022 15.0 

(0.65) 

Race  3032 18.5 

(0.70) 

Telephone number  3026 16.0 

(0.67) 

Submitting the form  3032 21.1 

(0.74) 

Security/Co nfidentiality  3023 31.1 

(0.84) 

OM B approval number  2998 20.1 

(0.73) 

† Standard errors appear in parentheses. 

Figure 6. Usefulness of IDC help topics 

Percent 

Did not use help 

69.5 

(0.83) 

82.2 

(0.69) 

83.0 

(0.68) 

83.9 

(0.67) 

85.5 

(0.64) 

82.6 

(0.69) 

85.0 

(0.65) 

81.5 

(0.70) 

84.0 

(0.67) 

78.9 

(0.74) 

68.9 

(0.84) 

79.9 

(0.73) 
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Table 10. Usefulness of IDC help topics among respondents who used one or more 
help topics 

Help Topics N 

Verify form authenticity 936 

Number of people in household 542 

Home ownership/rent 519 

Name 489 

Relationship 441 

Age/Date of birth 528 

Hispanic origin 452 

Race 560 

Telephone number 484 

Submitting the form 641 

Security/Confidentiality 940 

OMB approval number 604 

† Standard errors appear in parentheses. 

Percent Percent Percent 

Not at all Useful 

(1) 

6.2 

(0.79) 

8.7 

(1.21) 

9.3 

(1.27) 

11.0 

(1.42) 

10.2 

(1.44) 

8.7 

(1.23) 

19.9 

(1.88) 

17.9 

(1.62) 

16.3 

(1.68) 

5.2 

(0.87) 

4.4 

(0.67) 

6.8 

(1.02) 
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Useful Very Useful 

(2) (3) 

32.9 60.9 

(1.54) (1.60) 

30.8 60.5 

(1.99) (2.10) 

35.7 55.1 

(2.10) (2.19) 

34.2 54.8 

(2.15) (2.25) 

34.5 55.3 

(2.27) (2.37) 

30.9 60.4 

(2.01) (2.13) 

29.9 50.2 

(2.16) (2.35) 

33.0 49.1 

(1.99) (2.11) 

33.3 50.4 

(2.14) (2.28) 

27.5 67.4 

(1.76) (1.85) 

26.9 68.7 

(1.45) (1.51) 

26.3 66.9 

(1.79) (1.92) 



--- ---

--- ---

Figure 7. Usefulness of IDC help topics among respondents who used one or more 
help topics 

4.2.6 From what location did users access IDC? 

Eighty-five percent of respondents submitted their Census 2000 Internet Form from home, while 
almost 14 percent accessed the site from work. Less than one percent submitted their form from 
a school or some other place. Fewer than ten respondents selected ‘library’. Table 11 shows the 
locations from which IDC users primarily accessed the Census 2000 Internet Form. Some data 
are withheld due to insufficient sample size. 

Table 11. Location from which IDC users accessed the Census 2000 Internet Form 

Location Frequency Percent 

Home 

Work 

School 

Library 

Some other place 

Total 

†Standard  errors appear in parentheses. 

2728 85.3 

(0.63) 

435 13.6 

(0.61) 

22 0.7 

(0.15) 

3199 100 .0 
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4.2.7 How did IDC users hear about the Census 2000 Internet form? 

The media (television/radio/newspaper) was the most marked answer, with over 52 percent. This 
is not surprising, since IDC was not a part of the Census 2000 advertising campaign, and 
publicity came primarily from the media. The Census 2000 Home Page was marked by over 14 
percent of respondents.  Surprisingly, almost ten percent of respondents said that they heard 
about the Census 2000 Internet Form through the letter attached to the Census form. However, 
only households selected for the RMIE actually received a letter informing them of the Internet 
filing option. Respondents may have confused this response option with the advance letter, which 
contained the Census web address, but did not mention the Census Internet Form. 

Table 12 gives the distribution of where users heard about the Census 2000 Internet Form. 
Respondents indicated where they heard about the Census 2000 Internet Form by marking one or 
more of the 11 given categories. Since respondents could mark more than one response, the 
responses do not add to 100 percent. Figure 8 presents the information in a bar graph. 

Table 12. How IDC users heard about the Census 2000 Internet Form 

Source Frequency Percent of Total # 

Census 2000 H ome Page


Main U.S. Census Bureau web site


Internet service provider


Major web site


Internet news web site


Other Internet site


Television/Radio/Newspaper (Media)


Toll free Census telephone help line


Census In Schools program


Letter attached to the Census form*


Other


Total # of Respondents 

†Standard errors appear in parentheses. 

of Respondents 

454 14.3 

(0.62) 

187 5.9 

(0.42) 

288 9.1 

(0.51) 

103 3.3 

(0.32) 

183 5.8 

(0.41) 

136 4.3 

(0.36) 

1658 52.4 

(0.89) 

169 5.3 

(0.40) 

28 0.9 

(0.17) 

310  9.8 

(0.53) 

342 10.8 

(0.55) 

3167 

††Respondents could mark more than one response. 

* The letter was included with Census materials only for those households selected for the RMIE. 
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Figure 8. How IDC users heard about the Census 2000 Internet Form 

5. RECOMMENDATIONS 

The customer satisfaction surveys provided some very insightful information regarding how well 
the users perceived the Census 2000 web site. Overall, respondents were quite satisfied with 
IDC. On the other hand, users were generally unsatisfied with IQA and the help information 
contained within. Taken together, these results suggest a variety of areas for further research and 
exploration. 

5.1 System Design 

•	 Implement a content redesign of the Internet census help instrument. While respondents 
found the help screen information easy to understand, they were generally unsatisfied with 
the information presented. The IQA help information on specific census topics came 
primarily from the QRB, and focused on questions about the census questionnaire. 
Respondents had questions about much more than just the questionnaire. We need to 
update and enhance the information available from the QRB as well as investigate the use 
of other resources that would provide helpful information to users. 

5.2 Customer satisfaction survey implementation 

•	 To increase survey quality with better user representation, consider alternate survey 
implementation choices, such as a pop-up survey rather than a link. Advantages of using a 
pop-up survey include: 

-Systematic selection of every ‘nth’ visitor 
-Survey automatically pops up on screen (using a new browser window) 
-Use of “cookies” to ensure that each user only completes the survey once. 
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5.3 Research and Testing 

•	 Conduct research on knowledge and perceptions of the decennial census.  The 
implementation of the Census 2000 web site was somewhat small scale, and did not 
require extensive research prior to implementation. However, it is important to put more 
focus on research for future projects or there may be severe implications for a similar 
large-scale implementation in 2010. Design research based on these survey findings. 

•	 Look beyond restricting online assistance to questionnaire help. To maximize customer 
satisfaction we should investigate all kinds of relevant census information that may be 
helpful to users. 

• Incorporate usability testing to explore the user expectations and preferred content of IQA. 

•	 Conduct an evaluation during the 2004 Census Test in which evaluation methodologies 
and production requirements are developed simultaneously. 
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Appendix A-1: IQA Survey 

OMB No. 0607-0760 

The Census Bureau would like to know how well the Census 2000 Internet 
help screens worked for you. Please take a few moments to answer our 
questions and give us your opinions about the on-line help.  Your answers are 
voluntary and confidential and will help us learn where improvements are 

needed in future Census Internet products. Thank you in advance for your 
participation. 

1.	 A. How easy was it for you to find the topics you were looking for while using the 
Internet help screens? 

Not at all easy Easy Very easy 
1  2  3 

B. Overall, how easy was it to understand the Internet help screen information? 

Not at all easy Easy Very easy 
1  2  3 

C. Overall, how helpful to you was the Internet help screen information? 

Not at all helpful Helpful Very helpful 
1  2  3 

D. Overall, how satisfied are you with the Internet help screens? 

Not at all satisfied Satisfied Very satisfied 
1  2  3 

2. From which location did you primarily use the Census 2000 Internet help screens? 

� Home

� Work

� School

� Library

� Some other place, please specify_______________
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Appendix A-1: IQA Survey 

3.	 How did you hear about the Census 2000 Internet help screens? Please mark all that 
apply. 

G From the Main U.S. Census Bureau web site (www.census.gov)

G From an Internet Service Provider (AOL, MSN, Mindspring, etc.)


G From a major web site (Yahoo, Netcenter, AltaVista, etc.)

G From an Internet news web site (ABC, MSNBC, CBS, etc.)

G From some other Internet site (not covered above)


G Through television/radio/newspaper

G Through the toll free Census telephone help line

G Through the Census In Schools Program


G Through the letter attached to the census form you received in the mail

G Other, please specify______________________


4.	 Did you know that some census forms are available for you to complete through the 
Census 2000 web site? 

__Yes __No 

5. Do you intend to submit your census form through the Census 2000 web site? 

__Yes

__No, my type of form was not available through the Census 2000 web site.

__No, I tried to submit the Internet form and was unsuccessful.

__No, I have security concerns.

__No, I prefer to use the paper form.

__No, I have already completed the paper form.

__No, some other reason, please specify______________________________

__Not sure


Submit this survey 
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Appendix A-2: IDC Survey 

OMB No. 0607-0760 

The Census Bureau would like to know how well the Census Internet Form 
worked for you.  Please take a few moments to answer our questions and give 
us your opinions on the Census Internet Form. Your answers are voluntary 
and confidential and will help us learn where improvements are needed in 

future Internet products. Thank you in advance for your participation. 

IV How satisfied are you with the following aspects of the Census 2000 Internet Form? 

Very 
Dissatisfied 

1 

Dissatisfied 

2 

Neither 
Satisfied 
nor 
Dissatisfied 

3 

Satisfied 

4 

Very 
Satisfied 

5 

Time required to 
load the form 

� � � � � 

Moving through 
the form 

� � � � � 

Availability of 
help screens 

� � � � � 

Understanding the 
help information 

� � � � � 

Ease of sending 
the form 

� � � � � 

Security and 
confidentiality 
procedures 

� � � � � 

2. Overall, how satisfied are you with the Census 2000 Internet Form? 

Very Dissatisfied Dissatisfied Neither Satisfied Satisfied Very Satisfied 
nor Dissatisfied 

1  2 3 4 5
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Appendix A-2: IDC Survey 

3.	 While you were completing the Census 2000 Internet Form, help was available for a 
variety of topics (if you clicked on the linked text). In the following chart, please mark 
how useful the help information was to you. For topics on which you did not use help, 
please mark ‘NA’. 

Help Topics 
How useful was the information? 

Not at all 
Useful 

1 

Useful 

2 

Very 
Useful 

3 

Did not 
use this 
topic 

NA 

Verify form authenticity � � � � 

Number of people in 
household 

� � � � 

Home ownership/rent � � � � 

Name � � � � 

Relationship � � � � 

Age/Date of birth � � � � 

Hispanic origin � � � � 

Race � � � � 

Telephone number � � � � 

Submitting the form � � � � 

Security/Confidentiality � � � � 

OMB approval number � � � � 

4. From which location did you submit your Census 2000 Internet Form? 

� Home

� Work

� School

� Library

� Some other place, please specify_______________
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Appendix A-2: IDC Survey 

5. How did you hear about the Census 2000 Internet Form? Please mark all that apply. 

G From the Census 2000 Home page (www.2000.census.gov)

G From the Main U.S. Census Bureau web site (www.census.gov)

G From an Internet Service Provider (AOL, MSN, Mindspring, etc.)


G From a major web site (Yahoo, Netcenter, AltaVista, etc.)

G From an Internet News web site (ABC, MSNBC, CBS, etc.)

G From some other Internet site (not covered above)


G Through television/radio/newspaper

G Through the toll free Census telephone help line

G Through the Census In Schools Program


G Through the letter attached to the census form you received in the mail

G Other, please specify______________________


Submit this survey 
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Appendix B 
Log-linear models 

Screening and building a log-linear model 

First, we analyzed a model with seven variables: (1) time required to load the form, (2) moving 
through the form, (3) availability of help screens, (4) understanding the help screen information, 
(5) ease of sending the form, (6) security and confidentiality procedures, and (7) overall 
satisfaction, including all 2-way interactions: 

Next, we will delete an arbitrary interaction, , from the model. By comparing the G2 statistics 
and the p-value for the initial model vs. the reduced model we will determine whether the 
interaction is significant. If the G2 and the p-value are roughly the same for the two models we can 

conclude that is not significant and we can drop the interaction from the model. 

Consequently, we can exclude any three-way interactions that include , such as If, 

is significant, we cannot drop any three-way interactions that include .We will 
perform this procedure for each two-way interaction, hoping to eliminate as many terms as 
possible to achieve the simplest model. Any higher-level interactions greater than three are 
extremely difficult to interpret; consequently, we will ignore them in our analysis. 

however, 

Interpreting the results 

The G2 statistic, its p-value, and the degrees of freedom of the model are the criteria of a good fit. 
Specifically, we are looking for a simple model with a small G2 , a large p-value, and a large 
number of degrees of freedom. Adding additional model terms will always decrease the value of 
the G2 statistic. If the additional terms don’t make an important contribution to the model then the 
G2  statistic will decrease by only a small amount and the significance level may actually decrease, 
indicating a poorer fit to the data. This is analogous to linear regression in which the mean 
squared error may increase when forcing non-significant independent variables into the model. 
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Example of the results 

Suppose we have the summary statistics for several log-linear models: 

Model d.f p-value 

Model 1  (AC,BC,ABC) 20.68 34 0.3624 

Model 2 (AB,CD) 21.01 35 0.4551 

Model 3  (AB) 34.98 36 0.0558 

Model 4 (BC) 36.22 36 0.0126 

Which model should we choose? Recall, we want a simple model with a small G2, a large p-value 
and large number of degrees of freedom. By these criteria, we will go with Model 2. The G2 for 
Model 1 is smaller, but just barely. Notice, however, that the p-value for Model 1 actually 
decreases. We identify Model 2 as the best fit. 
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Appendix C 

Table 13. IDC satisfaction ratings for the Census 2000 Internet Form 

Variable 

Time required to load 

the form 

Moving through the 

form 

Availability of help 

screens 

Help Users Only 

Understanding help 

info. 

Help Users Only 

Ease of sending form 

Security and 

Confidentiality 

procedures 

Overall Satisfaction 

Percent Percent Percent Percent Percent 

N VD D Neither S VS 

(1) (2) (3) (4) (5) 

3216 4.1 0.9 2.8 28.1 64.2 

(0.35) (0.17) (0.29) (0.79) (0.85) 

3210 4.2 1.8 3.5 27.6 62.9 

(0.36) 0.24) (0.32) (0.79) (0.85) 

3118 3.7 0.8 21.8 24.3 49.4 

(0.34) (0.16) (0.74) (0.77) (0.90) 

1593 3.83 1.19 11.86 27.62 55.49 

(0.48) (0.27) (0.81) (1.12) (1.25) 

3096 3.8 0.8 23.0 24.0 48.4 

(0.34) (0.16) (0.76) (0.77) (0.89) 

1587 3.91 1.39 13.11 27.10 54.51 

(0.49) (0.29) (0.85) (1.12) (1.25) 

3199 4.2 0.7 1.0 17.5 76.7 

(0.35) (0.14) (0.18) (0.67) (0.37) 

3192 4.5 0.6 7.0 27.2 60.7 

(0.13) (0.45) (0.79) (0.86) (0.36) 

3198 4.4 1.4 3.2 25.9 65.1 

(0.36) (0.21) (0.31) (0.77) (0.84) 
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Appendix D 

Log Linear Model Comparison4 

Model 

Model 1--A ll two-w ay interactions 

Model 1a 

(AC,AD,AE,AF,AG,BC,BD,BE, 

BF,BG,CD,CE,CF,CG,DE,DF,DG, 

EF,EG,FG) 

Model 1b 

(AC,AD,AE,AF,AG,BC,BD,BF, 

CD,CE,CF,CG,DE,DF,DG,EF,EG,FG) 

Model 1c 

(AC,AD,AE,AF,AG,BC,BD,BF, 

CE,CF,DE,DF,DG,EF,EG,FG) 

Model 1d 

(AC,AD,AE,AF,AG,BC,BD,BF, 

CE,CF,DE,DF,DG,EF,FG) 

Model 2 

(ADE,ADF,AEF,ADG,AEG, 

DEG,EFG) 

G-squared d.f. p-value 

105.16 99 .3170 

105.17 100 .3422 

106.27 102 .3664 

110.68 104 .3087 

123.30 105 .1072 

4255.22 105 0.000 

Which model should we choose? Recall from Appendix B, we want a simple model with a small 
G2, a large p-value and a large number of degrees of freedom. By these criteria, we will go with 
Model 1c. The G2 for Model 1b is smaller, but just barely and it includes two more interactions. 
We identify Model 1c as the simplest and best fitting model. 

4A=Time required to load the form E=Ease of sending the form

B=Availability of help screens F=Security and confidentiality concerns

C=Understanding of help information G=Overall satisfaction

D=M oving through the form
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EXECUTIVE SUMMARY 

There were four goals for the Be Counted Campaign of Census 2000: 

• to count persons who did not receive a census questionnaire, 
• to count persons who believed they were not included on any other census form, 
• to encourage participation of persons who are traditionally undercounted in the census and 
• to provide a means for persons with no usual residence to be counted. 

Was the Be Counted Campaign a Success by Meeting the Four Proposed Goals? 

•	 Respondents returned 804,939 Be Counted Forms to the Census Bureau. The Census 
Bureau expected approximately one million Be Counted Forms to be returned during 
Census 2000. Of the 605,905 Be Counted Forms that were included in census processing, 
239,128 Be Counted Forms added persons to the census not included on other Census forms. 
These numbers exclude Be Counted Forms sent to other Census operations, including 
Service Based Enumeration and Special Place/Group Quarters enumeration. 

•	 There were 236,482 households where the household contained some persons who were only 
enumerated from the Be Counted Form return. Of these households, 116,019 were 
enumerated only by Be Counted Forms and the remaining 120,463 were enumerated by Be 
Counted Forms as well as other census forms. 

•	 There were 560,880 persons added to the census through the Be Counted Forms. This is 
more than double the number of persons added from the “Were You Counted?” program of 
the 1990 Census. There were higher percentages of groups traditionally undercounted than 
were observed in the census overall. These groups include renters, children and minority 
groups. This means that Be Counted Forms increased coverage in groups that have been 
hard to count. Approximately 40.7 percent of all Be Counted Forms that were picked up by 
respondents from distribution sites were non-English forms, most of which were Spanish. 

•	 There were also approximately 15,410 Be Counted Forms that were returned to the Census 
Bureau that were determined to be persons with no usual residence. This is also important 
because this group is extremely hard to count. 

What were the Shortcomings in the Be Counted Campaign? 

•	 The Census Bureau printed 16,326,400 Be Counted Forms. The number of Be Counted 
Forms shipped to the Local Census Offices (LCOs) was 13,415,711 of which 1,748,199 
were picked up by respondents from the distribution sites. We were unable to determine 
how many of the forms shipped to the LCOs were distributed to the distribution sites. There 
were 804,939 Be Counted Forms returned to the Census Bureau. This means 89.3 percent 
of the forms printed were never picked up and 4.9 percent were returned. 
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•	 The Census Bureau flagged census tracts potentially needing a Be Counted Distribution Site 
or Questionnaire Assistance Center. This was done because the Planning Database indicated 
the tract was known to have high concentrations of populations that were hard to enumerate 
or had special language needs. Of the 8,783 tracts flagged for a site, 57.8 percent of them 
had a site located in them. 

Considering the ability to meet our goals, overall the Be Counted Campaign was a success. It 
added 560,880 persons to the census through this program. While this number is small, these are 
people that would have been missed without this program. 

What can We Recommend? 

Since all four goals were largely met and since 560,880 persons were added to the census from 
Be Counted Forms, the Census Bureau staff should consider the following points if 
implementing an operation like the Be Counted Campaign in 2010. 

•	 There were discrepancies in the counts that came from the Non-ID Evaluation File and the 
Decennial Response File - Stage 2. Further analysis is recommended to explore the reasons 
for these discrepancies in order to prevent them in the future. This change would aid in the 
future evaluation of this operation. 

•	 There was a high number of sites classified as “Other”. A review of write-in responses 
indicates that schools and municipal buildings were locations that were used frequently. 
Therefore, these should be added as separate categories. 

•	 The evaluation planned to look at the Be Counted Forms that were matched/geocoded either 
through the automated system or by clerical staff. These data were available but inconsistent 
with the data used for this report. We were unable to reconcile these differences; thus, we 
were unable to report the matched/geocoded cases by whether they were automated or 
clerically processed.  Further analysis should be done to investigate the number of Be 
Counted Forms matched/geocoded by the two different methods. If feasible, the automated 
matching should be done in real time. If a match is made to an ID in real time, then it could 
be excluded from Nonresponse Followup. The forms that go to clerical matching/geocoding 
would need a separate processing strategy. If this change is feasible and is made, it would 
make this operation a more effective mode of enumeration and would decrease the workload 
of Nonresponse Followup. 

•	 When the Census Bureau was unable to match the respondent provided address to another 
address on the Decennial Master Address File, the Be Counted Forms then went to Field 
Verification. Some of these cases were coded as a duplicate, in which case the data on the 
Be Counted Form were removed from further processing. The Be Counted Form data were 
not linked to the census ID return information. There were 33,808 (16.8 percent) 
Be Counted Forms where this occurred. In the future Field Verification should be designed 
to permit the enumerator to record the census ID of the Be Counted Form duplicates. The 
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data processing system should collect the information, so the Be Counted Form data can be 
linked to the corresponding census ID. Making this change would improve the census 
address list. 

•	 As part of the non-English mail questionnaire processing, the “Just-In-Case” box was used 
to track the language of the non-English form and whether translation or transcription was 
needed. This process was not done for the Be Counted Forms, therefore no language data 
are available for those Be Counted Forms included in the Census.  In the future, a process 
should be implemented so the language of the Be Counted Form is retained. This would aid 
planning this program in future censuses. 
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1. BACKGROUND 

During the 1980 and 1990 Censuses the Census Bureau used a post Nonresponse Followup 
(NRFU) campaign called "Were You Counted?" in order to allow persons who believed they 
were not counted an opportunity to be counted. This campaign did not start until most census 
field enumeration activities were completed. The "Were You Counted?" campaign printed 
“Were You Counted?” forms in local newspapers and other media. Anyone believing they were 
not counted could complete and return a “Were You Counted?” form. 

The 1980 “Were You Counted?” evaluation estimated that 62,000 forms, containing about 
140,000 persons, were received. Of these persons about 71,000 were added to the census after 
unduplication (U.S. Bureau of the Census, 1987). 

In 1990 the Census Bureau received about 352,800 “Were You Counted?” forms. From these 
forms, about 260,000 persons were added to the census (U.S. Bureau of the Census, 1993). 

During planning for the 2000 Census, the Census Bureau researched many different approaches 
to improving respondent participation in the census. The Be Counted Campaign, similar to the 
“Were You Counted?” program, was designed as a tool: 

• to count persons who did not receive a census questionnaire, 
• to count persons who believed they were not included on any other census form, 
•	 to encourage participation of persons who traditionally have been disproportionately 

undercounted in the census and 
• to provide a means for persons with no usual residence to be counted. 

During the1995 Census Test, Be Counted Forms (BCFs) were widely available and heavily 
promoted. They were easily accessible in a multitude of generic distribution sites, such as city 
halls, all post offices and libraries, and other areas within the community such as grocery stores, 
community-based organizations, and laundromats. 

Additionally for the 1995 Test, the Be Counted Campaign utilized the toll-free 1-800 telephone 
number from Telephone Questionnaire Assistance program in its advertisement. Respondents 
could call the toll-free Telephone Questionnaire Assistance number and request that we mail 
them a form in any of the five available languages (English, Spanish, Chinese, Tagalog, and 
Vietnamese). Unless the caller had a census identification number and wanted the same type of 
questionnaire that they initially received, the form mailed was a BCF. Respondents could also 
call the Telephone Questionnaire Assistance number and provide their data over the phone as 
part of the Reverse-Computer-Assisted Telephone Interview (CATI) operation. The Reverse-
CATI was first tested in the 1995 Census Test and provided English language interviews only. 
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For the 1995 Census Test, we evaluated BCFs from the standpoint of operational feasibility, 
frequency of use, and the coverage yield of making them available at public locations. The 1995 
Census test sites contained approximately 210,000 housing units and approximately 540,000 
persons (U.S. Bureau of the Census, 1996b). In the three test areas a total of 1,698 BCFs were 
returned, 1,352 enumerating Whole Households (WHHs) and 346 enumerating Partial 
Households (PHHs). A total of 4,596 persons were enumerated on these forms, with 91.4 
percent being included in the 1995 Census Test (U.S. Bureau of the Census, 1996c). 

The Census 2000 Dress Rehearsal included a Be Counted Campaign. The BCFs were available 
in six languages - English, Spanish, Chinese, Vietnamese, Mien, and Russian. The availability of 
the forms was limited to targeted locations within the test site that were identified by Local 
Census Office (LCO) staff, community groups and local governments. The promotion was also 
limited - consisting of posters outside of the distribution sites. The BCFs were also distributed at 
Questionnaire Assistance Centers (QACs). The availability of the BCFs was limited to the time 
frame between Census Day and the beginning of NRFU. Reverse-CATI was also available, and 
the interview that was conducted was a BCF interview. 

The housing unit count for the Census 2000 Dress Rehearsal in the three test areas was 
approximately 430,000 housing units (U.S. Bureau of the Census, 1999a). The population count 
for the Census 2000 Dress Rehearsal in the three test areas was approximately 1,070,000 persons 
(U.S. Bureau of the Census, 1999a). During the Census 2000 Dress Rehearsal in the three test 
areas a total of 2,379 BCFs were returned. Of these BCFs, 1,523 were eligible to be included in 
census. From these forms a total of 1,707 persons were enumerated that would not otherwise 
have been included in the Census 2000 Dress Rehearsal (U.S. Bureau of the Census, 1999b). 

The Census 2000 Be Counted Program provided a means for persons to be included in Census 
2000 who may not have received a census questionnaire or believe they were not included on 
one. The program also provided an opportunity for persons who have no usual address on 
Census Day to be counted in the census. The Census 2000 BCF contained Census short form 
data questions, a question indicating whether the form is being completed for the respondent’s 
WHH, and several additional questions needed to geocode the respondent’s address and process 
the completed forms. The form number for the BCF was D-10 and the form follows in 
Appendix A. 

The BCFs were not intended to replace the addressed census questionnaire, so they were only 
made available to the public in targeted locations in hard to enumerate areas. The sites for 
placing BCFs in hard to enumerate areas were identified through the use of Population Division’s 
Planning Database, and through consultations with local partners. This was done to improve the 
coverage in these areas. 

The Census Bureau expected to have approximately 85,000 Be Counted sites for Census 2000. 
In addition, the QACs had a supply of BCFs available. The BCFs were available in English, 
Spanish, Chinese, Korean, Tagalog and Vietnamese. The Census Bureau printed and distributed 
about 16 million BCFs in anticipation of receiving about one million completed forms. 
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The BCFs were available in the targeted locations on March 31, 2000 and were removed from 
the sites on April 17, 2000. These dates coincided with Census Day (April 1, 2000) and the start 
of NRFU.  Respondents were able to call the Telephone Questionnaire Assistance number and, if 
they met certain criteria, they could provide their short-form data via a Reverse-CATI interview. 
If the respondents did not know their census ID, they could request a form, and a BCF would be 
mailed to their address. The BCFs that were received for persons with no usual residence were 
counted in the service-based enumeration population. For a more detailed look at BCFs received 
from persons with no usual residence or persons living in Special Place/Group Quarters (SP/GQ) 
situations see U.S. Bureau of the Census, 2001c and U.S. Bureau of the Census, 2001d, 
respectively. 

The addresses on the BCFs were matched to the addresses on the Master Address File (MAF) 
and the Decennial Master Address File (DMAF). 

• If the BCF address could not be geocoded, it was not included in the census. 

•	 If the address on the BCF matched to both the MAF and the DMAF, the BCF was linked to 
the ID on these files that had the corresponding address. 

•	 If the address from the BCF was only matched to an address on the MAF or did not match to 
an address on either file, the address from the BCF was sent to geocoding. 

• If the BCF address geocoded, then the BCF address was sent to Field Verification. 

•	 Field Verification consisted of an enumerator visiting the address, provided by the 
respondent, and determining the status of this address. The status from Field Verification 
could be one of the following: verified as existing, determined not to exist (delete) or 
determined to be a duplicate of an address already in the DMAF. 

•	 If these BCF addresses were verified to exist, the address and person information was 
included in the census. 

•	 If the BCF address was determined to be a delete or a duplicate, then it was not included in 
the census. 

•	 If the BCF address could not be geocoded, regardless of whether it matched or not, it was 
not included in the census. 

See Appendix B for a flowchart of BCF Processing. 
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2. METHODOLOGY 

To create this report we used six data sources: 

• the Census 2000 Check In files, 
• the Non-ID Evaluation file, 
• the Decennial Response File – Stage 2 (DRF2), 
• the Hundred percent Census Edited File with the reinstated cases(HCEF_D’), 
• the Decennial Master Address File (DMAF) 
• the Planning Database (PDB) 
• the Operation Control System (OCS) 2000 Data Warehouse and 
• the March 2001 Master Address File (MAF) Extract 

Each file will be addressed as to how they were used within this report. 

2.1 The Census 2000 Check-In Files 

The Census 2000 Check-In files were created by Lockheed Martin at the Data Capture Centers, 
one for each day at each of the four centers. The BCF Check-In files included a code for the 
BCF type (language) with a count for each type. These files were created each day check-in 
occurred. These files were used to get a count of how many BCFs were returned to the Census 
Bureau. 

2.2 The Non-ID Evaluation File 

This file was created by Decennial Systems and Contracts Management Office (DSCMO) and 
contained every Non-ID census return. The universe of BCFs was created by selecting only the 
D-10 forms from the file, variable FORMTYPE equals 090 through 097. For more information 
about the variable FORMTYPE see Appendix C. This file was used to get a count of the 
outcome of the processing for the BCFs. 

2.3 The Decennial Response File – Stage 2 

This file was produced by DSCMO and includes information about the outcomes of the Primary 
Selection Algorithm. The records that were included on this file were household returns. All D-
10 form returns were selected from the DRF2 as the universe of valid BCF returns, variable RFT 
= 7. For more information about the variable RFT see Appendix D. This file was used to look 
at which BCFs were selected during Primary Selection Algorithm. In addition, the DRF2 
supplied housing unit and person characteristics data. 

2.4 The Hundred percent Census Edited File with the Reinstated Cases 

This file was created by DSCMO and includes information about housing unit and person data 
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that were included in the census count. The cases/records selected from the DRF2 were used as 
the universe file. The DRF2 selected records were matched to the HCEF_D’ based on census ID, 
on the DRF2 variable RUID and on the HCEF_D’ variable MAFID. For more information about 
the variable RUID see Appendix D and about the variable MAFID see Appendix E. This file 
was used to see if the BCFs identified by the DRF2 were included on the HCEF_D’. 

2.5 The Decennial Master Address File 

This file was created by DSCMO containing information about each address on the MAF that 
was eligible to be in the census address list (DMAF). This file was used to determine which 
addresses were flagged for the census long form sample that returned only a BCF, variable 
ASAM = 6. For a description of the variable ASAM see Appendix F. The records selected from 
the DRF2 were used as the universe file. The DRF2 selected records were matched to the DMAF 
based on census ID, on the DRF2 variable RUID and on the DMAF variable MAFID. For more 
information about the variable RUID see Appendix D and about the Variable MAFID see 
Appendix F. 

2.6 The Planning Database 

This file was created by Population Division (POP) for planning purposes based on 1990 census 
tract data. The PDB includes information at the census tract level. Each tract on the PDB 
includes flags for the Be Counted Site and the QAC flags variables, BCF_* and QAC_*, where * 
represents three characters for a particular language. For a complete list of the flags used from 
the PDB see Appendix G. 

2.7 The Operation Control System 2000 Data Warehouse 

This warehouse was created by Technologies Management Office (TMO) using data from

OCS 2000. This warehouse contains the information collected about each operation by Field

Division (FLD) during the census. The data for this evaluation was extracted from the OCS 2000

Be Counted section of the Data Warehouse. The extract contained tracts that were identified as

having at least one Be Counted or QAC site within the tract, identified by the “Number of Sites”

option under the metrics section of the warehouse program.


2.8 The March 2001 Master Address File Extract 

The March 2001 MAF extracts are used for some of the analysis done in this evaluation (see 
Appendix D for a complete list of variables used). These extracts are address files created by the 
Geography Division. The files contain housing unit and Group Quarters addresses as well as 
characteristics about these addresses. For this evaluation, we focused only on housing units. 
Therefore, we excluded all Group Quarters addresses prior to the analysis phase. 

We used the original source variable from the March 2001 MAF extracts to determine the Be 
Counted universe. We took only records where the original source variable was equal to Be 
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Counted and/or TQA (OS=28, 29 or 30).

Evaluations of the MAF-building operations required identification of the source of every

address on the MAF, which did not exist on the MAF. An original source variable was defined

and created by Planning, Research and Evaluation Division (PRED) and Decennial Statistical

Studies Division (DSSD). This variable identifies the first operation or file to add the address to

the MAF, with the following three qualifications:


•	 If one operation added an address, but it was found by a later operation to exist in a different 
Type of Enumeration Area (TEA), the first operation does not receive credit for adding this 
address. 

•	 Not every address in the MAF has sufficient operation information to indicate how the 
address was added to the MAF. 

•	 In cases where one MAF-building operation overlapped with one or more other MAF-
building operations, if the address was added independently in each operation, we give 
credit to each operation. An example of this is Local Update of Census Addresses 1998 and 
Block Canvassing. 

Therefore, the original source variable identifies the first operation or operations to add the 
address to the TEA in which it exists for the census, provided there is sufficient information to 
identify a TEA and an operation.  For additional information on how the original source variable 
was defined, see U.S. Census Bureau, 2001a. 

A portion of this evaluation looks at addresses by type of address information. We classify 
addresses into five categories based on the highest criteria met. The categories are: complete 
city-style, complete rural route, complete post office box, incomplete address and no address 
information. 

•	 The complete city-style category includes all units that had complete city-style addresses, 
which consists of a house number and street name. 

•	 The complete rural route category includes units that did not have a complete city-style 
address but did have a complete rural route address, such as Rural Route 2, Box 3. 

•	 The complete post office box category includes units that did not have a complete 
city-style or complete rural route address but did have a complete post office box address, 
such as P.O. Box 5. 

•	 The incomplete category includes units that had some address information but did not have a 
complete address of any type. 

•	 The no address information category includes units that are missing house number, street 
name, Rural Route, and Post Office box information. 

Addresses are further delineated by whether or not the address had a physical/location description 
provided during a census field operation. For additional information on how this variable was 
defined, see U.S. Census Bureau, 2001c. For a list of variables used from the March 2000 MAF 
Extract see Appendix I. 
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3. LIMITATIONS 

When considering the results of the evaluation, keep in mind several limits: 

�	 There are count discrepancies between the files used for evaluation. There were two such 
discrepancies. First, the Check-In files and the Non-ID Evaluation file should have identified 
the universe of BCFs returned to the Census Bureau. They each resulted in a universe of 
size 779,140 and 804,939 respectively. This is a difference of 25,799 BCFs. Second, the 
Non-ID Evaluation file and the DRF2 should have identified the universe of valid BCFs, 
from Matching or Field Verification. They resulted in a universe of 506,026 and 605,905 
respectively. This is a difference of 99,879. We were unable to determine the explanation 
for these discrepancies. This should be considered as a point for further research. 

�	 For this evaluation, tract level data were obtained from the PDB and the OCS 2000 Data 
Warehouse. Data from these sources were matched by tract. Inconsistencies occurred when 
the matching was performed due to the following two reasons. First, The PDB contained the 
planned Census 2000 tract numbers. The OCS 2000 Data Warehouse contained the actual 
Census 2000 tract numbers. Some planned tract numbers were not the same as the actual 
tract numbers used for the census. Second, the source of the OCS 2000 Data Warehouse 
information came from a clerical keying operation in the Local Census Office. Errors in the 
keying of tract number may have occurred. As a result of these two inconsistencies, 2,483 
tracts of the 63,890 tracts on these two data sources did not match. 

•	 The ‘Number of Units at this Basic Street Address’ variable is overstated. It is based on 
addresses that are eligible to be in the census instead of on addresses included in the census. 
This variable is used to determine whether an address belonged to a single or multi-unit 
structure. Also, only city style addresses were matched to created multi-unit addresses. All 
non-city style addresses are treated as single unit addresses. 

•	 The type of enumeration areas, enumeration methodologies, and analysis variables for 
Census 2000 may differ from previous censuses. Caution should be taken when comparing 
results across censuses. An example of an analysis variable that has changed from 1990 is 
size of structure--the closest approximation being size of basic street address in Census 
2000. In the 1990 census, we had a census question asking the respondent the size of 
structure. In Census 2000, we defined the size of basic street address based on an address-
level algorithm. 

•	 In this evaluation, we look at address information in the following categories: complete 
city-style, complete rural route, complete post office box, incomplete, or no address 
information. Because of the way the address information is stored on the MAF, we are 
unable to distinguish between addresses that are used for mailing and those that are used for 
locating addresses in field operations. 

7




•	 The evaluation planned to look at the Be Counted Forms that were matched/geocoded either 
though the automated system or by clerical staff. These data were available but inconsistent 
with the data used for this report. We were unable to reconcile these differences; thus, we 
were unable to report the matched/geocoded cases by whether they were automated or 
clerically processed. 

4. RESULTS 

In order to determine the success of the Be Counted Campaign for Census 2000, the workload 
and cost of this operation and the extent to which the goals for the program were met need to be 
determined. The description of the workload follows in Section 4.1. The characteristics of 
households returning a BCF will be discussed in Section 4.2. The demographic characteristics 
for persons added by the Be Counted Campaign for Census 2000 follows in Section 4.3. The 
cost and time line for the Be Counted Campaign for Census 2000 follows in Section 4.4. 

4.1 What was the Workload of the Be Counted Campaign for Census 2000? 

The workload of the Be Counted Campaign can be broken up into two parts, implementing the 
program and the processing of the BCFs. Each will be explored separately. The implementation 
component of the workload consists of the printing and distribution of the BCFs. The processing 
component of the workload consists of the check in and the outcome of processing of the BCFs. 

4.1.1 What was the Workload Associated with Implementing the Be Counted Campaign for 
Census 2000? 

In this section, the workload associated with implementing the Be Counted Campaign will be 
explored. The operational component of the workload consists of the printing and distribution of 
the BCFs. The Census Bureau printed a total of 16.3 million BCFs. This includes English and 
Spanish BCFs for both stateside and Puerto Rico and an additional four Asian language BCFs for 
stateside. These include Chinese, Korean, Tagalog and Vietnamese. There were 13.4 million 
BCFs shipped to the LCOs, of which 1.7 million were picked up, which is 10.7 percent of the 
BCFs printed. We were unable to determine how many of the forms shipped to the LCOs were 
distributed to the distribution sites. Table A contains a breakdown of the number of BCFs 
printed and picked up by language for both stateside and Puerto Rico during Census 2000. 
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Table A. Frequency and Percent of Be Counted Forms Printed and Picked Up by 
Language 

BCFs Printed Percent of Printed Forms 

Language # % Shipped to LCOs Picked Up 

Total 16,326,400 100.0 82.2 10.7 

English 12,060,000 73.9 87.7 8.6 

Spanish 3,360,000 20.6 69.5 15.0 

Chinese 247,200 1.5 80.3 28.2 

Korean 216,300 1.3 79.8 20.5 

Tagalog 236,900 1.5 28.3 18.3 

Vietnamese 206,000 1.3 31.3 23.9 

Source: Data provided by the Printing Branch of DSCMO and OCS 2000 Data Warehouse 
# of English BCFs printed includes 12,000,000 stateside and 60,000 for Puerto Rico 
# of Spanish BCFs printed includes 3,000,000 stateside and 360,000 for Puerto Rico 
% Shipped excludes Puerto Rico 
% Picked up includes Puerto Rico 

As shown in Table A the majority of BCFs printed were in English (73.9 percent) and the next 
largest language printed being Spanish (20.6 percent). There was also a total of 5.6 percent of 
the BCFs were printed in four Asian languages. 

The majority of English and Spanish BCFs printed were shipped to the LCOs, 87.7 percent and 
69.5 percent, respectively (note only stateside numbers available). Note for Tagalog and 
Vietnamese only 28.3 percent and 31.3 percent of the printed BCFs were shipped to the LCOs, 
respectively. 

In addition, it is important to consider the percent of printed forms that were picked up by a 
respondent. This number would explain how well the Census Bureau predicted the use of these 
forms. For each of the languages, this percent varied from 8.6 percent for English to 28.2 
percent for Chinese. Also the percent of forms picked up compared to those printed are much 
higher for the languages other than English. This indicates that not only do we need to have 
better estimates of how many forms will be used, but we need to be careful not to under estimate 
the use of non-English BCFs. 

Table B contains a breakdown of sites by location. The 1.7 million BCFs were picked up during 
the census at 51,692 distribution sites, which is fewer than the 85,000 planned sites. The sites 
were located in communities in such locations as private businesses, post offices, libraries and so 
forth. These sites included both QACs and other locations. 
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Table B. Frequency and Percent of Be Counted Sites by Location Type 

Location Type Frequency Percent 

Total 51,692 100.0 

Business 14,601 28.2 

Church 3,096 6.0 

Community Organization 9,947 19.2 

Department of Motor Vehicles 288 0.6 

Library 6,321 12.2 

Post Office 1,254 2.4 

Questionnaire Assistance Center 2,479 4.8 

Other 13,706 26.5 

Source: OCS 2000 Data Warehouse 

Private businesses represent 28.2 percent of the location classifications. The category “Other” 
represent 26.5 percent of locations. A cursory glance at the location name for this category 
indicates that additional location descriptions are needed, such as “School” and “Municipal 
Building”. In addition, some of the “Other” category could have been coded into one of the 
seven specific categories. Also, the category “Questionnaire Assistance Center” as a choice for 
location description does not get at where the actual QAC was located, for example a QAC 
located in a community center. The location type designation were not mutually exclusive which 
caused difficulty in evaluating the type of location used for Be Counted sites. 

The Census Bureau Headquarters staff provided the PDB to FLD to aid the Local Census Offices 
in knowing which tracts needed QACs and/or Be Counted Distribution Site(s). Table C 
summaries the number and percent of tracts where a site was needed and number of tracts that 
actually had a site. 
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Table C. Frequency and Percent of Tracts Flagged for Sites by Site Location 

Tracts Frequency Percent 

Total 63,890 100.0 

Tracts flagged for a site 8,783 13.7 

Tracts with a site 5,075 (57.8) 
Tracts without a site 3,708 (42.2) 

Tracts not flagged for a site 52,624 82.4 

Tracts with a site 17,915 (34.0) 
Tracts without a site 34,709 (66.0) 

Invalid Tract Codes 2,483 3.9 

Source: PDB and OSC2000 Data Warehouse 

Table C shows that of the 8,783 tracts identified by Population Division as potentially requiring a 
distributions sites, FLD placed sites in 57.8 percent of these tracts. There are several possible 
explanations for this. One being the Local Census Office staff attempted to place a Be Counted 
Site or QAC in the tract, but was unable to for some reason. The other reason being that the 
Local Census Offices may have decided to use local knowledge rather than the PDB. Another 
explanation is that local knowledge of the area led to a site being omitted from a flagged area. 
For information on how the BCF and QAC flags were set, see Appendix H. 

4.1.2 	What was the Processing Component of Workload of the Be Counted Campaign for 
Census 2000? 

This section will discuss the processing component of the workload, which consists of the 
check-in and the outcome of processing of the BCFs. There were a total of 579,365 BCFs 
checked in during the census. Table D contains a breakdown of the number of BCFs checked in 
during Census 2000 by week. 
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Table D. Frequency and Percent of Be Counted Forms Checked in from the Mail During 
Census 2000 by Week 

Cumulative 

Week Frequency Percent Percent 

Total 

March 5-11

March 12-18

March 19-25 

March 26-April 11


April 2-8


April 9-152


April 16-22

April 23-29

April 30-M ay 6

May 7-13


May 14-20

May 21-27

May 28-June 3

June 4-10

June 11-17


June 18-24

June 25-July 1

July 2-8

July 9-15

July 16-22


July 23-29

July 30-August 5

August 6-12

August 13-19

August 20-26


After August 27


579,365 100 .0 100 .0 

0 0 0 

452 0.1 0.1 

356 0.1 0.1 

10,578 1.8 2.0 

94,004 16.2 18.2 

175,288 30.3 48.4 

183,949 31.8 80.2 

108,785 18.8 99.0 

5,564 1.0 99.9 

0 0 99.9 

0 0 99.9 

0 0 99.9 

0 0 99.9 

23 0.0 99.9 

0 0 99.9 

207 0.0 100 .0 

37 0.0 100 .0 

2 0.0 100 .0 

1 0.0 100 .0 

0 0 100 .0 

0 0 100 .0 

0 0 100 .0 

0 0 100 .0 

88 0.0 100 .0 

31 0.0 100 .0 

0 0 100 .0 

Source: The Census 2000 Check In Files

1On M arch 31, 2000 BCFs were dropped off at the distributions sites.

2On April 15, 2000 BCFs were picked up from the d istributions sites.


Table D shows that the Census Bureau received 11,386 BCFs (2.0 percent) by April 1, 2000. 
This is interesting since BCFs were not to be available for distribution until April 1. The cut for 
BCFs to be included in Field Verification was July 7, 2001. The Census Bureau received 120 
BCFs (less than 0.01 percent) after this cutoff date. These forms could only be included in the 
census if they matched and geocoded to a Census ID already on the DMAF. 
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The Telephone Questionnaire Assistance program allowed respondents to provide a short form 
interview over the phone without a census ID from March 22, 2000 to June 30, 2000. During 
this time there were 199,775 of these interviews conducted, which were processed as BCFs. 
Together with the paper BCFs checked in, there were 779,140 BCFs received. This is short of 
the estimated one million complete forms. 

The Non-ID Evaluation File has 804,939 BCFs on it. This is a difference of 25,799 between the 
two files. We were unable to determine an explanation for this difference. Table E contains a 
breakdown of the outcomes of the processing of the BCFs during Census 2000. 

Table E. Frequency and Percent of Be Counted Forms in Processing During Census 2000 
by Outcome 

Outcome 

Total 

Matched to Census ID 

Did not Geocode 

No Usual Residence Case 

Group Quarters Case 

Sent to Field Verification 

Source: The Non-ID Evaluation File 

Frequency Percent 

804,939 100.0 

408,098 50.7 

178,768 22.2 

15,410 1.9 

1,144 0.1 

201,519 25.0 

As shown in Table E the majority of BCFs in processing were matched to a census ID (50.7 
percent). The next largest outcome of processing was in Field Verification (25.0 percent). No 
usual residence cases and Group Quarters were sent to Service Based Enumeration processing 
and Special Place/Group Quarters Enumeration processing, respectively. It is important to note 
that 178,768 (22.2 percent) BCFs did not geocode, which would mean that the Census Bureau 
was unable to place the address from the BCF into a census block. Thus, ungeocoded forms 
were not included in further processing. This most often occurred due to the respondent provide 
incomplete address information. 

There were a total of 201,519 BCFs from processing that were included in Field Verification. 
Field Verification consisted of sending an enumerator out to an address and classifying it as 
verified (the address exists and is unique), delete (the address does not exist), or duplicate (the 
address is a duplicate of another address on the address list). Table F contains a break down of 
the number of BCFs in Field Verification during Census 2000 by outcome. 
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Table F. Frequency and Percent of Be Counted Forms Sent to Field Verification During 
Census 2000 by Outcome 

Outcome 

Total 

Verified 

Delete 

Duplicate 

Results not Reported 

Source: The Non-ID Evaluation File 

Frequency Percent 

201,519 100.0 

97,928 48.6 

69,451 34.5 

33,808 16.8 

332 0.2 

As shown in the table the largest number and percent of BCFs in Field Verification were verified 
(48.6 percent). These forms were assigned a new ID and included in the DMAF. This number is 
the housing unit coverage gain by this program. The people on these forms would not have been 
included in the census without the BCF program. Addresses that were classified as delete, 
duplicate, or no results reported were excluded from the census, 51.4 percent. 

Of the 804,939 BCFs returned, we are unable to determine the number of unique housing units 
this represents. The reason for this is BCFs with an address that did not geocode could represent 
the same housing units as other BCFs. Also BCF addresses that went to Field Verification and 
were classified as a duplicate could have been a duplicate of another BCF address. 

The total number of BCFs included in census processing is the 97,928 verified in Field 
Verification and the 408,098 matched to an existing census ID (Table E). This gives a total of 
506,026 BCFs that went onto further census processing. The DRF2 contains all returns for 
housing units. The number of BCFs on the DRF2 is 605,905. The difference between the totals 
from the two files is 99,879. This may indicate the Non-ID evaluation file was flawed and did 
not include all BCFs. 

Between the creation of the DRF2 and the HCEF_D’, the universe of IDs that were included in 
the census was determined. Some IDs that returned BCFs were removed from the census count. 
One reason for this was that a particular ID had been identified as a duplicate of another ID; i.e., 
the same housing unit. This would affect the number of BCFs included in the census count. 
Table G contains a breakdown of the BCFs by whether or not the ID for the BCF was in the final 
count of Census 2000. 
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Table G. Frequency and Percent of Be Counted Forms with the ID in Census 2000 

Outcome of Census Processing Frequency Percent 

Total 605,905 100.0 

BCF ID in Census 587,070 96.9 

BCF ID not in the Census 18,835 3.1 

Source: HCEF_D’ and DRF2 

From Table G, it is important to note that 18,835 (3.1 percent) BCFs came from IDs that were 
excluded from the final census count. The remaining 587,070 (96.9 percent) BCFs came from 
IDs that were included in census count. Note, this does not mean that any person on the BCF 
was included in the census count. The next table will discuss this. 

The BCFs that were from IDs that were included in the census count could have contained 
persons who were counted on another type of census form for the same ID. The Census Bureau 
conducted a program called the Primary Selection Algorithm. This program was designed to 
identify which persons composed the household at a housing unit, specifically, when there was 
more than one return. It selected which persons from each return would go into the household. 
For more information about the format of the variable giving the results from Primary Selection 
Algorithm see Appendix D. There were a total of 587,070 BCFs from IDs included in Census 
2000. Table H summaries the number of people selected from these BCFs. 
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Table H. 	Frequency and Percent of the Number of Selected Persons and Persons 
Enumerated on Be Counted Forms with an ID in the Census 

Number of Persons Selected to be in the Census from BCF 
Number of Persons 

Included on BCF Total 0 1 2 3 4 5 6+ 

Total 

0 

1 

2 

3 

4 

5 

6+ 

# 587,070 347,942 88,244 69,128 29,754 24,655 22,854 4,493 

% 100 .0 59.3 15.0 11.8 5.1 4.2 3.9 0.7 

# 2,184 2,184 - - - - - -

% 100 .0 100 .0 - - - - - -

# 146,280 79,817 66,463 - - - - -

% 100 .0 54.6 45.4 - - - - -

# 177,271 109,025 5,461 62,785 - - - -

% 100 .0 61.5 3.1 35.4 - - - -

# 85,777 52,314 4,741 1,929 26,793 - - -

% 100 .0 61.0 5.5 2.3 31.2 - - -

# 79,946 49,656 4,188 1,630 1,240 23,232 - -

% 100 .0 62.1 5.2 2.0 1.6 29.1 - -

# 85,501 51,040 6,647 2,400 1,468 1,239 22,707 -

% 100 .0 59.7 7.8 2.8 1.7 1.4 26.6 -

# 10,111 3,906 744 384 253 184 147 4,493 

% 100 .0 38.6 7.4 3.8 2.5 1.8 1.5 44.4 

Source: DRF2 - indicates a cell that is not possible Percents are calculated by row 

From Table H, 347,942 (59.3 percent) of the BCFs from IDs included in the census did not have 
a person selected from them. The persons enumerated on these BCFs duplicated a person on 
another census form or were not selected for some other reason. This means that 59.3 percent of 
the BCFs with IDs included in Census 2000 did not improve the coverage in the Census. The 
remaining 239,128 (40.7 percent) BCFs did have persons selected from them and improved 
coverage in the Census. There were 560,880 unique persons enumerated on these BCFs. Of the 
239,128 BCFs, 206,334 (86.3 percent) had every person that was included on the form selected 
to be in the Census. The remaining 32,794 BCFs (13.7 percent) had at least one person selected, 
but only a subset of the persons included on the BCF were selected. These numbers are 
respectively 35.1 percent and 5.6 percent of the 587,070 BCFs. There were 2,814 BCFs that had 
no persons included on the form. The reason for this was that all the persons on these BCFs were 
cancelled, invalid, or not data defined. 
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4.2 What were the Characteristics of Households Returning a Be Counted Form? 

The previous section covered the processing of the Be Counted Forms. This section will discuss 
the characteristics for the households that returned a BCF which include: 

• the composition of returns 
• the affect BCFs had on the census long form sampling methodology 
• the ratio of whole to partial household BCFs 
• tenure 

When looking at coverage, it is important to consider how the BCFs were returned in conjunction 
with other forms. The BCFs were processed after all other census operations had finished being 
conducted. This means that a household could have returned a BCF and then later been 
enumerated in NRFU or some other operation. As stated in the previous section, 605,905 BCFs 
were on the DRF2. These BCFs enumerated a total of 595,293 households. The difference in 
these numbers is due to some households returning multiple BCFs. Table I outlines the number 
and type of forms returned from each of these households. 
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Table I. Return Types for Households with a Be Counted Form Return 

Be Counted Forms 
Returns Types for Households with a 
Be Counted Form Return # % 

Total 595,293 100.0 

Only a BCF Return 131,636 22.1 

BCF with One Return Type 448,464 75.3 

Mail Return 55,841 12.5 

Telephone Questionnaire 68 0.0 
Assistance 

Internet 49 0.0 

Coverage Edit Followup 3,688 0.8 

Nonresponse Followup 379,470 84.6 

Coverage Improvement Followup 4,432 1.0 

Enumerate1 4,321 1.0 

Group Quarters 588 0.1 

Orphan2 16 0.0 

BCF with Two Other Return Types  15,032 2.5 

BCF with Three Other Return Types  159 0.0 

BCF with Four Other Return Types  2 0.0 

Source: DRF2

1 This category includes List/Enumerate and Update/Enumerate Forms

2 This category are enumerator continuation forms unlinked to the original form 

The majority of households, 77.9 percent, returning a BCF had some other return from some 
other enumeration method. Of the households with multiple return types, a large percentage of 
them had multiple enumerations of some combination of NRFU and/or CIFU, 86.0 percentage 
points (note preceding number cannot be taken from Table I, additional analysis was used). 
There were 22.1 percent of households that returned only a BCF. 
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There was some concern that households that received a long form would see the BCFs and 
return it as a replacement for their census form. In order to see the effect the Be Counted 
Campaign had on the long form sampling methodology of the census, the number of households 
returning only a BCF, 131,636 (see Table I) should be considered. Of these households, 85,354 
had an Original Source of Be Counted, meaning the Be Counted Program was the first program 
to add the address to the DMAF. Addresses added to the DMAF from the BCF program 
(original source equal to BCF) were not eligible for th long form sampling process because they 
were added after the last data collection operation (Coverage Improvement Followup). 
Therefore, to answer the question about the impact the BCF program had on the long form 
sampling, the analysis is restricted to the 46,282 cases which were eligible to receive the long 
form. Table J gives the sampling designation of the 46,282 housing units that only returned a 
BCF. 

Table J. Sampling Designation for Households with Only a Be Counted Form Return 

Be Counted Forms
Sample Designation for IDs 
with only BCF returns # % 

Total 46,282 100.0 

Long Form 2,999 6.5 

Short Form 43,283 93.5 

Source: DRF2 and DMAF 

The percent of households that returned only a BCF but were flagged for a long form, is only 6.5 
percent as compared to the national sampling rate of 16.7. The percent is even smaller if all the 
BCFs returned to the Census Bureau are considered. This would mean the Be Counted 
Campaign had little effect on the long form sampling methodology. 

As stated in the previous section, 239,128 BCFs enumerated persons not included on other 
census forms. There were 236,482 households enumerated by these BCFs. This is the universe 
for Tables K and L. The BCFs could have been designated as WHH or PHH. The WHH BCFs 
enumerated the entire household, while PHH BCF supplemented other census returns for the 
household. Table K is a cross tabulation of households that returned WHH versus PHH BCFs by 
whether we received only a BCF for the household versus a BCF with another form. The 
previous table contained all households that returned a BCF, while the following table only 
contains households where the BCFs contained unique persons.  In Table K, if a household 
returned a WHH BCF, the BCF type was classified as WHH, even if a PHH BCF was returned 
for the same ID. If a household returned a PHH BCF, and not WHH BCF, the BCF type was 
classified as a PHH. If a household returned a BCF without designating it as being either WHH 
or PHH, it is classified a Undetermined Household (Undet. HH). It is important to note that 
during processing, a BCF without a response to the whole versus partial question were 
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considered to be a PHH BCF. 

Table K. Cross Tabulation of Be Counted Form Type by the Forms Returned for Housing 
Units Returning a Be Counted Form that Contained a Unique Person 

Be Counted Form Type 

Total HUs 

HUs with Only 
BCF Returns 

HUs with Mixed 
Returns 

Source: DRF2 

Total WHH PHH Undet. HH 

236,482 194,937 22,557 18,988 
(100.0%) (82.4%) (9.5%) (8.0%) 

116,019 102,373 6,660 6,986 
(100.0%) (88.2%) (5.7%) (6.0%) 

120,463 92,564 15,897 12,002 
(100.0%) (76.8%) (13.2%) (10.0%) 

As stated above, WHH BCFs were expected to enumerate the entire household, while PHH BCFs 
would supplement other census returns for a household.  Table K shows that for those 
households returning only BCFs, 88.2 percent of them returned a WHH BCF. This also indicates 
that we may only have partial coverage for the remaining 11.7 percent of households. For those 
households that returned a BCF and another census form, 76.8 percent of them returned a whole 
household BCF. This indicates respondent burden as a result of being enumerated multiple 
times. Another problem is the high number of forms, 18,988, that did not have a designation for 
the type of BCF. There is only 1.5 percentage point difference between the percent of forms that 
were PHH compared to those with no designation. 

As stated previously, there were 236,482 households that returned a BCF and the form contained 
persons who were only enumerated from the BCF return. Table L gives frequency and percent of 
tenure of these households. Tenure was determined in the following manner: 
• Tenure was determined to be Owner if 

1) The BCFs for a household were all marked as Owner or 
2) Some BCFs for a household were marked Owner and the remaining BCFs had this 
question blank 

• Tenure was determined to be Renter if 
1) The BCFs for a household were all marked as Renter or 
2) Some BCFs for a household were marked Renter and the remaining BCFs had this 
question blank 

• Tenure was determined to be Missing if all BCFs for the household had this question blank 
•	 Tenure was determined to be Invalid if some BCFs for the household were marked as 

Owner and some marked as Renter 
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Table L. Frequency and Percent of Tenure of Households Enumerated on a Be Counted 
Form  in Census 

Be Counted Forms All Census Returns 

Tenure  # % # % 

Total 236,482 - 106,741,426 -

Owner 122,702 55.8 70,735,522 66.3 

Renter 97,287 44.2 36,005,904 33.7 

Missing or Invalid 16,493 - - -

Source: DRF2 Percents are calculated excluding Missing or Invalid values 

Looking at the percent of renters from BCFs and comparing to the overall census percent it 
becomes clear that the BCFs enumerated a higher percent. This is important because this group 
is traditionally undercounted in the census. 

4.3 What were the Demographic Characteristics of Persons Counted by the Be Counted 
Campaign for Census 2000? 

As stated in the Section 4.1, there were 560,880 unique persons enumerated on BCFs.  This 
section will present the demographic characteristic for these persons. Tables M through P give 
BCF person demographic characteristics; age, sex, race, and Hispanic origin, respectively.  These 
tables contain comparisons to the overall census population by the same characteristics. 
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Table M. Frequency and Percent of Age Groups of Be Counted Form Persons in the 
Census 

Be Counted Forms All Census Returns 

Age  # % # % 

Total 560,880 - 285,230,516 -

0 to 4 years 37,961 7.1 19,471,204 6.8 

5 to 9 years 42,497 7.9 20,854,667 7.3 

10 to 14 years 37,791 7.1 20,833,872 7.3 

15 to 24 years 77,095 14.4 39,798,518 13.9 

25 to 34 years 80,819 15.1 40,426,056 14.2 

35 to 44 years 76,466 14.3 45,664,190 16.0 

45 to 54 years 60,279 11.3 38,140,998 13.4 

55 to 64 years 46,615 8.7 24,624,131 8.6 

65 to 74 years 42,646 8.0 18,631,937 6.5 

75 to 84 years 25,348 4.7 12,497,660 4.4 

85 years and over 7,113 1.3 4,287,293 1.5 

Missing or Invalid 26,250 - - -

Source: DRF2 Percents are calculated excluding Missing or Invalid values 

Looking at the different age groups and the percent observed in each group, the “0 to 4 years”, 
“5 to 9 years”, “15 to 24 years” and “25 to 34 years” groups were higher for the BCFs than the 
overall census. This is important because younger persons have been traditionally undercounted 
in the census. 
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Table N. Frequency and Percent of Sex of Be Counted Form Persons in the Census 

Be Counted Forms All Census Returns 

Sex  # % # % 

Total 560,880 - 285,230,516 -

Male 270,681 49.0 139,887,140 49.0 

Female 281,510 51.0 145,343,376 51.0 

Missing 8,689 - - -

Source: DRF2 Percents are calculated excluding Missing values 

Looking at the sex of persons enumerated on BCFs and comparing to the overall census 
numbers, it does not appear that there is any real difference in the percent for the two sexes 
between the BCFs and the census. 

Table O. Frequency and Percent of Race of Be Counted Form Persons in the Census 

Be Counted Forms All Census Returns 

Race 

Total 

White 

Black, African 
American 

American Indian, 
Alaskan Native 

Asian 

Native Hawaiian or 
Other Pacific 
Islander 

Some Other Race 

Two or More 

Missing 

Source: DRF2 

# % # % 

560,880 - 285,230,516 -

320,704 63.3 214,525,488 75.2 

95,698 18.9 34,961,123 12.3 

6,120 1.2 2,489,292 0.9 

31,892 6.3 10,250,958 3.6 

1,333 0.3 399,928 0.1 

38,918 7.7 15,619,084 5.5 

12,324 2.4 6,984,643 2.4 

53,891 - - -

Percents are calculated excluding Missing values 
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Looking at race of persons enumerated on BCFs and comparing to the overall census numbers, it 
appears that a higher percentage was observed in every group on the BCFs, except White. This is 
important because these groups have been traditionally undercounted in the census. 

Table P. Frequency and Percent of Hispanic Origin of Be Counted Form Persons in the 
Census 

Be Counted Forms All Census Returns 

Hispanic Origin  # % # % 

Total 560,880 - 285,230,516 -

Non- 386,457 73.8 246,161,952 86.3 
Spanish/Hispanic 

Mexican, Mexican 84,517 16.1 20,652,257 7.2 
American, Chicano 

Puerto Rican 14,007 2.7 7,029,570 2.5 

Cuban 3,909 0.7 1,261,658 0.4 

Other 34,665 6.6 10,125,079 3.5 
Spanish/Hispanic 

Missing 37,325 - - -

Source: DRF2 Percents are calculated excluding Missing values 

Looking at Hispanic origin of persons enumerated on BCFs and comparing to the census 
numbers, it appears that a higher percentage was observed in every Spanish/Hispanic group on 
the BCFs. This is important because these groups have been traditionally undercounted in the 
census. 

4.4 What is the Profile of the Addresses Added during the Be Counted Campaign? 

In a previous session, the processing of the BCFs was discussed. There were 804,939 BCFs 
returned to the Census Bureau. Also mentioned, the number of households enumerated by these 
forms is impossible to determine. This section will discuss what effect these BCFs had on the 
MAF. For the section the data source used was the March 2001 MAF Extract. Note that no 
matching was done to any other files. Only IDs that had an original source of Be Counted or 
Telephone Questionnaire Assistance are included. The characteristics being profiled are address 
type, structure type, and TEA. 
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Table Q shows Be Counted addresses by address type. For a discussion on how address type is 
defined, see the Methodology section. The 88.4 percent of the addresses added during Be 
Counted program were complete city-style type addresses. There were 3.1 percent and 
4.9 percent of the addresses that fell into the complete rural route address category and complete 
post office box address category, respectively. The 2.7 percent of all address types had 
incomplete address information. There were 1.3 percent of Be Counted addresses with no 
address information. In all of the categories, the majority of addresses did not contain a large 
number of location descriptions. 

Table Q. Be Counted Addresses by Address Type 

Address Type # of Addresses % of Total 

TOTAL 328,732 100.0 

with location description 1,083 0.3 

without location description 327,649 99.7 

Complete City-Style Address 290,445 88.4 

with location description 123 0.0 

without location description 290,322 88.3 

Complete Rural Route Address 10,083 3.1 

with location description 1 0.0 

without location description 10,082 3.1 

Complete Post Office Box Address 14,958 4.6 

with location description 1 0.0 

without location description 14,957 4.6 

Incomplete Address (any of the 3) 8,851 2.7 

with location description 5 0.0 

without location description 8,846 2.7 

No Address Information 4,395 1.3 

with location description 953 0.3 

without location description 3,442 1.0 

Source: March 2001 MAF extracts 
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Table R shows Be Counted addresses by type of structure (single versus multi-unit). An address 
can either be classified as a single unit structure or it can be part of a multi-unit structure, such as 
an apartment. About 63.5 percent of the Be Counted addresses are single unit structures. This 
represents 208,823 of all added Be Counted addresses. The remaining 119,900 addresses 
(36.5 percent) are part of a multi-unit structure. Of these 119,900 addresses, almost 
19.5 percentage points were included in structures that with two to four units. 

Table R. Be Counted Addresses by Type of Structure 

Type of Structure 

TOTAL 

Single 

Multi-Unit 

2 to 4 units 

5 to 9 units 

10 to 19 units 

20 to 49 units 

50+ units 

Source: March 2001 MAF extracts 

# of % of 
Addresses Addresses 

328,732 100.0 

208,832 63.5 

119,900 36.5 

64,198 19.5 

21,315 6.5 

9,031 2.7 

9,413 2.9 

15,943 4.9 

Table S shows Be Counted addresses by TEA. An address can be classified into any of the 
following enumeration types: Mailout/Mailback, Update/Leave, List/Enumerate, Remote 
Alaska, Update/Enumerate, Urban Update/Leave, or no classification. The unclassified 
addresses are those addresses that did not geocode and would not have been included in DMAF. 
There were 11.1 percent of the Be Counted address that fail into this category. About 59.5 
percent of the 328,732 Be Counted addresses are from Mailout/Mailback areas. This represents 
195,481 of all added Be Counted addresses. There were also 92,194, 28.0 percent, of the Be 
Counted addresses that were returned from Update/Leave areas. The BCFs were only available 
in these two enumeration areas. The remaining 4,611 addresses (1.4 percent) were returned from 
a TEA where BCFs were not available. 
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Table S. Be Counted Addresses by Type of Enumeration Area 

# of % of 
Type of Enumeration Area Addresses Addresses 

TOTAL 

Mailout/Mailback 

Update/Leave 

List/Enumerate 

Remote Alaska 

Update/Enumerate 

Urban Update/Leave 

No TEA 

328,732 100.0 

195,481 59.5 

92,194 28.0 

1,224 0.4 

32 0.0 

2,745 0.8 

610 0.2 

36,446 11.1 

Source: March 2001 MAF extracts 

4.5 What were the Cost and Time Line of the Be Counted Campaign for Census 2000? 

The printing branch in DSCMO tracked cost incurred when printing specific forms. The Field 
cost for specific programs during the census are stored in the Census Bureau Core Financial 
System. Also the costs for Field Verification were reported in the assessment report for the Field 
Verification operation (Census, 2001e). The total cost was $8,008,451 incurred to fund this 
program.  This cost estimate does not include cost incurred by the following items: processing 
cost, headquarters cost, field infrastructure cost, cost of forms design and postage. Table T give a 
break down of the $8,008,451 cost estimate. 
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Table T. Cost and Expenditure Category 

Expenditure Category Estimated Cost Percent 

TOTAL $8,008,451 100.0 

Printing of BCF forms $2,869,366 35.8 

English and Spanish forms $2,154,451 75.1 

Other language forms $275,838 9.6 

English and Spanish forms for PR $127,181 4.4 

Containers and Stickers $311,896 10.9 

Field Implementation $1,479,499 18.5 

Field Verification1 $3,659,586 45.7 

Source: Printing Branch Contract Report, the Census Bureau Core Financial

System and the Field Verification Assessment Report

1The estimated cost is not the entire cost of Field  Verification. T he costs are only

those associated  with the BCFs.


If the total cost is divided by the number of BCFs included in the census count, 239,128 BCFs, 
this would give us a cost of $33.49 per BCF. If this cost is divided by the number of persons 
unique to BCFs included in the census count, 560,880 persons, this would give us a cost of 
$14.28 per person. 

The schedule in which the Be Counted Campaign took place is as follows: 

Activity Start Date End Date 

Write and Print Manuals & Training Guides 5/11/99 12/10/99 

Train Clerks 3/07/00 3/10/00 

Conduct Be Counted Advance Visits 3/08/00 3/27/00 

Update Site List 3/09/00 3/28/00 

Assemble and Deliver Kits 3/24/00 3/30/00 

Conduct Be Counted Drop Off and Pickup 3/31/00 4/14/00 

Source: Master Activity Schedule 

5. CONCLUSIONS 

There were four goals for the Be Counted Campaign of Census 2000: 

• to count persons who did not receive a census Questionnaire, 
• to count persons who believed they were not included on any other census form, 
• to encourage participation of persons who are traditionally undercounted in the census and 
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• to provide a means for persons with no usual residence to be counted. 

Was the Be Counted Campaign a success by meeting the four proposed goals? 

Respondents returned 804,939 BCFs to the Census Bureau, 195,061 below the estimated one 
million forms. Of the approximately 605,905 BCFs that were included in census processing, 
239,128 BCFs added person coverage to the census. 

There were 236,482 households that returned a BCF and the form contained persons who were 
only enumerated from the BCF return. Of these households, 116,019 were enumerated only by 
BCFs and the remaining 120,463 were enumerated by BCFs as well as other census forms. 

There were 560,880 persons added to the census through the BCFs. There were higher 
percentages of groups traditionally undercounted than was observed in the census. These groups 
include renters, children and minority groups. This means that BCFs increased coverage in 
groups that have been hard to count. 

There were also approximately 15,410 BCFs that were returned to the Census Bureau that were 
determined to be persons with no usual residence. This is also important because this group is 
extremely hard to count. 

What were the shortcomings of the Be Counted Campaign? 

The Census Bureau printed 16,326,400 Be Counted Forms. The number of Be Counted Forms 
shipped to the Local Census Offices was 13,415,711 of which 1,748,199 were picked up by 
respondents from the distribution sites.  We were unable to determine how many of the forms 
shipped to the LCOs were distributed to the distribution sites. There were 804,939 Be Counted 
Forms returned to the Census Bureau. This means 89.3 percent of the forms printed were never 
picked up and 4.9 percent were returned. 

The Census Bureau flagged census tracts needing a Be Counted Distribution Site or QAC. This 
was done because the tract was known to have high concentrations of populations that were hard 
to enumerate or had special language needs. Using the PDB, there were 8,783 tracts flagged for 
a site, and 57.8 percent of them had a site located in it. 

Overall the Be Counted Campaign was a success. It added 560,880 persons to the census 
through this program. While this number is small, these are people that would have been missed 
without this program. 

6. RECOMMENDATIONS 

Since all four goals were largely met and since 560,880 persons were added to the census from 
Be Counted Forms, the Census Bureau staff should consider the following points if 
implementing an operation like the Be Counted Campaign in 2010. 
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There were discrepancies in the counts that came from the Non-ID Evaluation File and the 
DRF2. Further analysis is recommended to explore the reasons for these discrepancies in order 
to prevent them in the future. This change would aid in the future evaluation of this operation. 

There was a high number of sites classified as “Other”. A review of write-in responses indicates 
that schools and municipal buildings were locations that were used frequently. Therefore, these 
should be added as separate categories. 

The evaluation planned to look at the BCFs that were matched/geocoded either through the 
automated system or by clerical staff. These data were available but inconsistent with the data 
used for this report. We were unable to reconcile these differences; thus, we were unable to 
report the matched/geocoded cases by whether they were automated or clerically processed. 
Further analysis should be done to investigate the number of BCFs matched/geocoded by the two 
different methods. If feasible the automated matching should be done in real time. If a match is 
made to an ID in real time, then it could be excluded from Nonresponse Followup. The forms 
that go to clerical matching/geocoding would need a separate processing strategy. If this change 
is feasible and is made, it would make this operation a more effective mode of enumeration and 
would decrease the workload of Nonresponse Followup. 

When the Census Bureau was unable to match the respondent provided address to another 
address on the Decennial Master Address File the BCFs then went to Field Verification. Some of 
these cases were coded as a duplicate, in which case the data on the Be Counted Form were 
removed from further processing. The Be Counted Form data were not linked to the census ID 
return information. There were 33,808 (16.8 percent) BCFs where this occurred. In the future 
Field Verification should be designed to permit the enumerator to record the census ID of the Be 
Counted Form duplicates. The data processing system should collect the information, so the Be 
Counted Form data can be linked to the corresponding census ID. Making this change would 
improve the census address list. 

As part of the non-English mail questionnaire processing, the “Just-In-Case” box was used to 
track the language of the non-English form and whether translation or transcription was needed. 
This process was not done for the BCFs, therefore no language data are available for those BCFs 
included in the Census. In the future, a process should be implemented so the language of the Be 
Counted Form is retained. This would aid planning this program in future censuses. 
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EXECUTIVE SUMMARY 

This paper documents the use of Non-English questionnaires and guides in the Census 
2000 Language Program. For Census 2000, households were mailed an advance letter in 
mailback areas. Mailback areas were those enumeration areas where census respondents 
mailed back their census questionnaires, that is, advance letters were mailed to addresses 
in mailout/mailback, update leave and urban update leave areas. The advance letters 
provided households an opportunity to request an alternative language questionnaire in 
one of five different languages. Short and long form questionnaires were available upon 
request in Spanish, Chinese, Tagalog, Vietnamese, and Korean languages. Respondents 
were asked to return their advance letter indicating which language questionnaire they 
would prefer in an enclosed prepaid envelope. This approach spearheaded the effort to 
encourage respondents in linguistically isolated households1 to complete a census 
questionnaire. 

The Census 2000 Language Program also made available language guides in forty-nine 
different languages. The language guides were user-friendly visual aides that assisted 
respondents in completing the Census 2000 questionnaires for both long and short forms. 
The language guides were made available through the Questionnaire Assistance Centers, 
Local and Regional Census Offices, and community groups and organizations. Another 
aspect of the Census 2000 Language Program was the Telephone Questionnaire 
Assistance program (see Chesnut, 2002). This program answered questions about foreign 
language questionnaires, and allowed potential census respondents to request a language 
guide by mail. 

This study provides results of non-English forms requested from households who were 
mailed advance letters. These results are compared to the number of Language 
Assistance Guides provided by Questionnaire Assistance Centers (see Jones and Barrett, 
2003) and to the number of Language Assistance Guides requests received by the 
Telephone Questionnaire Assistance program. 

The key findings of this study are as follows: 

•	 There were over 2.2 million requests for non-English census questionnaires. 
Households that received an advance letter were offered the option of requesting a 
non-English census questionnaire in one of five languages. The languages offered 
were Spanish, Chinese, Tagalog, Vietnamese, and Korean. 

1 Linguistically isolated households are those households where the primary language spoken is not English 
and where no one over the age of fourteen speaks English very well. 
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•	 Most (83.7 percent) of the households that requested alternative language 
questionnaires requested them in Spanish. Next were requests for 
questionnaires in Chinese (6.8 percent), followed by Korean questionnaires 
(4.5 percent). 

•	 About 39.4 percent of the households that requested alternate language 
questionnaires were in census tracts designated as Hard-to-Enumerate. 
Nationwide, about 10.5 percent of all households were located in HTE tracts (see 
Methods section). 

•	 Less than half (45.1 percent) of the households requesting an alternate 
language form returned these forms by mail which were subsequently 
checked-in and data captured. 

•	 Although there were requests for non-English questionnaires from 
households in all states, most of these requests were from households in four 
states. The four states, California (784,071 requests), Texas (294,035 requests), 
New York (269,871 requests) and Florida (231,162 requests) had over 200,000 
requests for non-English language forms. These four states accounted for about 
70.6 percent of the requests nationwide while covering areas that were mailed only 
28.4 percent of the advance letters. 

•	 About 1.3 percent of the requested non-English questionnaires were returned 
as Undeliverable As Addressed. This was about 8 percentage points lower than 
the national percent. Nationwide, about 9.1 percent of all forms (English and non-
English) were returned as Undeliverable As Addressed. 

•	 While over 2.2 million (2,235,435) households requested a non-English 
questionnaire on their advance letter, the number of respondents requesting 
language assistance guides was substantially lower. At least 93,672 respondents 
requested language assistance guides from Questionnaire Assistance Centers. 
Another 77,191 respondents requested language assistance guides through the 
Telephone Questionnaire Assistance program. 

•	 Respondents requested language assistance guides in languages other than 
Spanish, Chinese, Korean, Tagalog, or Vietnamese. About 34.3 percent of the 
language assistance guides requested at Questionnaire Assistance Centers and 
18.9 percent of the language assistance guides requested through the Telephone 
Questionnaire Assistance program were in languages other than Spanish, Chinese, 
Korean, Tagalog, or Vietnamese. 
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Recommendation 

To accommodate the needs of the increasingly diverse United States population, and 
to meet the objectives of improving response rates and data accuracy, the Census 
Bureau should continue to take initiatives to help respondents overcome language 
barriers in completing census forms. These initiatives should include providing an 
opportunity for households to make requests for non-English questionnaires via the 
advance letters, providing guides and questionnaires at assistance centers, and providing 
alternate language telephone assistance. 

One suggestion is to allow households the opportunity to request language assistance 
guides in addition to non-English questionnaires on the advance letter. Although 
over 2.2 million households requested a non-English questionnaire, these questionnaires 
were available in only five languages. The language assistance guides were available in 
49 languages. Data from the Telephone Questionnaire Assistance program and the 
Questionnaire Assistance Centers show that respondents requested guides in many of the 
available languages. However, the relatively low demand for guides from respondents as 
reported from the Telephone Questionnaire Assistance program (77,191 requests) and the 
Questionnaire Assistance Centers (93,672 requests) suggests that many households with 
language barriers did not obtain language assistance guides. There exists more effective 
ways to inform the public of their availability. 

One potentially effective way is to give respondents the opportunity to request language 
assistance guides on the advance letter. Doing this would inform millions of households 
of their availability, and hopefully raise the demand for the guides by households with 
language barriers in languages other than the five alternate languages offered for a 
non-English questionnaire. Increasing the availability of the guides could encourage 
more households with language barriers to complete their census forms. Prior research 
done by the Census Bureau suggests that offering more than one language questionnaire 
to households in linguistically isolated areas significantly increases the questionnaire 
completion rate (see Corteville, 1994 pg 10). Similarly, it is likely that offering language 
guides in the many available languages via the advance letter would increase the 
completion rate of census questionnaires in linguistically isolated households. It is 
plausible that making language assistance guides more widely available by making 
them an option on the advance letter will increase the overall response to future 
censuses. 
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1. BACKGROUND 

Some of the main objectives of the Census 2000 were to raise the response rates, improve 
the data accuracy, and conduct a cost-effective decennial census. Census Bureau research 
indicated that the inability to speak or read English was a barrier to a successful 
enumeration. The purpose of the Census 2000 Language Program was to support the 
census objectives by providing census information and assistance in languages other than 
English, so that linguistically isolated households speaking a language other than English 
could respond to the census. 

In the 1990 Census, Spanish language forms and language assistance guides in thirty-two 
languages2 were produced and used to assist in bridging the language barriers in the 
United States. The “Were You Counted?” (WYC) program placed WYC forms in 
English and seven other languages in newspapers and other printed media, which 
respondents could photocopy and mail to the Census Bureau. 

For the Census 2000 Dress Rehearsal (DR), an attempt was made to target linguistically-
isolated households. Targeted areas with high rates of linguistically isolated households 
were mailed both a questionnaire in English and a questionnaire in either Spanish or 
Chinese. That operation proved to be not feasible for Census 2000. For Census 2000, the 
language program was revamped in an attempt to accommodate the shortcomings of the 
dual language mailing conducted during DR. 

For the Census 2000 Language Program, the Census Bureau offered all households in 
mailback areas the opportunity to request a specific non-English questionnaire. Mailback 
areas were those enumeration areas where census respondents mailed back their census 
questionnaires, that is areas that used the mailout/mailback, update leave and urban 
update leave enumeration methodology. The opportunity to request a non-English 
questionnaire was extended to those households that received an addressed advance letter. 
Households could request a census form in one of five different languages by marking 
their preference on the advance letter and returning it to the Census Bureau. Short and 
long form questionnaires were available in Spanish, Chinese, Tagalog, Vietnamese, and 
Korean languages. According to the Census Bureau, these language groups were among 
the largest linguistically-isolated household populations speaking a language other than 
English. A prepaid envelope was provided for the return of the request. Once the 

2	 The languages for the questionnaire assistance guides available in 1990 were Arabic, Armenian, 
Cambodian, Chinese, Creole, Croatian, Czech, Farsi, French, German, Greek, Hindi, Hungarian, 
Italian, Japanese, Korean, Lao, Latvian, Lithuanian, Polish, Portuguese, Romanian, Russian, 
Samoan, Serbo-Croatian, Slovak, Slovene, Tagalog, Thai, Ukrainian, Vietnamese, and Yiddish. 
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requested non-English forms were mailed to the households, one of the following 
occurred: 

•	 The non-English language form was returned to the Census Bureau by the Postal 
Service as undeliverable as addressed (UAA). These were forms that the United 
States Postal Service could not deliver to the designated address because of 
missing or erroneous address information. 

•	 The non-English form was mailed to the respondent and never returned to the 
Census Bureau. Instead, respondents may have neglected to complete their form 
or elected to complete their form in other ways such as filling out and mailing in 
Be Counted forms or completing their form over the Internet. 

•	 The non-English form was returned to the Census Bureau by the respondent and 
the form was checked-in and data captured. 

In addition to providing households with the opportunity to request a non-English 
questionnaire on the advance letter, the Census 2000 Language Program made available 
language assistance guides (LAGs) in forty-nine languages3. The language guides were 
user-friendly visual aides that assisted respondents in understanding the Census 2000 
questionnaires for both long and short forms. They were made available from the 
Questionnaire Assistance Centers (QACs), Local and Regional Census Offices, 
community groups and organizations, and the Telephone Questionnaire Assistance (TQA) 
program. 

3	 Language Assistance Guides were available in the following languages: Albanian, Amharic, 
Arabic, Armenian, Bengali, Burmese, Cambodian, Chamarro, Chinese, Creole (Haitian), Croatian, 
Czech, Dari, Dinka, Dutch, Farsi, French, German, Greek, Hebrew, Hindi, Hmong, Hungarian, 
Ilocano, Italian, Japanese, Korean, Kurdish, Laotian, Polish, Portuguese, Roma, Romanian, 
Russian, Samoan, Serbian, Slovak, Somali, Spanish, Swahili, Tagalog, Thai, Tibetan, Tigrean, 
Tongan, Ukrainian, Urdu, Vietnamese, and Yiddish. 
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2. METHODS 

We used data from the Decennial Master Address File (DMAF) as the source or as one of 
the sources of the following: 

• Number of non-English questionnaires requested by language form. 
•	 Number of non-English questionnaires returned to the National Processing Center 

(NPC) as UAA 
•	 Number of non-English questionnaires requested by census region, by form type 

(short or long form), and by Regional Census Center (RCC). 

Variables on the DMAF also allowed us to produce data on the number of non-English 
questionnaires by Regional Census Center and by language form. 

The total number of advance letters shown in Table 1 (111,366,780) was obtained from 
state level data files containing the number of mailable addresses in each state. The 
number of mailable addresses in each state resulted from applying postal update software 
to census address files. These state level files allowed us to compute both the number of 
advance letters mailed by state shown in the Appendix, and the number of advance letters 
mailed to each census region shown in Table 2. The Census Bureau was billed for 
116,024,977 addresses that it provided to the vendor who in turn printed the letters and 
provided them to the postal service for mailing. We believe the different counts resulted 
because the Postal Service was also asked to deliver a blanket advance letter to those 
addresses determined to be invalid. 

Table 4 provides data on Hard-to-Enumerate (HTE) census tracts. Census tracts are 
designated as HTE when they have characteristics that positively correlate with a high 
rate of census nonresponse, a high rate of mail nonreturn, and a high census undercount. 
Census tracts with a relatively high percentage of the following characteristics are most 
likely to receive the HTE designation: 

• Vacant housing units 
• Two or more housing units per structure 
• Renter occupied units 
• Occupied units with more than one person per room 
• Households that are not husband and wife families 
• Occupied units with no telephone 
•	 Persons over 25 years of age and who are not high school 

graduates 
• Persons below the poverty level 
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• Households with public assistance income 
• Unemployed persons 
• Linguistically isolated households 
• Occupied units where the household recently moved in 

Each census tract was assigned a Hard to Count (HTC) score, based upon the 
aforementioned characteristics. Tracts that had a HTC score greater than 70 were said to 
be HTE. The HTC scores for each census tract were on the 1990 Data for Census 2000 
Planning Database (PDB) which is based upon 1990 census data and geographical 
boundaries. Although the HTC scores were based upon 1990 Census data, they were 
proven to be an effective predictor of census nonreturn rates and net undercount rates in 
the 1995 test census and the Census 2000 Dress Rehearsal. They were expected to be a 
reliable predictor of these rates in Census 2000. For our tabulations we merged data from 
the PDB with the data from the DMAF. 

The check in data shown in Table 5 was produced from the mail check in, mail check in 
source, and source of data capture variables on the DMAF. Our universe was the 
2,235,435 non-English questionnaire requests. Specifically, we counted the number of 
questionnaires checked in from March 26, 2000 to December 31, 2000 whose mail check 
in source was mailback and that were data captured from paper questionnaires. 

We also used data from the Record of Contact Form (D-399) of the Questionnaire 
Assistance Centers (see Jones and Barrett, 2003) completed by center staff to document 
the reasons for visits to the centers. Questionnaire Assistance Centers were targeted 
locations designed to assist individuals with questions about census questionnaires and 
individuals with language barriers to completing census forms. The LAGs were 
publications in forty-nine foreign languages designed to aid respondents in completion of 
the short and long form questionnaires. Their purpose was to help respondents 
experiencing language barriers complete their English form. The respondent read the 
guide in the appropriate language and then filled in the corresponding response on his or 
her English language form. The guides were not designed to be completed and returned 
as census questionnaires. 

In addition, we used data from the TQA program (see Chesnut, 2003) for our analyses. 
The TQA program provided the following services by phone to potential census 
respondents: 

• Answered questions about the census and census questionnaires 
• Allowed respondents to request a language guide by mail 
• Allowed some callers to respond to the census by phone interview 
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3. LIMITS 

•	 We compared the distribution of requests for non-English forms with the 
distribution of requests for LAGs at QACs by language. However, complete data 
on the number and type of LAGs requested by potential census respondents are 
unavailable (see Jones and Barrett 2003). 

•	 Respondents requesting non-English questionnaires could have elected to complete 
and mail in a Be Counted form or elected to complete their questionnaire over the 
Internet. The mail check in percentage computed in Table 5 does not include these 
respondents. It only includes those respondents who completed and mailed in a 
non-English paper questionnaire which was later data captured. 

•	 The results in this report do not include forms requested in Puerto Rico. 
Households in Puerto Rico were mailed Spanish forms but were offered the option 
of requesting the English version of the census questionnaire. The results in this 
paper reflect stateside only non-English census form requests. 
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4. RESULTS 

4.1	 How many households were mailed an advance letter and how many 
households requested a non-English questionnaire? 

Table 1 gives the distribution of non-English questionnaire requests for households 
mailed advance letters. 

•	 There were a total of 2,235,435 non-English questionnaires requested. This is 
2.0 percent of the 111,366,780 households mailed advance letters. 

Table 1: Distribution of Non-English Questionnaire Requests for Households 
Mailed Advance Letters 

Number Percent 

Households Mailed Advance Letters 111,366,780* 100.0 

Non-English Forms Requested 2,235,435 2.0 

No Alternative Language Forms Requested 109,131,345 98.0 
* Obtained from state level data files containing the number of mailable addresses 

Households mailed an advance letter were offered the opportunity to request a non-
English questionnaire in five alternate languages: Spanish, Chinese, Korean, Tagalog, and 
Vietnamese. Table 1a shows the distribution of non-English questionnaires requested by 
language. 

•	 The most frequently requested language form was Spanish. About 83.7 percent of 
the requests (approximately 1.9 million households) were for Spanish 
questionnaires. 

•	 There were 151,752 requests for Chinese forms, which represented 6.8 percent of 
the non-English form requests; 101,653 requests for Korean forms, which 
represented 4.5 percent of the non-English form requests; and 91,765 requests for 
Vietnamese forms, which represented 4.1 percent of the non-English form 
requests. 

•	 Less than one percent of the non-English form requests were for the Tagalog 
language (19,200 requests). 
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Table 1a: Distribution of Non-English Questionnaires Requested By Language 

Non-English Form 
Requested 

Spanish 

Chinese 

Korean 

Vietnamese 

Tagalog 

Number of Non-English 
Forms Requested 

1,871,065 

151,752 

101,653 

91,765 

19,200 

Percent of Non-English 
Forms Requested 

83.7 

6.8 

4.5 

4.1 

0.9 

Total 2,235,435 100.0 
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4.2 How were the non-English questionnaire requests distributed geographically? 

We examined the distribution of non-English questionnaires by state, census region, and 
Regional Census Center. 

4.2.1 How were the non-English questionnaire requests distributed by state? 

The Appendix gives the distribution of non-English questionnaire requests by state. It 
also gives the distribution of advance letters by state. 

•	 Four states: California (784,071 requests), Texas (294,035 requests), New York 
(269,871 requests) and Florida (231,162 requests) had over 200,000 requests for 
non-English language forms. These four states accounted for about 70.6 percent 
of the requests for these forms nationwide while covering areas that were mailed 
only 28.4 percent of the advance letters 

4.2.2 How were the non-English questionnaire requests distributed by region? 

Table 2 presents the distribution of non-English questionnaire requests by census region. 
It also gives the distribution of advance letters by region. 

•	 The West had the highest number of requests (953,028). It contains California, 
which had the highest number of non-English questionnaire requests (784,701). 
The South had the second highest number of requests (664,837). It contains Texas 
(294,035 requests) and Florida (231,162 requests) which were two of the four 
states with over 200,000 non-English questionnaire requests. 

Table 2:Distribution of Non-English Questionnaire Requests by Census Region 

Region	 Number of Number of Percent of Percent of Non-English 
Questionnaire Advance Letters Advance Letters Questionnaire Requests 
Requests that generated 

Requests 

West 953,028 24,451,582 3.9 42.6 

South 664,837 37,150,813 1.8 29.8 

Northeast 453,943 22,351,267 2.0 20.3 

Midwest 163,627 27,413,118 0.6 7.3 

Total 2,235,435 111,366,780 2.0 100.0 
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Table 2a presents the distribution of non-English questionnaire requests by language 
form within census region. 

•	 The most requested non-English language forms in each region were the Spanish 
language forms. In the south about 90.0 percent of the requested non-English 
forms were Spanish. In the west, the percentage was about 80.2 percent. 

•	 The next most requested language form in three of the four regions were the 
Chinese language forms. In the south, Vietnamese was the next most requested 
language form. 

• In each region, the least requested non-English questionnaire was Tagalog. 

Table 2a: Distribution of Non-English Questionnaire Requests by Language Form 
within Census Region 

West South Northeast Midwest 

Form Number Percent Number Percent Number Percent Number Percent 

Spanish 764,150 80.2 598,253 90.0 375,180 82.7 133,482 81.6 

Chinese 76,582 8.0 19,340 2.9 45,008 9.9 10,822 6.6 

Korean 51,954 5.4 17,411 2.6 23,486 5.2 8,902 5.4 

Vietnamese 48,453 5.1 26,694 4.0 7,900 1.7 8,718 5.3 

Tagalog 11,889 1.3 3,139 0.5 2,369 0.5 1,803 1.1 

Total 953,028 100.0 664,837 100.0 453,943 100.0 163,627 100.0 
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4.2.3 How were the non-English questionnaire requests distributed by Regional Census 
Center? 

Table 2b presents the distribution of non-English questionnaire requests by regional 
census center (RCC). 

•	 The Los Angeles RCC had the highest percentage (28.6 percent) of non-English 
forms requested among the twelve RCCs, while the New York and Dallas RCCs 
had the second and third highest percentages (15.4 percent and 13.5 percent 
respectively) of non-English forms requested. Together these three RCCs received 
over half (57.5 percent) of the Non-English form requests. 

Table 2b. Distribution of Non-English Questionnaire 
Requests by Regional Census Centers (RCC) 

Regional Census Number of Non-English Percent of Non- English 
Center Questionnaire Requests Questionnaire Requests 

Los Angeles 

New York 

Dallas 

Atlanta 

Seattle 

Denver 

Chicago 

Boston 

Philadelphia 

Charlotte 

Kansas City 

Detroit 

639,649 28.6 

344,763 15.4 

301,953 13.5 

263,741 11.8 

197,743 8.9 

120,921 5.4 

112,114 5.0 

70,713 3.2 

65,519 2.9 

59,400 2.7 

38,627 1.7 

20,292 0.9 

Total 2,235,435 100.0 
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4.3	 How many non-English questionnaires were returned as undeliverable as 
addressed (UAA)? 

Table 3 presents the distribution of households that requested a non-English 
questionnaire, but were returned to the NPC as UAA. Advance letters were returned to 
NPC by the Postal Service when they could not be delivered to the designated address 
because of missing or erroneous address information. 

•	 Of those non-English questionnaires requested, 1.3 percent were returned to NPC 
as undeliverable as addressed. This percentage was about 8 percentage points 
lower than the national rate. About 9.1 percent of all (English and non-English) 
forms were returned as UAA, nationwide (see Kohn, 2003, pg.10). One possible 
reason that some non-English questionnaires were UAA was that the addresses 
represented vacant housing units. 

•	 Although Spanish forms were the most requested among the five languages, only 
about 1.2 percent of the Spanish questionnaires requested were returned to NPC as 
UAA. About 2.3 percent of the requested Korean questionnaires were returned as 
UAA. 

Table 3. Distribution of Non-English Questionnaire Requests Returned as 
Undeliverable as Addressed 

Non-English Form Number of Number of Percent of Percent of 
Requested Non-English Non-English Non-English Non-English 

Forms Forms Forms Forms 
Requested Returned Returned Returned 

UAA UAA UAA 
(Within (Over all 

Language) UAAs) 

Spanish 1,871,065 23,021 1.2 80.5 

Chinese 151,752 1,989 1.3 7.0 

Korean 101,653 2,365 2.3 8.3 

Vietnamese 91,765 936 1.0 3.3 

Tagalog 19,200 293 1.5 1.0 

Total 2,235,435 28,604 1.3 100.1* 
* Percentages may not add to 100 percent due to rounding error. 
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Advance letters were mailed to households in mailback areas. Mailback areas were those 
enumeration areas where census respondents mailed back their census questionnaires, that 
is mailout/mailback, update leave and urban update leave areas. Table 3a provides the 
number and percentage of all Non-English forms requested that were returned as UAA, 
by type of enumeration area (TEA). The percentage is of the specific non-English 
questionnaire requests in the TEA. 

•	 Overall, about 1.3 percent of the alternate language forms requested in mailback 
areas were returned as UAA. About 1.8 percent of the alternate language forms 
requested in update leave areas were returned as UAA. 

•	 Each alternate language form had a smaller percentage of forms returned as UAA 
in mailout/mailback areas than in update leave areas. 

Table 3a: Number and Percentage of Non-English Questionnaire Requests 
Returned as UAA by Type of Enumeration Area 

Non-English Mailout/Mailback Update Leave Urban Update Total 
Form Requested Areas Areas Leave Areas and 

Other TEAs* 

Number Percent Number Percent Number Percent Number Percent 

Spanish 22,121 1.2 853 1.7 47 0.8 23,021 1.2 

Korean 2,335 2.3 26 2.4 4 0.9 2,365 2.3 

Chinese 1,966 1.3 21 1.7 2 0.3 1,989 1.3 

Vietnamese 916 1.0 17 1.8 3 2.6 936 1.0 

Tagalog 280 1.5 12 2.2 1 1.9 293 1.5 

Total Non- English 27,618 1.3 929 1.8 57 0.8 28,604 1.3 
Forms 

*This category includes military update leave areas 
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4.4	 Were the non-English questionnaire requests in Hard-to-Enumerate (HTE) 
tracts? 

Table 4 presents the non-English questionnaire requests by HTE tracts. An HTE tract 
was defined to be a tract likely to have a high nonresponse rate. Each census tract was 
assigned a score that was based upon variables known to have a strong positive 
correlation with the census nonreturn rate. The higher the score, the greater the likelihood 
that the tract would have a high nonreturn rate. Hard-to-Enumerate tracts were said to be 
those with scores exceeding 70. According to the Planning Database (PDB), about 
12.6 percent of all census tracts are classified as HTE. 

•	 About 39.4 percent of the total number of non-English questionnaires were 
requested by households located in HTE tracts. Nationwide, about 10.1 percent of 
households were located in HTE tracts (see Methods section). 

•	 About 43.1 percent of the Spanish forms were requested from households in HTE 
census tracts. Only 17.3 percent of the Korean forms were requested from 
households in HTE census tracts. 

Table 4. Distribution of Non-English Questionnaire Requests in Hard-To-
Enumerate Tracts 

Non-English Forms Number of Non- Total Number Percent of Non-English 
Requested English Forms of Non-English Forms Requested in 

Requested in HTE Forms HTE Tracts 
Tracts Requested 

Spanish 805,610 1,871,065 43.1 

Chinese 35,696 151,752 23.5 

Vietnamese 17,948 91,765 19.6 

Korean 17,561 101,653 17.3 

Tagalog 3,831 19,200 20.0 

Total 880,646 2,235,435 39.4 
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4.5	 How many of the requested non-English forms were checked-in and data 
captured by the Census Bureau? What was the relative frequency of 
checked-in and data captured non-English forms for the different form types? 

In March 2000, advance letters were mailed to households. Households could request a 
census form in one of five non-English languages by marking their preference on the 
advance letter and returning it to the Census Bureau. The Census Bureau then mailed a 
questionnaire printed in the requested language to the household. A total of 2,235,435 
households requested a non-English form in this manner (see Table 1). Once the 
requested non-English forms were mailed to households, one (or more) of the following 
occurred: 

•	 The non-English language form was returned to the Census Bureau as 
undeliverable as addressed. These were forms that the United States Postal 
Service could not deliver to the designated address. 

•	 The non-English form was mailed to the respondent and never returned by mail to 
the Census Bureau. Instead, respondents may have neglected to complete their 
form or elected to complete their form in other ways such as filling out and mailing 
a Be Counted form or completing their form over the Internet. 

•	 The non-English form was returned by mail to the Census Bureau by the 
respondent and the form was checked-in and data captured. 

Table 5 provides the distribution of non-English forms that were checked in and data 
captured. It gives the number of non-English questionnaire requests, and the number and 
percentage of paper non-English questionnaires returned by mail to the Census Bureau 
and subsequently data captured. 

•	 Overall, about 45.1 percent of the non-English forms requested were checked in 
and data captured by the Census Bureau. 

•	 Only 28.1 percent of the requested Tagalog questionnaires were checked in and 
data captured. For each of the other languages, at least 42.5 percent of the 
questionnaires were checked in and data captured. 
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Table 5. Distribution of Requested Non-English Questionnaires Checked-in and 
Data Captured 

Non-English Form Number of Forms Number of Forms Percent of Forms 
Requested Requested	 Checked-in and Checked-in and 

Data Captured Data Captured 

Spanish 

Chinese 

Korean 

Vietnamese 

Tagalog 

1,871,065 842,568 45.0 

151,752 72,516 47.8 

101,653 49,734 48.9 

91,765 38,987 42.5 

19,200 5,399 28.1 

Total 2,235,435 1,009,204 45.1 

Table 5a presents the percentage of non-English forms received and data captured that 
were short and long forms. 

•	 About 85.9 percent of the total number of non-English forms received by NPC 
were short forms. About 14.1 percent of the total number of non-English forms 
received and data captured were long forms. 

Table 5a: Percentage of Checked-in and Data Captured Non-English 
Questionnaires by Form Type 

Non-English Form Number of Percentage of Percentage of 
Requested Forms Forms Received Forms Received 

Received that were Short that were Long 
Forms Forms 

Spanish 

Chinese 

Korean 

Vietnamese 

Tagalog 

842,568 86.1 13.9 

72,516 85.6 14.4 

49,734 85.2 14.8 

38,987 83.9 16.1 

5,399 82.3 17.7 

Total 1,009,204 85.9 14.1 
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4.6	 How did the number and percent of non-English questionnaires requested 
compare to the number and percent of language assistance guides requested? 

In addition to census questionnaires in Spanish, Chinese, Korean, Vietnamese, and 
Tagalog, LAGs in 49 foreign languages were available to potential census respondents 
with language barriers. The purpose of the LAGs was to help census respondents 
interpret their English language census forms. Potential census respondents read the 
census questions in their respective language on the LAG and made the appropriate 
response on their English language form. Respondents to the TQA program could call a 
separate toll free number corresponding to each of the language forms: English, Spanish, 
Chinese, Korean, Tagalog, or Vietnamese. The TQA program also assisted callers by 
answering questions about the census and census questionnaires as well as allow callers 
who met specific criteria to respond to the census by phone. The TQA program also 
allowed respondents to request a LAG in any of the 49 languages. 

Table 6 compares the distribution of requests for non-English forms to the distribution of 
requests for LAGs at QACs and to the distribution of requests for LAGs through the TQA 
program for the languages in which non-English questionnaires were available. 

•	 The Spanish language questionnaire or guide received the most attention. The 
next most requested guide or questionnaire among the five alternate languages was 
Chinese. The least requested language form or guide was Tagalog. 

•	 For each source, the Korean language and the Vietnamese language had similar 
percentages. They had nearly the same percentage of requested alternate language 
questionnaires (4.5 percent and 4.1 percent), of LAGs requested at QACs 
(5.2 percent and 4.9 percent), and of LAGs requested through the TQA program 
(2.0 percent and 2.2 percent). 
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Table 6: Comparison of Requests for Non-English Questionnaires to Requests for 
Language Assistance Guides at QACs and through the TQA Program for 
Languages in which Alternate Language Forms were Available 

Alternate Language Non- English Forms LAGs Requested at LAGs Requested 
Offered Requested QACs*	 through the TQA 

program** 

Number Percent Number Percent Number Percent 

Spanish 1,871,035 83.7 50,158 81.4 57,563 92.0 

Chinese 151,752 6.8 4,848 7.9 2,326 3.7 

Korean 101,653 4.5 3,218 5.2 1,244 2.0 

Vietnamese 91,765 4.1 3,068 5.0 1,394 2.2 

Tagalog 19,200 0.9 300 0.5 63 0.1 

Total 2,235,435 100.0 61,592 100.0 62,590 100.0 

*See Jones and Barrett, 2003, Appendix B. 
**See Chesnut, 2003, Appendix G. 

Table 6a compares the requests for LAGs at QACs to the requests for LAGs through the 
TQA program for all available languages. 

•	 While over 2.2 million (2,235,435) households requested a non-English 
questionnaire on their advance letter, not as many households requested language 
assistance guides from the QACs or through the TQA program. About 93,672 
respondents requested language assistance guides from QACs (see Jones and 
Barrett, 2003). About 77,191 respondents requested language assistance guides 
through the TQA program (see Chesnut, 2003). Each source had requests for these 
guides in the majority of the 49 available languages. 

•	 The Spanish language guide was the most requested guide from each source. The 
next most requested language guide among the 49 available languages from QACs 
was Russian (see Jones and Barrett, 2003, Appendix B). The next most requested 
language guide from the TQA program was Albanian (see Chesnut, 2003, 
Appendix G). 

•	 There were a higher percentage of LAGs in other languages requested at QACs 
(34.3 percent) than through the TQA program (18.9 percent). 
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Table 6a: Comparison of Requests for LAGs at QACs to Requests for LAGs 
through the TQA program for all Available Languages 

Alternate Language Offered LAGs Requested at QACs* LAGs Requested through the 
TQA program** 

Number Percent Number Percent 

Spanish


Chinese


Korean


Vietnamese


Tagalog


Other Languages***


50,158 53.5 57,563 74.6 

4,848 5.2 2,326 3.0 

3,218 3.4 1,244 1.6 

3,068 3.3 1,394 1.8 

300 0.3 63 0.1 

32,080 34.3 14,601 18.9 

Total 93,672 100.0 77,191 100.0 

*See Jones and Barrett, 2003, Appendix B. Data is available for 37 specific languages

and Large Print English. The total does not include Large Print English.

**See Chesnut, 2003, Appendix G. Data is available for all 49 available languages and

Large Print English. The total does not include Large Print English.

***See Section 1, Background, pg 2 for a list of all of the languages in which assistance

guides were available
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5. CONCLUSIONS AND RECOMMENDATIONS 

The objective of this study is to provide results of non-English forms requested from 
households who received advance letters during Census 2000. These results will help 
determine the extent to which these questionnaires and guides help non-English speaking 
census respondents. These results can also help provide a rationale for the enhancement 
of the Language Program for future censuses. 

Major conclusions are as follows: 

•	 There were over 2.2 million requests for non-English census questionnaires. 
Households that received an advance letter were offered the option of requesting a 
non-English census questionnaire in one of five languages. The languages offered 
were Spanish, Chinese, Tagalog, Vietnamese, and Korean. 

•	 Most (83.7 percent) of the households that requested alternative language 
questionnaires requested them in Spanish. Next were requests for 
questionnaires in Chinese (6.8 percent), followed by Korean questionnaires 
(4.5 percent). 

•	 Less than half (45.1 percent) of the households requesting an alternate 
language form returned these forms by mail which were subsequently 
checked-in and data captured. 

•	 About 39.4 percent of the households that requested alternate language 
questionnaires were in census tracts designated as Hard-to-Enumerate. 
Nationwide, about 10.5 percent of all households were located in HTE tracts (see 
Methods section). 

•	 Although there were requests for non-English questionnaires from 
households in all states, most of these requests were from households in four 
states. Four states, California (784,071 requests), Texas (294,035 requests), New 
York (269,871 requests) and Florida (231,162 requests) had the most requests for 
non-English language forms. These four states accounted for about 70.6 percent 
of the requests nationwide while covering areas that were mailed only 28.4 percent 
of the advance letters. 

•	 While over 2.2 million (2,235,435) households requested a non-English 
questionnaire on their advance letter, the number of respondents requesting 
language assistance guides was substantially lower. At least 93,672 respondents 
requested language assistance guides from Questionnaire Assistance Centers. 
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Another 77,191 respondents requested language assistance guides through the 
Telephone Questionnaire Assistance program. 

•	 Respondents requested language assistance guides in languages other than 
Spanish, Chinese, Korean, Tagalog, or Vietnamese. About 34.3 percent of the 
LAGs requested at QACs and 18.9 percent of the LAGs requested through the 
TQA program were in languages other than Spanish, Chinese, Korean, Tagalog, or 
Vietnamese. 

Recommendation 

To meet the objectives of improving response rates and data accuracy, the Census 
Bureau should continue to take initiatives to help respondents overcome language 
barriers to completing census forms. These initiatives should include providing an 
opportunity for households to make requests for non-English questionnaires via the 
advance letters, providing guides and questionnaires at assistance centers, and providing 
alternate language telephone assistance. 

One suggestion is to allow households the opportunity to request language assistance 
guides in addition to non-English questionnaires on the advance letter. Although 
over 2.2 million households requested a non-English questionnaire, these questionnaires 
were available in only five languages. The LAGs were available in 49 languages. Data 
from the TQA program and the QACs show that respondents requested guides in many of 
the 49 available languages. However, the relatively low demand for guides from 
respondents as reported from the TQA program (77,191 requests) and the QACs (93,672 
requests) suggests that many households with language barriers did not obtain LAGs. 

There exists more effective ways to inform the public of their availability. One 
potentially effective way is to give respondents the opportunity to request LAGs on the 
advance letter. Doing this would inform millions of households of their availability, and 
hopefully raise the demand for the guides by households with language barriers in 
languages other than the five alternate languages offered for a non-English questionnaire. 
Increasing the availability of the guides could encourage more households with language 
barriers to complete their census forms. Prior research done by the Census Bureau 
suggests that offering more than one language questionnaire to households in 
linguistically isolated areas significantly increases the questionnaire completion rate. 
Similarly, it is likely that offering language guides in the many available languages via the 
advance letter would increase the completion rate of census questionnaires in 
linguistically isolated households. It is plausible that making language assistance 
guides more widely available by making them an option on the advance letter will 
increase the overall response to future censuses. 
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APPENDIX


Distribution of Non-English Questionnaire Requests by State 

State Number of Non- Number of Advance Percentage of Percentage 
English Letters Advance Letters of Requests 

Questionnaire that generated 
Requests Requests 

California


Texas


New York


Florida


New Jersey


Illinois


Arizona


Massachusetts


Georgia


Washington


Virginia


Pennsylvania


Colorado


Nevada


Maryland


North Carolina


Connecticut


Oregon


New Mexico


Michigan


Indiana


Kansas


Wisconsin


Ohio


Minnesota


Utah 

784,071 12,572,647 6.23 35.07 

294,035 3,744,980 7.85 13.15 

269,871 7,898,607 3.42 12.07 

231,162 7,450,522 3.10 10.34 

98,691 3,450,355 2.86 4.41 

95,039 5,294,241 1.80 4.25 

49,846 2,131,198 2.33 2.23 

32,488 2,669,034 1.21 1.45 

29,155 3,313,257 0.88 1.30 

26,566 2,521,778 1.05 1.19 

25,486 2,787,283 0.91 1.14 

24,566 5,265,599 0.47 1.10 

23,253 1,789,013 1.30 1.04 

22,309 775,295 2.88 1.00 

20,516 2,209,773 0.93 0.92 

20,427 3,317,583 0.62 0.91 

20,222 1,452,519 1.39 0.90 

15,077 1,489,587 1.01 0.67 

11,686 686,481 1.70 0.52 

11,611 4,296,913 0.27 0.52 

8,667 2,635,602 0.33 0.39 

8,640 1,118,576 0.77 0.39 

8,408 2,308,379 0.36 0.38 

8,360 4,892,363 0.17 0.37 

8,335 2,009,551 0.41 0.37 

8,126 755,905 1.07 0.36 
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Distribution of Non-English Questionnaire Requests by State- cont’d 

State Number of Non- Number of Advance Percentage of Percentage 
English Letters Advance Letters of Requests 

Questionnaire that generated 
Requests Requests 

Oklahoma


Hawaii


Rhode Island


Tennessee


Louisiana


Missouri


Nebraska


District of Columbia


South Carolina 

Arkansas


Iowa


Alabama


Idaho


Kentucky


Delaware


Mississippi


New Hampshire


Alaska


South Dakota 

West Virginia 

Maine 

Wyoming 

North Dakota 

Montana 

Vermont 

7,916 1,394,442 0.57 0.35 

7,626 502,523 1.52 0.34 

6,553 462,112 1.42 0.29 

6,292 2,393,502 0.26 0.28 

6,275 1,834,359 0.34 0.28 

5,791 2,369,920 0.24 0.26 

4,723 699,832 0.67 0.21 

4,671 290,069 1.61 0.21 

4,490 1,692,247 0.27 0.20 

4,454 1,094,729 0.41 0.20 

3,491 1,246,394 0.28 0.16 

3,424 1,865,712 0.18 0.15 

2,975 499,182 0.60 0.13 

2,705 1,645,731 0.16 0.12 

1,865 340,517 0.54 0.08 

1,643 1,083,420 0.15 0.07 

1,142 478,345 2.39 0.05 

1,077 208,555 0.52 0.05 

382 282,658 0.13 0.02 

321 692,687 0.05 0.01 

285 472,693 0.06 0.01 

262 177,752 0.15 0.01 

180 258,689 0.07 0.01 

154 341,666 0.04 0.01 

125 202,003 0.06 0.01 

TOTAL 2,235,435 111,366,780 2.00 100.0 
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Executive Summary 

This evaluation has four objectives which are the following: 

• to create a universe of households identified as linguistically isolated 
• to determine how they were enumerated in Census 2000 
• to examine the education attainment of the householder 
• to examine geographic clustering at the tract and county levels 

The enumeration of each household involves any of the following operations: paper mailback 
questionnaires, Internet responses, Be Counted Questionnaires, Telephone Questionnaire 
Assistance interviews, Coverage Edit Followup interviews, List/Enumerate, Update/Enumerate, 
Nonresponse Followup, and Coverage Improvement Followup. A household is classified as 
linguistically isolated if all household members age 14 years or older speak a language other than 
English and have limited English proficiency. Earlier studies have found that the inability to 
speak English well was a barrier to effective enumeration (Bruce and Robinson, 1999). In 
responding to legislation, specifically the Civil Rights Act of 1964, the Bilingual Education Act, 
and the Voting Rights Act, using census data, the Census Bureau developed an approach to 
identify a language spoken at home and measure self-reported English language ability (Siegel, 
Martin, and Bruno, 2000). “Linguistic Isolation” was defined by these measurements. This 
calculation revealed that the percent of linguistically isolated households had increased since 
1990, from 3.2 percent to 4.1 percent (SE = 0.0049 percent). The evaluation also found that 
linguistically isolated households were less likely to self-respond than the non-linguistically 
isolated households. These self-responses included paper mailback questionnaires, Internet 
responses, Telephone Questionnaire Assistance interviews, and Coverage Edit Followup 
interviews. For linguistically isolated households, 61.0 percent (SE = 0.0636 percent) were self-
responses. For non-linguistically isolated households, 72.6 percent (SE = 0.0112 percent) were 
self-responses. 

There are 3,141 counties in the nation with at least one linguistically isolated household. Each of 
these has up to 35.0 percent of its households that are linguistically isolated. Of the 3,141 
counties, 91.53 percent have less than five percent of their households that are linguistically 
isolated. There are eight counties in Texas with at least 25 percent of their households that are 
linguistically isolated. 

Of the 64,960 tracts in the nation with at least one linguistically isolated household, 77.5 percent 
have less than five percent of their households that are linguistically isolated. There are 11 tracts 
in the nation where at least 75 percent of their households are linguistically isolated. They are as 
follow: one in Maricopa County, Arizona, one in Pinal County, Arizona, three in Los Angeles 
County, California, one in San Francisco County, California, one in Lafourche Parish, Louisiana, 
two in Bronx County, New York, one in Dutchess County, New York, and one in Charleston 
County, South Carolina. 
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Finally, householders in linguistically isolated households are less likely to have formal 
education beyond grade 12 than those in non-linguistically isolated households. 

At the tract and county levels, the linguistic isolation variable may help with identifying areas for 
special enumeration procedures including language programs for the 2010 Census. Further 
analysis should be done by specific languages that are spoken at home in order to identify the 
level and if they are clustered. 
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1. BACKGROUND 

This evaluation identifies non-English speaking households at the state and national level as well 
as the tract and county level. These non-English speaking households are known as linguistically 
isolated. The objectives of this evaluation are the following: (1) to create a universe of 
households identified as linguistically isolated; (2) to determine how they were enumerated in 
Census 2000; (3) to examine the education attainment of the householder; and (4) to examine the 
geographic clustering at the tract and county levels. This report does not include analysis by 
language group. 

1.1 1990 Census 

In 1990, a language other than English was spoken at home in 15.5 percent of all households in 
the country and 20 percent of those households or 3.2 percent of all households were 
linguistically isolated (Siegel et. al., 2000). This research raised some issues surrounding the 
validity of interpretations of linguistic isolation of households. In addition, the report suggested 
further investigation into the justification of applying the definition of linguistic isolation in 
social programs and in survey administrations. For instance, sometimes it does not make sense if 
the level of English proficiency of the household is only tied to members of the household 14 
years or older no matter how proficient in English persons who are younger than 14 years. The 
evaluation cited that there was much evidence dealing with non-sampling error in the 
measurement of the elements of linguistic isolation. It cited that there could be shortcomings 
about the level of uncertainty in estimates for small areas arising from sampling variation in the 
Census and other surveys including American Community Survey. Such examples would be 
areas with high rates of Hispanic migration and political or social indifference to language needs. 
The concept of linguistic isolation is rather complex and needs to be examined closely in related 
evaluation papers. 

Bruce and Robinson (1999) showed that linguistically isolated households in 1990 were very 
concentrated geographically. In addition, their results showed that for linguistically isolated 
households living in hard-to-enumerate areas, no language other than Spanish occurred with any 
frequency, and that national tabulations masked important differences in the language needs of 
individual states. This fact necessitates analysis of the results for each state as well as for the 
nation. 

Appendix A contains some key words of this study and their definition. 

1.2 Census 2000 

For Census 2000, the linguistic isolation variable was determined at the household level. It is 
found in the Sample Edited Data File (SEDF). It is a recode variable based on other variables 
that checks on the following for all household members 14 years or older: the language spoken at 
home and the level of English proficiency. 
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It serves as a flag in the household level data indicating whether the household is linguistically 
isolated or not. 

2. METHODS 

The evaluation is based on data from the SEDF, updated April 2002. The SEDF contains 100 
percent and sample data which have been edited and imputed for all persons in sample housing 
units. Contained on the SEDF is the linguistic isolation flag variable which indicates whether the 
household is linguistically isolated or not. 

2.1 Source of Data 

The evaluation uses the following household level data from the SEDF: 

• household linguistic isolation flag 
• return source 
• housing unit weight 

The return source data identify the operation in which the household was enumerated during 
Census 2000. The evaluation uses only one person level variable which defines the language 
spoken at home for each person. Since the linguistic isolation data were derived from the long 
form survey data, the universe in this study only contained households enumerated by the long 
form. Appendix B in this paper has information on the variables that are used in this study as 
well as all the values for each of the variables. 

2.2 Estimation and Weighting 

The data are weighted using the sample housing unit weight variable (HWT). The data are 
weighted since the analysis is based on the long form sample data. The values of the return 
source (RSOURCE) are collapsed into return types which define the operation in which the 
households were enumerated. The unweighted total of all households in return type j is nj 

where 
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�1 for paper mailback 1 

��
�2 for coverage edit followup
��
�3 for nonresponse followup

j = ��
�4 for coverage improvement followup 
�� 2 
�5 for personal visit enumeration 
�

�6 for others 3 

The weighted total number of households is A. 
6 n j 

A = ��hwti 
j=1 i =1 

where hwti is the housing unit weight for the household i in return type j and i = 1,2,...,nj . 

The weighted total is equal to or greater than the unweighted total. The weighted total number of 
the linguistically isolated households is B. 

6 n j 

B = � ��hwti * LIi 
j =1 i =1 

where hwti is the housing unit weight for the household i for return type j and 

0 if the household i is not linguistically isolated 
LIi = 

�
�
�1 if the household i is linguistically isolated 

The weighted total number of the non-linguistically isolated households is C. 

6 nj 

C = ��hwti * nonLIi 
j=1 i =1 

____________________________________________________________________________ 
1 including paper mailback questionnaires from mailout, Internet responses, Telephone Questionnaire Assistance 

(TQA) interviews, paper mailback questionnaires in Update/Leave areas, paper mailback questionnaires in 
Urban Update/Leave areas, foreign language questionnaires, and Be Counted Forms (BCF). 

2 including List/Enumerate, Update/Enumerate, and Remote Alaska. 
3 including T-Night, Group Quarters, Military Group Quarters, and Shipboard Group Quarters. 
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where hwti is the housing unit weight for the household i for return type j and 

1 if household i is not linguistically isolated 
nonLIi = 

�
�
�0 if household i is linguistically isolated 

The percent of linguistically isolated households is D. 

�� 6 n j 6 n j 

D = ��� (hwti * LIi ) / ��hwti �
	�

*100 
j =1 i =1 j =1 i =1 
�

The percent of non-linguistically isolated households is E. 

�� 6 n j 6 n j 

E = ��� (hwti *nonLIi ) / ��hwti �
	�

*100 
j =1 i =1 j =1 i =1 
�

The percent of linguistically isolated households in return type j is Fj. 

��n j n j 

Fj = ��(hwti * LIi ) / �hwti �
	�

*100 
i=1 i=1 
�

The percent of non-linguistically isolated households in return type j is Gj. 

��n j n j 

Gj = �� (hwti *nonLIi ) / �hwti �
	�

*100 
i =1 i =1 
�

2.3 Linguistically isolated households at the county and tract levels 

For calculating the percent of the linguistically isolated households at the county level, 
households were grouped by the state j and county k . The unweighted total number of all 

households in the state j and county k is njk where 

j = 1,2,..,51 
and 

k = 1,2, ..., mj 
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where mj is the number of counties in state j . For the state j and county k , the weighted total 

number of all households is R. 
n jk 

R = ��hwti 
i =1 

where hwti is the housing unit weight for the household i , for i = 1,2,...,njk . 

The weighted total number of the linguistically isolated households is S. 

n jk 

S = ��hwti * LIi 
i =1 

where hwti is the housing unit weight for the household i , for i = 1,2,...,njk and 

0 if the household i is not linguistically isolated 
LIi = 

�
�
�1 if the household i is linguistically isolated 

The percent of linguistically isolated households for the county level is Tjk. 

��njk n jk 

Tjk = ��(hwti * LIi ) / �hwti �
	�

*100 
i=1 i=1 
�

The procedures for calculating the percent of the linguistically isolated households are similar for 
tract geography. However, both state and county are needed to uniquely identify the tract l . 
Hence, households were grouped by the state j , county k , and tract l . The unweighted total 

number of all households in the state j , county k , and tract l is njkl where 

j = 1,2,..,51 
and 

k = 1,2, ..., mj 

and 
l = 1,2,..., pkj 

where mj is the number of counties in state j and pkj is the number of tracts in county k of 

state j . For the state j county k and tract l the weighted total number of all households is U. 
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n jkl 

U = ��hwti 
i =1 

where hwti is the housing unit weight for the household i , for i = 1,2,...,njkl 
. 

The weighted total number of the linguistically isolated households is V. 

n jkl 

V = ��hwti * LIi 
i =1 

where hwti is the housing unit weight for the household i , for i = 1,2,...,njkl , and 

0 if the household i is not linguistically isolated 
LIi = 

�
�
�1 if the household i is linguistically isolated 

The percent of the linguistically isolated households for the tract level is Wjkl . 

��n jkl n jkl 

Wjkl = ��(hwti * LIi ) / �hwti �
	�

*100 
i=1 i=1 
�

2.4 Applying Quality Assurance Procedures 

Quality Assurance procedures were applied to the design, implementation, analysis and 
preparation of this report. A description of the procedures used is provided in the “Census 2000 
Evaluation Program Quality Assurance Process”. 

3. LIMITS 

3.1 Nonsampling error in measurements in small areas 

There has been some evidence of difficulty in estimating error for small areas regarding the 
measure of the elements of linguistic isolation (Siegel et. al., 2000). Therefore, the 
measurements are subject to substantial variation at fine geographic levels, like tracts. 
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3.2 Validity of the definition of “linguistic isolation” 

There have been some concerns about the validity of the definition of “linguistic isolation” which 
may need to be studied further to clarify its application in social programs and in survey 
administrations. Social programs and survey administrations may have different standards in 
identifying linguistically isolated households. For instance, some of them identify linguistically 
isolated households where no household member 14 years or older speaks English “very well” 
even though someone younger than 14 years in the household may speak English “very well”. 
The others allow the level of English proficiency to be applied to any household member younger 
than 14 years in identifying linguistic isolated households. 

In some areas where bilingualism is official in governmental services, like Dade County, Florida 
where English and Spanish are both official languages, there might be different requirements in 
defining linguistically isolated households. In some cases, households where a language other 
than English is spoken and where no household member speaks English “very well” might not be 
classified as linguistically isolated because the household language is also an official language in 
the area. There are political and ideological arguments over whether communication in English 
is or should be adequate for government programs, but the importance of language as a barrier to 
survey administration needs direct assessment. 

3.3 Influx of migrants and population mobility 

There may be many linguistically isolated households that are unaccounted for in some 
geographical areas in the nation (Siegel et. al., 2000). These household respondents have not 
resided in the area at the time of enumeration and are likely to migrate to different areas in a 
short time. Some of them could be reluctant to be enumerated because of fears that they might 
be reported to law enforcement agencies that deal with undocumented immigrants. 

3.4 Sampling techniques of linguistically isolated household data 

The universe of the households in this study is based on sample data from the Census 2000 long 
form sample. The results of the analysis on linguistic isolation are subject to sampling 
variability. The linguistic isolation data are only available in the SEDF which has edited and 
imputed data. 

4. RESULTS 

4.1 What was the percent of all households that are linguistically isolated? 

A linguistically isolated household is one in which all persons age 14 years or older who speak a 
language other than English do not speak English “very well”. The percent of linguistically 
isolated households has increased due to new immigrants in recent years. In 1990, 3.2 percent of 
all households were classified as linguistically isolated. Spanish, Tagalog, Chinese, Korean and 
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Vietnamese-speaking households represent the fastest growing non-English speaking 
components of this linguistic isolation universe (Siegel et. al., 2000). These new immigrants 
with limited English proficiency have been thought to have a language barrier that affects any 
Census survey of households. For Census 2000, a language assistance program was developed to 
alleviate this problem. Table 1 shows the overall weighted percent of linguistically isolated 
households and the overall weighted percent of non-linguistically isolated households, both at the 
national level. The percent of all households that are linguistically isolated is 4.1 percent. The 
table also shows the percentage distribution of the linguistically isolated and non-linguistically 
isolated households across two response modes, self-response and personal visit response. The 
self-response mode refers to paper mailback questionnaires, Internet responses, Be Counted 
Forms, Telephone Questionnaire Assistance interviews, and Coverage Edit Followup interviews. 
The personal visit response mode refers to information filled out by the enumerator from any of 
the following operations: List/Enumerate, Update/Enumerate, Nonresponse Followup, and 
Coverage Improvement Followup. There is a small number of linguistically isolated and 
non-linguistically isolated households that could not be classified into self-response or personal 
visit response so they are not included in the table. 

Table 1. Percent of Linguistic Isolation by Mode - National level Weighted 

Linguistic Isolation Total 

Mode 

Self-Response 
Personal Visit 
Response 

Total 

Column Percent 100.0 100.0 100.0 

Row Percent 100.0 72.1 (0.0111) 27.9 (0.0111) 

Linguistically Isolated 

Column Percent 4.1 (0.0049) 3.5 (0.0053) 5.8 (0.0110) 

Row Percent 100.0 61.0 (0.0636) 39.0 (0.0636) 

Not linguistically isolated 

Column Percent 95.9 (0.0049) 96.5 (0.0053) 94.2 (0.0110) 

Row Percent 100.0 72.6 (0.0112) 27.4 (0.0112) 
Data Source: SEDF ( ) denotes standard error 

The table shows that, for Census 2000, 4.1 percent (SE = 0.0049 percent) of all households were 
classified as linguistically isolated. Linguistically isolated households were less likely to 
self-respond than non-linguistically isolated households, 61.0 percent (SE = 0.0636 percent) to 
72.6 percent (SE = 0.0112 percent), respectively. Thus, linguistically isolated households were 
more likely to have personal visit response than non-linguistically isolated households, 39.0 
percent (SE = 0.0636 percent) to 27.4 percent (SE = 0.0112 percent), respectively. 
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The table in Appendix C shows the rank of the states by the percent of linguistically isolated 
households. At the state level, the percent of linguistic isolation ranged from a high of 9.65 
percent (SE = 0.0240 percent) for California to a low of 0.32 percent (SE = 0.0154 percent) for 
West Virginia. The five states with the highest percent of linguistically isolated households are 
the following: California, 9.65 percent (SE = 0.0240 percent); New York, 7.74 percent (SE = 
0.0263 percent); Texas, 7.22 percent (SE = 0.0246 percent); Hawaii, 7.00 percent (SE = 0.1018 
percent); and New Mexico, 6.49 percent (SE = 0.0768 percent). The five states with the lowest 
percent of linguistically isolated households are the following: Kentucky, 0.73 percent (SE = 
0.0165 percent); Alabama, 0.70 percent (SE = 0.0160 percent); Montana, 0.68 percent (SE = 
0.0286 percent); Mississippi, 0.54 percent (SE = 0.0175 percent); and West Virginia, 0.32 
percent (SE = 0.0154 percent). 

4.2 How were Linguistically Isolated households enumerated in Census 2000? 

Table 2 has national level data, both estimates and percentages, for the linguistically isolated 
households and non-linguistically isolated households by the types of return. Return type 
includes the following: paper mailback1, Coverage Edit Followup, Nonresponse Followup, 
Coverage Improvement Followup, and Personal Visit Enumeration2. 

The table shows that the return type with the largest percent of both linguistically isolated 
households and non-linguistically isolated households, is paper mailback, 57.7 percent (SE = 
0.0644 percent) and 71.2 percent (SE = 0.0114 percent), respectively. Nonresponse Followup 
(NRFU) is second to the paper for both linguistically isolated and non-linguistically isolated, 
35.5 percent (SE = 0.0624 percent) and 24.9 percent (SE = 0.0109 percent), respectively. As 
expected, these are the two biggest operations. 

Of all households enumerated by Coverage Edit Followup, 9.0 percent (SE = 0.0598 percent) are 
linguistically isolated; Nonresponse Followup, 5.8 percent (SE = 0.0117 percent); Coverage 
Improvement Followup, 5.5 percent (SE = 0.0414 percent); Personal Visit Enumeration, 5.9 
percent (SE = 0.0507 percent). The reason for Coverage Edit Followup having the largest 
percent of linguistically isolated households could be due to the large household followup 
component. For that component, these cases were originally mailback self-response 
enumerations that contained more than six persons. During Coverage Edit Followup we 
contacted these households to collect data for Persons 7 and higher. 

____________________________________________________________________________ 
1 including paper mailback questionnaires from mailout, Internet responses, Telephone Questionnaire Assistance 

(TQA) interviews, paper mailback questionnaires in Update/Leave areas, paper mailback questionnaires in 
Urban Update/Leave areas, foreign language questionnaires, and Be Counted Forms (BCF). 

2 including List/Enumerate, Update/Enumerate, and Remote Alaska. 
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Table 2. Estimates and Percent of Return Type by Linguistic Isolation - National level 
Weighted 

Non Linguistically Isolated 
Linguistically Isolated Households Households 

percent percent 

Return Type estimates4 row column estimates4 row column 

Total 4,362,318 4.1 100.0 101,117,783 95.9 100.0 
(0.0049) (0.0049) 

Paper Mailback1 2,523,837 3.4 57.7 72,004,826 96.6 71.2 
(0.0053) (0.0644) (0.0053) (0.0114) 

Coverage Edit Followup 134,396 9.0 3.1 1,358,364 91.0 1.3 
(0.0598) (0.0226) (0.0598) (0.0028) 

Nonresponse Followup 1,549,925 5.8 35.5 25,147,460 94.2 24.9 
(0.0117) (0.0624) (0.0117) (0.0109) 

Coverage Improvement 104,291 5.5 2.4 1,801,675 94.5 1.8 
Followup (0.0414) (0.0200) (0.0414) (0.0033) 

Personal Visit Enumeration2 48,792 5.9 
(0.0507) 

1.2 
(0.0142) 

785,499 94.2 
(0.0507) (0.0022) 

Other3 1,077 5.1 
(1.1984) 

0.0 19,959 94.9 
(1.1984) 

Data Source: SEDF ( ) denotes standard error 

4.3 Where were the households located geographically? 

Table 3 shows the distribution of tract by the percent of households within the tract that are 
linguistically isolated. The first column contains percent ranges from 0.0 percent to less than 5.0 
percent, 5.0 percent to less than 10.0 percent and so on. The estimates column shows the number 
of tracts having the percent of linguistically isolated households within the range. The 
percentages in the percent column represent the percent of tracts that are within the range of 
linguistically isolated. The table indicates for 77.53 percent of all tracts, less than five percent of 
their households are linguistically isolated. Assuming there is no substantial clustering of the 
linguistically isolated households, this is expected given that nationally 4.1 percent of all 
households are linguistically isolated. There are 11 tracts where at least 75 percent of their 
households are linguistically isolated. These represent 0.02 percent of all tracts. ____________________________________________________________________________ 
1 including paper mailback questionnaires from mailout, Internet responses, Telephone Questionnaire Assistance 

(TQA) interviews, paper mailback questionnaires in Update/Leave areas, paper mailback questionnaires in 
Urban Update/Leave areas, foreign language questionnaires, and Be Counted Forms (BCF). 

2 including List/Enumerate, Update/Enumerate, and Remote Alaska. 
3 including T-Night, Group Quarters, Military Group Quarters, and Shipboard Group Quarters. 
4 The numbers in this column are based on a sample. Therefore they are an estimate of the true value and contain 

sampling error. 
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They are in the following eight counties: 

1. Maricopa County, Arizona 
2. Pinal County, Arizona 
3. Los Angeles County, California (3) 
4. San Francisco County, California 
5. Lafourche Parish, Louisiana 
6. Bronx County, New York (2) 
7. Dutchess County, New York 
8. Charleston County, South Carolina 

Table 3. Nationwide Distribution of Tracts by the Percent of All 
Households Within a Tract That Are Linguistically Isolated 

Estimated Percent of All Tracts 
Households Within A Tract that 
are Linguistically Isolated Count Percent Cumulative 
Total 64,960 100.00 Percent 

0.0% to less than 5.0% 50,365 77.53 77.53 

5.0% to less than 10.0% 6,596 10.15 87.69 

10.0% to less than 15.0% 2,949 4.54 92.23 

15.0% to less than 20.0% 1,747 2.69 94.92 

20.0% to less than 25.0% 1,188 1.83 96.74 

25.0% to less than 30.0% 803 1.24 97.98 

30.0% to less than 35.0% 539 0.83 98.81 

35.0% to less than 40.0% 336 0.52 99.33 

40.0% to less than 45.0% 180 0.28 99.60 

45.0% to less than 50.0% 111 0.17 99.78 

50.0% to less than 55.0% 65 0.10 99.88 

55.0% to less than 60.0% 39 0.06 99.94 

60.0% to less than 65.0% 10 0.02 99.95 

65.0% to less than 70.0% 14 0.02 99.97 

70.0% to less than 75.0% 7 0.01 99.98 

75.0% to less than 80.0% 2 0.00 99.99 

80.0% to less than 85.0% 0 0.00 99.99 

85.0% to less than 90.0% 0 0.00 99.99 

90.0% to less than 95.0% 0 0.00 99.99 

95.0% to 100.0% 9 0.01 100.00 

Data Source: SEDF ( ) denotes standard error 
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Table 4 is similar to Table 3, but it represents the distribution at the county level. The table 
indicates for 91.53 percent of all counties, less than five percent of their households are 
linguistically isolated. Similar to the tract, this is expected given that nationally 4.1 percent of all 
households are linguistically isolated and there is no substantial clustering. There are eight 
counties where at least 25 percent of their households are linguistically isolated. These represent 
0.25 percent of all counties. The eight counties are all in Texas. They are as follow: Hudspeth, 
Kenedy, La Salle, Maverick, Presidio, Starr, Webb, and Zavala. 

Table 4. Nationwide Distribution of Counties by the Percent of All 
Households Within a County That Are Linguistically Isolated 

Estimated Percent of All Counties 
Households Within a county that 
are Linguistically Isolated Count Percent Cumulative 
Total 3,141 100.00 Percent 

0.0% less than 5.0% 2,875 91.53 91.53 

5.0% less than 10.0% 187 5.95 97.48 

10.0% less than 15.0% 43 1.37 98.85 

15.0% less than 20.0% 19 0.60 99.46 

20.0% less than 25.0% 9 0.29 99.75 

25.0% less than 30.0% 4 0.13 99.87 

30.0% to 35.0% 4 0.13 100.00 

Data Source: SEDF ( ) denotes standard error 

4.4 What is the educational level of the householders? 

Table 5 contains estimates and percentages of the householder’s educational attainment level for 
linguistically isolated and non-linguistically households. The distribution shows that 
householders in the non-linguistically isolated households have higher education background than 
those in the linguistically isolated households. Up to the 12th grade/no diploma level, the 
percentages are higher for the linguistically isolated households than for the non-linguistically 
isolated households with one exception, 11th grade. Beyond that level, this reverses. 
Householders in linguistically isolated households are less likely to have high school diploma 
through doctorate degree than those in non-linguistically isolated households. 
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Table 5. Nationwide Distribution of Households by Educational Attainment Levels For the 
Householders in Linguistically Isolated Households and Non-Linguistically Isolated 
Households 

Linguistically Isolated Households Non-Linguistically Isolated Households 
Householder’s Education 

Attainment Level estimates1 percent estimates1 percent 

Total 4,362,318 100.00 101,117,783 100.00 

No schooling completed 357,710 8.20 (0.0358) 790,655 0.78 (0.0022) 

Nursery school to 4th grade 195,210 4.47 (0.0269) 498,154 0.49 (0.0018) 

5th grade or 6th grade 518,608 11.89 (0.0422) 1,258,034 1.24 (0.0028) 

7th grade or 8th grade 348,169 7.98 (0.0353) 3,417,450 3.38 (0.0045) 

9th grade 269,557 6.18 (0.0314) 2,324,314 2.30 (0.0038) 

10th grade 145,790 3.34 (0.0234) 3,051,508 3.02 (0.0043) 

11th grade 120,067 2.75 (0.0213) 2,936,248 2.90 (0.0042) 

12th grade, no diploma 309,653 7.10 (0.0335) 3,414,054 3.38 (0.0045) 

High school graduate 821,122 18.82 (0.0510) 27,910,534 27.60 (0.0112) 

Some college, but less than 145,397 3.33 (0.0234) 7,281,509 7.20 (0.0065) 
one year 

One or more years of 331,227 7.59 (0.0345) 15,435,101 15.26 (0.0090) 
college, no degree 

Associate degree 143,851 3.30 (0.0233) 6,261,840 6.19 (0.0061) 

Bachelor’s degree 373,504 8.56 (0.0365) 16,498,235 16.32 (0.0093) 

Master’s degree 162,528 3.73 (0.0247) 6,452,019 6.38 (0.0061) 

Professional degree 72,785 1.67 (0.0167) 2,362,761 2.34 (0.0038) 

Doctorate degree 47,140 1.08 (0.0135) 1,225,367 1.21 (0.0027) 
Data Source: SEDF ( ) denotes standard error 

_____________________________________________________________________________________________ 
1 The numbers in this column are based on a sample. Therefore they are an estimate of the true value and contain 

sampling error. 
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5. CONCLUSIONS AND RECOMMENDATIONS 

Conclusions: 

The percent of linguistically isolated households has increased since 1990, from 3.2 percent to 4.1 
percent (SE = 0.0049 percent). Linguistically isolated households were less likely to self-respond 
compared to the non-linguistically isolated households. For linguistically isolated households, 
61.0 percent (SE = 0.0636 percent) were self-responses and, for non-linguistically isolated 
households, 72.6 percent (SE = 0.0112 percent) were self-responses. The return type with the 
largest percent of both linguistically isolated households and non-linguistically isolated 
households, is paper mailback, 57.7 percent (SE = 0.0644 percent) and 71.2 percent (SE = 0.0114 
percent), respectively. This would be expected given the percent of self-response for both the 
linguistically isolated and non-linguistically isolated households. Of all households enumerated 
by Coverage Edit Followup, 9.0 percent (SE = 0.0598 percent) are linguistically isolated; 
Nonresponse Followup, 5.8 percent (SE = 0.0117 percent); Coverage Improvement Followup, 5.5 
percent (SE = 0.0414 percent); Personal Visit Enumeration, 5.9 percent (SE = 0.0507 percent). 
This indicates that among those operations involving an enumerator, Coverage Edit Followup has 
the highest percent of linguistically isolated households. 

Of the 3,141 counties in the nation with at least one linguistically isolated household, 91.53 
percent have less than five percent linguistically isolated households. There are eight counties 
with at least 25 percent of their households that are linguistically isolated. All of them are in 
Texas. 

Of the 64,960 tracts in the nation with at least one linguistically isolated household, 77.5 percent 
have less than five percent linguistically isolated households. There are 11 tracts where at least 75 
percent of their households are linguistically isolated. They are as follow: one in Maricopa 
County, Arizona, one in Pinal County, Arizona, three in Los Angeles County, California, one in 
San Francisco County, California, one in Lafourche Parish, Louisiana, two in Bronx County, New 
York, one in Dutchess County, New York, and one in Charleston County, South Carolina. 

Finally, householders in linguistically isolated households are less likely to have formal education 
beyond 12th grade than those in non-linguistically isolated households. 

Recommendation: 

At the tract and county levels, the linguistic isolation variable may help with identifying areas for 
special enumeration procedures including language programs for the 2010 Census. Further 
analysis should be done by specific languages that are spoken at home in order to identify the 
level and if they are clustered. 
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Appendix A: Key Words 

These data are respondent-identified, that is, the respondent provides data for all household 
members. 

Household language - In households where one or more persons age five years or older speak a 
language other than English, the household language assigned to all household members is the 
non-English language spoken by the first person with a non-English in the following order: head 
of household, spouse, parents, sibling, child, grandchild, other kin, companion, roommate, and 
other relatives. Thus, a person who speaks only English may have a language other than English 
assigned to him/her in tabulations of individuals by household language. 

Linguistic Isolation - A linguistically isolated household is one in which all adults age 14 years 
and older speak a language other than English at home and have some limitation in 
communication in English. A household in which no person age 14 years or older who speaks a 
language other than English speaks English “very well” is labeled as linguistically isolated, 
including members under 14 years who may speak only English. 

Return Type - A return type is the method of enumerating households in this study. Including in 
the study are the following return types: 

• Paper mailback 
• Coverage Edit Followup 
• Nonresponse Followup 
• Coverage Improvement Followup 
• Personal Visit Enumeration 

Householder - Head of the household, usually referred to as Person 1 for each household in the 
questionnaire. There are other household persons in the questionnaire and each of these describes 
his/her relationship to Person 1. Person 1 describes himself/herself as Householder. 
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Appendix B: Sample Edited Detail File (SEDF) Variable Definitions 

RT - Record Type 
2 = Housing Unit record 
3 = Housing Unit person record 
5 = Group quarters person record 

MAFID - MAF and DMAF ID 
characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

LNGI - linguistic isolation 
1 = not linguistically isolated 
2 = linguistically isolated 

QHIGH - Educational Attainment 
01 = No schooling completed 
02 = Nursery school to 4th grade 
03 = 5th grade or 6th grade 
04 = 7th grade or 8th grade 
05 = 9th grade 
06 = 10th grade 
07 = 11th grade 
08 = 12th grade, no high school diploma 
09 = high school graduate 
10 = some college but less than one year 
11 = one or more years of college, no degree 
12 = Associate degree 
13 = Bachelor’s degree 
14 = Master’s degree 
15 = Professional degree 
16 = Doctorate degree 

QREL - relationship to the householder 
01 = householder (self) 
02 = spouse 
03 = natural son or daughter 
04 = adopted son or daughter 
05 = step-son or step-daughter 
06 = brother or sister 
07 = parent 
08 = grandchild 
09 = parent-in-law 
10 = son-in-law or daughter-in-law 
11 = other relative 
12 = brother-in-law or sister-in-law 
13 = nephew or niece 
14 = grandparent 
15 = uncle or aunt 
16 = cousin 
17 = roomer/boarder 
18 = roommate/housemate 
19 = unmarried partner 
20 = foster child 
21 = other non-relative 
22 = institutional group quarters person 
23 = non-institutional group quarters person 
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RSOURCE - source of return 
01 = paper mail back questionnaire from mail out 
03 = paper mail back questionnaire from telephone questionnaire assistance (TQA) without ID 
04 = paper mail back questionnaire from Update Leave 
05 = paper mail back questionnaire from Update Leave ADD 
06 = paper mail back questionnaire from Update Leave SUBSTITUTE 
07 = paper mail back questionnaire from Urban Update Leave 
08 = paper mail back questionnaire from Urban Update Leave ADD 
09 = paper mail back questionnaire from Urban Update Leave SUBSTITUTE 
10 = paper mail back questionnaire from Request for Foreign Language 

11 = paper mail back questionnaire from Be Counted Form (BCF) marked as whole household 
12 = paper mail back questionnaire from BCF marked as partial household 

13 = paper enumerator questionnaire from List Enumerate 
14 = paper enumerator questionnaire from Update Enumerate 
15 = paper enumerator questionnaire from Update Enumerate ADD 
16 = paper enumerator questionnaire from Update Enumerate Substitute 

17 = paper enumerator questionnaire from Nonresponse Follow-up (NRFU) 
18 = paper enumerator questionnaire from NRFU ADD 
19 = paper enumerator questionnaire from NRFU SUBSTITUTE 
20 = paper enumerator questionnaire from NRFU Whole Household 
21 = paper enumerator questionnaire from NRFU Partial Household 

22 = paper enumerator questionnaire from Coverage Improvement Follow Up (CIFU) 
23 = paper enumerator questionnaire from CIFU ADD 
24 = paper enumerator questionnaire from CIFU SUBSTITUTE 

25 = paper enumerator questionnaire from T-Night 
26 = paper questionnaire for Usual Home Elsewhere (UHE) from Service-based Enumeration (SBE) Individual Census 
Questionnaire (ICQ) 
27 = paper questionnaire for UHE from Group Quarters (GQ) enumeration 

Individual Census Report (CR) 
28 = paper questionnaire for UHE from Military GQ enumeration Military Census Report (MCR) 
29 = paper questionnaire for UHE from Shipboard GQ enumeration Shipboard Census Report (SCR) 

30 = IDC (Internet) -Census short form survey only 

31 = electronic Telephone Questionnaire Assistance (TQA) /Computer-assisted Telephone Interview (CATI) short form 
32 = electronic TQA /CATI Be Counted Form (BCF) for whole household 
33 = electronic TQA/CATI BCF for partial household 

34 = electronic Coverage Edit Follow-up (CEFU) from long or short form survey 
35 = electronic CEFU from BCF for whole household 
36 = electronic CEFU from IDC 

37 = paper enumerator continuation form - unlinked “orphan” 

STATE - State Code 

COUNTY - County Code 

TRACT - Nonresponse Followup Tract 

HWT - sampling housing unit weight 

PWT - sampling person weight 
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Appendix C: State Linguistic Isolation Rank by Percent 

Rank State 

Linguistically 
Isolated 

household 
percent Rank State 

Linguistically 
Isolated 

household 
percent 

- USA 4.14 (0.0049) 26 Minnesota 1.85 (0.0206) 

1 California 9.65 (0.0240) 27 Delaware 1.83 (0.0647) 

2 New York 7.74 (0.0263) 28 Pennsylvania 1.80 (0.0144) 

3 Texas 7.22 (0.0246) 29 Nebraska 1.79 (0.0340) 

4 Hawaii 7.00 (0.1018) 30 Louisiana 1.73 (0.0256) 

5 New Mexico 6.49 (0.0768) 31 Michigan 1.70 (0.0155) 

6 New Jersey 6.19 (0.0371) 32 Oklahoma 1.56 (0.0234) 

7 Florida 5.89 (0.0267) 33 Wisconsin 1.44 (0.0175) 

8 Nevada 5.62 (0.0768) 34 New Hamsphire 1.42 (0.0412) 

9 Arizona 5.61 (0.0458) 35 Maine 1.38 (0.0347) 

10 Rhode Island 5.08 (0.0951) 36 Ohio 1.25 (0.0132) 

11 Illinois 4.75 (0.0253) 37 Indiana 1.24 (0.0187) 

12 Massachusetts 4.70 (0.0370) 38 North Dakota 1.22 (0.0429) 

13 Connecticut 4.44 (0.0486) 39 Iowa 1.21 (0.0220) 

14 District of Columbia 4.16 (0.1115) 40 South Dakota 1.16 (0.0401) 

15 Colorado 3.39 (0.0362) 41 Arkansas 1.10 (0.0231) 

16 Washington 3.35 (0.0314) 42 Missouri 1.02 (0.0158) 

17 Oregon 2.88 (0.0371) 43 South Carolina 0.99 (0.0206) 

18 Utah 2.66 (0.0474) 44 Tennessee 0.96 (0.0171) 

19 Maryland 2.42 (0.0297) 45 Vermont 0.92 (0.0378) 

20 Alaska 2.38 (0.0721) 46 Wyoming 0.86 (0.0485) 

21 Georgia 2.32 (0.0234) 47 Kentucky 0.73 (0.0165) 

22 Virginia 2.07 (0.0231) 48 Alabama 0.70 (0.0160) 

23 Kansas 2.02 (0.0320) 49 Montana 0.68 (0.0286) 

24 Idaho 1.91 (0.0471) 50 Mississippi 0.54 (0.0175) 

25 North Carolina 1.89 (0.0194) 51 West Virginia 0.32 (0.0154) 
Data Source: SEDF ( ) denotes standard error 

The table above shows that 14 of the 50 states plus DC have percents of linguistically isolated 
households that are higher than the national-level percent. California has the highest percent of 
linguistically isolated households. West Virginia has the lowest percent. 
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EXECUTIVE SUMMARY 

In Census 2000, the questionnaire mailout/mailback enumeration method was the primary 
means of census-taking. Cities, towns, and suburban areas with city-style addresses 
(house number and street name) as well as rural areas where city-style addresses are used 
for mail delivery comprised the mailout/mailback areas. 

The United States Postal Service was the primary vehicle for delivering census 
questionnaires. Based on the Decennial Master Address File, the Census Bureau mailed 
questionnaires on March 13-15, 2000 to about 96 million housing units in areas 
designated as being mailout/mailback. Questionnaires that were undeliverable were called 
undeliverable as addressed. Since this study of questionnaires concerns undeliverability 
by the United States Postal Service, only mailout/mailback housing units are included. 

The Undeliverable as Addressed questionnaires were routed back through the United 
States Postal Service and returned for check-in at the Local Census Office until March 
18, 2000. The Census 2000 Local Census Office re-delivery operation for Undeliverable 
as Addressed questionnaires took place in pre-selected ZIP codes and was conducted by 
specially trained enumerators. By re-delivering questionnaires identified as 
“Undeliverable as Addressed ” in areas where they were clustered, the Census Bureau 
sought to efficiently boost response by getting questionnaires back into the hands of the 
households early in the mail response period. Another purpose of the re-delivery 
operation was to address geographic clustering of undeliverable as addressed 
questionnaires. 

Addresses remaining Undeliverable as Addressed after the United States Postal Service 
delivery and census re-delivery were included in the nonresponse followup workload. 
During nonresponse followup many Undeliverable as Addressed housing units were 
enumerated as occupied households. Housing units delivered a questionnaire either by the 
United States Postal Service or the Census re-delivery could have been returned by mail. 
Those not returned by mail were also included in nonresponse followup and many of these 
were thus also enumerated as occupied housing units. 

The major objectives of this study are to examine the decrease in undeliverable housing 
units as a result of the re-delivery operation and to study relationships between 
Undeliverable as Addressed status and demographic data. 

Limitations of the Study 

•	 The study was limited to 96 million mailout/mailback housing units out of 126 
million addresses in the Decennial Master Address File. These are in the 
Mailout/Mailback and Military in Update/Leave Type of Enumeration areas as 
indicated on census files after the census. 
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•	 Addresses that were in Mailout/Mailback and Military areas which were converted 
to other enumeration areas after mailout are not included in this analysis. 
Therefore, the number of addresses reported in this document as undeliverable by 
the United States Postal Service and involved in the Local Census Office delivery 
operation is lower than the actual workloads. 

•	 The demographic study is limited to housing units enumerated as occupied as well 
as those that were imputed occupied or had imputed characteristics. Imputed data 
were included since the logistic regression modeling requires demographic data 
from all target housing units some of which will have some of their demographic 
data imputed. 

Key findings of the Study 

•	 Nationwide, the Census Bureau delivered to nearly 600,000 occupied housing 
units in the re-delivery operation. 

•	 Age of the householder, tenure, and the size of the household are the best 
predictors of United States Postal Service delivery. 

•	 Minority households were more likely to be in Local Census Offices selected for 
the re-delivery operation than non-minority households. 

•	 For United States Postal Service Undeliverable as Addressed units for which re-
delivery was attempted, non-minority households were more likely to have a 
successful re-delivery than minority households. 
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1. BACKGROUND 

In the 1990 Census, the United States Postal Service (USPS) was the primary vehicle for 
delivering census questionnaires. Based on a master address list, the Census Bureau 
mailed questionnaires to about 86.2 million housing units in areas designated as being 
mailout/mailback. Questionnaires that were undeliverable were called postmaster returns 
(PMR) in the 1990 Census. The PMR questionnaires were routed back through the USPS 
and returned for check-in. The PMR cases were treated in the same manner as regular 
nonresponse followup (NRFU) cases. The field in the Census data files which was 
intended to indicate addresses checked in as a PMR proved to be an unreliable source of 
information. Hence, there was no 1990 census study similar to this one. 

In Census 2000, the questionnaire mailout/mailback enumeration method was the primary 
means of census-taking. Cities, towns, and suburban areas with city-style addresses 
(house number and street name) as well as rural areas where city-style addresses are used 
for mail delivery comprised the mailout/mail back areas. 

The United States Postal Service was the primary vehicle for delivering census 
questionnaires. Based on the Decennial Master Address File (DMAF), the Census Bureau 
mailed questionnaires on March 13-15, 2000 to about 96 million housing units in areas 
designated as being mailout/mailback. Questionnaires that were undeliverable were called 
undeliverable as addressed (UAA). Since this study of undeliverable as addressed 
questionnaires concerns undeliverability by the USPS, only mailout/mailback housing 
units are included. 

The Census Bureau used a mail strategy consisting of multiple contacts for Census 2000 
in mailout/mailback areas. These contacts were: 

< An advance notice letter to every mailout address that informed householders that 
the census form would be sent to them soon. 

< A questionnaire to every mailout address. 
< A postcard to every mailout address that served as a thank you for respondents 

who had mailed back their questionnaire or as a reminder to those who had not. 

Between March 13 and March 15, 2000 the USPS letter carriers delivered census 
questionnaires to residential addresses (Gloster, 2000). If the USPS was unable to deliver 
a questionnaire, that address was designated a UAA. The possible reasons for USPS UAA 
status were incorrect Zone Improvement Program (ZIP) code, vacant, demolished or non-
existent units, lack of residential delivery in the area, and a refusal of mail package. An in-
depth study of these reasons is described in an evaluation discussed in Chesnut (2001). 

During November 1999, the Field Division (FLD) with assistance of the Decennial 
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Statistical Studies Division (DSSD), selected ZIP codes serviced by the various USPS 
Sectional Center Facilities (SCFs) that were likely to have high numbers of UAAs. This 
was done by using a USPS computer program that matched the DMAF with the USPS 
address file to identify DMAF addresses that were deemed unrecognizable by the USPS. 
The counts of these potential UAA addresses were then tabulated by ZIP code and SCF. In 
addition, DSSD files containing 1) 1990 county vacancy rates and 2) housing unit counts 
that have only PO Box delivery were used to forecast UAA status by ZIP code. The FLD 
and DSSD staff set a threshold of 52,000 potential UAA addresses contained by a ZIP 
code for the ZIP code to be included in the Local Census Office (LCO) Re-delivery 
operation. After this analysis, the USPS was given a list of 7,563 ZIP codes covered by 
72 USPS SCFs that were to be included in the LCO Re-delivery operation. 

From March 13 - 18, UAA questionnaires brought back by letter carriers were gathered by 
USPS personnel at the nearest USPS SCF where the questionnaires were sorted by ZIP 
code and held in postal trays. On March 18, LCO personnel, from the 317 LCOs in the 
Re-delivery operation, retrieved the UAAs from the closest SCF. Only questionnaires 
from pre-selected ZIP codes were retrieved. These questionnaires were brought into the 
LCO for “Check-In” as LCO UAA Re-delivery questionnaires. The remainder of the 
UAA questionnaires at the SCFs (those not in the pre-selected ZIP codes) were returned 
by the USPS directly to the National Processing Center (NPC) for “NPC Only Check-In”. 

From March 23, 2000 to April 7, 2000, trained LCO enumerators used commercial street 
maps to attempt delivery of a plastic bag containing the UAA questionnaire to the 
doorknob of the housing unit to which the questionnaire was addressed. If a re-delivery 
was unsuccessful the UAA packet was returned to the LCO where it was “Checked-Out” 
of the LCO and shipped to the NPC for “NPC Check-In”. Therefore, UAA packets that 
were successfully re-delivered by LCO enumerators did not receive a LCO Check-Out nor 
did they receive a NPC Check-In. 

Any questionnaire delivered by the USPS or in the Census re-delivery operation may or 
may not have been returned by mail. Those not returned by mail were included in 
nonresponse followup. Any questionnaires that were sent to the NPC as a final UAA were 
also included in nonresponse followup. Thus any of these housing units could end up 
enumerated as occupied either by mail (if delivered) or nonresponse followup (if final 
UAA). 

It is not the focus of this report to evaluate the effectiveness of the process of designating 
Local Census Offices for the re-delivery operation in terms of including a large percentage 
of Postal Undeliverable as Addressed units. As mentioned above some units are excluded 
from the numbers in this report and in addition there were logistical problems with the 
operation preformed by the United States Postal Service. These problems resulted in the 
exclusion from the re-delivery operation of undeliverable as addressed units that were 
legitimately in targeted Local Census Offices. In addition there were budget restrictions 
on the workload that would be supported for the re-delivery operation. 
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The re-delivery operation instructions called for just looking for a doorknob to leave the 
questionnaire and did not include delivery to vacant units. This is much different than the 
nonresponse followup operation for which enumerators knock on doors making every 
attempt to obtain a respondent to provide a successful interview. It is important to note 
this when looking at the proportion of attempted re-deliveries that were successful. Some 
of the unsuccessful attempts are due to difficulty in identifying vacants. 

Purposes of this evaluation: 

•	 Determine how much (if any) the UAA rates from the United States Postal Service 
were decreased by the Census LCO Re-delivery operations. 

• Examine differences in UAA rates by state and form type. 

• Examine the final occupied/vacant/delete/kill distribution for UAA cases. 

•	 Examine tenure and, if occupied, demographic data for the head of household 
(race, sex, age, Hispanic Origin) and household size for UAA units. 

UAA Rates 

•	 Postal UAA rate - The number of census forms deemed UAA by the USPS divided 
by the total number of Census forms in the USPS mail delivery. 

•	 Census UAA rate - The number of census forms deemed UAA by the USPS minus 
the number of forms successfully re-delivered by LCO enumerators divided by the 
total number of Census forms in the USPS mail delivery. 

Note that the re-delivery operation was not attempted in all LCOs. For these LCOs the 
Postal UAA rate and the Census UAA rate are equal. Some states had no LCOs with a re-
delivery operation. 

2. METHODOLOGY 

The Decennial Master Address File (DMAF) (see Attachment 1) was used to calculate 
UAA rates. For occupied housing units including imputes, the householder demographic 
characteristics were obtained from the Hundred percent Census Edited File (HCEF) by 
linking with the DMAF using the housing unit identifier (see Attachment II). A 
combination of fields were used to determine if a given housing unit was in the 
mailout/mailback universe and therefore assigned to be mailed a questionnaire. Housing 
units added to the DMAF in operations following the mailout were excluded from this 
universe and the UAA rate calculations since no attempt was made to deliver 
questionnaires to them until after the mailout period. Specifically, to be considered in this 
study, a DMAF housing unit (excluding group quarters) address must have been in the 
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mailout/mailback areas and have a complete address. (Stackhouse, 2001). 
exactly 96,184,164 addresses (see Tables 1 and 3). 

The denominator of both rates (Postal UAA and Census UAA) includes all housing units 
(excluding group quarters) in the Mailout/Mailback and Military in Update Leave Type of 
Enumeration Areas (TEA) except those housing units excluded from mail delivery due to 
incomplete address information. 

A housing unit qualifies for the numerator of the postal UAA rate if it is a member of the 
denominator and also has been classified as a USPS 

For erator if it is a member of 
the denominator and it remains a UAA after the re-delivery operation. 

where 

A = number of housing units classified as a UAA housing unit by the USPS and 
B = number of housing units for which the USPS attempted delivery. 

where 

C = number of housing units initially classified UAA by the USPS minus those 
successfully delivered by LCO personnel in the re-delivery operation and 
B = number of housing units for which the USPS attempted delivery. 

The Census Bureau UAA re-delivery operation was not implemented in all the LCOs. 
The Census Bureau produced the expected work load of UAAs by Zip Code (as noted 
above). If a LCO had one or more Zip Codes with a high workload, it was designated a 
lead LCO and the UAA re-delivery operation was implemented. 
overlapping in two or more LCOs and at least one of them was a lead LCO, then the entire 
Zip Code was part of the UAA operation in one of these lead LCOs. 
LCOs comprising 7,563 Zip Codes were in the re-delivery operation. 

Finally, we examine demographic data for the 84,955,317 (see Table 3 UAA Study Total) 
occupied housing units eligible for the UAA study with three logistic regression models 
described below (sex, age, Hispanic Origin, and minority (non-White) race are based on 
the householder). 

This yielded 

UAA housing unit. 

the Census UAA rate, a housing unit qualifies for the num

If a Zip Code was 

In all, 317 out of 520 
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The minority and non-minority counts were obtained with the aid of the variable Race 
Edit/Allocation Group (QRACEX) from the Hundred Percent Census Edited File (HCEF). 
This variable, allocates each person to one (and only one) of six major race groups. If the 
respondent has more than one race response, an algorithm randomly allocates the 
respondent to one of these six groups. 

5




Model I: For all occupied housing units; n=84,955,317 

PostalUAA = β0 + β130hh + β2 tenure + β3 sex + β4 hisp + β5 min+ β6 oneper +ε 

Where: 

1 if hu is a USPS successful delivery
PostalUAA =  

0 if hu is a USPS UAA 

1 if hh is under 30 years 
30hh =  

 0 otherwise 

1 if owner 
tenure =  

0 otherwise 

1 if male 
sex =  

0 if female 

 1 if hispanic
hisp =  

0 if non − hispanic 

1 if min ority
min =  

 0 otherwise 

1 if one person household 
oneper =  

 0 otherwise 
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Model II: For USPS UAA occupied units only; n=2,472,735 

ZipUAA = β0 + β130hh + β2 tenure + β3 sex + β4 hisp + β5 min+ β6 oneper +ε 

1 if LCO attempted deliveryWhere ZipUAA =  
0 if LCO did not attempt delivery 

Model III: 	 For USPS UAA occupied units that were in Zip Codes selected for LCO 
re-delivery operation only; n=906,021 

CenUAA = β0 + β130hh + β2 tenure + β3 sex + β4 hisp + β5 min+ β6oneper +ε 

1 if LCO deliveredWhere CenUAA =  
0 if LCO attempted but did not deliver 

Odds Ratios 

When a logistic regression model is fit to data, the estimated coefficient for each 
independent variable can be used to obtain the odds ratio. Consider for example the 
variable tenure. The estimated coefficient for tenure is the natural logarithm of the odds 
ratio for tenure. Exponentiating the regression coefficient yields an estimate of the odds 
ratio. The closer the odds ratio is to 1, the less important the independent variable is in 
predicting successful delivery by the USPS (for Model 1). This means that owners and 
renters are equally likely to have their questionnaire delivered by the USPS. Thus, in this 
case, tenure would not be a useful predictor for USPS delivery. 

Consider the reciprocal odds ratios of 2 and ½. These odds have the same magnitude but 
differ in their interpretations. An odds ratio of 2 for tenure means that the odds of USPS 
delivery are 2 times higher for owners than renters. In contrast, an odds ratio of ½ means 
that the odds of USPS delivery are 50 percent lower for owners than renters. Both odds 
ratios indicate that the odds of USPS delivery are twice as large for a housing unit with 
one value of the variable when compared to a housing unit with the opposite value. 
However, the conclusions for reciprocal odds ratios go in opposite directions. 
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Files 

A cross tabulation of the Decennial Master Address File (DMAF) with the HCEF 
(Attachment 2) was used to determine these rates. A list of the variables used in this 
tabulation is listed below: 

• Type of the Enumeration Area (TEA) 
• UAA 
• Form Type (ASAM) 
• Group Quarter Flag (gqflg; group quarter persons excluded) 
• Non-Response Universe (nru; to exclude units added to DMAF after mailout) 
• Duplicates (DUP) 
• Age (QAGE) 
• Race (QRACEX) 
• Sex  (QSEX) 
• Hispanic (QSPANX) 
• State (ST) 
• Tenure (STENURE) 

A detailed definition of these variables can be found in the attachments to this document. 

3. LIMITATIONS 

•	 The study was limited to 96 million mailout/mailback housing units out of 126 
million addresses in the Decennial Master Address File. 

•	 Addresses that were in Mailout/Mailback and Military areas which were converted 
to other enumeration areas after mailout are not included in this analysis. 
Therefore, the number of addresses reported in this document as undeliverable by 
the United States Postal Service and involved in the Local Census Office delivery 
operation is lower than the actual workloads. 

•	 The demographic study is limited to housing units enumerated as occupied as well 
as those that were imputed occupied or had imputed characteristics. Imputed data 
were included since the logistic regression modeling requires demographic data 
from all target housing units some of which will have some of their demographic 
data imputed 

4. RESULTS 
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Table 1 shows a summary of the UAA Re-Delivery operation at the national level. 

Table 2 shows the overall (short and long forms together), short form, and long form 
Postal UAA rates at the state level and also shows the same three rates for Census UAAs. 

Tables 3 and 4 described below have four components as follows: 

1. USPS Delivered 
2. USPS UAA; LCO successfully Re-Delivered 
3. USPS UAA; LCO Undeliverable 
4. USPS UAA; LCO Did Not Attempt Delivery 

Table 3 shows the housing unit inventory by final occupancy status at the national level 
for these four components. 

Tables 4A through 4F , show demographic characteristics of occupied housing units for 
these four components. 

• Table 4A: Tenure 
• Table 4B: Race of Householder 
• Table 4C: Sex of Householder 
• Table 4D: Age of Householder 
• Table 4E: Hispanic Origin of Householder 
• Table 4F: Household Size


Tables 5A through 5C, show the results of the logistic regression for models I, II and III.
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Table 1. Summary of UAA re-delivery operation: national level1 

Status Number Percent 

a. UAA Study Total* 96,184,164 100.0% 

b. USPS Delivered 87,428,262 90.9% 

c.	 USPS UAAs 8,755,902 9.1% ³Postal UAA 
Rate 

d.	 USPS UAA; LCO Successfully 
Re-delivered 1,420,760  1.5% 

e.	 USPS UAA; LCO 1,947,781 2.0% 
Undeliverable 

f.	 USPS UAA: LCO did not 5,387,361 5.6% 
Attempt Delivery 

g.	 Census UAAs 7,335,142 7.6% ³Census UAA 
( c. minus d.) or (e. plus f.) Rate 

* Mailout/Mailback Universe excluding incomplete addresses 

1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. 
About 1.8 million UAAs that were included in the delivery operation were converted to other TEAs and excluded 
from these counts. This effects c. thru g. 
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Table 2. Overall, short and long form postal and census UAA percentages1 

Overall Short Form Long Form Overall Short Form Long Form 
State Postal Postal Postal Census Census Census 

AL 13.5% 13.4% 14.0% 10.5% 10.4% 11.1% 
AK* 19.4% 19.3% 20.0% 19.4% 19.3% 20.0% 
AZ 10.3% 10.3% 10.1% 6.7% 6.7% 6.5% 
AR 12.3% 12.2% 12.7% 11.9% 11.8% 12.2% 
CA 6.3% 6.2% 6.5% 5.4% 5.4% 5.7% 
CO 6.5% 6.6% 6.4% 5.6% 5.6% 5.7% 
CT 8.7% 8.8% 8.4% 8.7% 8.8% 8.4% 
DE 11.5% 11.2% 13.1% 6.6% 6.4% 7.3% 
DC* 10.8% 10.8% 10.4% 10.8% 10.8% 10.4% 
FL 10.2% 10.2% 10.4% 6.5% 6.4% 6.8% 
GA 10.3% 10.2% 11.0% 8.9% 8.8% 9.4% 
HI 8.9% 8.7% 10.0% 6.8% 6.6% 7.9% 
ID 13.7% 13.0% 17.1% 12.6% 11.9% 16.1% 
IL 8.0% 7.9% 8.8% 7.7% 7.6% 8.4% 
IN 10.9% 10.9% 10.9% 10.4% 10.4% 10.6% 
IA* 9.0% 8.8% 10.2% 9.0% 8.8% 10.2% 
KS 9.9% 9.7% 11.0% 9.9% 9.7% 11.0% 
KY 10.4% 10.5% 10.3% 10.0% 10.0% 9.8% 
LA 11.5% 11.5% 11.6% 11.0% 10.9% 11.1% 
ME 14.0% 14.1% 13.5% 14.0% 14.1% 13.5% 
MD 9.0% 8.9% 9.3% 9.0% 8.9% 9.3% 
MA 8.0% 8.0% 8.0% 6.4% 6.4% 6.3% 
MI 9.1% 8.9% 9.8% 6.9% 6.8% 7.4% 
MN 6.6% 6.4% 7.8% 6.6% 6.4% 7.8% 
MS 12.7% 12.7% 12.8% 12.5% 12.4% 12.6% 
MO 9.9% 9.8% 10.3% 8.8% 8.7% 9.3% 
MT* 8.0% 7.8% 9.3% 8.0% 7.8% 9.3% 
NE* 7.6% 7.5% 7.9% 7.6% 7.5% 7.9% 
NV 7.9% 7.9% 8.1% 5.3% 5.3% 5.6% 
NH 10.7% 10.7% 11.0% 7.4% 7.4% 7.8% 
NJ 8.8% 8.6% 9.7% 5.6% 5.5% 6.2% 
NM 10.7% 10.6% 11.1% 9.8% 9.7% 10.3% 
NY 7.0% 7.0% 7.2% 6.3% 6.2% 6.4% 
NC 10.2% 10.1% 10.8% 9.6% 9.5% 10.3% 
ND 9.9% 10.0% 9.1% 9.9% 10.0% 9.1% 
OH 9.2% 9.1% 9.7% 7.5% 7.4% 8.0% 
OK 11.8% 11.7% 12.4% 9.2% 9.1% 9.7% 
OR 12.5% 12.2% 14.5% 11.4% 11.0% 13.5% 
PA 10.2% 10.1% 10.8% 9.1% 9.0% 9.6% 
RI 8.2% 8.2% 7.6% 4.1% 4.1% 4.0% 
SC 15.8% 15.7% 16.3% 12.3% 12.2% 13.1% 
SD 9.4% 9.2% 10.2% 9.4% 9.2% 10.2% 
TN 10.0% 10.0% 10.6% 7.6% 7.5% 8.3% 
TX 8.7% 8.6% 9.1% 6.8% 6.7% 7.3% 
UT 8.2% 8.2% 8.3% 6.6% 6.6% 6.8% 
VT* 12.6% 12.7% 11.6% 12.6% 12.7% 11.6% 
VA 6.1% 6.1% 6.4% 5.3% 5.3% 5.7% 
WA 11.7% 11.4% 13.0% 10.1% 9.9% 11.5% 
WV 12.8% 12.9% 12.1% 12.8% 12.9% 12.1% 
WI 10.7% 9.6% 14.4% 8.2% 7.2% 11.6% 
WY* 14.9% 14.8% 15.5% 14.9% 14.8% 15.5% 
US 9.1% 9.0% 9.7% 7.6% 7.5% 8.2% 

* Indicates a state which had no postal UAAs in the re-delivery operation.
**


1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. About 1.8 
million UAAs that were included in the delivery operation were converted to other TEAs and excluded from these 
counts. 
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Table 3. Distribution of housing units by final occupancy status1 

Status Count Percent 

Occupied 82,482,582 94.3% 

Vacant 2,678,665 3.1% 
USPS 
Delivered Delete 739,593 0.9% 

Kill 1,527,422 1.7% 

Total 87,428,262 100.0% 

Occupied 581,019 40.9% 

Vacant 721,081 50.8% 
USPS UAA; 
LCO Successfully Delete 26,223 1.8% 
Re-Delivered 

Kill 92,437 6.5% 

Total 1,420,760 100.0% 

Occupied USPS 
UAA; 

325,002 16.7% 

LCO 
Undeliverable 

Vacant 641,546 32.9% 

Delete 24,510 1.3% 

Kill 956,723 49.1% 

Total 1,947,781 100.0% 

Occupied 1,566,714 29.1% 

Vacant 2,129,467 39.5% 
USPS UAA; 
LCO Did not Delete 76,663 1.4% 
Attempt Delivery 

Kill 1,614,517 30.0% 

Total 5,387,361 100.0% 

Occupied 84,955,317 88.3% 

Vacant 6,170,759 6.4% 

UAA Study Delete 866,989 0.9% 

Total Kill 4,191,099 4.4% 

Total 96,184,164 100.0% 
* 

1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. About 1.8 
million UAAs that were included in the delivery operation were converted to other TEAs and excluded from these 
counts. 
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Table 4A. Occupied housing units classified by tenure1 

Tenure Count Percent 

USPS Renter 29,936,227 36.2% 

Delivered Owner 52,546,355 63.8% 

USPS UAA; Renter 281,226 48.4% 
LCO Successfully 
Re-Delivered Owner 299,793 51.6% 

USPS UAA; Renter 176,444 54.2% 

LCO Undeliverable Owner 148,558 45.8% 

USPS UAA; Renter 736,683 47.0% 
LCO did not Attempt Delivery 

Owner 830,031 53.0% 

UAA Study Renter 31,130,580 36.6% 
Total 

Owner 53,824,737 63.6% 

1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. 
About 1.8 million UAAs that were included in the delivery operation were converted to other TEAs and excluded 
from these counts. 
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Table 4B. Occupied housing units by race of householder1


AIAN: American Indian Alaska Native; NHPI: Native Hawaiian Pacific

Islander


Race Count Percent 

White 64,434,357 78.1% 

Black 10,474,986 12.7% 

AIAN 624,365 0.7% 

Asian 3,098,682 3.8% 

NHPI  133,745 0.2% 

Other 3,716,447 4.5% 

USPS Delivered 

White  456,408 78.5% 

Black  75,526 13.0% 

AIAN  5,133  0.9% 

Asian  14,356 2.5% 

NHPI  1,233 0.2% 

Other  28,363 4.9% 

USPS UAA; 
LCO successfully 
Re-Delivered 

White 227,825 70.1% 

Black  62,142 19.1% 

AIAN  2,442 0.7% 

Asian  12,322 3.8% 

NHPI  1,179 0.4% 

Other  19,092 5.9% 

USPS UAA;

LCO Undeliverable


White 1,261,637 80.5% 

Black 177,922 11.4% 

AIAN 17,293 1.1% 

Asian 34,796 2.2% 

NHPI 1,846 0.1% 

Other 73,220 4.7% 

USPS UAA;

LCO did not attempt

delivery


1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. 
About 1.8 million UAAs that were included in the delivery operation were converted to other TEAs and excluded 
from these counts. 
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Table 4B (continued) 

UAA Study 
Total 

White 66,380,227 78.1% 

Black 10,790,576 12.7% 

AIAN 649,233 0.8% 

Asian 3,160,156 3.7% 

NHPI 138,003 0.2% 

Other 3,837,122 4.5% 

Table 4C. Occupied housing units by sex of householder1 

Sex Count Percent 

USPS Male 51,558,333 62.5% 
Delivered Female 30,924,249 37.5% 

USPS UAA; Male  362,671 62.4% 
LCO Successfully 
Re-Delivered Female  218,348 37.6% 

USPS UAA; Male 194,190 59.8% 
LCO Undeliverable Female 130,812 40.2% 

USPS UAA; LCO did not Male 976,966 62.4% 

attempt Delivery Female 589,748 37.6% 

UAA Study Male 53,092,160 62.5% 
Total Female 31,863,157 37.5% 

1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. 
About 1.8 million UAAs that were included in the delivery operation were converted to other TEAs and excluded 
from these counts. 
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Table 4D. Occupied housing units by age of householder1 

Age Count Percent 

0-17  32,829 0.0% 

18-29 11,077,312 13.4% 
USPS Delivered 

30-49 35,782,614 43.4% 

50+ 35,589,827 43.2% 

0-17  790 0.1% 

USPS UAA; 18-29  117,394 20.2% 

LCO Successfully 
Re-Delivered 

30-49  209,118 36.0% 

50+  253,717 43.7% 

0-17  420 0.1% 

USPS UAA; 18-29  65,432 20.2% 

LCO Undeliverable 30-49 129,473 39.8% 

50+ 129,677 39.9% 

0-17 2,321 0.1% 
USPS UAA; 
LCO did not attempt delivery 18-29 299,569 19.1% 

30-49 574,159 36.7% 

50+ 690,665 44.1% 

0-17 36,360 0.1% 

UAA Study 18-29 11,559,707 13.6% 

Total 30-49 36,695,364 43.2% 

50+ 36,663,886 43.1% 

1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. 
About 1.8 million UAAs that were included in the delivery operation were converted to other TEAs and excluded 
from these counts. 
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Table 4E. Occupied housing units by Hispanic origin of 
householder1 

Origin Count Percent 

USPS Non-Hisp 74,474,151 90.3% 
Delivered Hisp  8,008,431 9.7% 

USPS UAA; Non-Hisp  523,873 90.2% 
LCO Successfully Re-Delivered Hisp  57,146 9.8% 

USPS UAA; Non-Hisp 289,240 89.0% 
LCO Undeliverable Hisp 35,762 11.0% 

USPS UAA; Non-Hisp 1,438,828 91.8% 
LCO did not attempt Delivery Hisp  127,886 9.1% 

UAA Study Non-Hisp 76,726,092 90.3% 
Total Hisp 8,229,225 9.7% 

1 The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. 
About 1.8 million UAAs that were included in the delivery operation were converted to other TEAs and excluded 
from these counts. 
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Table 4F. Occupied housing units by household size1 

HH Size  Count Percent 

1 21,682,863 26.3% 

2 26,295,621 32.0% 

3 13,614,894 16.5% 

4 11,736,489 14.2% 

5  5,488,738 6.7% 

USPS 6  2,127,977 2.6% 

Delivered 7  770,058 0.9% 

8 363,880 0.4% 

9  178,595 0.2% 

10  100,420 0.1% 

11+  123,047 0.1% 

1  205,947 35.4% 

2  207,263 35.6% 

3  74,456 12.8% 

4 52,667 9.1% 

5 24,722 4.3% 

6  9,334 1.6% 
USPS UAA; 
LCO successfully 7  3,448 0.6% 
Re-Delivered 

8 1,580 0.3% 

9  693 0.1% 

10  401  0.1% 

11+  508 0.1% 

1  116,277 35.8% 

USPS UAA; 2  105,723 32.5% 

LCO Undeliverable 3  44,283 13.6% 

Continue Table 4F on next page 4  32,166  9.9% 

5  15,881  4.9% 

1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. 
About 1.8 million UAAs that were included in the delivery operation were converted to other TEAs and excluded 
from these counts. 
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6  6,192  1.9% 

7  2,251  0.7% 

8  1,160  0.4% 

9 483  0.1% 

10  284  0.1% 

11+  302  0.1% 

536,546 34.2% 

557,223 35.5% 

207,974 13.3% 

151,919 9.7% 

70,797 4.5% 

24,783 1.6% 

9,440 0.6% 

4,021 0.3% 

1,929 0.1% 

1,028 0.1% 

11+ 1,054 0.1% 

USPS UAA; 
LCO did  not 

attempt Delivery 

22,541,633 26.5% 

27,165,830 32.2% 

13,941,607 16.4% 

11,972,241 14.1% 

5,600,138 6.6% 

UAA Study Total 2,168,286 2.5% 

785,197 0.9% 

370,641 0.4% 

181,700 0.2% 

102,133 0.1% 

11+ 124,911 0.1% 
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Table 5A. Model I: Success of USPS delivery of census forms1 

Effect Definition of Odds Ratio Estimated Odds Ratio 

Under 30 years over 30 / under 30 1.36 

Tenure renter / owner 0.66 

Sex male / female 0.88 

Hispanic Non-Hisp. / Hisp. 0.87 

Minority Non-Min. / Min. 0.90 

One person Household  More than 1/ 1 1.41 

Table 5B. Model II: Attempted LCO re-delivery operation for USPS UAA forms1 

Effect Definition of Odds Ratio Estimated Odds Ratio 

Under 30 years 

Tenure 

Sex 

Hispanic 

Minority 

One person 
Household 

over 30 / under 30 1.00 

renter / owner 1.07 

male / female 0.99 

Non-Hisp. / Hisp. 0.85 

Non-Min / Min. 0.77 

More than 1 / 1 0.93 

Table 5C. Model III: Successful LCO re-delivery of USPS UAA forms1 

Effect Definition of Odds Ratio Estimated Odds Ratio 

Under 30 years 

Tenure 

Sex 

Hispanic 

Minority 

One person Household 

over 30 / under 30 0.87 

renter / owner 0.83 

male / female 1.06 

Non-Hisp. / Hisp. 0.99 

Non-Min / Min. 1.48 

More than 1 / 1 0.98 

1The actual number of units in the re-delivery operation was higher due to changes in TEA after mailout. 
About 1.8 million UAAs that were included in the delivery operation were converted to other TEAs and excluded 
from these counts. 
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5. ANALYSIS AND RECOMMENDATIONS 

Table 1 shows that at the national level the Postal UAA rate was 9.1 percent and the 
Census UAA rate was 7.6 percent. Of about 8.8 million USPS UAAs the Census re-
delivery was attempted on about 3.4 million. This does not, however, indicate the 
degree of success in the targeting of LCO’s for the re-delivery operation. As detailed in 
the limitations section of the Executive Summary, there are several reasons why UAAs 
in LCO’s targeted for re-delivery were excluded from re-delivery. About 1.8 million 
UAAs are excluded from this analysis due to a change in TEA due to geo-coding error. 
This report only tabulates UAAs in mailout/mailback and Military in Update Leave 
TEAs based on the final census files. 

The re-delivery operation selected ZIP codes based on the 1990 Census county vacancy 
rates. If targeting of areas for a re-delivery is used in the future, use of administrative 
records should be explored as a possible source to help predict areas with a high 
concentration of UAAs. 

A detailed analysis of the re-delivery operation can be found in the report “Analysis of 
the Local Census Office Delivery Operation of Questionnaires determined 
Undeliverable As Addressed by the United States Postal Service” that the Decennial 
Statistical Studies Division is preparing. 

Table 2 shows that there is little difference between Short and Long form postal UAA 
rates for most states, i.e., the percent of housing units that receive short forms that were 
UAAs is almost the same as its counterpart of housing units that received long forms in 
most of the states (exceptions are Idaho where the difference was 4.1 percentage points 
and Wisconsin where the difference was 4.8 percentage points). In the Census UAA 
rates there is also very little difference between the short and long form rates (exceptions 
are again Idaho where the difference was 4.2 percentage points and Wisconsin where the 
difference was 4.4 percentage points ). Note that for both states (Idaho and Wisconsin) 
that are exceptions the difference in UAA rate between short and long forms are about 
the same for postal UAA and Census UAA rates. 

However, comparing the two types of UAA rates, we can see that in some instances the 
census re-delivery operation after the USPS UAA designation was highly successful. 
For example (see Table 2), the overall rate in Florida went from 10.2 percent to 6.5 
percent, that is, a 36.3 percent conversion from UAA to deliverables. In California the 
UAA rate went from 6.3 percent to 5.4 percent a 14.3 percent decrease in the rate after 
the Census re-delivery operations took place and in Rhode Island the census personnel 
converted 50 percent of the USPS UAAs. Since some LCOs did not attempt re-delivery, 
the Census re-delivery in the LCOs that did re-deliver was probably more successful 
than these rates indicate. 
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In other cases however, there were no changes at all between the two rates. For example 
in the state of Connecticut the USPS rate was 8.7 percent and the census rate was 
exactly the same. In the District of Columbia the rate also remained unchanged In fact, 
in 15 states the USPS rate and the Census rate are the same. Based on the UAA code on 
the DMAF, seven of these states (indicated by a * in Table 2) had no UAAs in the re-
delivery operation and for the other eight the percentage of UAAs in the re-delivery 
operation ranges from 0.002 percent to 0.13 percent. 

Most occupied housing units were delivered by the USPS (82.5 million out of about 
85.0 million in the applicable universe; see Table 3). Of the almost 2.5 million occupied 
postal UAAs, about 1.6 million were not in the re-delivery operation. Of the 0.9 million 
that were in the re-delivery operation, re-delivery was successful for 0.6 million. 

The ratio of owner to renters for USPS delivered units was about 1.76 to one 
(52,546,355 / 29,936,227). For all Postal UAAs the ratio of owners to renters was about 
1.07 to 1 ((299,793 + 148,558 +830,031) / (281,226 + 176,444 + 736,683)). For all 
occupied housing units included in this study, the ratio of owners to renters was about 
1.73 to 1 (53,824,737 / 31,130,580). (See Table 4A). 

The race of householder (see Table 4B) distributions show some differences over the 
four components of delivery. The component USPS UAA; LCO Undeliverable has a 
lower percent white (70.1 percent compared with close to 80 percent) and a higher 
percent black (19.1 percent compared with about 11 percent to 13 percent) than the other 
three components. 

Sex, Age and Hispanic Origin (of householder, see Tables 4C, 4D and 4E) distributions 
do not show any notable differences by UAA classification. 

The percentage of USPS delivered housing units that were single person households 
(about 26 percent) was smaller than for housing units not delivered by the USPS (about 
35 percent). (See Table 4F). 

Note that for all these tables (4A-4F), the percentage distribution for the USPS 
Delivered component is very similar to the UAA Study total distribution. This is due to 
the fact that about 82.5 million of the nearly 85 million occupied housing units in the 
UAA study were USPS delivered. 

Examining the odds ratio analysis for model I (table 5A), age of the householder, tenure, 
and the size of the household show higher odds that the USPS successfully delivered 
than the other characteristics. First, if the householder was older than 30 years, the 
odds of the USPS delivering a questionnaire are 36 percent higher than for the USPS to 
deliver questionnaires to householders under 30. Second, if the householder owned the 
housing unit, the odds of the USPS delivering a questionnaire are 50 percent (1/.66) 
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higher than the USPS delivering to renter-occupied units. Finally, if the housing unit had 
more than one person, the odds of the USPS delivering a questionnaire are 41 percent 
higher than for the USPS to deliver to units with only one person. The odds ratios for 
Hispanic and Minority are not far from one; however it is worth noting that these ratios 
indicate that Non-Hispanics and Non-Minorities have slightly LOWER odds of 
successful USPS delivery than Hispanics and Minorities, respectively. Perhaps, if a re-
delivery operation is done in the future, areas likely to have higher concentrations of 
younger householders, renters and one person households should be targeted for a re-
delivery operation. 

In model II (table 5B) we examine the odds ratios for those units that the LCOs 
attempted delivery. If a householder was a minority, the odds of the housing unit being 
included in the LCO re-delivery are 30 percent (1/.77) higher than if the householder 
was a non-minority. 

In model III (table 5C) we examine the differences between the householders where the 
LCO re-delivery operation was a success. If a householder was a non-minority, the odds 
that the LCO re-delivery was successful are 48 percent higher than if the householder 
was a minority. 
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7. Attachments 

Attachment I: DMAF Variables and Values 

From the DMAF Operational Files 

TEA	 Type of Enumeration Area 
1=Mailout Mailback 5=Update Enumerate 
2=Update Leave  6=Military in Update Leave Area 
3=List Enumerate  7=Urban Update Leave 
4=Remote List Enumerate 9=Update Leave (converted from TEA 1) 

LCO Local Census Office Code 

ST Collection FIPS State Code 

COU Collection FIPS County Code 

TRACT Nonresponse Followup Tract 

MAFID MAF and DMAF ID 

ASAM	 A Priori Sample 
0=No A Priori Sample (Be Counted or late Field Add) 
1=Short Form 
6=Long Form 

UAA	 Undeliverable as Addressed 
0=Delivered by USPS (not a Postal UAA) 
1= Postal UAA in a zip code not in the re-delivery operation 
2, 4, and 7=LCO attempted to re-deliver and failed 
5=LCO re-delivered successfully 
8=Not enough information–Excluded from Mail 

CST	 Current Status of Unit 
Relevant Values: 
8 or 9=kill 

DUP	 Duplicate Status 
0=unit never set as duplicate 
1=unit set to duplicate or reinstated 
2=unit is a duplicate (or other delete) 
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9=kill 

GQFLAG	 GQ Flag 
0=Hu 
1=Special place 
2=GQ 
3= GQ embedded HU 

NRU	 Nonresponse Follow-up Universe 
0=universe not set 
1 and 2 =not in NRFU 
3=in NRFU; nonresponse 
4=in NRFU; to late for mailout 
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Attachment II: HCEF_D’ Variables and Values 

MAFID	 MAF and DMAF ID (Excluding the 2 Character Check Digit) 
Master Address File Identifier (unique identifier for housing unit 
address from the DMAF file) 
Characters 1-2=state code when the MAF ID was assigned 
Characters 3-5=county code when the MAF ID was assigned 
Characters 6-12= Control ID 

STENURE	 “Is this house, apartment, or mobile home” 
0= Not in universe 
1= Owned by you or someone in the household 
2= Owned (without mortgage or loan) 
3=Rented for cash rent 
4= Occupied without payment of cash rent 

NPHU	 Number of persons at this housing unit 
00= None 
01-97= Persons at this housing unit 

QREL	 Relationship (applicable value for this study only) 
01= Householder 

QSPAN Hispanic Origin Code 

QRACEX Race Edit/Allocation Group 
1= White 
2= Black, African Am., or Negro 
3= American Indian or Alaskan Native 
4= Asian 
5= Native Hawaiian or Other Pacific Islander 
6= Some Other Race 

QAGE 000-115= Age 
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Attachment III 

June 20, 2001 

DSSD CENSUS 2000 PROCEDURES AND OPERATIONS MEMORANDUM SERIES 
#MM-7 

MEMORANDUM FOR	 Ruth Ann Killion 
Chief, Planning, Research, and Evaluation Division 

From:	 Howard Hogan (signed June 20, 2001) 
Chief, Decennial Statistical Studies Division 

Subject:	 Study Plan for A6.a: The United States Postal Service 
Undeliverablity Rates for Census 2000 Mailout Questionnaires 

Attached is the study plan for A6.a: The United States Postal Service Undeliverablity Rates for 
Census 2000 Mailout Questionnaires. The Census 2000 Evaluation Program quality assurance 
process was applied to the methodology development and the study plan review process. The 
study plan is sound and appropriate for completeness and accuracy, and it answers its intended 
category questions as appropriate. 

If you have questions about this study plan, please contact Hebert F. Stackhouse on 
301-457- 8026. 

Attachment 	 (A6.a: The United States Postal Service Undeliverablity Rates for Census 2000 
Mailout Questionnaires) 

cc:

DSSD Census 2000 Procedures and Operation Memorandum Series Distribution List

Evaluations Executive Steering Committee

Census Operational Managers


Barbara Tinari (DMD) 
Monique Sanders  “ 
Jim Treat (DSSD) 
John Chesnut  “ 
Nathan Carter  “ 
Erin Whitworth  “ 
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Darlene Moul  “ 
Hub Stackhouse  “ 
Kevin Zajac  “ 
Keith Bennet (PRED) 
George Sledge  “ 
Joyce Price  “ 
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CENSUS 2000 OPERATIONAL SUMMARY 
STUDY PLAN A.6.a 

I. NAME OF OPERATION 

Study of the United States Postal Service (USPS) Undeliverablity Rates for Census 2000 
Mailout Questionnaires 

II. PROJECT MANAGER 

Herbert F. Stackhouse (DSSD) 
(301) 457-8026 
herbert.f.stackhouse@census.gov 

III. OPERATIONAL BACKGROUND 

A. Past Censuses and Tests 

1. 1990 Census 

In the 1990 Census, the United States Postal Service (USPS) was the 
primary vehicle for delivering census questionnaires. Based on a master 
address list, the Census Bureau mailed questionnaires to about 
86.2 million housing units in areas designated as being mailout/mailback. 
Since a study of undeliverable as addressed (UAA) questionnaires 
concerns undeliverability by the USPS, only the mailout/mailback housing 
units are of interest. Both a questionnaire and a mail reminder card were 
delivered to all housing units in the mailout/mailback universe. The 
reminder card was delivered on March 30, approximately seven days after 
the questionnaire mailout. Census Day was officially April 1. 

Questionnaires that were undeliverable were called postmaster returns 
(PMR) in the 1990 Census. The PMR questionnaires were routed back 
through the USPS and returned for check-in. The PMR cases were treated 
in the same manner as regular nonresponse followup (NRFU) cases. 

In certain areas, the Postmaster Return Questionnaire Delivery was 
attempted. This was an effort by the district offices to deliver census 
questionnaires identified as undeliverable by the USPS. Low mail 
response rate and a high PMR questionnaire rate prompted the Census 
Bureau’s decision to conduct this operation. The district offices attempted 
to collect all of the PMR questionnaires and were instructed to identify 
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them by geographic area and obtain the address listing pages for these 
areas. The PMR questionnaires were grouped by ZIP code or address 
register area. District offices furnished the enumerators with PMR 
questionnaires and the corresponding address listing pages. They were 
instructed to check off each address to which they delivered a PMR 
questionnaire and to mark the status of all of the housing units on the 
address listing pages. Questionnaires for housing units which could not be 
redelivered were then sent to a check-in location. Hence, some PMR 
questionnaires that were checked in were actually a product of 
undeliverability by not only the USPS but also by Census Bureau 
personnel. 

The field in Census data files which was intended to indicate what was 
checked in as a PMR proved to be an unreliable source of information. 
Hence, there was no 1990 Census study similar to the one in this study 
plan, which examines Census 2000 UAA totals. 

However, a sampling scheme was developed for a study of the reasons for 
undeliverability. Further details of that background operation can be 
found in the study plan which addresses the UAA sample selection 
planned for Census 2000. 

2. Census 2000 Dress Rehearsal 

The Census 2000 Dress Rehearsal was conducted in three areas: 
Columbia, South Carolina, and 11 surrounding counties, Menominee 
County, Wisconsin, including the Menominee American Indian 
Reservation, and Sacramento, California. Each site was selected because 
of its demographic and geographic characteristics to provide experience 
with some of the expected Census 2000 environments. The South 
Carolina site was a mixture of mailout/mailback and update/leave 
addresses, the Menominee site was entirely update/leave, and the 
Sacramento site was entirely mailout/mailback. 

There were four components of mailout/mailback delivery: an advance 
letter, an initial questionnaire, a reminder card, and a “blanket” 
replacement questionnaire (mailed to all addresses). These items used 
first-class postage and were distributed by the USPS as part of their 
regular routes. The advance letter was mailed to each address between 
March 24 and 27, 1998. The initial questionnaire was mailed between 
March 28 and 31. The reminder card was sent to housing units between 
April 3 and 6. Replacement questionnaires were mailed between April 15 
and 17. Census Day was officially April 18. 
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The USPS identified those questionnaires that were UAA, whether 
undeliverability was due to vacancy of the housing unit or some other 
reason. The UAA universe was classified by the Census Bureau 
according to the reason for undeliverability. That reason classified the 
housing unit as “vacant” or “other” - the latter category possibly referring 
to housing units designated by the USPS as duplicate, demolished/new 
construction, nonresidential, no such address, no such apartment, no post 
office box, no mail receptacle, other, or no reason written. The Census 
2000 Dress Rehearsal did not keep the type of UAA-Other within a data 
file. 

In the dress rehearsal, the official UAA status of both the initial 
questionnaire and the replacement questionnaire was used in determining 
UAA status for Census followup. A USPS status indicating UAA-Vacant 
on either or both of the questionnaire mailing packages placed the housing 
unit in the UAA-Vacant universe. Those housing units classified as UAA-
Other on either or both of the mailings entered the nonresponse followup 
(NRFU) universe along with the other nonrespondents. 

For the Sacramento site, the UAA cases were subject to a sampling rate. 
That rate was dependent upon whether the case was in the vacant followup 
universe or the NRFU universe. The South Carolina site, on the other 
hand, completed followup for all UAA cases, whether those were in the 
vacant universe or in the NRFU universe. 

Since there were two questionnaires mailed to each housing unit, UAA 
rates for the dress rehearsal could be defined in a few ways. The UAA 
rate could be based on the initial mailing only, both mailings, or either 
mailing. In order to best relate the dress rehearsal results to the mail 
implementation strategy used in Census 2000, we include only the UAA 
rates for the initial mailing here. For this case, a housing unit was counted 
as a UAA if the initial questionnaire was returned by the USPS and the 
housing unit had not responded by the time of the late cut for NRFU using 
the replacement questionnaire. 

The total UAA rate in Sacramento was approximately 8.7 percent, and the 
total UAA rate for the mailout/mailback portion of South Carolina was 
approximately 11.7 percent. In Sacramento approximately 27.1 percent of 
all UAA housing units had a final census status of occupied, 34.8 percent 
had a final status of vacant, and approximately 38.1 percent had a final 
status of delete. In the mailout/mailback portion of South Carolina, 
approximately 25.7 percent of all UAA housing units had a final status of 
occupied, 31.4 percent had a final status of vacant, and 42.9 percent had a 
final status of delete. Studies of the UAA housing units in the dress 
rehearsal are still ongoing. 
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No redelivery of UAA questionnaires was attempted by the Local Census 
Offices (LCO) during the dress rehearsal. Also, there was no sampling 
operation performed to discover a more detailed breakdown of reasons for 
undeliverability. 

B. Census 2000 

In Census 2000, the questionnaire mailout/mailback system was the primary 
means of census-taking. Cities, towns, and suburban areas with city-style 
addresses (house number and street name) as well as rural areas where city-style 
addresses are used for mail delivery comprised the mailout/mailback areas. 

1. Multiple Mailing Strategy 

The Census Bureau used a mail strategy consisting of multiple contacts for 
Census 2000 in mailout/mailback areas. These contacts were: 

•	 An advance notice letter to every mailout address that alerted 
households that the census form would be sent to them soon and 
gave the opportunity to request a foreign language questionnaire 

• A questionnaire to every mailout address 

•	 A postcard to every mailout address that served as a thank you for 
respondents who had mailed back their questionnaire or as a 
reminder to those who had not 

This multiple mailing strategy used first-class postage for all mailing 
pieces. 

2. Key Dates in Mailback Schedule 

Mailout/Mailback Enumeration Areas: 

Event 
Advance notice letter delivered

Mailout of Questionnaire

Delivery of Reminder Cards

Census Day

Cut for NRFU

Late Cut for NRFU


3. Treatment of UAA Questionnaires 

Date 
3/06 - 3/08

3/13 - 3/15

3/20 - 3/22

4/01

4/11; could vary by site

4/18; could vary by site


6




In Census 2000 there was a redelivery operation at the LCO level. (For a 
more detailed description of this operation, see Census 2000 Operational 
Summary H.5, “Local Census Office Delivery of Census 2000 Mailout 
Questionnaires Returned by USPS with UAA Designation”). This implies 
that questionnaires that are checked in at the National Processing Center 
(NPC) with a UAA classification not only were undeliverable by the 
USPS but also might have been undeliverable by Census personnel. 

The UAA questionnaires were checked in at the LCOs up until a certain 
date. If the LCO in question was not one of those selected to attempt a 
second delivery, then the UAA questionnaires were checked out at the 
LCO and simply forwarded to the NPC, where they were checked in. If a 
second delivery was successful, then another check-in or check-out was 
not recorded. If the second delivery failed, the questionnaire was returned 
to the LCO, checked out at the LCO, and forwarded to the NPC, where it 
was checked in. 

The fact that housing units had corresponding questionnaires classified as 
UAA has been maintained in the Decennial Master Address File (DMAF). 
A flag on the DMAF distinguishes whether or not the questionnaire was 
checked in at the NPC, whether or not it was checked in at the LCO, and 
whether or not it was checked out at the LCO. The UAA status of foreign 
language questionnaires was not maintained. The reason for 
undeliverability has also not been maintained. 

Again, a separate operational plan addresses the issue of the LCO delivery 
operation. This study synthesizes that operation, but its only aim is to 
examine issues related to total UAA rates. 

IV. QUESTIONS TO BE ANSWERED AND METHODOLOGY 

1.	 What were the UAA rates according to... 
...type of enumeration area (TEA)? 
...tract?  (Rather than reporting a UAA rate for every single tract, 

distributions of UAA rates or averages according to larger levels of 
geography will be included. Tract level rates will be maintained in 
a database separate from the evaluation report.) 

...state? 

...county? 

...certain combinations of these characteristics? 

...form type? 

a. Methodology 
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The UAA rate refers to the number of housing units in the mailback 
universe that had a mailout questionnaire which the USPS was unable to 
deliver over the number of housing units in the mailback universe, 
expressed as a percentage rounded to the nearest tenth percentage point. 

The primary source of data for this study is the DMAF. Each housing unit 
that is in the mailout/mailback universe has a corresponding record on that 
file with a distinct DMAF twelve digit identification (ID). This variable is 
known as MAFID (see Attachment 1). Also available on that file are 
fields for each housing unit detailing the form type to be delivered, the 
type of enumeration area, the LCO, the tract, the state, and the county. 
There will also be a flag describing the UAA status of the housing unit. 

For more information on the calculation and definition of UAA rates, see 
DSSD Census 2000 Procedures and Operations Memorandum #L-7 
(Hogan 2000). Questionnaires designated undeliverable by the USPS 
were checked in at the LCOs up until a certain date and all that were not 
successfully redelivered by LCO staff were checked in at the NPC. In 
certain areas there will be another delivery attempt of UAA questionnaires 
by LCO personnel. Thus, a questionnaire that was checked in at the LCO 
only was a UAA according to the USPS but was deliverable according to 
the LCO personnel attempting delivery. A questionnaire checked in at the 
NPC was found to be undeliverable by the USPS and by LCO personnel, 
if the housing unit was in the LCO delivery universe. Consequently, 
DSSD will calculate a “postal” undeliverable rate that takes into account 
what the USPS deemed undeliverable and does not consider housing units 
which LCO personnel classified as deliverable. A second undeliverable 
rate that takes into account deliverability according to both the USPS and 
the LCO personnel will also be calculated. This will be the “census” 
undeliverable rate. 

An additional confounding factor in calculating undeliverability rates is 
the fact that housing units are given the opportunity to request a foreign 
language questionnaire via the advance notice letter in addition to the 
English questionnaire that all housing units receive. These questionnaires 
will not be taken into consideration when calculating the UAA rates. Only 
the English questionnaires will enter the formula. 

We will use the DMAF to calculate UAA rates. A combination of fields 
will be used to determine if a given housing unit was in the 
mailout/mailback universe and therefore assigned to be delivered a mail 
return questionnaire. Some housing units on the DMAF from 
mailout/mailback areas will be added after the mailback universe is set, 
and these will be excluded from UAA rate consideration. The mail return 
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check-in month and day variable will indicate if a given housing unit had 
a corresponding mail return check-in by the time of the late cut for NRFU. 

Regardless of the issues still pending, a UAA rate denominator will 
basically be devised in the following manner. 

The denominator for a given UAA rate is determined using a multiple step 
process. 

First, we generate a base universe consisting of distinct housing units 
according to the variables on the DMAF that correspond to the elements 
posed in the question above (form type and state). The variable names 
that will be used for these delineations are: ASAM and ST. See 
Attachment 1 for a detailed list of these variables and their values. 

A given housing unit must satisfy 

TEA = 1 or 6 

in order to qualify for a UAA rate denominator, and it can of course be 
restricted to certain values of these when studying UAA rates for certain 
TEAs. 

For example, suppose that we wish to obtain the UAA rate for all 
mailout/mailback housing units in the state of Texas that received the long 
form. The base for our denominator would be those housing units that 
satisfy: ST = 48, TEA = 1, and ASAM = 6. 

Given the base for the denominator, certain housing units must be 
excluded. These are the housing units that initially were added to the 
DMAF in operations following the mailout. By definition, these housing 
units cannot be included in the UAA rates since no attempt was made to 
deliver questionnaires to them until after the mailout period. 

We wish to exclude a housing unit from the UAA rate denominator unless 
the record for the address was added, corrected, moved to a new block, 
verified, or edited in one of the following operations that occurred prior to 
Nonresponse Followup: 

• Address Listing 
• Block Canvassing 
• Local Update of Census Addresses (LUCA) 98 
• LUCA 98 Field Verification 
• LUCA 99 Relisting 
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• LUCA 98 Appeals 
• LUCA 99 Appeals 
• Update/Leave Questionnaire Delivery 
• Urban Update/Leave Questionnaire Delivery 
• 1990 Address Control File 
• Dress Rehearsal-specific operations 
• 11/97 (or earlier) Delivery Sequence File (DSF) 
• 09/98 DSF 
• 11/99 DSF 

We also wish to exclude those housing units in mailout areas for which the 
address information was pre-identified as incomplete, as these housing 
units did not receive a mailout/mailback questionnaire. These housing 
units are described by variables TEA and UAA. (UAA is described in 
further detail in Attachment 1.) 

We wish to exclude a housing unit from the UAA rate denominator if 

TEA = 1 or 6 
AND 
UAA = 8. 

Once the denominator is set, the UAA rate numerator can be determined. 
At this time, a housing unit qualifies for consideration of being in the 
numerator if it is a member of the denominator and it satisfies 

UAA = 1, 2, 3, 4, 5, 6, or 7. 

Again, multiple UAA rates (the “postal” and “census” rates roughly 
described above) will be calculated based on these values. The postal 
UAA universe is the number of IDs in the MAILOUT UNIVERSE for 
which an English census questionnaire for that ID was checked in or 
checked out as being UAA at either the LCO, the NPC, or both (i.e. UAA 
= 1, 2, 3, 4, 5, 6, or 7). This universe includes all housing units that the 
USPS deemed undeliverable. 

The numerator for the census UAA rate includes the number of IDs in the 
MAILOUT UNIVERSE for which an English census questionnaire for 
that ID was checked in as a UAA at the NPC or checked out as a UAA at 
the LCO (i.e. UAA = 1, 2, 3, 4, 6, or 7). This universe includes all 
housing units deemed undeliverable as a result of both the USPS delivery 
attempt and the LCO delivery operation. Not all housing units are eligible 
for delivery by the LCO; those that were not but were classified UAA by 
the USPS are included in this universe. This universe excludes housing 
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units for which questionnaires were successfully delivered by the LCO 
after the USPS failed in its delivery, while the POSTAL UAA 
UNIVERSE does not. Hence, the housing units counted toward the 
CENSUS UAA UNIVERSE are a subset of the housing units counted 
toward the POSTAL UAA UNIVERSE. 

The UAA rates will be calculated by dividing the numerator by the 
denominator, multiplying by 100, and rounding to the nearest tenth 
percentage point. 

Sorting housing units according to some of the aforementioned variables 
available on the DMAF, we can generate UAA rates by form type, TEA, 
various levels of geography, and combinations of these characteristics. 
The results will most likely be presented in table format. 

b. Processing Requirements 

(1) Clerical 

No extra work is required for this study plan. Questionnaires were 
checked in via automated systems at the NPC. Questionnaires at 
the LCOs were checked in manually. 

(2) Keying 

The DSCMO will provide a layout of the DMAF. No extra work 
is required for this study plan. 

(3) Programming and Computer 

The DSCMO will produce the DMAF and make it available to the 
DSSD. The DSSD will be responsible for creating appropriate 
extracts and tallying the UAA check-in data. 

2.	 What was the breakdown of housing units classified as UAA according to the 
final occupancy status (occupied, vacant, delete, kill) designated by the Census 
Bureau? 

a. Methodology 

This aspect of the study requires data from the Hundred percent Census 
Edited File with the reinstated housing units (HCEF_D’). Kill status is 
available from the DMAF using variable CST = 8 or 9. 
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The DSSD will link the housing units classified as UAA according to the 
DMAF with the housing units found on the HCEF_D’. This is done using 
the twelve digit census ID (MAFID).  The HCEF_D’ includes a variable 
(NPHU) for the number of residents in each housing unit. Housing units 
with at least one person are classified as occupied and those with zero 
persons are vacant. This variable is described in Attachment 2. Housing 
units which were part of the UAA rate universe but do not appear on the 
HCEF_D’ and are not already identified as a kill are considered deletes, 
since only occupied and vacant housing units are found on the HCEF_D’. 

Frequency rates for the different possible final occupancy statuses will be 
produced in table format for the undeliverable housing units. These 
results represent subdivisions of the results from question one. This will 
be done according to the aforementioned geographic variables found on 
the DMAF. 

b. Processing Requirements 

(1) Clerical 

No extra work is required for this study plan. Questionnaires were 
checked in via automated systems at the NPC. Questionnaires at 
the LCOs were checked in manually. 

(2) Keying 

The DSCMO has provided layouts of the DMAF and HCEF. No 
extra work is required for this study plan. 

(3) Programming and Computer 

The DSCMO produced the DMAF and HCEF and has made them 
available to the DSSD. The DSSD will be responsible for creating 
appropriate extracts and classifying the undeliverable housing 
units according to final occupancy status. 

3.	 For those housing units designated UAA that had a final status of occupied, what 
were the characteristics of these housing units with regard to tenure (owned vs. 
rented), number of household members, Hispanic origin of the householder, age 
of the householder, household composition, and race of the householder? 

a. Methodology 
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Those undeliverable housing units from question two which had an 
occupied final status are the focus of this question. Included on the 
HCEF_D’ are fields containing the tenure, the number of household 
members, the Hispanic origin of the householder, the race of the 
householder, and the age of the householder. 

The variables of interest are STENURE, NPHU, QSPAN, QAGE, and 
the multiple QRACE flags. Additionally, QREL must be used to identify 
the householder so that the proper person-level information is used for 
each housing unit. These variables are explained in more detail in 
Attachment 2, which lists their possible values. 

In table format, the DSSD will produce frequencies for these four 
variables for both the occupied housing units from the mailback universe 
that were classified undeliverable and the occupied housing units from the 
mailback universe that were not classified undeliverable. (Those housing 
units not classified undeliverable will be linked to the HCEF by ID in the 
same manner in which the undeliverable housing units were linked.) Chi 
square tests will be conducted to determine if the distributions of the two 
universes are significantly different. 

b. Processing Requirements 

(1) Clerical 

No extra work is required for this study plan. Questionnaires were 
checked in via automated systems at the NPC. Questionnaires at 
the LCOs were checked in manually 

(2) Keying 

The DSCMO will provide layouts of the DMAF and HCEF. No 
extra work is required for this study plan. (3) 
Programming and Computer 

The DSCMO will produce the DMAF and HCEF and make them 
available to the DSSD. The DSSD will be responsible for creating 
appropriate extracts and producing frequency counts of the 
occupied undeliverable housing units and the occupied deliverable 
housing units according to the specific characteristics. 

V. LIMITATIONS 
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Obviously the number of undeliverable rates and the scope of the answers to the 
questions in this study plan could potentially generate far more than we wish to 
document. The level of detail will be limited in some respect. 

VI. MILESTONE SCHEDULE 

Activity Start Date End Date 

1. Develop Study Plans 06/16/99 05/30/01 
2. Conduct Mailout/Mailback Operation 03/06/00 03/22/00 

Conduct Questionnaire Check-In 03/06/00 05/15/00 
at the DCCs 

Conduct UAA Questionnaire Check-In	 03/20/00 05/27/00 
at the NPC 

3. Daily Delivery of UAA Check-In Data 03/20/00 05/27/00 
from the NPC 

Delivery of the DMAF with Complete 08/25/00 
Mail Return Check-In Information 

Delivery of the HCEF with Demographic 11/29/00 
Data 

Delivery of Response Rates for Comparison 05/29/01 
with UAA Rates (from A.7.a) 

4. Start Analysis 05/16/01 
5. Start/End First Draft of Report 05/16/01 10/25/01 
6. Start/End Second Draft of Report 11/08/01 12/19/01 
7. Prepare Final Report for Signature 12/19/01 01/03/02 
9. Report is Issued 02/20/02 
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VII. RELATED STUDIES/OPERATIONS 

A.6.b	 “Detailed Reasons for Undeliverability of Census 2000 Mailout Questionnaires 
by USPS.” 

A.7.a “Census 2000 Mail Response Rates.” 

H.5	 “Local Census Office Delivery of Census 2000 Mailout Questionnaires Returned 
by USPS with UAA Designation.” 

VIII. REFERENCES 

Hogan, Howard. “Documentation of Undeliverable Rates for Census 2000 ”, DSSD Census 2000 
Procedures and Operations Memorandum Series #L-7, October 10, 2000. 
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Attachment 1 

DMAF Variables and Values 

From the DMAF Operational Files 

TEA Type of Enumeration Area 
1 = Mailout Mailback 
2 = Update Leave 
3 = List Enumerate 
4 = Remote List Enumerate 

LCO Local Census Office Code 

ST Collection FIPS State Code 

COU Collection FIPS County Code 

TRACT Nonresponse Followup Tract 

MAFID MAF and DMAF ID 

ASAM A Priori Sample 

5 = Update Enumerate

6 = Military in Update Leave Area

7 = Urban Update Leave

9 = Update Leave (converted from TEA 1)


0 = No A Priori Sample (Be Counted or late Field Add)

1 = Short Form

6 = Long Form


UAA Undeliverable as Addressed 
0 = No UAA Checkin 
1 = UAA checkin in NPC only 
2 = UAA checkin in NPC; in LCO checkin; no LCO checkout 
3 = UAA checkin in NPC; no LCO checkin; in LCO checkout 
4 = UAA checkin in NPC; in LCO checkin; in LCO checkout 
5 = No UAA checkin in NPC; in LCO checkin; no LCO checkout 
6 = No UAA checkin in NPC; no LCO checkin; in LCO checkout 
7 = No UAA checkin in NPC; in LCO checkin; in LCO checkout 
8 = Not enough address information -- Excluded from Mail 

CST Current Status of Unit 
Relevant values: 
8 or 9 = Kill 

From the DMAF MAF Status Files 
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MAC(17) 	 MAF Action Codes 
A = Add 
C = Correction 
D = Delete 
M = Block Move 
N = Nonresidential 
U = Uninhabitable 
V = Verify 
E = Edit 

The 17 Operations are -
(1) Address Listing (10) Postal Validation Check 
(2) Block Canvassing (11) Nonresponse Followup 
(3) LUCA 98 (12) BeCounted Verfication 
(4) LUCA 98 Field Verification (13) TQA Verification 
(5) LUCA 99 Relisting (14) Coverage Improvement 
(6) LUCA 98 Appeals (15) New Construction 
(7) LUCA 99 Appeals (16) 1990 ACF (A or blank) 
(8) Special Place/GQ (17) DR-Specific(PALS,TC,TMUC) 
(9) Questionnaire Delivery (UL, UE, UUL, LE, or remote AK) 

MSDF MAF DSF Flags 
0 = Not indicated in the DSF 
1 = Flagged as Residential in the Indicated DSF 
2 = Flagged as Nonresidencial in the Indicated DSF 

The 6 DSFs are -
(1) 11/97 or earlier (4) 2/00 
(2) 9/98 (5) 4/00 
(3) 11/99 (6) unused 
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Attachment 2 

HCEF_D’ Variables and Values 

MAFID MAF and DMAF ID (Excluding the 2 Character Check Digit) 
Characters 1 - 2 = state code when the MAF ID was assigned 
Characters 3 - 5 = county code when the MAF ID was assigned 
Characters 6 - 12 = control ID 

STENURE “Is this house, apartment, or mobile home–“ 
(This is the edited value of the RTENURE variable from the HCUF.) 

0 = Not in universe (vacant) 
1 = Owned by you or someone in this household with a mortgage or loan 
2 = Owned by you or someone in this household free and clear (without a 

mortgage or loan) 
3 = Rented for cash rent 
4 = Occupied without payment of cash rent 

NPHU Number of persons at this housing unit 
00 = None 
01 - 97 = Persons at this housing unit 

QREL Relationship (applicable value for this study only) 
01 = Householder 

QSPAN Hispanic Origin Code 

QRACE1 - QRACE8 
First through eighth race codes 

QRACEX	 Race Edit/Allocation Group 
This is the race group that was used for allocating in the 100% edit/allocation 
process. This same variable will be used by the sample edit/allocation process. 

1 = White

2 = Black, African Am., or Negro

3 = American Indian or Alaska Native

4 = Asian

5 = Native Hawaiian or Other Pacific Islander

6 = Some Other Race


QAGE 
000-115 = Age 

18




Census 2000 Evaluation A.6.b

September 30, 2003 

Study of the U.S. Postal Service 
Reasons for Undeliverability of 
Census 2000 Mailout 
Questionnaires 

FINAL REPORT 

This evaluation reports the results of research and analysis undertaken by the U.S. Census 
Bureau. It is part of a broad program, the Census 2000 Testing, Experimentation, and Evaluation 
(TXE) Program, designed to assess Census 2000 and to inform 2010 Census planning. Findings 
from the Census 2000 TXE Program reports are integrated into topic reports that provide context 
and background for broader interpretation of results. 

John Chesnut 
Decennial Statistical 

Studies Division 



Intentionally Blank 



CONTENTS 

EXECUTIVE SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii


1. BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Census 1990 Study of Undeliverable As Addressed Questionnaires . . . . . . . . . . . . . . . . . 1

1.2 Census 2000 Process Flow of Undeliverable as Addressed Questionnaires . . . . . . . . . . . 1


2. METHODOLOGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Sample Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 What were the data sources used in this evaluation? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.3 Applying Quality Assurance Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3


3. LIMITATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4


4. RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

4.1 What was the Overall UAA Workload? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

4.2 For what Reasons were Census 2000 Questionnaires Undeliverable? . . . . . . . . . . . . . . . 5

4.3 How do the Census 2000 Results Compare to the 1990 Census Results? . . . . . . . . . . . . . 6

4.4 What were the Final Census Status Results of the UAA Questionnaires? . . . . . . . . . . . . 8

4.5 How do the Final Census Status Results from 2000 Compare to 1990? . . . . . . . . . . . . . . 9

4.6 What were the Final Census Status Results for each UAA Classification? . . . . . . . . . . 10


5. RECOMMENDATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13


REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14


APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15


i 



LIST OF TABLES


Table 1. Percent Distribution of UAA Reasons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6


Table 2.	 1990 and 2000 Census Percent Distribution of UAA Reasons for Undeliverability

Excluding Vacants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7


Table 3.	 Comparison of the 1990 Census and Census 2000 Percent Distributions of UAA

Reasons for Undeliverability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8


Table 4. Final Census Status Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9


Table 5. Comparison of 1990 and 2000 Final Census Status Summaries . . . . . . . . . . . . . . . . . . 9


Table 6. Comparison of 1990 and 2000 Final Census Status Summaries . . . . . . . . . . . . . . . . . 10


Table 7. Final Census Status by UAA Reason for Undeliverability . . . . . . . . . . . . . . . . . . . . . . 11


Table 8. 1990 Final Census Status by UAA Reason for Undeliverability . . . . . . . . . . . . . . . . . 12


Table 9.	 Comparison of 1990 and 2000 Final Census Status by UAA Reason for

Undeliverability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13


ii 



EXECUTIVE SUMMARY 

During the mailout of Census 2000 questionnaires, the United States Postal Service designated 
questionnaires as undeliverable as addressed if the mail piece could not be delivered successfully 
to the labeled address. These mailing pieces with the enclosed questionnaire were annotated with 
a reason for undeliverability and sent back to the Census Bureau. From the undeliverable 
questionnaires received, a stratified systematic sample was drawn for the purpose of conducting a 
study of the reasons for undeliverability. This evaluation examines the distribution of reasons for 
undeliverability. In addition, inferences are drawn from the sample to the general universe of 
Census 2000 undeliverable questionnaires at a national level. Furthermore, this evaluation 
investigates whether the reason for undeliverability is a valid indicator of the final census status 
of a housing unit. Where possible, the results of the Census 2000 analysis of undeliverable 
questionnaires are compared to those results experienced in 1990. 

What was the Overall Undeliverable As Addressed Questionnaire Workload? 

From the results of our sampling procedure, a total of 9.7 million Undeliverable As Addressed 
questionnaires were received at the National Processing Center in Jeffersonville, Indiana. Note 
that the undeliverable questionnaires that were successfully redistributed by the redistribution 
operation conducted by selected Local Census Offices are not included in the workload received 
at the National Processing Center. 

For What Reasons were Census 2000 Questionnaires Undeliverable? 

The primary interest of this study was to identify frequent reasons for undeliverability based on 
our defined categories of undeliverability. The most common reason Census 2000 questionnaires 
were not deliverable was due to the fact that the housing unit was identified as vacant by the 
United States Postal Service. Almost half of the undeliverable questionnaires received were 
stamped or annotated with a “vacant” reason for undeliverability. The Postal Service policy is 
such that mail is not delivered to vacant units. Following questionnaires not delivered to vacant 
units, labeled addresses identified as “no such address” composed the next largest portion of 
undeliverable questionnaires. For these cases the Postal Service is claiming the labeled address 
does not exist. The next largest portion of undeliverable mailing pieces were labeled addresses 
that were identified as not having a mail receptacle. These may be cases where the respondent 
collects their mail at a Post Office Box as opposed to their place of residence. The remaining 
undeliverability categories (duplicate, under construction, demolished, non-residential, no such 
apartment, post office box, not deliverable and unable to forward, outside delivery limits, 
refused, blank other, and illegible) each contributed 6 percent or less to the universe of 
undeliverable questionnaires. 
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How do the 1990 Results Compare to the Census 2000 Results? 

The results from the 1990 study of reasons for undeliverability were compared to the Census 
2000 results to determine if there were any significant differences. Note that the sub-domain of 
undeliverable questionnaires classified as “vacant” were excluded from this comparative analysis 
due to a difference in Census Bureau policy in the 1990 census on the delivery of questionnaires 
to vacant housing units by the United States Postal Service. From our analysis, we found that 
there was substantial reduction in Census 2000 in the percentage of undeliverable questionnaires 
marked as “duplicate.” We also had decreases in the rate at which questionnaires were classified 
as “demolished/new construction,” “non-residential,” “no such apartment.” In contrast, we 
observed a fairly large increase in the percentage of questionnaires marked “no such address.” 
We also observed increases in the percentage of questionnaires marked “post office box,” and 
“no mail receptacle.” 

What were the Final Census Status Results of the Undeliverable Questionnaires? 

Given the annotated reason for undeliverability on a returned mailing piece, a question of great 
interest would be whether the annotated reason for undeliverability is a reliable indicator of the 
final census status for the given labeled housing unit address. At the very least, one would hope 
that any questionnaire designated as undeliverable indicated the labeled address corresponded to 
an unoccupied housing unit. From our results, we observed that the vast majority (78 percent ) of 
undeliverable questionnaires were in fact unoccupied. More specifically, 31 percent of the total 
undeliverable questionnaires received a final census status of vacant and 47 percent received a 
final census status of delete. However, approximately 22 percent were given a final census status 
of occupied. In comparison to 1990, these rates were not significantly different from those rates 
experienced in 1990 except for the category of delete. The rate at which undeliverable 
questionnaires received a final status of delete in Census 2000 increased an estimated 
4 percentage points. 

In addition to reviewing the overall final census status results, we were also interested in 
reviewing the final census status results for each defined category of reason for undeliverability. 
We found that for the questionnaires marked “vacant”, approximately 50 percent of these cases 
actually received a final census status of vacant. Assuming the final status is correct, this implies 
the postal service correctly identifies vacant units about half of the time. We also note that 
22 percent of the questionnaires marked vacant received a final status of occupied. For the 
questionnaires marked as “post office box” or “no mail receptacle,” we estimated that 48 percent 
of these cases were in fact occupied. This highlights the troublesome aspect of using mailout 
mailback to enumerate respondents who do not receive mail at their place of residence. A much 
more favorable result, we estimated that 85 percent of questionnaires marked “demolished,” 
“new construction,” or “non-residential” received a final status of delete. Furthermore, we 
estimated 77 percent of questionnaires marked “no such address” or “no such apartment” 
received a final status of delete. 
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What are the Recommendations? 

In summary, we were able to draw inferences from our sample to the general universe of 
undeliverable questionnaires excluding questionnaires that were successfully delivered during the 
Local Census Office redistribution operation. Specifically, we estimated the overall distribution 
of reasons for undeliverability of Census 2000 questionnaires. Furthermore, we were able to 
make inferences about the final census status results of the undeliverable as addressed 
questionnaires as well as review these results for each of our defined categories of reasons for 
undeliverability. In addition, where possible each of our analysis results were compared with the 
results experienced during the 1990 census. 

One of the largest portions of the undeliverable questionnaire workload consisted of 
questionnaires marked as “no such address” or “no such apartment.” In addition, 77 percent of 
these undeliverable questionnaires resulted in a final census status of delete. Undeliverable 
questionnaires of this type are likely missing address elements or contain incorrect address 
elements. We recommend using United States Postal Service products/services such as the 
Address Element Correction service prior to Census mailout to provide corrections to 
addresses or to identify potentially undeliverable addresses in the mailout/mailback 
address list. 

In addition to the undeliverable questionnaires marked as “no such address” or “no such 
apartment,” other reasons for undeliverability have proven to be good indicators of final census 
status. Specifically, we observed questionnaires marked as “vacant” make up 45 percent of the 
undeliverable questionnaire workload and 50 percent of the time these cases result in a final 
status of vacant. Furthermore, 9 percent of the undeliverable questionnaire workload came from 
questionnaires annotated with “ post office box” or “no mail receptacle” and 48 percent of these 
undeliverable questionnaires resulted in a final census status of occupied. Given that each of 
these categories contribute a substantial portion to the overall undeliverable questionnaire 
workload and provide a fairly good indicator of final status, we recommend that for the 
2010 census we capture the data for the Postal Service’s reasons for undeliverability and 
use these data as a factor in the determination of final census status. 
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1. BACKGROUND 

During the mailout of Census 2000 questionnaires, the United States Postal Service designated 
questionnaires as undeliverable as addressed if the mail piece could not be delivered successfully 
to the labeled address. These mailing pieces with the enclosed questionnaire were annotated with 
a reason for undeliverability and sent back to the Census Bureau. From the undeliverable 
questionnaires received, a stratified systematic sample was drawn for the purpose of conducting a 
study of the reasons for undeliverability. 

1.1 Census 1990 Study of Undeliverable As Addressed Questionnaires 

During the 1990 Census, the Census Bureau examined the Undeliverable As Addressed (UAA) 
questionnaires which were not successfully redistributed by the district offices during the UAA 
questionnaire redistribution operation. In doing so, a 10 percent systematic sample of the 659 
pallets of undelivered questionnaires was selected. From the 66 sample pallets, eight cartons of 
undelivered questionnaires from each pallet were selected with equal probability. This resulted 
in a sample of size n = 156,697 questionnaires. The United States Postal Service (USPS) 
undeliverability reason was annotated on the questionnaire by the postal carrier. The sample of 
undelivered questionnaires was sorted by the USPS undeliverability reason. Once the 
undelivered questionnaires were sorted and batched by USPS undeliverability reason, the batches 
were sent for data entry. The Census Bureau estimated totals, percents, and sampling variances 
for each of the USPS undeliverability reasons by final census status and type of enumeration 
area. 

Analysis based on the sample drawn from the UAAs returned to Jeffersonville showed that there 
were approximately 5,272,000 UAAs which represented about 6 percent of the mailout universe. 
Over a third of the UAAs were labeled “vacant” by the USPS and almost a quarter of the UAAs 
were labeled “no such address”. Further analysis showed that 23.7 percent of the UAAs were 
given a final census status of occupied. Of the UAAs labeled as “vacant,” approximately 
20 percent were given a final census status of occupied (U.S. Bureau of the Census, 1993). 

1.2 Census 2000 Process Flow of Undeliverable as Addressed Questionnaires 

As in 1990, the Census Bureau sampled UAA questionnaires returned to the National Processing 
Center (NPC) at Jeffersonville. Before sampling, a UAA followed the described process flow. 
During questionnaire mailout, clerks at local post offices designated addresses that did not match 
to a carrier route as UAA. Additional questionnaires were designated as UAA by individual 
carriers. The UAAs were returned to their USPS Sectional Center Facility (SCF). 

Mailed questionnaires that were designated UAA by the USPS were either sent to the NPC at 
Jeffersonville, Indiana or were retrieved by the Census Bureau from the USPS SCFs to be 
included in the Local Census Offices (LCO) redistribution operation. Previous to the mailout of 
Census 2000 questionnaires, the Census Bureau identified ZIP codes that were likely to have 
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high concentrations of UAAs. Any UAA labeled with one of these pre-identified ZIP codes was 
retrieved by the Census Bureau from the USPS SCFs that processed mail for these pre-identified 
ZIP codes. Designated “lead” LCOs coordinated the pick up of UAAs from each of these SCFs. 
The “lead” LCOs then distributed UAA workloads to neighboring LCOs that were 
geographically linked to the pre-identified ZIP codes. The UAAs that did not fall into the 
pre-identified ZIP codes for redistribution were sent back to the NPC at Jeffersonville. 

After the LCOs received their UAA workloads for redistribution, the questionnaires were 
checked in, sorted into enumerator assignments, and then enumerators attempted to redistribute 
the questionnaires. Note that if an enumerator ascertained a housing unit was vacant through 
observation then the corresponding UAA was not delivered. A limitation in the operational plan 
was the lack of a quality control process to verify enumerator delivery of UAAs. If a successfully 
delivered UAA was mailed back by the respondent and received by the Census Bureau before the 
“cut” for Nonresponse Followup (NRFU) then the housing unit was excluded from NRFU. 
However, UAAs not received before the “cut” for NRFU were eligible for NRFU. 
Questionnaires not redistributed were checked out of the LCO and shipped to NPC on a priority 
basis. Non-redistributed cases became NRFU cases unless census data were collected for the 
housing unit before the NRFU “cut” through another source other than a mailed questionnaire 
such as the Telephone Questionnaire Assistance (TQA) program or the Internet Data Collection 
(IDC) program. 

At NPC, a sample was drawn and a data file was created from the UAAs received. Arriving at 
NPC, UAAs were processed through a sorter with bar code reading capability. During the 
sorting process, Census Identification (ID) numbers were collected from the mailing pieces and 
the pieces were sorted by long and short form. Due to the sorting and the difference in envelope 
size of short (10 1/8" x 6") and long forms (12 3/16" x 10 1/4"), short forms were placed in a 
shallow mail tray and long forms were placed in a deep mail tray. Each short form tray held 
approximately 400 short form UAAs and each long form tray held approximately 125 long form 
UAAs. A systematic sample of the UAAs was then hand selected from each of the mail trays. 
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2. METHODOLOGY 

2.1 Sample Design 

The sample design for drawing a sample from the UAA universe at NPC consisted of a stratified 
systematic sample design (Cochran, 1977). As described in Section 1.2, the UAAs were sorted 
by long and short forms into mail trays. Therefore, strata were formed based on form type and 
mail tray. Finally, a systematic sample was selected from each stratum. The systematic sampling 
process was performed by clerks. For each mail tray, a random start was chosen to select the first 
UAA from the mail tray and then every 34th UAA was selected (f = 1/34). The sampling rate was 
based on an estimate of the number of UAAs predicted to be sent to NPC and our desired level of 
precision for our estimates (U.S. Bureau of the Census, 2000a). 

Once the sample was selected, the UAAs were clerically sorted by UAA reason into 15 broad 
categories (see appendix). Each UAA was annotated with a number corresponding to a category. 
After sorting was completed, the UAAs were sent on a flow basis by category to scanning 
workstations. The Census ID number on each questionnaire was scanned by a bar code reader 
and the category code was keyed or scanned (U.S. Bureau of the Census, 2000b). 

Due to the fact that we did not collect information indicating the tray from which a UAA was 
sampled, we are not able to derive any estimates and standard errors of the estimates based on the 
strata created from both form type and tray. However, we did collect information indicating the 
form type of the sampled UAA, thus allowing us to stratify based on form type. Furthermore, 
during the clerical process, forms were batched according to reason for undeliverability which 
may have disrupted any natural geographic ordering of the forms. Therefore, we are limited to 
assuming a stratified simple random sample model to derive any estimates and standard errors of 
the estimates in our analysis. In other words, for the purposes of this study we assume a stratified 
simple random sample design where we have two strata defined by form type (long and short). 

2.2 What were the data sources used in this evaluation? 

The main source of data for this evaluation came from the sample of UAAs drawn from the 
UAAs checked in at NPC. The data collected from the UAA sample provided the census 
identification number and a reason for undeliverability for each sampled case. In addition to the 
data collected from the sample, a combination file of all the Census 2000 operational files was 
ancillary to conducting this evaluation. 

2.3 Applying Quality Assurance Procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. 

3




3. LIMITATIONS 

We note that some UAAs were part of the LCO redistribution operation. Therefore, not all 
questionnaires designated as UAA by the U.S. Postal Service were received by the Census 
Bureau at NPC. Since the characteristics of the UAAs in the LCO redistribution operation may 
differ substantially from those received at NPC, we cannot make inferences from the sample 
estimates to the overall universe of UAAs. Note that this limitation may affect the 
recommendations provided by this evaluation. 

The sampling process was in turn a tremendous clerical process due to the fact that there were no 
automated processes incorporated into the sampling process. Clerks were tasked with hand 
selecting a systematic sample from every mail tray of UAAs received at NPC. In doing so, we 
employed a measurement technique to draw a systematic sample from each tray. Our sampling 
interval of 34 UAAs was approximated by a distance measurement (inches) of 34 UAAs 
contained in a mail tray holding 125 long forms or 400 short forms (U.S. Bureau of the Census, 
2000a). Clearly, this method of systematic sampling may not have always maintained our 
desired sampling rate of f = 1/34 due to variation in the volume of forms held by the mail trays. 
In addition, there is the potential for human error using this technique. Aside from the 
limitations of our sampling technique, we also recognize the potential for error due to other 
clerical processes. For example, due to the large number of trays handled, clerks may have 
inadvertently sampled from a tray more than once or some trays may have been omitted during 
the sampling process. We assume for the purposes of this evaluation that these errors were 
minimal and do not seriously affect the results of our study. 

Our stratified systematic sample design may not have closely adhered to our desired sampling 
rate of f = 1/34. This is due to the fact that the forms in the mail trays did not divide up evenly 
into intervals of size 34. Thus, the systematic sample sizes for each of the mail trays varied in 
size by one. This disturbance is probably negligible since we would expect the variation in 
sample size from tray to tray to be random. Hence, we ignore this disturbance, for simplicity, in 
the presentation of our results. 
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4. RESULTS 

4.1 What was the Overall UAA Workload? 

As a result of our sampling procedure, we collected 285,630 long and short form UAAs from the 
entire workload of UAAs received at NPC. Given our sampling rate of f = 1/34, this implies that 
we received a total of 9,711,420 UAAs. As a comparison, a total workload of 10,478,481 
UAAs was recorded by the Census Bureau production files. The UAA workload reported by the 
production files is larger due to the fact that the production file count includes UAAs that were 
part of the UAA LCO redistribution operation. Not all of the UAAs in this redistribution 
workload were returned to NPC. If a UAA was “successfully” delivered to a housing unit during 
this operation then that particular UAA was never received at NPC. There were 1,480,212 
UAAs successfully delivered to housing units during the redistribution operation (U.S. Bureau of 
the Census, 2001). Therefore, according to the production files, we received 8,998,269 UAAs at 
NPC which reflects the “true” workload received at NPC. 

The workload derived from our sample reports 713,151 more UAAs than the “true” workload. 
Since this difference brings into question the legitimacy of our study, we discuss the potential 
causes for the difference in the reported workloads and whether our results are seriously affected. 
Possibly, UAAs that were “successfully” delivered may have ended up back in the mail stream 
and were eventually returned to NPC, thus inflating our workload derived from the sample. This 
could have occurred if a mail carrier retrieved a Census re-distributed UAA from a housing unit 
and placed the mail piece back in the mail stream. In addition, a Census enumerator could have 
placed some or all of their UAA workload assignment in a USPS mail drop box. Another, 
potential factor contributing to the disagreement between the two workloads may be due to the 
occurrence of error during the sampling process. For example, clerical staff could have 
inadvertently sampled multiple times from a given mail tray. In addition, since the sampling was 
performed by hand, we would expect the sampling rate of 1/34 to be compromised at times. 
Furthermore, the limitations of our sample design described in Section 3 may be contributing to 
the workload discrepancy. Given that the purpose of this paper is to examine percent 
distributions based on the reasons for undeliverability and not count distributions, the 
discrepancy in the totals of the two workloads probably does not seriously affect the results of 
our analysis. 

4.2 For what Reasons were Census 2000 Questionnaires Undeliverable? 

Our primary interest is to investigate the overall distribution of reasons for undeliverability of 
Census 2000 questionnaires based on our defined categories. Table 1 gives the percent of UAAs 
by category of reason for undeliverability. In addition, the standard errors of the percent 
estimates and the 95 percent confidence limits (CL) are given. Note that all of the given rates 
proved to be significant. From Table 1, we see that the most common reason Census 2000 
questionnaires were not deliverable was due to the fact that the housing unit was identified as 
vacant by the U.S. Postal Service. The Postal Service policy is such that mail is not delivered to 
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vacant units. Following questionnaires not delivered to vacant units, labeled addresses identified 
as “no such address” composed the next largest portion of undeliverable questionnaires. For 
these cases the Postal Service is claiming the labeled address does not exist. The next largest 
portion of undeliverable mailing pieces were housing units that were identified as not having a 
mail receptacle. These may be cases where the respondent collects their mail at a P.O. box 
location as opposed to their place of residence. Furthermore, we see that the U.S. Postal Service 
neglected to provide a reason for undeliverability (blank) for a UAA somewhere between 5.52 
and 5.69 percent of the time. 

Table 1. Percent Distribution of UAA Reasons 

Percent 
UAA Reason (n = 285,630) standard error Lower 95% CL Upper 95% CL 

Vacant 45.14% 0.09% 44.96% 45.32% 

No Such Address 31.50% 0.09% 31.33% 31.67% 

No Mail Receptacle 7.62% 0.05% 7.53% 7.72% 

Blank 5.61% 0.04% 5.52% 5.69% 

Not Deliverable and 
Unable to Forward 4.08% 0.04% 4.00% 4.15% 

Refused 1.78% 0.02% 1.73% 1.83% 

No Such Apartment 1.55% 0.02% 1.51% 1.60% 

Post Office Box 0.92% 0.02% 0.88% 0.95% 

Duplicate 0.53% 0.01% 0.50% 0.55% 

Non-Residential 0.41% 0.01% 0.39% 0.44% 

Other 0.33% 0.01% 0.31% 0.35% 

Demolished 0.27% 0.01% 0.25% 0.29% 

Under Construction 0.16% 0.01% 0.14% 0.17% 

Outside Delivery Limits 0.10% 0.01% 0.09% 0.12% 

Illegible 0.00%† 0.00%† 0.00%† 0.01% 

Total 100.00% 
† The percent value calculated is less than 1/100 of a percentage point 

4.3 How do the Census 2000 Results Compare to the 1990 Census Results? 

In order to compare the 1990 and 2000 results, we collapsed some of the categories in Table 1 to 
match the available categories from 1990. In addition we excluded vacants from our analysis due 
to a difference in policy between the 1990 census and Census 2000 for the delivery of 
questionnaires to vacant units. Specifically, in 1990 the Census Bureau requested the U.S. Postal 
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Service to deliver to vacant units in hopes of increasing the response rate. In Census 2000 the 
Census Bureau did not make this request. Note that in general the Postal Service does not 
deliver to vacant units but made an exception at the request of the Census Bureau in 1990. Even 
though the Census Bureau made this request in 1990, the Census Bureau still received UAAs that 
were annotated as undeliverable due to a vacant status for the address of delivery. Ideally, we 
would like to compare the vacancy rates from 1990 to 2000. However, due to the differences in 
policy for the delivery of questionnaires to vacant units in 1990 and 2000, the resulting 
comparison would not be useful. 

Table 2 shows the percent distribution of UAA reasons for undeliverability for both the 1990 
census and Census 2000 with their respective standard errors. Comparing the rates from 1990 to 
2000, we see that we have a substantial increase in the percentage of UAAs marked with the 
undeliverability reason of “no such address.” We also see that we have increased rates for UAAs 
marked “no mail receptacle,” “post office box,” and “other.” 

Our largest percentage drop for Census 2000 occurred for UAAs marked “duplicate”. We also 
observed a large percentage drop for UAAs marked “no such apartment.” Other UAA reasons 
for undeliverability that resulted in percentage decreases were “demolished/new construction,” 
“non-residential,” and “blank.” 

Table 2.	 1990 and 2000 Census Percent Distribution of UAA Reasons for Undeliverability 
Excluding Vacants 

1990 Census Census 2000 

Percent Percent 
UAA Reason (n=82,742) standard error (n=156,697) standard error 

No Such Address 36.60% 2.20% 57.43% 0.13% 

Duplicate 13.70% 1.60% 0.96% 0.02% 

Blank 13.50% 2.80% 10.22% 0.08% 

No Such Apartment 12.80% 1.20% 2.83% 0.04% 

Other 7.80% 0.80% 11.48% 0.08% 

No Mail Receptacle 7.40% 1.20% 13.90% 0.09% 

Demolished/New 
Construction 4.80% 0.60% 0.77% 0.02% 

Non-Residential 2.80% 0.40% 0.74% 0.02% 

Post Office Box 0.60% 0.10% 1.67% 0.03% 

Total 100.00% 100.00% 
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From Table 3 we see the percentage differences of the estimates from 1990 and 2000 with their 
respective “pooled” standard errors. In addition, the 95 percent confidence limits are shown to 
determine if the differences are statistically significant. After reviewing the confidence limits we 
see that all differences are significant at a significance level of 0.05, except for the percentage 
difference for UAAs that were never annotated with a reason for undeliverability. Therefore, the 
percent of questionnaires with no annotation (blank) did not change from 1990 to 2000 for these 
particular UAAs. We observed a significant decrease from 1990 to 2000 in the percent of UAAs 
annotated as “duplicate,” “demolished/new construction,” “non-residential,” and “no such 
apartment.” Furthermore, we observed a significant increase from 1990 to 2000 in the percent of 
UAAs annotated as “no such address,” “post office box,” “no mail receptacle,” and “other.” 

Table 3.	 Comparison of the 1990 Census and Census 2000 Percent Distributions of UAA 
Reasons for Undeliverability 

Percent Difference Lower Upper 
UAA Reason 2000 rate - 1990 rate standard error 95% CL 95% CL 

No Such Address 20.83% 2.20% 16.51% 25.15% 

No Mail Receptacle 6.50% 1.20% 4.14% 8.86% 

Other 3.68% 0.80% 2.10% 5.26% 

Post Office Box 1.07% 0.10% 0.87% 1.27% 

Non-Residential -2.05% 0.40% -1.27% 2.83% 

Blank -3.28% 2.80% -8.77% 2.21% 

Demolished/New 
Construction -4.02% 0.60% -5.20% -2.84% 

No Such Apartment -9.97% 1.20% -12.32% -7.62% 

Duplicate -12.74% 1.60% -15.88% -9.60% 

4.4 What were the Final Census Status Results of the UAA Questionnaires? 

Given the annotated reason for undeliverability on a returned mailing piece, a question of interest 
would be whether the marking is a good indicator of the final census status of the given labeled 
housing unit address. At the least, one would hope that any questionnaire that was designated as 
UAA indicated the labeled address corresponded to an unoccupied housing unit. Table 4 shows 
the percent distribution of UAAs by final census status. From Table 4 we see that the vast 
majority of UAAs were in fact unoccupied. Specifically, 31.06 percent were classified as vacant 
and approximately 47.38 percent were “deleted” from the census address frame. However, 
approximately 21.56 percent of the UAAs were classified with a final census status of occupied. 
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Table 4. Final Census Status Summary 

Percent Lower Upper 
Final Census Status (n=284,035)* standard error 95% CL 95% CL 

Delete/Removed 47.38% 0.09% 47.19% 47.56% 

Vacant 31.06% 0.09% 30.89% 31.23% 

Occupied 21.56% 0.08% 21.41% 21.71% 

*Note that 1,595 UAA cases were not matched to a final census status 

4.5 How do the Final Census Status Results from 2000 Compare to 1990? 

As a comparison to 1990, Table 5 shows the final census status rates for both 1990 and 2000 
with their respective standard errors. We see that the estimated UAA percent distribution by 
final census status for Census 2000 is very similar to that of the 1990 census. 

Table 5. Comparison of 1990 and 2000 Final Census Status Summaries 

1990 Census Census 2000 

Final Census Status 
Percent 

(n=124,612) standard error 
Percent 

(n=284,035)* standard error 

Delete/Removed 43.60% 1.80% 47.38% 0.09% 

Vacant 32.70% 1.70% 31.06% 0.09% 

Occupied 23.70% 1.10% 21.56% 0.08% 

*Note that 1,595 UAA cases were not matched to a final census status 

Table 6 shows the estimated percent difference of the 1990 and 2000 UAA final census status 
rates, the standard error of the estimated difference, and the upper and lower 95 percent 
confidence limits. From Table 6, the 95 percent confidence intervals provide evidence that the 
rates from 1990 and 2000 are equivalent, except for the difference in the rates for the UAAs 
identified as “delete/removed.” This particular confidence interval indicates that the percent of 
UAAs deleted or removed increased from 1990 to 2000 anywhere from 0.25 percent to 
7.31 percent. This was due to the fact that UAA status was used to remove/delete a housing unit 
as part of the “kill” process (U.S. Bureau of the Census, 2000). 
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Table 6. Comparison of 1990 and 2000 Final Census Status Summaries 

Percent Difference Upper Lower 
Final Census Status 2000 rate - 1990 rate standard error 95% CL 95% CL 

Delete/Removed 3.78% 1.80% 0.25% 7.31% 

Vacant -1.64% 1.70% -4.98% 1.70% 

Occupied -2.14% 1.10% -4.30% 0.02% 

4.6 What were the Final Census Status Results for each UAA Classification? 

We are also interested in investigating the final census status percent distribution for each class 
of reason for undeliverability. For example, are the mailing addresses identified as vacant by the 
U.S. Postal Service actually vacant as indicated by the final census status? From Table 7, we see 
that approximately 22 percent of the UAAs identified as vacant housing units by the U.S. Postal 
Service were actually identified as occupied housing units as indicated by their final census 
status. In addition, approximately 50 percent were reported as vacant by their final census status. 
Furthermore, approximately 29 percent were given a final census status of delete. Assuming that 
the final census status is valid, we conclude that the U.S. Postal Service correctly identifies 
vacant housing units about 50 percent of the time. 

Examining the class of UAAs identified as duplicates, we observe that the majority of these cases 
were given a final census status of delete. However, approximately 31 percent of the duplicates 
were identified as occupied housing units by their final census status. In addition, a smaller 
percentage was identified as vacants. Referring back to Table 1, the duplicate cases make up 
approximately a half a percent of the overall UAA workload. For the UAA cases classified as 
demolished, new construction, or non-residential, we see that the vast majority of these cases 
received a final census status of delete. Furthermore, approximately 11 percent were assigned a 
final status of vacant. We would expect some of these cases to have a final census status of 
vacant since some new construction units may appear to be unoccupied and vacant. 
Approximately 4 percent were found to be occupied as indicated by the final census status. 

In reviewing the final status percent distribution for the UAA cases classified as “no such 
address,” and “no such apartment,” we observe that 77.4 percent of these cases were classified as 
delete. In addition, we have 8.6 percent of these cases identified as vacant by their final status. 
Furthermore, we found that approximately 14 percent of these cases resulted in an occupied final 
census status. This is a less than desirable result since cases identified as no such address and no 
such apartment make up approximately 33 percent of the UAA workload as indicated by Table 1. 

From Table 7, we notice that 48.1 percent of the UAAs classified as “post office box” or “no 
mail receptacle” resulted in a final census status of occupied. Obviously, these cases include 
those census respondents who do not receive mail at their place of residence but at a post office 
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box, such is the case for many rural settings. These housing units were likely to be identified as 
occupied through Nonresponse Followup. In addition, we notice that approximately 20.5 percent 
of the UAAs classified as “post office box” or “no mail receptacle” were identified as vacant by 
their final census status. Furthermore, 31.4 percent possessed a final census status of delete. 
Note that these UAAs made up approximately 8.5 percent of the overall UAA workload. 

The UAAs classified as “other” or “no reason written” made up an even smaller percentage of 
the overall workload (approximately 6 percent [Table 1]). In examining this class of UAAs we 
notice that approximately 24 percent of these UAAs were identified as occupied, 32 percent as 
vacant, and 43 percent as deletes. 

All of the UAA classifications appear to have a substantial percentage of elements that are 
identified as being occupied excluding the two categories consisting of “demolished, new 
construction, or non-residential,” and “no such address or no such apartment.” However, the 
only classification that causes some concern are those UAAs classified as vacant since these 
UAAs make up approximately 45 percent of the UAA workload, the remaining categories are 
considerably less (see Table 1). 

Table 7. Final Census Status by UAA Reason for Undeliverability 

Final Census Status 

Occupied Vacant Delete/Remove 

UAA Reason Percent 
standard 

error Percent 
standard 

error Percent 
standard 

error 

Post Office Box, or No Mail

Receptacle 48.10% 0.32% 20.47% 0.26% 31.43% 0.30%

(n=24,387)


Duplicate 30.67% 1.20% 6.97% 0.66% 62.36% 1.26%(n=1,501) 

Other or No Reason Written 24.04% 0.23% 32.16% 0.25% 43.81% 0.27%(n=33,992) 

Vacant 21.71% 0.12% 49.75% 0.14% 28.54% 0.13%(n=128,931) 

No Such Address, No Such Apartment 13.98% 0.11% 8.60% 0.09% 77.42% 0.14%(n=94,414) 

Demolished, New Construction, or

Non-Residential 4.19% 0.41% 11.27% 0.65% 84.53% 0.74%

(n=2,395)


Table 8 shows the final census status percent distribution for each of the UAA classifications 
from 1990. We see that the distributions do change substantially going from 1990 to 2000. In 
Table 9 we will examine these differences and test their significance. 
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Table 8. 1990 Final Census Status by UAA Reason for Undeliverability 

Final Census Status 

Occupied Vacant Delete/Removed 

standard 
error Percent 

standard 
error Percent 

standard 
errorUAA Reason Percent 

Duplicate 39.60% 2.20% 11.30% 2.20% 49.10% 2.60% 

Post Office Box, or No Mail 29.20% 3.30% 45.60% 4.40% 25.20% 3.00%Receptacle 

Other or No Reason Written 28.00% 3.20% 29.20% 2.90% 42.80% 3.00% 

No Such Address, No Such Apartment 23.30% 1.60% 12.60% 1.20% 64.10% 2.30% 

Vacant 19.80% 0.90% 60.60% 1.60% 19.50% 1.20% 

Demolished, New Construction, or 6.20% 0.60% 12.80% 1.30% 81.10% 1.80%Non-Residential 

From Table 9, we see the differences in the final status percent distribution for each of the UAA 
classifications. Note that not all of the percent differences were significant. That is, we conclude 
the true percent for each of these cells did not change from 1990 to 2000. These insignificant 
differences included UAAs given a final status of vacant and were classified as “duplicate;” 
“demolished,” “new construction,” “non-residential;” or “other or no reason written.” In 
addition, the percent difference of UAAs given a final status of delete and categorized as 
“demolished, new construction, or non-residential;” and “other or no reason written” was 
insignificant. Furthermore, UAAs given a final status of occupied and classified as “other or no 
reason written” resulted in an insignificant percent difference. 

Reviewing the final census status of occupied in Table 9, we see that the largest decrease in 
UAAs having a final status of occupied occurred for UAAs that fell in the category of “post 
office box or no mail receptacle.” In contrast, we see that the largest increases occurred for 
UAAs that were either in the category of “no such address, no such apartment” or the category of 
“duplicate.” 

From Table 9, we also observe the percent changes from 1990 to 2000 for UAAs given a final 
status of vacant. We see that these UAA classifications resulted in a percent increase from 1990 
to 2000. However, three of the percent increases were insignificant as noted above. Table 9 
shows that UAAs categorized as “post office box or no mail receptacle” resulted in the largest 
percent increase in UAAs given a final status of vacant. This was followed by UAAs classified 
as “vacant.” 

Reviewing the percent changes for UAAs given a final status of delete, we see that from 1990 to 
2000 all of the UAA classifications resulted in a significant percent decrease except for UAAs 
classified as “other or no reason written” and “demolished, new construction, or non-residential.” 
We notice that the largest percent decreases in deletes occurred for UAAs classified as “no such 
address or no such apartment” and those UAAs classified as “duplicate.” 
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Table 9.	 Comparison of 1990 and 2000 Final Census Status by UAA Reason for 
Undeliverability† 

Final Census Status 

Occupied Vacant Delete/Removed 

Percent 
Difference 

Standard 
Error 

Percent 
Difference 

Standard 
Error 

Percent 
Difference 

Standard 
ErrorUAA Reason 

No Such Address, No Such 
Apartment 9.32% 1.60% 4.00% 1.20% -13.32% 2.30% 

Duplicate 8.93% 2.51% 4.33%* 2.30% -13.26% 2.89% 

Other or No Reason Written 3.96%* 3.21% -2.96%* 2.91% -1.01%* 3.01% 

Demolished, New Construction, 
or Non-Residential 2.01% 0.73% 1.53%* 1.45% -3.43%* 1.95% 

Vacant -1.91% 0.91% 10.85% 1.61% -9.04% 1.21% 

Post Office Box, or No Mail 
Receptacle -18.90% 3.32% 25.13% 4.41% -6.23% 3.01% 

*The percent difference was not significantly different from zero at a significance level of " = .05 
†Percent differences are calculated as follows 2000 rate - 1990 rate 

5. RECOMMENDATIONS 

In summary, we were able to draw inferences from our sample to the general universe of UAAs 
excluding UAAs that were successfully delivered during the LCO UAA redistribution operation. 
Specifically, we estimated the overall distribution of reasons for undeliverability of Census 2000 
questionnaires. Furthermore, we were able to make inferences about the final census status 
results of the UAAs as well as review these results for each of our defined categories of reasons 
for undeliverability. In addition, where possible each of our analysis results were compared with 
the results experienced during the 1990 census. 

One of the largest portions of the undeliverable questionnaire workload consisted of 
questionnaires marked as “no such address” or “no such apartment.” In addition, 77 percent of 
these undeliverable questionnaires resulted in a final census status of delete. Undeliverable 
questionnaires of this type are likely missing address elements or contain incorrect address 
elements. We recommend using United States Postal Service products/services such as the 
Address Element Correction service prior to Census mailout to provide corrections to 
addresses or to identify potentially undeliverable addresses in the mailout/mailback 
address list. 

In addition to the undeliverable questionnaires marked as “no such address” or “no such 
apartment,” other reasons for undeliverability have proven to be good indicators of final census 
status. Specifically, we observed questionnaires marked as “vacant” make up 45 percent of the 
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undeliverable questionnaire workload and 50 percent of the time these cases result in a final 
status of vacant. Furthermore, 9 percent of the undeliverable questionnaire workload came from 
questionnaires annotated with “ post office box” or “no mail receptacle” and 48 percent of these 
undeliverable questionnaires resulted in a final census status of occupied. Given that each of 
these categories contribute a substantial portion to the overall undeliverable questionnaire 
workload and provide a fairly good indicator of final status, we recommend that for the 
2010 census we capture the data for the Postal Service’s reasons for undeliverability and 
use these data as a factor in the determination of final census status. 
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APPENDIX


Category 

1 Vacant 

House, apartment, building not occupied. Empty, deceased, moved - left 
no address. 
Seasonal - temporarily away, temporary forward, summer use only, 
temporary vacant. 

2 Duplicate Addressee received duplicate mail pieces. 

3 Under Construction House, apartment, building is under construction. 

4 Demolished House, apartment, building has been demolished. House Burned, 
Condemned. 

5 Non-Residential Business only, church, vacant and business. 

6 No Such Address 
NSA, No such Number (NSN, NS#), No such Street, Insufficient Address, 
Non-deliverable as addressed, Returned for Better Address, Undeliverable 
as Addressed (UAA), Route (RT) Unknown. 

7 No Such Apartment Apartment number for the mailed address does not exist. 

8 Post Office Box Wrong P.O. Box #, P.O. Box Delivery Only, City Delivery, Box Closed 
No Order, General Delivery. 

9 No Mail Receptacle Addressee failed to provide a receptacle for receipt of mail. NMR, 
Broken Mailbox. 

10 
Not Deliverable As 
Addressed and Unable to 
Forward 

Not Deliverable As Addressed and Forwarding Order Expired, Unable to 
forward, Forwarding order expired. 

11 Outside Delivery Limits Addressed to location outside delivery limits of post office of address. 
Wrong ZIP Code, Wrong City. 

12 Refused Addressee refused to accept mail. Attempted not known, Unclaimed. 

13 Blank (No reason written) A non-delivery reason is not written on the envelope. 

14 Other The non-delivery reason does not fall into any of the above categories. 
Inaccessible - dangerous, dog hazard. Unreadable non-delivery reasons. 

15 Illegible Address not readable. Something spilled on it, crunched in machine, 
received unsealed, address covered up. 
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EXECUTIVE SUMMARY 

The response rate is a measure that represents the percentage of addresses eligible for 
Nonresponse Followup that returned questionnaires prior to the designation of the Nonresponse 
Followup universe. Response rates are the result of a combination of the level of respondent 
cooperation in Census 2000, the housing unit vacancy rate, and the quality of the Decennial 
Master Address File. 

Preliminary analysis indicates that self-enumerated returns have a lower imputation rate than 
enumerator returns.1  Due to the higher level of data quality and the lower cost associated with 
self-enumerated responses relative to enumerator-collected responses, it is important for response 
rates to be as high as possible. 

The mail response rate is defined as the number of mail returns received prior to the cut date for 
the Nonresponse Followup universe divided by the total number of housing units in mailback 
areas that were eligible for Nonresponse Followup. The final response rate is similar but 
includes all mail returns through the end of the year. Mail returns included in the response rates 
are actual paper questionnaires, interviews during the Telephone Questionnaire Assistance 
program, Internet data captures, Be Counted forms, and Coverage Edit Followup returns. 

The mail response rate is different from the mail return rate. The mail return rate is essentially a 
measure of the percentage of occupied housing units that returned their questionnaires by 
April 18, 2000. It is a more useful rate for determining respondent cooperation and not as good 
as the response rate for measuring the Nonresponse Followup workload. The denominator of the 
mail return rate is calculated from the Hundred percent Census Edited File with the reinstated 
housing units. It includes all occupied housing units in mailback type of enumeration areas that 
were added to the address file prior to Nonresponse Followup and had addresses that were 
delivered by the United States Postal Service or during the Census Bureau delivery operation. 
The response rate denominator is larger than the return rate denominator, largely because the 
response rate denominator includes vacant housing units, Undeliverable As Addressed addresses, 
some addresses deleted in Update/Leave and Urban Update/Leave delivery, and deleted in either 
Nonresponse Followup or Coverage Improvement Followup. 

1U.S. Bureau of the Census, 2001b, Study Plan for B.1: Evaluation of the Analysis of the 
Imputation Process for 100 Percent Household Population Items, Decennial Statistical Studies 
Division Census 2000 Procedures and Operations Memorandum Series #Y-1, October 1, 2001. 
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What were the National Mail Response Rates? 

The mail response rate as of April 18, 2000 was 64.3 percent, which was slightly lower than the 
1990 mail response rate of 65.0 percent.2  This rate represents 75,608,035 mail returns that were 
received by April 18, 2000 out of a response rate denominator of 117,661,748 households. 
Another 3,703,140 questionnaires were returned after April 18, resulting in a final response rate 
of 67.4 percent, as of December 31, 2000. 

Reflecting the higher response burden of the long form questionnaire, the short form mail 
response rate of 66.4 percent was 12.5 percentage points higher than the long form mail response 
rate of 53.9 percent. In 1990, the mail response rate for short forms and long forms were 
65.9 percent and 60.6 percent, respectively.3 

Approximately 14.3 percent of mail returns were long forms, a substantially lower percentage 
than the overall 17.1 percent sampling rate. However, many residents with long forms held onto 
them and returned them after April 18. After that date, a larger proportion of long forms were 
returned than short forms. The final response rate was 69.1 percent for short forms and 
59.4 percent for long forms. 

Mailout/Mailback areas had a mail response rate of 65.4 percent, which is higher than either the 
Update/Leave areas mail response rate of 59.3 percent or the Urban Update/Leave areas mail 
response rate of 50.5 percent. Final response rates by type of enumeration area were 68.5 percent 
for Mailout/Mailback, 62.6 percent for Update/Leave, and 54.8 percent for Urban Update/Leave. 

Most questionnaires were returned in the period between March 15, when questionnaires in 
Mailout/Mailback areas were mailed, and March 28. There were slight surges in the number of 
mail returns corresponding to the delivery of reminder postcards beginning on March 20 and on 
Census Day (April 1). These two surges in response were more pronounced for long forms than 
short forms. 

Between the initial cut for the Nonresponse Followup universe on April 10 and the final cut on 
April 18, 2,535,382 questionnaires (2.2 percent) were received. Had the final Nonresponse 
Followup cut been on April 10, the Nonresponse Followup workload would have increased by 
this number of housing units. 

2U.S. Bureau of the Census, 1991, 1990 Census Mailback Questionnaire Check-in Rates, 
Decennial Planning Division, March 14, 1991. 

3U.S. Bureau of the Census, 1991, 1990 Census Mailback Questionnaire Check-in Rates, 
Decennial Planning Division, March 14, 1991. 
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The cut for the Nonresponse Followup universe was as of April 18; an additional

1,052,712 returns were received between April 18 and April 25, representing 28.4 percent of the

mail returns checked in after April 18. These returns represent a potential decrease in the

Nonresponse Followup workload of 2.5 percent, resulting in a potential cost savings of over

$28.4 million. Therefore, work needs to be done to determine what is the optimal date for

determining the Nonresponse Followup universe, by considering the cost benefits versus the

operational challenges to other operations. In addition, research should be conducted to

determine a more efficient way of updating the Nonresponse Followup lists.


After April 18, the number of mail returns declined until very few forms were being received by

May 6. For the total return rate, 3,703,140 mail returns were checked in after April 18. This was

an increase in the return rate of 3.1 percentage points. The last date on which questionnaires

were checked in was October 19, 2000. The last date on which enough forms were received that

resulted in an increase in the rate was June 15 for short forms and June 29 for long forms.


The mail response rate was compared with the mail return rate. The mail return rate as of

April 18, was 74.1 percent, 9.9 percentage points higher than the mail response rate. The

difference between the two rates is greater for short forms than long forms and greater for Urban

Update/Leave and Update/Leave areas than for Mailout/Mailback areas.


The final response rate was compared to the final return rate. The final return rate is similar to

the mail return rate but includes all mail returns through the end of the year 2000. The total final

return rate was 78.4 percent, 11.0 percentage points higher than the final response rate of

67.4 percent. This is a greater difference than the difference in the mail response and return

rates. The difference between the final return and the final response rates for long forms is about

the same as the difference for short forms.  However, the difference between the final return rate

and the final response rate is greater in Urban Update/Leave and Update/Leave areas than in

Mailout/Mailback areas.
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1. BACKGROUND 

This evaluation provides the response rates for Census 2000 and an analysis of the rates at the 
national level. The mail response rate is a measure of the Nonresponse Followup (NRFU) 
workload that identifies the percentage of Census 2000 addresses on the address file for mailback 
areas that were eligible for NRFU and returned their questionnaires by April 18, 2000. The final 
response rate is similar but also includes mail returns through the end of the year. This report 
also examines response rate differentials for long and short forms and for different types of 
enumeration areas. 

1.1 Previous Censuses 

Mail response rates were first measured for the 1970 Census. In 1970, the mail response rate was 
78.3 percent. The mail response rate by form type is not available for the 1970 Census. 

In 1980, the mail response rate was 75.0 percent, which is a decrease from the 1970 mail return 
rate. Similar to 1970, the mail response rate by form type is not available for the 1980 Census. 
The decrease in return rate from 1970 to 1980 was the beginning of a trend of decline in 
respondent cooperation, as a decrease in response rates also occurred between the 1980 and the 
1990 censuses. 

In the 1990 Census, the United States Postal Service (USPS) was the primary vehicle for 
delivering census questionnaires. Based on a master address list, the Census Bureau mailed 
questionnaires to about 86.2 million housing units in areas designated as being Mailout/Mailback 
(MO/MB). Occupants were asked to complete the forms and mail them back in the provided 
postage paid envelope. In areas designated as Update/Leave (U/L), enumerators visited 
approximately 10.3 million housing units, verified addresses, and left questionnaires for 
occupants to complete and mail back in the provided postage paid envelope (U.S. Bureau of the 
Census, 1999a). 

In the 1990 Census, both a questionnaire and a mail reminder card were delivered to all housing 
units in the Mailout/Mailback universe. The reminder card was delivered on March 30, 
approximately seven days after the questionnaire mailout. Census Day was officially April 1. 

The mail response rate was defined as the ratio of the number of housing units returning a census 
questionnaire by mail to the total number of housing units that were on the address file to receive 
a census questionnaire delivered by mail or by a census enumerator. 

The date for the mail return rate varied by District Office (DO) type (Type 1, 2, 2A, and 3). 
District Offices are similar to Local Census Offices in 2000.  There were 449 stateside DOs in 
1990. Of these, 103 were Type 1 DOs, which were located in urban areas. Type 2 DOs were 
located in small cities, suburbs, and rural areas, accounting for 276 of the 449 DOs. 
Seventy-nine of these were Type 2A, which handled the Update/Leave operation in addition to 
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the Mailout/Mailback Questionnaires. Most of the 70 Type 3 DOs were located in rural, sparsely 
settled areas, and few were located in small cities. The date for the mail return rates in 1990 was 
April 19 for Type 1 DOs and April 28 for Type 2, 2A, and 3 (U.S. Bureau of the Census, 1991). 

For the 1990 Census the overall mail response rate was approximately 65.0 percent (U.S. Bureau 
of the Census, 1991). The mail response rate was 65.9 percent for short forms and 60.6 percent 
for long forms, resulting in a difference of 5.3 percentage points between form types 
(U.S. Bureau of the Census, 1991). 

1.2 Census 2000 Dress Rehearsal 

The Census 2000 Dress Rehearsal was conducted in three areas: Sacramento, California;

Columbia, South Carolina, and 11 surrounding counties; and Menominee County, Wisconsin,

including the Menominee American Indian Reservation. Each site was selected because of its

demographic and geographic characteristics to provide experience with some of the expected

Census 2000 environments. The Sacramento site was entirely Mailout/Mailback, South Carolina

site was a mixture of Mailout/Mailback and Update/Leave addresses, and the Menominee site

was entirely Update/Leave.


There were four components of the Mailout/Mailback delivery: an advance letter, an initial

questionnaire, a reminder card, and a “blanket” replacement questionnaire (mailed to all

addresses). These items used first-class postage and were distributed by the USPS as part of the

regular postal routes. The advance letter was mailed to each address between

March 24 and 27, 1998. The initial questionnaire was mailed between March 28 and 31. The

reminder card was sent to housing units between April 3 and 6. Replacement questionnaires

were mailed between April 15 and 17. Census Day was officially April 18.


The Update/Leave methodology involved Census Bureau enumerators delivering questionnaires

at the same time they updated maps and the list of addresses. The Update/Leave delivery of

questionnaires took place between March 14 and April 10, 1998. In ZIP codes that consisted

entirely of Update/Leave housing units, the USPS delivered an advance letter to “postal patrons”

using third-class postage. 


Under both methodologies, respondents were asked to mail back their questionnaires in provided

postage paid envelopes.


Short and long form questionnaires were included in both delivery methodologies. Every

housing unit received either a short or a long form. The long form sampling rate for the dress

rehearsal varied within site.


Response rate was defined to include in its numerator the number of housing units in the

mailback universe that returned a questionnaire that was not blank. The response rate

denominator included the number of housing units in the mailback universe that were either


2




mailed a questionnaire or - in Update/Leave areas - received one delivered by a census 
enumerator. Housing units with an undeliverable status were included in these denominators. 

Table 1 contains the mail response rates for the three Dress Rehearsal test sites by form type 
(short versus long). Dress Rehearsal response rates are typically lower than those for the census. 
This is due to the fact that the dress rehearsal does not have a “census environment.” A “census 
environment” allows for a higher response rate due to the publicity surrounding the census. 

Table 1. Dress Rehearsal Mail Response Rates 

Form Type 

Site Total Short Long 

Sacramento 53.0 % 55.4 % 40.7 % 

South Carolina 53.4 % 55.4 % 43.7 % 

Menominee 39.4 % 40.6 % 32.4 % 

1.3 Census 2000 

In Census 2000, the questionnaire Mailout/Mailback system was the primary means of census 
taking. Cities, towns, and suburban areas with city-style addresses (house number and street 
name) as well as rural areas where city-style addresses are used for mail delivery comprised the 
Mailout/Mailback areas. Update/Leave areas consisted of addresses that are predominantly not 
city-style. Census enumerators delivered addressed questionnaires to Update/Leave housing 
units. Update/Leave enumerators also made any necessary corrections or additions to census 
maps and address lists as they delivered the questionnaires. In both delivery methodologies, the 
housing units were provided with first-class postage paid envelopes for returning their 
questionnaires. 

1.3.1 Types of Mailback Questionnaires 

Census 2000 included two types of questionnaires for mailback: 

•	 A short form was delivered to approximately 83 percent of all housing units. This form 
allowed the respondent to list up to 12 household members. It provided space for 
reporting the basic population and housing data (i.e. name, relationship, age, sex, race, 
Hispanic origin, and tenure) for up to six household members and the housing unit. 

•	 A long form was delivered to a sample – approximately 17 percent – of all housing units. 
This form allowed the respondent to list up to 12 household members. It included all the 
questions on the short form, as well as additional housing unit questions and additional 
person questions for up to six household members. 
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There is one difference between the Mailout/Mailback questionnaire and the Update/Leave 
questionnaire. The Update/Leave questionnaire gave the respondent the opportunity to correct 
address information. 

1.3.2 Multiple Mailing Strategy 

The Census Bureau used a mail strategy consisting of multiple contacts for Census 2000 in 
Mailout/Mailback areas. These contacts were: 

•	 an advance notice letter to every mailout address that alerted households that the census 
form would be sent to them soon, 

• a questionnaire to every mailout address, and 

•	 a postcard to every mailout address that served as a thank you for respondents who had 
mailed back their questionnaire or as a reminder to those who had not. 

This multiple mailing strategy used first-class postage for all mailing pieces in Mailout/Mailback 
areas. The volume for Mailout/Mailback areas was approximately 100 million pieces for each 
mailing. 

There was also a mailout strategy used in Update/Leave areas for advance notice letters and 
reminder postcards. Advance notice letters were mailed to Update/Leave housing units that had 
“good” addresses using first-class mail. Reminder cards were sent to housing units in ZIP codes 
that consist entirely of Update/Leave housing units. The reminder postcards were addressed to 
“Residential Customer” and delivered using third-class postage. Consequently, some housing 
units received the advance notice letter and not the reminder card, some received the reminder 
card and not the advance notice letter, some received both, and some received neither. The 
expected volume for Update/Leave areas was about 22 million questionnaires (U.S. Bureau of 
the Census, 2001a). 

1.3.3 Key Dates in Mailback Schedule 

Mailout/Mailback Enumeration Areas: 

Event

Advance notice letter delivered

Mailout of Questionnaire

Delivery of Reminder Cards

Census Day

Cut for Nonresponse Followup (NRFU)

Late Cut for NRFU


Date

March 6 - March 8

March 13 - March 15

March 20 - March 22

April 1

April 11

April 18
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Update/Leave Enumeration Areas: 

Event

Delivery of Advance Notice Letters

Delivery of Questionnaires

Delivery of Reminder Cards

Census Day

Initial Cut for NRFU

Late Cut for NRFU


Date

March 1 - March 3

March 3 - March 30

March 27 - March 29

April 1

April 11

April 18


1.3.4 Delivery of Questionnaires in Other Languages 

The Census Bureau mailed census forms in five other languages (Chinese, Korean, Spanish, 
Tagalog, and Vietnamese) to housing units that requested them. The advance notice letter 
provided the respondent with the opportunity to make this request. 

2. METHODOLOGY 

The data files used to calculate the mail response rates are: 

• Decennial Master Address File (DMAF) 
� Decennial Response File - Stage 2 (DRF-2) 

2.1 Decennial Master Address File (DMAF) 

The primary file used to calculate the mail response rates was the DMAF. We used this file to 
identify the housing units to include in the response rates. The DMAF contained variables that 
were used to limit the response rate denominator to housing units in mailback areas which were 
NRFU eligible. The MAILD variable from the DMAF identifies the date on which a mail return 
questionnaire was checked into the Data Capture Centers (DCCs). The DMAF also contains 
information on which form type (short versus long) was designated for each address. The 
definitions of the DMAF variables can be found in Appendix A. 

2.2 Decennial Response File Stage 2 (DRF-2) 

The DRF-2 is the file representing the capture of questionnaire data from Census 2000 and was 
used to determine which housing units had a valid mail return. We created a variable called 
DC_DRF from the RSOURCE variable on the DRF-2 to identify those addresses with a mail 
return. The DC_DRF variable was created based on all returns for an address on the DRF-2. 
This variable was merged onto the Decennial Statistical Studies Division’s (DSSD’s) version of 
the DMAF in order to calculate the response rates. For information on how this variable was 
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defined, see Appendix B. The definitions of the DRF-2 variables used in calculating response 
rates can also be found in Appendix B. 

2.3 Calculation of the Mail Response Rate 

The mail response rate denominator included housing units in mailback areas that were eligible 
for NRFU. The mail response rate numerator included housing units in the denominator that had 
a valid mail return and a mail return check-in date of April 18, 2000 (the date of the cut for the 
NRFU universe) or earlier (variable MAILD, values of ‘0101’ through ‘0418’, inclusive). 
Addresses with a valid mail return but no MAILD date (MAILD values of ‘0000’, ‘0099’, and 
‘2000’) were included in the mail response rate numerator if they did not have a NRFU or 
Coverage Improvement Followup (CIFU) data capture as determined using the DRF-2. The mail 
response rate was calculated for the geographic levels of tract, county, and state by summing the 
housing units up to each geographic level, dividing the numerator by the denominator, and 
rounding to the nearest tenth of a percentage point. The national mail response rate was created 
by summing the state numerators and denominators to the national level. 

2.3.1 Mail Response Rate Denominator 

Several criteria were used to identify addresses on the DMAF for the mail response rate 
denominator. Only housing units (GQFLG= 0 or 3) in mailback areas (Type of Enumeration 
Area (TEA) variable, values of 1, 2, 6, 7, or 9) were included in the denominator. Additionally, 
only addresses that were not pre-identified as having inadequate addresses for the mailout were 
included in the denominator (UAA variable�8). One of the DMAF variables, NRFU Universe 
(NRU variable, values of 1, 2, 3, or 4) was used to eliminate addresses not eligible for NRFU 
from the response rate denominator. The definitions of these DMAF variables can be found in 
Appendix A. 

Separate mail response rate denominators were created for each of the three TEAs, for each of 
the two form types (short versus long), and for each TEA by form type. The three TEAs are 
Mailout/Mailback (TEA variable value of 1 or 6), Update/Leave (value of 2 or 9) and Urban 
Update Leave (UU/L) (value of 7). Questionnaire form type was determined using the ASAM 
variable (value of 1 for short form and 6 for long forms). 

2.3.2 Mail Response Rate Numerator 

For a housing unit to be in the mail response rate numerator, it had to be a mail return that was in 
the response rate denominator. Mail returns were determined using the DC_DRF variable from 
the DRF-2. An address had a valid mail return if this variable indicated that it had a data capture 
in the form of a paper mail return, an Internet return, a Be Counted form, a Telephone 
Questionnaire Assistance (TQA) return, or a Coverage Edit Followup (CEFU) return. 
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The MAILD variable from the DMAF was used to determine the date of a mail return’s check-in. 
If the MAILD variable indicated that a return for the housing unit was received on or before 
April 18, 2000 (‘0101’�MAILD �‘0418’), then the address also was in the mail response rate 
numerator. 

There were some addresses with mail returns according to DC_DRF but no MAILD date (values 
of ‘0000’, ‘0099’, or ‘2000’). These addresses were assigned to the mail response rate numerator 
based on whether or not they had data captures in the NRFU or CIFU operations (DC_DRF 
variable digits 6 or 7). Only addresses with no mail returns on April 18, 2000 were supposed to 
be included in those two followup operations. Therefore, addresses with neither a NRFU nor a 
CIFU data capture were assigned to the mail response rate numerator. 

2.4 Calculation of the Final Response Rate 

Like the mail response rate, the final response rate is a measure of respondent participation in 
Census 2000. The difference is that the final response rate is not restricted to mail returns 
received before the cut for the NRFU universe. As with the mail response rates, the final 
response rates were calculated by dividing the numerator by the denominator and rounding to the 
nearest tenth of a percentage point. 

2.4.1 Final Response Rate Denominator 

The final response rates have the same denominators calculated from the DMAF as the mail 
response rates (see Section 2.3.1). 

2.4.2 Final Response Rate Numerator 

The final response rate numerator was calculated by including all valid mail returns as 
determined by the DC_DRF variable from the DRF-2 that were in the response rate denominator. 
Most of these mail returns had MAILD check-in dates between January 1 and October 19, 2000 
(October 19 was the last day we received a mail return). Mail returns with no MAILD date 
which the DC_DRF variable showed with NRFU or CIFU data captures were assigned to the 
final response rate and not the mail response rate. 

2.5 Calculation of the Daily Response Rates 

The daily response rates were calculated in a manner similar to the mail and final response rates. 
For the cumulative daily response rates, the denominators were the same for all rates. The 
numerators for each date of the year 2000 were calculated by limiting the numerators to 
addresses with mail return check-in dates on or before the particular date. For instance, the daily 
cumulative response rate numerator for May 5 was limited to addresses with a MAILD value less 
than or equal to ‘0505’. As previously stated, the final date on which questionnaires with a 
MAILD date were received was October 19 (MAILD=‘1019’). To determine the daily increase 
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in the response rate, the numerators were calculated by limiting the numerators to addresses with

mail return check-in dates on a particular date. For those mail returns in the denominator that did

not have a valid MAILD date on the DMAF, we assigned a date of either April 18 or

December 31 based on the existence of a NRFU or CIFU data capture. If these mail returns had

neither a NRFU nor a CIFU data capture, then they were assigned a date of April 18. Those mail

returns with either a NRFU or a CIFU data capture were assigned to the December 31 response

rate.


2.6 Application of Quality Assurance Procedures 

Quality Assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report. A description of the procedures used is provided in the “Census 2000 
Evaluation Program Quality Assurance Process.” 

3. LIMITATIONS 

3.1 Missing Check-in Dates for Some Mail Returns 

Appendix C shows a table with nineteen categories into which all addresses in the response rate 
denominator can be grouped based on their values for the DRF-2 variable DC_DRF and the 
DMAF variable MAILD. The rows of data in the table depend on the values of the DC_DRF 
variable from the DRF-2. The columns in the table are the values of MAILD on the DMAF. 

There were 418,845 valid mail returns (0.4 percent of the response rate denominator) for which 
the DMAF variable MAILD did not indicate a check-in date (cells 1A, 1B, 2A, 2B, 6A, 6B, 7A, 
and 7B of the table). These returns were assigned to either the mail response rate or the final 
response rate based on whether or not their addresses also had a NRFU and CIFU return. 
Housing units with a valid mail return, no check-in date, and no data capture for NRFU or CIFU 
were assigned a date of April 18 and included in the mail response rate. These 11,188 mail 
returns are shown in cells 1A, 2A, 6A, and 7A of the table. Mail returns without a valid MAILD 
value and with a data capture for NRFU or CIFU were assigned a date of December 31 and only 
included in the final response rate.  These 407,657 housing units are shown in cells 1B, 2B, 6B, 
and 7B of the table. The other problem with the MAILD variable is that it only reflects the date 
of check-in at the DCC, not the date on which a questionnaire was completed, mailed, or even 
the date on which the form was received by the DCC. 

3.2 No Precise Cut-off Date for Nonresponse Followup Universe 

A housing unit was counted toward the mail response rate numerator if MAILD indicated a 
check-in date prior to the late cut for NRFU. That date was set at April 18, 2000 but users of the 
rates should keep in mind that there was some noise in the data with respect to the date since the 
NRFU universe was generated on a flow basis. That is, the NRFU universe of all housing units 
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was not set instantaneously at midnight of April 18. The actual cut might have fallen on either 
side of that date for some housing units. 

3.3 Housing Units in Denominator Not in Mailout 

Some housing units on the DMAF from Mailout/Mailback and Update/Leave areas were added 
after the mailback universe was set. Hence, they are being counted toward the response rate 
denominator but did not have a chance to respond by mailback means prior to the late cut for 
NRFU. 

3.4 Issues with Comparison of Results to Previous Censuses 

The definition of mail response rate for Census 2000 is not exactly the same as that from 
previous censuses. These differences are the following: 

•	 The TEAs in previous censuses were defined differently than those in 2000 and included 
different parts of the country. 

•	 The timing of the mailout and the cut for NRFU were different for each of the 1970, 
1980, 1990, and 2000 censuses. 

Specifically for comparing 2000 to 1990: 

•	 Like the 2000 final response rates, 1990 mail response rates at the state, county, and tract 
levels in 1990 were calculated based on all returns during the year. The 1990 national 
response rate was calculated with returns through the cut for NRFU. 

3.5 Form Type of Mail Returns Based on Form Type in Mailout 

Since this report does not analyze item non-response on valid mail returns, it is possible that 
some long forms that were returned did not contain complete data. The response rate analysis by 
form type was done based on which form the addresses were sent by the Census Bureau. 

4. RESULTS 

4.1 What were the Response Rates for the Nation? 

The results presented in this report are for the fifty states and the District of Columbia. They do 
not include the response rate for Puerto Rico. There were 117,661,748 housing units in mailback 
areas in Census 2000 that were eligible for NRFU and to which the USPS or the Census Bureau 
attempted to deliver questionnaires. This number is the national response rate denominator. Of 
this number, 20,082,777 housing units or 17.1 percent of the housing units received a long form 
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questionnaire. Thus, the sampling rate for the long forms was slightly above one in six or 
16.7 percent. 

Table 2 shows the total mail response rates and these rates by form type based on mail returns 
received on or before April 18, 2000. The data presented in the table are grouped into three 
TEAs - MO/MB (TEAs 1 and 6), U/L (TEAs 2 and 9), and UU/L (TEA 7).  The national mail 
response rate was 64.3 percent, meaning that 75,608,035 housing units returned their 
questionnaires in time to avoid the necessity of enumeration in Nonresponse Followup. This 
mail response rate is less than one percentage point below the mail response rate of 65.0 percent 
in the 1990 Census (U.S. Bureau of the Census, 1991). The numerators and denominators for the 
mail response rates by TEA can be found in Appendix D. 

The table shows that 66.4 percent or 64,792,554 housing units who received short forms returned 
them by April 18, 2000. In contrast, only about 53.9 percent of housing units who were delivered 
long forms returned them by that date. This 12.5 percentage point discrepancy means that a 
higher proportion of the data was collected by Census Bureau interviewers in NRFU on long 
forms than was the case for short form households. For information about the quality of data 
collected during NRFU for long forms and short forms, see Census 2000 Evaluation B.1: 
Analysis of the Imputation Process for 100 Percent Household Population Item (U.S. Bureau of 
the Census, 2001b). Approximately 14.3 percent of mail returns were long forms, a substantially 
lower percentage than the overall 17.1 percent sampling rate. 

Table 2. National Mail Response Rates as of April 18, 2000 by Form Type and Type of 
Enumeration Area for the Fifty States and the District of Columbia 

Form Type 
Total Short Long Difference 

TOTAL 64.3% 66.4% 53.9% 12.5% 

Mailout/Mailback 65.4% 67.3% 54.6% 12.7% 
Update/Leave 59.3% 61.9% 51.9% 10.0% 

Urban Update/Leave 50.5% 52.2% 41.2% 11.0% 
Source: DMAF and DRF-2. 

The difference in response rates by form type is not surprising, given the difference in response 
burden between the short form and the long form. The short form only included seven questions. 
Person one was asked for name, age, sex, race, Hispanic ethnicity, and tenure. In addition to 
name, age, sex, race, and Hispanic ethnicity, persons two through six were also asked 
relationship to person one. In comparison, the long form had a total of 53 questions on a variety 
of topics including income, utilities, ancestry, and occupation. This gap between short form mail 
response rates and long form mail response rates varies by TEA, with MO/MB households 
having the greatest difference in response rates by form type and households in U/L areas having 
the smallest gap. 
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Another noticeable variation in response rates is that housing units in MO/MB areas returned a 
much greater proportion (65.4 percent) of their forms than those in U/L (59.3 percent) and, 
especially, UU/L (50.5 percent) areas. One explanation for this difference is that MO/MB areas 
are generally more prosperous and have greater exposure to media advertising the census than 
more sparsely populated U/L areas and inner-city UU/L areas.  Another potential explanation is 
the delivery schedule for U/L and UU/L areas is longer than the schedule for MO/MB 
(March 3-30 vs. March 13-15). Residents in U/L and UU/L areas that received their 
questionnaires at the end of the delivery schedule had less time to fill them out then residents in 
MO/MB areas that received their questionnaires at the end of the MO/MB schedule. 
Additionally, there are often problems with postal delivery in UU/L and U/L areas and those 
households were less likely to receive the advance notice and reminder postcard. As a result of 
this discrepancy, a smaller proportion of residents of U/L and UU/L areas were self-enumerated 
than residents of primarily urban and suburban MO/MB areas with city-style addresses. For the 
mail response rates by form type for each of the fifty states, the District of Columbia, and Puerto 
Rico, see U.S. Bureau of the Census, 2002b. 

Table 3 shows the final response rates as of December 31, 2000 by TEA and form type. The 
number of households in mailback areas that returned their questionnaires after April 18, 2000 
was 3,703,140, increasing the final response rate by 3.1 percentage points over the mail response 
rate. The final response rate of 67.4 percent indicates the percentage of addresses in mailback 
areas that returned their questionnaires by the end of the year. Note the last form which was 
received and processed was October 19, 2000. 

Table 3. National Final Mail Response Rates as of December 31, 2000 by Form Type 
and Type of Enumeration Area for the Fifty States and the District of Columbia 

Form Type 

Type of Enumeration  Total Short Long Difference 
TOTAL 67.4% 69.1% 59.4% 9.6% 

Mailout/Mailback 68.5% 70.0% 60.4% 9.6% 

Update/Leave 62.6% 64.6% 57.0% 7.6% 
Urban Update/Leave 54.8% 56.1% 47.5% 8.7% 

Source: DMAF and DRF-2. 

Most of the patterns in the response rates revealed in Table 3 are similar to those in Table 2, 
though final response rates for all groups are, of course, higher. Short form final response rates 
(69.1 percent) are higher than long form final response rates (59.4 percent) and this difference is 
greatest in MO/MB areas. The MO/MB areas have the highest final response rate (68.5 percent) 
among TEAs and UU/L areas have the lowest (54.8 percent). One noteworthy difference 
between final and mail response rates is that the discrepancy between short form response rates 
and long form response rates is substantially lower for final response rates (9.6 percent) than for 
mail response rates (12.5 percent). Many households with long forms returned those forms at a 
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later date than households who received short forms. The form type gap decline in the final 
response rates was true for all TEAs. 

Table 4 compares the mail response rates and the final response rates for the national total and 
for each of the three TEAs. The data reveal that there was a greater increase in UU/L and U/L 
areas between April 18 and the end of the year than in MO/MB areas. Thus, the gap among the 
TEAs that is evident in the mail response rates is not as great for the final response rates. The 
MO/MB mail response rate is 6.1 percentage points higher than the U/L mail response rate, while 
the MO/MB final response rate is about 5.9 percentage points higher than the U/L final response 
rate. 

Table 4. Comparison of Mail Response Rates as of April 18, 2000 and Final Response 
Rates as of December 31, 2000 by Type of Enumeration Area for the Fifty States and the 
District of Columbia 

As of: 

Type of Enumeration 4/18/2000 12/31/2000 Difference 
TOTAL 64.3% 67.4% 3.1% 

Mailout/Mailback 65.4% 68.5% 3.1% 
Update/Leave 59.3% 62.6% 3.3% 

Urban Update/Leave 50.5% 54.8% 4.3% 
Source: DMAF and DRF-2. 

In Table 5, we compare mail response rates and final response rates by TEA for short forms. The 
patterns of these data are similar to those observed in Table 4, although the increase from mail 
response rates to final response rates (2.7 percent) is smaller for short forms than for the overall 
response rates (3.1 percent). 

Table 5. Comparison of Mail Response Rates as of April 18, 2000 and Final Response 
Rates as of December 31, 2000 for Short Forms by Type of Enumeration Area for the 
Fifty States and the District of Columbia 

As of: 

4/18/2000 12/31/2000 Difference 
TOTAL 66.4% 69.1% 2.7% 

Mailout/Mailback 67.3% 70.0% 2.7% 

Update/Leave 61.9% 64.6% 2.6% 

Urban Update/Leave 52.2% 56.1% 4.0% 

Source: DMAF and DRF-2. 

Table 6 shows the same rates as Tables 4 and 5, but for long forms. It is clear that a particularly 
large proportion of long form households in all areas returned mailback questionnaires after 
April 18, as compared to the short forms (Table 5). 
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Table 6. Comparison of Mail Response Rates as of April 18, 2000 and Final Response 
Rates as of December 31, 2000 for Long Forms by Type of Enumeration Area for the 
Fifty States and the District of Columbia 

As of: 

4/18/2000 12/31/2000 Difference 
TOTAL 53.9% 59.4% 5.6% 

Mailout/Mailback 54.6% 60.4% 5.7% 

Update/Leave 51.9% 57.0% 5.1% 

Urban Update/Leave 41.2% 47.5% 6.3% 

Source: DMAF and DRF-2. 

4.2 What were the Daily Response Rates? 

Figure 1, as shown in Appendix E, shows the cumulative mail response rates by form type for 
each day from March 3 until April 18, 2000. These dates correspond to the start of questionnaire 
delivery by Census Bureau staff in U/L areas and the cut for the NRFU universe, respectively. 
Addresses for which mail returns were received after April 18 were still visited by enumerators 
in NRFU. The x-axis on the figure shows the date and the y-axis shows the cumulative response 
rate for each date. The light-shaded line indicates the response rates for long forms, the 
medium-shaded line for short forms, and the thickest and darkest line is the total cumulative 
daily response rate. The data for Figures 1- 4 can be found in Appendices F and G.  Appendix F 
shows the daily increase and cumulative mail returns for both the response rate numerator and 
the response rate, as well as key census dates. Appendix G-1 shows the same data for short 
forms and Appendix G-2 for long forms. 

As indicated by Figure 1, the response rates gradually increased after the beginning of U/L 
delivery until about March 15. On that date, the mailout of questionnaires (March 13 through 
15) in MO/MB areas caused a surge in the response rates as a large majority of households 
received their questionnaires and many began to return them. Due to the time required for the 
USPS to deliver mail, there is approximately a two day lag between the date that householders 
mailed their forms and their check-in at the DCCs. As expected, based on the lower overall 
response rates for long forms, the line indicating long form response rates increases more 
gradually than the lines for total and short form response rates. Within a week of the mailout of 
questionnaires, a substantial gap is evident between long form response rates and the higher short 
form and total response rates. Since most questionnaires are short forms, it is not surprising that 
the pattern of returns for short forms is parallel but slightly higher than that for the total response 
rate. 

Aside from the initial surge in mail returns beginning March 15, the general pattern evidenced in 
Figure 1 is one in which the response rate increased rapidly for a few weeks and then began to 
level off. A second period of accelerated returns after the March 15 to 17 period occurred around 
March 20 with declines in the slope of the lines after March 23 and March 28. By the cut for the 
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NRFU universe on April 18, the increase in the response rates has become gradual, indicating 
that most households who are likely to return their forms had done so on that date. 

Figure 2 (see Appendix E) better reveals some of the patterns mentioned above. This figure 
shows the daily increase of the response rates rather than the cumulative rates for each date from 
March 3 through April 18, 2000. As in Figure 1, different lines indicate the mail returns for the 
total and for each form type. This figure reveals certain interesting patterns in the daily return of 
questionnaires. As described before, a higher proportion of short form mail returns were 
received at earlier dates. Due to the greater amount of time and effort in filling out the long 
form, many long form households took longer to return their questionnaires. The initial peak 
period of returns after the mailout was much greater for short forms than long forms and 
occurred on earlier days. On March 15, 2.8 percent of short forms were returned and 1.0 percent 
of long forms were checked in. Two days later, on March 17, 4.6 percent of short forms were 
checked in and 1.9 percent of long forms were received. 

As Figures 1 and 2 show, most short form mail returns came in between March 15 and March 28. 
Long forms were returned in the greatest numbers between March 20 and April 1. In fact, 
contrary to the short form pattern, the March 27/28 spike in returns was relatively much greater 
for long forms than the March 16/17 spike. For most of the period after March 28, long forms 
were actually being returned at a higher rate than short forms and the gap between the cumulative 
response rates for the two form types decreased. This is clear in Figure 2 which shows the line 
for long forms to be higher than that for short forms for almost every date after March 28. This 
indicates that a late cut for NRFU (April 18) resulted in a lower long form workload for NRFU, 
as compared to an April 10 date, and resulted in reducing the respondent burden. However, the 
rate of returns for both form types was well below one percent for every date after April 10. 

The data indicate an increase in mail returns after the reminder postcards were mailed between 
March 20 and March 22. For both long forms and short forms, the greatest increase in mail 
response rates occurred on these dates and the days immediately following. The DCCs received 
short form returns at an especially high rate from March 20 through 23, with a peak daily 
increase of 5.2 percentage points on March 22, 2000. For long forms, this peak occurred from 
March 21 through 24 with the greatest daily increase of 4.2 percentage points on March 23 and 
24. 

Figure 2 also indicates that households, particularly those with long forms, exhibited some 
tendency to hold their questionnaires until Census Day (April 1, 2000). Figure 2 shows a major 
spike in long form returns and a smaller increase in short form returns on April 3 and 4, two days 
after Census Day. Between the initial cut for NRFU on April 10 and the final cut on April 18, 
households continued to send in mail returns at a substantial, though relatively low and 
dwindling, rate. During that period, 626,467 long forms or 3.1 percent of long forms were 
returned and 1,908,915 short forms or 2.0 percent of short forms were checked in. Without a 
final NRFU universe cut on April 18, the NRFU workload would have been increased by this 
number of housing units. 
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Figure 3 (see Appendix E) shows the increase in response rates by form type for the entire year of 
2000. The left side of this figure is the same as Figure 1, but Figure 3 extends the timeline of 
cumulative mail returns from April 18 to December 31. The figure reveals that the response rates 
leveled off after April 18 with a gradually flattening slope for all three lines. The pattern was 
similar for the different form types although the gap in rates between long and short forms 
gradually narrowed as time passed. For the total response rate, 3,703,140 mail returns were 
checked in after April 18. These forms resulted in an increase in the response rate of 
3.1 percentage points. Between April 18 and the end of the year, the short form response rate 
increased by 2.6 percentage points (2,588,285 housing units) and the long form increased by 
5.6 percentage points (1,114,855 housing units). For nearly every single date after March 28, the 
daily percentage increase in response rate was greater for long forms than for short forms. As 
Appendices F and G show, the last confirmed date on which questionnaires were checked in was 
October 19, 2000, when three short forms were received. Prior to that day, 50 short forms and 
13 long forms were checked in to the DCCs on September 15. The last date for which we have 
check-ins which resulted in a rate increase was June 15 for short forms when the short form 
response rate reached 68.7 percent. For long forms, this date was June 29 when the long form 
response rate leveled off at 58.9 percent. 

Figure 4, as shown in Appendix E, is an extension of Figure 2 through the end of 2000. It shows 
the daily increase in the response rates by form type for the entire year. After April 18, the 
number of mail returns continued to decline until very few forms were being received by May 6. 
As noted above, a relatively higher increase was observed for long forms than short forms for 
these mail returns in late April, May, and June. The figure shows several small weekly peaks on 
Fridays in May when a substantial number of forms were checked in to the DCCs. It appears that 
shipments of mail returns may have arrived at the DCCs on Fridays or that the DCC staff may 
have held mail returns during the week to check in on Friday. The largest single-day receipt of 
mail returns after April 18 was on June 15 when 95,721 long forms and 146,022 short forms 
were checked in. 

The final increase in the response rates that appears on Figure 4 is on December 31, 2000. Those 
407,657 questionnaires are the mail returns for which no mail return check-in date was recorded 
and for which there was a NRFU or CIFU data capture in addition to a mail return data capture. 
Since only mail returns received after April 18 could be in the NRFU or CIFU workloads, we 
determined that these mail returns came in after that date. We assigned a check-in date of 
December 31 to these mail returns and they were included in the final response rate. Mail returns 
without a check-in date that were not in the NRFU and CIFU universe were assigned a date of 
April 18 and included in the mail response rate. 

The data presented in Figure 4 and in Appendices F and G show the potential effect on the 
NRFU workload of using a later cut date for the NRFU universe. In between April 19 and 
April 25, 1,052,712 mail returns were checked in, representing 28.4 percent of the returns 
received after April 18. If the final NRFU cut had occurred one week later, around April 25 
instead of April 18, then the NRFU workload would have been reduced by 1,052,712 housing 

15




units, or about 2.5 percent of the NRFU workload. This reduction in the workload would have 
saved close to $28.4 million, given that the cost of enumerating one housing unit in NRFU is just 
under $27 (see U.S. Bureau of the Census, 2002c). Since mail returns that were received after 
April 18 were disproportionately long forms, the savings were potentially even greater. If the cut 
for the NRFU universe had been delayed one more week until May 2, then the NRFU workload 
would have been reduced by approximately 598,000 additional housing units. However, a later 
start of the NRFU operation, despite a lower workload, could result in greater scheduling 
challenges. 

Some of the daily fluctuation of mail returns observed in Figures 2 and 4 can be explained by the 
effect of the day of the week. More questionnaires were checked in on Thursdays (17.7 percent 
of all mail returns during the year), Fridays (16.4 percent), and Wednesdays (16.3 percent) than 
on other days of the week. Relatively few questionnaires came in on Sundays (9.3 percent) and 
Saturdays (11.0 percent). The dearth of check-ins on Sunday is probably the result of the fact 
that the USPS does not normally deliver mail on Sunday and that the DCCs worked fewer hours 
on weekends and thus checked in fewer forms on those days. Also, if respondents held their 
questionnaires until the beginning of a work week (Monday) to mail, then their forms would 
likely have arrived Wednesday or Thursday at the DCCs, explaining the increase in check-ins on 
those days. 

4.3 How much did the Response Rates Differ from Census 2000 Return Rates? 

Table 7 compares the mail response rates for Census 2000 to the mail return rates. Mail return 
rate is essentially a measure of the percentage of occupied housing units that returned their 
questionnaires by April 18, 2000. It is a more useful rate for determining respondent cooperation 
and not as good as the response rate for measuring the NRFU workload. The denominator of the 
mail return rate is calculated from the Hundred percent Census Edited File with the reinstated 
housing units (HCEF_D’). It includes all occupied housing units in mailback TEAs that were 
added to the address file prior to NRFU and had addresses that were delivered by the USPS or 
during the Census Bureau delivery operation. The March 2001 MAF extract provided 
information on which addresses were added prior to NRFU. The response rate denominator 
(117,661,748 housing units) is larger than the return rate denominator (101,398,131), largely 
because the response rate denominator includes vacant housing units, Undeliverable As 
Addressed (UAA) addresses, some addresses deleted in U/L and UU/L delivery, and deleted in 
either NRFU or CIFU. The return rate numerator (75,163,020 housing units) is calculated 
similarly to the response rate numerator (75,608,035 housing units). For more information on 
mail return rates and their calculation see U.S. Bureau of the Census, 2002b. 

The first column of data in Table 7 shows the mail response rates broken down by total, form 
type, TEA, and form type and TEA. The next column shows the equivalent mail return rates and 
the last column shows the difference between the two rates. The total national mail return rate 
was 74.1 percent, 9.9 percentage points higher than the mail response rate. The difference 
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between the two rates is greater for short forms than long forms and greater for UU/L and U/L 
than for MO/MB areas. 

Table 7. Mail Response and Mail Return Rates as of April 18, 2000 by Form Type and 
Type of Enumeration for the Fifty States and the District of Columbia 

Rate 

Response Return Difference 
TOTAL 64.3% 74.1% 9.9% 

Form Type Short 66.4% 76.4% 10.0% 
Long 53.9% 63.0% 9.2% 

Type of Mailout/Mailback 65.4% 75.1% 9.7% 
Enumeration Update/Leave 59.3% 69.6% 10.3% 

Urban Update/Leave 50.5% 63.7% 13.1% 

Form Type Short 
and Type of Mailout/Mailback 67.3% 77.2% 9.9% 
Enumeration Update/Leave 61.9% 72.3% 10.4% 

Urban Update/Leave 52.2% 65.7% 13.5% 
Long 

Mailout/Mailback 54.6% 63.4% 8.8% 
Update/Leave 51.9% 61.9% 10.0% 

Urban Update/Leave 41.2% 52.3% 11.1% 

Source: HCEF_D’, DMAF, DRF-2, and March 2001 MAF Extract. 

Table 8 compares the final return and final response rates by form type and TEA. The final 
return rate is similar to the mail return rate but includes all mail returns through the end of the 
year 2000. The total final return rate was 78.4 percent (79,530,100 housing units), 
11.0 percentage points higher than the 67.4 percent (79,311,175) final response rate. This is a 
greater difference than the difference in the mail response and return rates. The differences 
between final return and response rates are about the same for both form types and are greater in 
UU/L and U/L areas than in MO/MB areas. 
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Table 8. Final Response and Final Return Rates as of December 31, 2000 by Form Type 
and Type of Enumeration for the Fifty States and the District of Columbia 

Rate 

Response Return Difference 
TOTAL 67.4% 78.4% 11.0% 

Form Type Short 69.1% 80.1% 11.0% 
Long 59.4% 70.5% 11.1% 

Type of Mailout/Mailback 68.5% 78.6% 10.1% 
Enumeration Update/Leave 62.6% 77.9% 15.3% 

Urban Update/Leave 54.8% 70.8% 16.0% 

Form Type Short 
and Type of Mailout/Mailback 70.0% 80.1% 10.1% 
Enumeration Update/Leave 64.6% 79.9% 15.4% 

Urban Update/Leave 56.1% 72.3% 16.2% 
Long 

Mailout/Mailback 60.4% 69.9% 9.5% 
Update/Leave 57.0% 72.1% 15.1% 

Urban Update/Leave 47.5% 62.5% 15.0% 
Source: HCEF_D’, DMAF, DRF-2, and March 2001 MAF Extract. 
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Appendix A: Decennial Master Address File (DMAF) Variable Definitions 

ST Collection FIPS State Code 

COU Collection FIPS County Code 

TRACT Collection Census Tract 

MAFID MAF and DMAF ID 
characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

TEA Type of Enumeration Area 
1 = Mailout Mailback

2 = Update Leave

3 = List Enumerate

4 = Remote List Enumerate

5 = Rural Update Enumerate

6 = Military in Update Leave Area

7 = Urban Update Leave

8 = Urban Update Enumerate

9 = Update Leave (converted from TEA 1)


GQFLG Group Quarters Housing Unit Flag 
0 = Housing Unit

1 = Special Place

2 = Group Quarters

3 = GQ Embedded Housing Unit


ASAM A Priori Sample 
1 = Short Form 
6 = Long Form 

NRU Nonresponse Followup Universe 
0 = Universe not set 

1 = Not in NRFU; data received (This indicates that a form was checked in; it

does not guarantee that the form has any data.)

2 = Not in NRFU; but NRD, NRS, NRC and NRPOP will be set by

Update/Enumerate or List/Enumerate

3 = In NRFU, Nonresponse

4 = In NRFU, Too late for mailout
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DC_DRF(12)	 Source of Data Capture4 

0 = None 
1 = Some Data Capture 

The types of data capture for housing units are -
(1) Mail Return (RSOURCE: 1, 4 - 10) 
(2) Telephone Questionnaire Assistance (TQA) (RSOURCE: 31) 
(3) Internet (RSOURCE: 30) 
(4) Be Counted Form (BCF) (RSOURCE: 11, 12) 
(5) CEFU Data Capture (RSOURCE: 34 - 36) 
(6) NRFU Data Capture (RSOURCE: 17 - 21) 
(7) CIFU Data Capture (RSOURCE: 22 - 24) 
(8) TQA/BCF (RSOURCE: 3, 32, 33) 
(9) List Enumerate/Update Enumerate (RSOURCE: 13 - 16) 
(10) Group Quarters (RSOURCE: 25 - 29) 
(11) Orphans (RSOURCE: 37) 
(12) Other (RSOURCE: -1) 

MAILD Mail Return Check-in Month and Day 
0000 = No Mail Return Check-in

0099 = Reverse Check-in

0101 - 1231 = Check-in Day of 1st Return

2000 = Check-in, Date Unknown


UAA Undeliverable As Addressed (UAA) 
0 = No UAA check-in

1 = UAA check-in in NPC only

2 = UAA check-in in NPC; in LCO check-in; no LCO check-out

3 = UAA check-in in NPC; no LCO check-in; in LCO check-out

4 = UAA check-in in NPC; in LCO check-in; in LCO check-out

5 = No UAA check-in in NPC; in LCO check-in; no LCO check-out

6 = No UAA check-in in NPC; no LCO check-in; in LCO check-out

7 = No UAA check-in in NPC; in LCO check-in; in LCO check-out

8 = Not enough Address information - Excluded from the Mailout


4This is a DRF2 variable and is based on the RSOURCE variable from the DRF-2. It was 
appended to the DMAF SAS dataset produced by the DSSD. 
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Appendix B: Decennial Response File Stage 2 (DRF-2) Variable Definitions 

RST Collection FIPS State Code 

RUID Unit ID Number (DMAF) 
characters 1-2 = state (when MAF ID was assigned)

characters 3-5 = county 

characters 6-12 = sequence ID 


RSOURCE Source of Return 
-1 = Not Computed 

1 = Paper mail back questionnaire from mail out 
2 = Paper mail back questionnaire from TQA mail out WITH ID 
3 = Paper mail back questionnaire from TQA mail out with NO ID 
4 = Paper mail back questionnaire from Update Leave 
5 = Paper mail back questionnaire from Update Leave ADD 
6 = Paper mail back questionnaire from Update Leave SUBSTITUTE 
7 = Paper mail back questionnaire from Urban Update Leave 
8 = Paper mail back questionnaire from Urban Update Leave ADD 
9 = Paper mail back questionnaire from Urban Update Leave SUBSTITUTE 
10 = Paper mail back questionnaire from Request for Foreign Language 
11 = Paper mail back questionnaire from BCF marked as whole household 
12 = Paper mail back questionnaire from BCF partial household (i.e., NOT 
marked as whole household) 
13 = Paper enumerator questionnaire from List Enumerate 
14 = Paper enumerator questionnaire from Update Enumerate 
15 = Paper enumerator questionnaire from Update Enumerate ADD 
16 = Paper enumerator questionnaire from Update Enumerate SUBSTITUTE 
17 = Paper enumerator questionnaire from Nonresponse Followup (NRFU) 
18 = Paper enumerator questionnaire from NRFU ADD 
19 = Paper enumerator questionnaire from NRFU SUBSTITUTE 
20 = Paper enumerator questionnaire from NRFU Whole Household Usual 
Home Elsewhere (WHUHE) 
21 = Paper enumerator questionnaire from NRFU In-mover 
22 = Paper enumerator questionnaire from Coverage Improvement Followup 
(CIFU) 
23 = Paper enumerator questionnaire from CIFU ADD 
24 = Paper enumerator questionnaire from CIFU SUBSTITUTE 
25 = Paper enumerator questionnaire from T-Night 
26 = Paper questionnaire for UHE from Service-based Enumeration (SBE) 
(Individual Census Questionnaire (ICQ)) 
27 = Paper questionnaire for UHE from Group Quarters (GQ) enumeration 
(Individual Census Questionnaire (ICQ)) 
28 = Paper questionnaire for UHE from Military GQ enumeration (Military 
Census Report (MCR)) 
29 = Paper questionnaire for UHE from Shipboard GQ enumeration (Shipboard 
Census Report  (SCR)) 
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30 = Electronic short form from IDC

31 = Electronic TQA reverse-CATI short form

32 = Electronic TQA reverse-CATI BCF for whole household

33 = Electronic TQA reverse-CATI BCF for partial household

34 = Electronic Coverage Edit Followup (CEFU) from long or short form

35 = Electronic CEFU from BCF for whole household

36 = Electronic CEFU from IDC

37 = Paper enumerator continuation form - unlinked “orphan”


DC_DRF(12) Source of Data Capture 
0 = None 

1 = Some Data Capture 
The types of data capture for housing units are -

(1) Mail Return (RSOURCE: 1, 4 - 10) 
(2) Telephone Questionnaire Assistance (TQA) (RSOURCE: 31) 
(3) Internet (RSOURCE: 30) 
(4) Be Counted Form (BCF) (RSOURCE: 11, 12) 
(5) CEFU Data Capture (RSOURCE: 34 - 36) 
(6) NRFU Data Capture (RSOURCE: 17 - 21) 
(7) CIFU Data Capture (RSOURCE: 22 - 24) 
(8) TQA/BCF (RSOURCE: 3, 32, 33) 
(9) List Enumerate/Update Enumerate (RSOURCE: 13 - 16) 
(10) Group Quarters (RSOURCE: 25 - 29) 
(11) Orphans (RSOURCE: 37) 
(12) Other (RSOURCE: -1) 
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Appendix C: Nineteen Response Categories of Housing Units in the Response Rate Denominator 

Mail 
Returns 

Non-
Mail 
Returns 

Data Capture Flags 
(DC_DRF from 
DRF-2) 

Paper Mail Return or 
TQA or Internet or 
Be Counted or 
TQA/Be Counted 

CEFU 

NRFU or CIFU or 
No Data Capture or 
Other Data Capture 

Total 

Mail Check in Date (MAILD) 

Late Mail Late Late Mail 
Mail Returns Returns Returns 

No Mail Check in Reverse Check in Jan 1 - Apr 10 Apr 11 - Apr 18 Apr 19 - Dec 31 
(0000 or 2000) (0099) (0101 - 0410) (0411 - 0418) (0419 - 1231) Total 

1A* 1B* 2A* 2B* 3 4 5 

1,939 401,666 8,657 2,646 71,943,511 2,460,317 3,247,472 78,066,208 

6A* 6B* 7A* 7B* 8 9 10 

13 2,592 579 753 1,129,142 63,877 48,011 1,244,967 

11 12 13 14 15 

28,270,977 987,902 122,671 6,020 8,963,003 38,350,573 

28,677,187 1,000,537 73,195,324 2,530,214 12,258,486 117,661,748 

* A - Neither NRFU nor CIFU data capture B-Either NRFU or CIFU data capture 
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Appendix D: Response Rate Numerators and Denominators 
Numerator-April 18, 2000 Numerator-December 31, 2000 Denominator 

Form Type Form Type Form Type 

State Total Short Long Total Short Long Total Short Long 

TOTAL 75,608,035 64,792,554 10,815,481 79,311,175 67,380,839 11,930,336 117,661,748 97,578,971 20,082,777 


Mailout/

Mailback 

62,890,520 54,955,537 7,934,983 65,887,892 57,119,451 8,768,441 96,184,164 81,658,117 14,526,047 


Type of Update/ 
12,591,087 9,726,223 2,864,864 13,286,080 10,142,192 3,143,888 21,227,339 15,708,543 5,518,796

Enumeration Leave 

Urban

Update/ 126,428 110,794 15,634 137,203 119,196 18,007 250,245 212,311 37,934 

Leave


Source: DMAF and DRF-2

Note: National totals do not include Puerto Rico.
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Appendix E: Four Figures Illustrating the Mail Response Rates as of April 18, 2000 and the Final Mail Response Rates as of 
December 31, 2000 by Day and Form Type and Daily Percentage Increase in Response Rates by Day and Form Type 
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator Mail Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Thursday 03/02/2000 - 0 0.0% 0.0% 
Friday 03/03/2000 1,397 1,397 0.0% 0.0% 
Saturday 03/04/2000 65 1,462 0.0% 0.0% 
Sunday 03/05/2000 52 1,514 0.0% 0.0% 
Monday 03/06/2000 149,634 151,148 0.1% 0.1% 
Tuesday 03/07/2000 62,469 213,617 0.1% 0.2% 
Wednesday 03/08/2000 176,971 390,588 0.2% 0.3% 
Thursday 03/09/2000 235,918 626,506 0.2% 0.5% 
Friday 03/10/2000 422,723 1,049,229 0.4% 0.9% 
Saturday 03/11/2000 180,427 1,229,656 0.2% 1.0% 
Sunday 03/12/2000 217,372 1,447,028 0.2% 1.2% 

U/L delivery begins 

Advance notice delivery begins 

Advance notice delivery ends 

Monday 03/13/2000  756,539 2,203,567 0.6% 1.9% Questionnaire mailout delivery begins 

Tuesday 03/14/2000 550,444 2,754,011 0.5% 2.3% 
Wednesday 03/15/2000 2,915,464 5,669,475 2.5% 4.8% Questionnaire mailout delivery ends 

Thursday 03/16/2000 4,269,016 9,938,491 3.6% 8.4% 
Friday 03/17/2000 4,851,766 14,790,257 4.1% 12.6% 
Saturday 03/18/2000 3,454,841 18,245,098 2.9% 15.5% 
Sunday 03/19/2000 2,923,374 21,168,472 2.5% 18.0% 
Monday 03/20/2000 5,262,381 26,430,853 4.5% 22.5% 
Tuesday 03/21/2000 5,326,760 31,757,613 4.5% 27.0% 
Wednesday 03/22/2000 5,791,069 37,548,682 4.9% 31.9% 
Thursday 03/23/2000 5,250,239 42,798,921 4.5% 36.4% 
Friday 03/24/2000 3,627,566 46,426,487 3.1% 39.5% 
Saturday 03/25/2000 2,420,556 48,847,043 2.1% 41.5% 
Sunday 03/26/2000 2,511,970 51,359,013 2.1% 43.7% 
Monday 03/27/2000 2,993,679 54,352,692 2.5% 46.2% 

Reminder card delivery begins 

Reminder card delivery ends 
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator Mail Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Tuesday 03/28/2000 3,141,074 57,493,766 2.7% 48.9%

Wednesday 03/29/2000 1,939,206 59,432,972 1.6% 50.5%

Thursday 03/30/2000 1,829,908 61,262,880 1.6% 52.1% U/L delivery ends

Friday 03/31/2000 1,744,944 63,007,824 1.5% 53.6%

Saturday 04/01/2000 1,365,370 64,373,194 1.2% 54.7% Census Day

Sunday 04/02/2000 943,350 65,316,544 0.8% 55.5%

Monday 04/03/2000 1,490,946 66,807,490 1.3% 56.8%

Tuesday 04/04/2000 1,320,770 68,128,260 1.1% 57.9%

Wednesday 04/05/2000 1,034,302 69,162,562 0.9% 58.8%

Thursday 04/06/2000 1,233,153 70,395,715 1.0% 59.8%

Friday 04/07/2000 800,075 71,195,790 0.7% 60.5%

Saturday 04/08/2000 765,257 71,961,047 0.6% 61.2%

Sunday 04/09/2000 419,715 72,380,762 0.4% 61.5%

Monday 04/10/2000 691,891 73,072,653 0.6% 62.1% Initial NRFU cut

Tuesday 04/11/2000 342,541 73,415,194 0.3% 62.4%

Wednesday 04/12/2000 411,695 73,826,889 0.3% 62.7%

Thursday 04/13/2000 302,181 74,129,070 0.3% 63.0%

Friday 04/14/2000 523,441 74,652,511 0.4% 63.4%

Saturday 04/15/2000 305,789 74,958,300 0.3% 63.7%

Sunday 04/16/2000 167,706 75,126,006 0.1% 63.8%

Monday 04/17/2000 352,030 75,478,036 0.3% 64.1%

Tuesday 04/18/2000 129,999 75,608,035 0.1% 64.3% Late mail return NRFU cut


Wednesday 04/19/2000 210,358 75,818,393 0.2% 64.4%

Thursday 04/20/2000 209,631 76,028,024 0.2% 64.6%

Friday 04/21/2000 215,905 76,243,929 0.2% 64.8%

Saturday 04/22/2000 68,345 76,312,274 0.1% 64.9%
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator Mail Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Sunday 04/23/2000 81,653 76,393,927 0.1% 64.9%

Monday 04/24/2000 175,577 76,569,504 0.1% 65.1%

Tuesday 04/25/2000 91,243 76,660,747 0.1% 65.2%

Wednesday 04/26/2000 207,548 76,868,295 0.2% 65.3%

Thursday 04/27/2000 108,341 76,976,636 0.1% 65.4% NRFU begins

Friday 04/28/2000 90,307 77,066,943 0.1% 65.5%

Saturday 04/29/2000 28,058 77,095,001 0.0% 65.5%

Sunday 04/30/2000 1,157 77,096,158 0.0% 65.5%

Monday 05/01/2000 139,211 77,235,369 0.1% 65.6%

Tuesday 05/02/2000 23,404 77,258,773 0.0% 65.7%

Wednesday 05/03/2000 76,067 77,334,840 0.1% 65.7%

Thursday 05/04/2000 92,806 77,427,646 0.1% 65.8%

Friday 05/05/2000 126,560 77,554,206 0.1% 65.9%

Saturday 05/06/2000 29,679 77,583,885 0.0% 65.9%

Sunday 05/07/2000 1,912 77,585,797 0.0% 65.9%

Monday 05/08/2000 24,577 77,610,374 0.0% 66.0%

Tuesday 05/09/2000 9,107 77,619,481 0.0% 66.0%

Wednesday 05/10/2000 15,482 77,634,963 0.0% 66.0%

Thursday 05/11/2000 40,721 77,675,684 0.0% 66.0%

Friday 05/12/2000 190,053 77,865,737 0.2% 66.2%

Saturday 05/13/2000 4,321 77,870,058 0.0% 66.2%

Sunday 05/14/2000 8,041 77,878,099 0.0% 66.2%

Monday 05/15/2000 3,937 77,882,036 0.0% 66.2%

Tuesday 05/16/2000 11,945 77,893,981 0.0% 66.2%

Wednesday 05/17/2000 17,286 77,911,267 0.0% 66.2%

Thursday 05/18/2000 34,993 77,946,260 0.0% 66.2%
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator Mail Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Friday 05/19/2000 134,413 78,080,673 0.1% 66.4% 
Saturday 05/20/2000 28,279 78,108,952 0.0% 66.4% 
Sunday 05/21/2000 6,373 78,115,325 0.0% 66.4% 
Monday 05/22/2000 9,765 78,125,090 0.0% 66.4% 
Tuesday 05/23/2000 8,310 78,133,400 0.0% 66.4% 
Wednesday 05/24/2000 18,270 78,151,670 0.0% 66.4% 
Thursday 05/25/2000 33,353 78,185,023 0.0% 66.4% 
Friday 05/26/2000 98,298 78,283,321 0.1% 66.5% 
Saturday 05/27/2000 13,414 78,296,735 0.0% 66.5% 
Sunday 05/28/2000 6,801 78,303,536 0.0% 66.6% 
Monday 05/29/2000 1,057 78,304,593 0.0% 66.6% 
Tuesday 05/30/2000 7,864 78,312,457 0.0% 66.6% 
Wednesday 05/31/2000 7,935 78,320,392 0.0% 66.6% 
Thursday 06/01/2000 17,131 78,337,523 0.0% 66.6% 
Friday 06/02/2000 67,302 78,404,825 0.1% 66.6% 
Saturday 06/03/2000 14,539 78,419,364 0.0% 66.6% 
Sunday 06/04/2000 6,880 78,426,244 0.0% 66.7% 
Monday 06/05/2000 9,015 78,435,259 0.0% 66.7% 
Tuesday 06/06/2000 9,931 78,445,190 0.0% 66.7% 
Wednesday 06/07/2000 24,731 78,469,921 0.0% 66.7% 
Thursday 06/08/2000 32,955 78,502,876 0.0% 66.7% 
Friday 06/09/2000 17,698 78,520,574 0.0% 66.7% 
Saturday 06/10/2000 8,450 78,529,024 0.0% 66.7% 
Sunday 06/11/2000 5,937 78,534,961 0.0% 66.7% 
Monday 06/12/2000 20,851 78,555,812 0.0% 66.8% 
Tuesday 06/13/2000 10,689 78,566,501 0.0% 66.8% 
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator Mail Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Wednesday 06/14/2000 11,928 78,578,429 0.0% 66.8%

Thursday 06/15/2000  241,743 78,820,172 0.2% 67.0%

Friday 06/16/2000 9,857 78,830,029 0.0% 67.0%

Saturday 06/17/2000 3,672 78,833,701 0.0% 67.0%

Sunday 06/18/2000 3,127 78,836,828 0.0% 67.0%

Monday 06/19/2000 4,632 78,841,460 0.0% 67.0%

Tuesday 06/20/2000 3,883 78,845,343 0.0% 67.0%

Wednesday 06/21/2000 3,705 78,849,048 0.0% 67.0%

Thursday 06/22/2000 3,425 78,852,473 0.0% 67.0%

Friday 06/23/2000 2,496 78,854,969 0.0% 67.0%

Saturday 06/24/2000 1,067 78,856,036 0.0% 67.0%

Sunday 06/25/2000 493 78,856,529 0.0% 67.0%

Monday 06/26/2000 2,612 78,859,141 0.0% 67.0% NRFU complete

Tuesday 06/27/2000 1,953 78,861,094 0.0% 67.0%

Wednesday 06/28/2000 2,239 78,863,333 0.0% 67.0%

Thursday 06/29/2000 24,147 78,887,480 0.0% 67.0%

Friday 06/30/2000 1,580 78,889,060 0.0% 67.0%

Saturday 07/01/2000 765 78,889,825 0.0% 67.0%

Sunday 07/02/2000 127 78,889,952 0.0% 67.0%

Monday 07/03/2000 - 78,889,952 0.0% 67.0%

Tuesday 07/04/2000 - 78,889,952 0.0% 67.0%

Wednesday 07/05/2000 - 78,889,952 0.0% 67.0%

Thursday 07/06/2000 - 78,889,952 0.0% 67.0%

Friday 07/07/2000 - 78,889,952 0.0% 67.0%

Saturday 07/08/2000 - 78,889,952 0.0% 67.0%

Sunday 07/09/2000 - 78,889,952 0.0% 67.0%
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator Mail Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Monday 07/10/2000 2,146 78,892,098 0.0% 67.1% 
Tuesday 07/11/2000 - 78,892,098 0.0% 67.1% 
Wednesday 07/12/2000 - 78,892,098 0.0% 67.1% 
Thursday 07/13/2000 349 78,892,447 0.0% 67.1% 
Friday 07/14/2000 - 78,892,447 0.0% 67.1% 
Saturday 07/15/2000 - 78,892,447 0.0% 67.1% 
Sunday 07/16/2000 - 78,892,447 0.0% 67.1% 
Monday 07/17/2000 - 78,892,447 0.0% 67.1% 
Tuesday 07/18/2000 - 78,892,447 0.0% 67.1% 
Wednesday 07/19/2000 - 78,892,447 0.0% 67.1% 
Thursday 07/20/2000 - 78,892,447 0.0% 67.1% 
Friday 07/21/2000 - 78,892,447 0.0% 67.1% 
Saturday 07/22/2000 6,552 78,898,999 0.0% 67.1% 
Sunday 07/23/2000 1,107 78,900,106 0.0% 67.1% 
Monday 07/24/2000 - 78,900,106 0.0% 67.1% 
Tuesday 07/25/2000 - 78,900,106 0.0% 67.1% 
Wednesday 07/26/2000 - 78,900,106 0.0% 67.1% 
Thursday 07/27/2000 - 78,900,106 0.0% 67.1% 
Friday 07/28/2000 501 78,900,607 0.0% 67.1% 
Saturday 07/29/2000 - 78,900,607 0.0% 67.1% 
Sunday 07/30/2000 - 78,900,607 0.0% 67.1% 
Monday 07/31/2000 133 78,900,740 0.0% 67.1% 
Tuesday 08/01/2000 - 78,900,740 0.0% 67.1% 
Wednesday 08/02/2000 - 78,900,740 0.0% 67.1% 
Thursday 08/03/2000 - 78,900,740 0.0% 67.1% 
Friday 08/04/2000 - 78,900,740 0.0% 67.1% 
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator Mail Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Saturday 08/05/2000 - 78,900,740 0.0% 67.1% 
Sunday 08/06/2000 - 78,900,740 0.0% 67.1% 
Monday 08/07/2000 - 78,900,740 0.0% 67.1% 
Tuesday 08/08/2000 - 78,900,740 0.0% 67.1% 
Wednesday 08/09/2000 602 78,901,342 0.0% 67.1% 
Thursday 08/10/2000 - 78,901,342 0.0% 67.1% 
Friday 08/11/2000 - 78,901,342 0.0% 67.1% 
Saturday 08/12/2000 - 78,901,342 0.0% 67.1% 
Sunday 08/13/2000 - 78,901,342 0.0% 67.1% 
Monday 08/14/2000 - 78,901,342 0.0% 67.1% 
Tuesday 08/15/2000 - 78,901,342 0.0% 67.1% 
Wednesday 08/16/2000 289 78,901,631 0.0% 67.1% 
Thursday 08/17/2000 - 78,901,631 0.0% 67.1% 
Friday 08/18/2000 715 78,902,346 0.0% 67.1% 
Saturday 08/19/2000 957 78,903,303 0.0% 67.1% 
Sunday 08/20/2000 - 78,903,303 0.0% 67.1% 
Monday 08/21/2000 - 78,903,303 0.0% 67.1% 
Tuesday 08/22/2000 - 78,903,303 0.0% 67.1% 
Wednesday 08/23/2000 - 78,903,303 0.0% 67.1% 
Thursday 08/24/2000 - 78,903,303 0.0% 67.1% 
Friday 08/25/2000 8 78,903,311 0.0% 67.1% 
Saturday 08/26/2000 - 78,903,311 0.0% 67.1% 
Sunday 08/27/2000 - 78,903,311 0.0% 67.1% 
Monday 08/28/2000 - 78,903,311 0.0% 67.1% 
Tuesday 08/29/2000 - 78,903,311 0.0% 67.1% 
Wednesday 08/30/2000 - 78,903,311 0.0% 67.1% 
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator Mail Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Thursday 08/31/2000 - 78,903,311 0.0% 67.1% 
Friday 09/01/2000 - 78,903,311 0.0% 67.1% 
Saturday 09/02/2000 141 78,903,452 0.0% 67.1% 
Sunday 09/03/2000 - 78,903,452 0.0% 67.1% 
Monday 09/04/2000 - 78,903,452 0.0% 67.1% 
Tuesday 09/05/2000 - 78,903,452 0.0% 67.1% 
Wednesday 09/06/2000 - 78,903,452 0.0% 67.1% 
Thursday 09/07/2000 - 78,903,452 0.0% 67.1% 
Friday 09/08/2000 - 78,903,452 0.0% 67.1% 
Saturday 09/09/2000 - 78,903,452 0.0% 67.1% 
Sunday 09/10/2000 - 78,903,452 0.0% 67.1% 
Monday 09/11/2000 - 78,903,452 0.0% 67.1% 
Tuesday 09/12/2000 - 78,903,452 0.0% 67.1% 
Wednesday 09/13/2000 - 78,903,452 0.0% 67.1% 
Thursday 09/14/2000 - 78,903,452 0.0% 67.1% 
Friday 09/15/2000 63 78,903,515 0.0% 67.1% 
Saturday 09/16/2000 - 78,903,515 0.0% 67.1% 
Sunday 09/17/2000 - 78,903,515 0.0% 67.1% 
Monday 09/18/2000 - 78,903,515 0.0% 67.1% 
Tuesday 09/19/2000 - 78,903,515 0.0% 67.1% 
Wednesday 09/20/2000 - 78,903,515 0.0% 67.1% 
Thursday 09/21/2000 - 78,903,515 0.0% 67.1% 
Friday 09/22/2000 - 78,903,515 0.0% 67.1% 
Saturday 09/23/2000 - 78,903,515 0.0% 67.1% 
Sunday 09/24/2000 - 78,903,515 0.0% 67.1% 
Monday 09/25/2000 - 78,903,515 0.0% 67.1% 
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Appendix F: Mail Response Numerators and Rates by Day 
Mail Response Numerator 

Day Date Daily Increase  Cumulative 

Mail Response Rate 
Daily 

Increase Cumulative Key dates 
Tuesday 09/26/2000 - 78,903,515 0.0% 67.1% 
Wednesday 09/27/2000 - 78,903,515 0.0% 67.1% 
Thursday 09/28/2000 - 78,903,515 0.0% 67.1% 
Friday 09/29/2000 - 78,903,515 0.0% 67.1% 
Saturday 09/30/2000 - 78,903,515 0.0% 67.1% 
Sunday 10/01/2000 - 78,903,515 0.0% 67.1% 
Monday 10/02/2000 - 78,903,515 0.0% 67.1% 
Tuesday 10/03/2000 - 78,903,515 0.0% 67.1% 
Wednesday 10/04/2000 - 78,903,515 0.0% 67.1% 
Thursday 10/05/2000 - 78,903,515 0.0% 67.1% 
Friday 10/06/2000 - 78,903,515 0.0% 67.1% 
Saturday 10/07/2000 - 78,903,515 0.0% 67.1% 
Sunday 10/08/2000 - 78,903,515 0.0% 67.1% 
Monday 10/09/2000 - 78,903,515 0.0% 67.1% 
Tuesday 10/10/2000 - 78,903,515 0.0% 67.1% 
Wednesday 10/11/2000 - 78,903,515 0.0% 67.1% 
Thursday 10/12/2000 - 78,903,515 0.0% 67.1% 
Friday 10/13/2000 - 78,903,515 0.0% 67.1% 
Saturday 10/14/2000 - 78,903,515 0.0% 67.1% 
Sunday 10/15/2000 - 78,903,515 0.0% 67.1% 
Monday 10/16/2000 - 78,903,515 0.0% 67.1% 
Tuesday 10/17/2000 - 78,903,515 0.0% 67.1% 
Wednesday 10/18/2000 - 78,903,515 0.0% 67.1% 
Thursday 10/19/2000 3 78,903,518 0.0% 67.1% Last mail return with check-in date received 

Sunday 12/31/2000 407,657 79,311,175 0.3% 67.4% 
Source: DMAF and DRF-2. 

Note: Rates are based on a response rate denominator of 117,661,748 housing units.

Note: No forms with a valid check-in date were received after October 19, 2000. Mail returns from addresses which also were enumerated in

NRFU or CIFU with no check-in date were assigned a date of December 31, 2000.

Note: Rates do not include Puerto Rico.
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 

Day Date 
Thursday 03/02/2000 
Friday 03/03/2000 
Saturday 03/04/2000 
Sunday 03/05/2000 
Monday 03/06/2000 
Tuesday 03/07/2000 
Wednesday 03/08/2000 
Thursday 03/09/2000 
Friday 03/10/2000 
Saturday 03/11/2000 
Sunday 03/12/2000 
Monday 03/13/2000 
Tuesday 03/14/2000 
Wednesday 03/15/2000 
Thursday 03/16/2000 
Friday 03/17/2000 
Saturday 03/18/2000 
Sunday 03/19/2000 
Monday 03/20/2000 
Tuesday 03/21/2000 
Wednesday 03/22/2000 
Thursday 03/23/2000 
Friday 03/24/2000 
Saturday 03/25/2000 
Sunday 03/26/2000 
Monday 03/27/2000 

Mail Response Numerator  Response Rate 
Daily 

Daily Increase  Cumulative Increase Cumulative Key dates 
- - 0.0% 0.0% 

1,392 1,392 0.0% 0.0% U/L delivery begins 
65 1,457 0.0% 0.0% 
52 1,509 0.0% 0.0% 

132,094 133,603 0.1% 0.1% Advance notice delivery begins 
54,851 188,454 0.1% 0.2% 

157,425 345,879 0.2% 0.4% Advance notice delivery ends 
207,263 553,142 0.2% 0.6% 
365,553 918,695 0.4% 0.9% 
156,911 1,075,606 0.2% 1.1% 
187,111 1,262,717 0.2% 1.3% 
642,139 1,904,856 0.7% 2.0% Questionnaire mailout delivery begins 
477,701 2,382,557 0.5% 2.4% 

2,717,701 5,100,258 2.8% 5.2% Questionnaire mailout delivery ends 
3,929,051 9,029,309 4.0% 9.3% 
4,462,221 13,491,530 4.6% 13.8% 
3,226,454 16,717,984 3.3% 17.1% 
2,710,376 19,428,360 2.8% 19.9% 
4,825,753 24,254,113 4.9% 24.9% 
4,785,396 29,039,509 4.9% 29.8% 
5,107,438 34,146,947 5.2% 35.0% 
4,412,890 38,559,837 4.5% 39.5% 
2,790,988 41,350,825 2.9% 42.4% 
2,080,348 43,431,173 2.1% 44.5% 
2,200,925 45,632,098 2.3% 46.8% 
2,553,064 48,185,162 2.6% 49.4% 

Reminder card delivery begins 

Reminder card delivery ends 
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 
Mail Response Numerator  Response Rate 

Daily 
Daily Increase  Cumulative Increase Cumulative Key datesDay Date 

Tuesday 03/28/2000 
Wednesday 03/29/2000 
Thursday 03/30/2000 
Friday 03/31/2000 
Saturday 04/01/2000 
Sunday 04/02/2000 
Monday 04/03/2000 
Tuesday 04/04/2000 
Wednesday 04/05/2000 
Thursday 04/06/2000 
Friday 04/07/2000 
Saturday 04/08/2000 
Sunday 04/09/2000 
Monday 04/10/2000 
Tuesday 04/11/2000 
Wednesday 04/12/2000 
Thursday 04/13/2000 
Friday 04/14/2000 
Saturday 04/15/2000 
Sunday 04/16/2000 
Monday 04/17/2000 
Tuesday 04/18/2000 
Wednesday 04/19/2000 
Thursday 04/20/2000 
Friday 04/21/2000 
Saturday 04/22/2000 

2,616,985 50,802,147 2.7% 52.1% 
1,586,934 52,389,081 1.6% 53.7% 
1,446,048 53,835,129 1.5% 55.2% 
1,398,330 55,233,459 1.4% 56.6% 
1,049,115 56,282,574 1.1% 57.7% 

735,306 57,017,880 0.8% 58.4% 
1,113,753 58,131,633 1.1% 59.6% 

994,482 59,126,115 1.0% 60.6% 
771,809 59,897,924 0.8% 61.4% 
945,438 60,843,362 1.0% 62.4% 
607,170 61,450,532 0.6% 63.0% 
593,514 62,044,046 0.6% 63.6% 
314,340 62,358,386 0.3% 63.9% 
525,253 62,883,639 0.5% 64.4% 
273,694 63,157,333 0.3% 64.7% 
312,637 63,469,970 0.3% 65.0% 
216,264 63,686,234 0.2% 65.3% 
392,869 64,079,103 0.4% 65.7% 
223,567 64,302,670 0.2% 65.9% 
140,207 4,442,877 0.1% 66.0% 
255,300 64,698,177 0.3% 66.3% 
94,377 64,792,554 0.1% 66.4% 

159,543 64,952,097 0.2% 66.6% 
152,556 65,104,653 0.2% 66.7% 
153,237 65,257,890 0.2% 66.9% 
54,291 65,312,181 0.1% 66.9% 

U/L delivery ends 

Census Day 

Initial NRFU cut 

Late mail return NRFU cut 
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 

Day Date 
Sunday 04/23/2000 
Monday 04/24/2000 
Tuesday 04/25/2000 
Wednesday 04/26/2000 
Thursday 04/27/2000 
Friday 04/28/2000 
Saturday 04/29/2000 
Sunday 04/30/2000 
Monday 05/01/2000 
Tuesday 05/02/2000 
Wednesday 05/03/2000 
Thursday 05/04/2000 
Friday 05/05/2000 
Saturday 05/06/2000 
Sunday 05/07/2000 
Monday 05/08/2000 
Tuesday 05/09/2000 
Wednesday 05/10/2000 
Thursday 05/11/2000 
Friday 05/12/2000 
Saturday 05/13/2000 
Sunday 05/14/2000 
Monday 05/15/2000 
Tuesday 05/16/2000 
Wednesday 05/17/2000 
Thursday 05/18/2000 

Mail Response Numerator  Response Rate 
Daily 

Daily Increase  Cumulative Increase Cumulative Key dates 
61,795 65,373,976 0.1% 67.0% 

111,230 65,485,206 0.1% 67.1% 
75,580 65,560,786 0.1% 67.2% 

157,419 65,718,205 0.2% 67.3% 
78,608 65,796,813 0.1% 67.4% NRFU begins 
62,802 65,859,615 0.1% 67.5% 
27,293 65,886,908 0.0% 67.5% 

932 65,887,840 0.0% 67.5% 
109,058 65,996,898 0.1% 67.6% 
20,264 66,017,162 0.0% 67.7% 
62,649 66,079,811 0.1% 67.7% 
75,532 66,155,343 0.1% 67.8% 
61,303 66,216,646 0.1% 67.9% 
24,327 66,240,973 0.0% 67.9% 
1,246 66,242,219 0.0% 67.9% 

13,180 66,255,399 0.0% 67.9% 
7,161 66,262,560 0.0% 67.9% 

13,167 66,275,727 0.0% 67.9% 
26,125 66,301,852 0.0% 67.9% 

146,001 66,447,853 0.1% 68.1% 
2,697 66,450,550 0.0% 68.1% 
3,434 66,453,984 0.0% 68.1% 
2,699 66,456,683 0.0% 68.1% 
8,423 66,465,106 0.0% 68.1% 

11,631 66,476,737 0.0% 68.1% 
21,719 66,498,456 0.0% 68.1% 
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 
Mail Response Numerator  Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Friday 05/19/2000 91,378 66,589,834 0.1% 68.2% 
Saturday 05/20/2000 14,615 66,604,449 0.0% 68.3% 
Sunday 05/21/2000 3,953 66,608,402 0.0% 68.3% 
Monday 05/22/2000 5,180 66,613,582 0.0% 68.3% 
Tuesday 05/23/2000 4,344 66,617,926 0.0% 68.3% 
Wednesday 05/24/2000 11,828 66,629,754 0.0% 68.3% 
Thursday 05/25/2000 22,708 66,652,462 0.0% 68.3% 
Friday 05/26/2000 59,220 66,711,682 0.1% 68.4% 
Saturday 05/27/2000 8,691 66,720,373 0.0% 68.4% 
Sunday 05/28/2000 3,811 66,724,184 0.0% 68.4% 
Monday 05/29/2000 755 66,724,939 0.0% 68.4% 
Tuesday 05/30/2000 4,966 66,729,905 0.0% 68.4% 
Wednesday 05/31/2000 4,865 66,734,770 0.0% 68.4% 
Thursday 06/01/2000 9,096 66,743,866 0.0% 68.4% 
Friday 06/02/2000 39,681 66,783,547 0.0% 68.4% 
Saturday 06/03/2000 6,885 66,790,432 0.0% 68.4% 
Sunday 06/04/2000 4,099 66,794,531 0.0% 68.5% 
Monday 06/05/2000 5,358 66,799,889 0.0% 68.5% 
Tuesday 06/06/2000 6,827 66,806,716 0.0% 68.5% 
Wednesday 06/07/2000 14,982 66,821,698 0.0% 68.5% 
Thursday 06/08/2000 16,036 66,837,734 0.0% 68.5% 
Friday 06/09/2000 8,888 66,846,622 0.0% 68.5% 
Saturday 06/10/2000 4,308 66,850,930 0.0% 68.5% 
Sunday 06/11/2000 2,981 66,853,911 0.0% 68.5% 
Monday 06/12/2000 13,022 66,866,933 0.0% 68.5% 
Tuesday 06/13/2000 5,597 66,872,530 0.0% 68.5% 
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 
Mail Response Numerator  Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative 
Wednesday 06/14/2000 
Thursday 06/15/2000 
Friday 06/16/2000 
Saturday 06/17/2000 
Sunday 06/18/2000 
Monday 06/19/2000 
Tuesday 06/20/2000 
Wednesday 06/21/2000 
Thursday 06/22/2000 
Friday 06/23/2000 
Saturday 06/24/2000 
Sunday 06/25/2000 
Monday 06/26/2000 
Tuesday 06/27/2000 
Wednesday 06/28/2000 
Thursday 06/29/2000 
Friday 06/30/2000 
Saturday 07/01/2000 
Sunday 07/02/2000 
Monday 07/03/2000 
Tuesday 07/04/2000 
Wednesday 07/05/2000 
Thursday 07/06/2000 
Friday 07/07/2000 
Saturday 07/08/2000 
Sunday 07/09/2000 

7,890 66,880,420 0.0% 68.5% 
146,022 67,026,442 0.1% 68.7% 

4,348 67,030,790 0.0% 68.7% 
2,280 67,033,070 0.0% 68.7% 
1,281 67,034,351 0.0% 68.7% 
1,531 67,035,882 0.0% 68.7% 
2,168 67,038,050 0.0% 68.7% 
2,270 67,040,320 0.0% 68.7% 
2,300 67,042,620 0.0% 68.7% 
1,388 67,044,008 0.0% 68.7% 

687 67,044,695 0.0% 68.7% 
269 67,044,964 0.0% 68.7% 

1,695 67,046,659 0.0% 68.7% 
1,217 67,047,876 0.0% 68.7% 
1,557 67,049,433 0.0% 68.7% 

11,067 67,060,500 0.0% 68.7% 
980 67,061,480 0.0% 68.7% 
620 67,062,100 0.0% 68.7% 
67 67,062,167 0.0% 68.7% 
- 67,062,167 0.0% 68.7% 
- 67,062,167 0.0% 68.7% 
- 67,062,167 0.0% 68.7% 
- 67,062,167 0.0% 68.7% 
- 67,062,167 0.0% 68.7% 
- 67,062,167 0.0% 68.7% 
- 67,062,167 0.0% 68.7% 

Key dates 

NRFU complete 
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 
Mail Response Numerator  Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Monday 07/10/2000 1,886 67,064,053 0.0% 68.7% 
Tuesday 07/11/2000 - 67,064,053 0.0% 68.7% 
Wednesday 07/12/2000 - 67,064,053 0.0% 68.7% 
Thursday 07/13/2000 232 67,064,285 0.0% 68.7% 
Friday 07/14/2000 - 67,064,285 0.0% 68.7% 
Saturday 07/15/2000 - 67,064,285 0.0% 68.7% 
Sunday 07/16/2000 - 67,064,285 0.0% 68.7% 
Monday 07/17/2000 - 67,064,285 0.0% 68.7% 
Tuesday 07/18/2000 - 67,064,285 0.0% 68.7% 
Wednesday 07/19/2000 - 67,064,285 0.0% 68.7% 
Thursday 07/20/2000 - 67,064,285 0.0% 68.7% 
Friday 07/21/2000 - 67,064,285 0.0% 68.7% 
Saturday 07/22/2000 4,660 67,068,945 0.0% 68.7% 
Sunday 07/23/2000 754 67,069,699 0.0% 68.7% 
Monday 07/24/2000 - 67,069,699 0.0% 68.7% 
Tuesday 07/25/2000 - 67,069,699 0.0% 68.7% 
Wednesday 07/26/2000 - 67,069,699 0.0% 68.7% 
Thursday 07/27/2000 - 67,069,699 0.0% 68.7% 
Friday 07/28/2000 316 67,070,015 0.0% 68.7% 
Saturday 07/29/2000 - 67,070,015 0.0% 68.7% 
Sunday 07/30/2000 - 67,070,015 0.0% 68.7% 
Monday 07/31/2000 82 67,070,097 0.0% 68.7% 
Tuesday 08/01/2000 - 67,070,097 0.0% 68.7% 
Wednesday 08/02/2000 - 67,070,097 0.0% 68.7% 
Thursday 08/03/2000 - 67,070,097 0.0% 68.7% 
Friday 08/04/2000 - 67,070,097 0.0% 68.7% 
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 
Mail Response Numerator  Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Saturday 08/05/2000 - 67,070,097 0.0% 68.7% 
Sunday 08/06/2000 - 67,070,097 0.0% 68.7% 
Monday 08/07/2000 - 67,070,097 0.0% 68.7% 
Tuesday 08/08/2000 - 67,070,097 0.0% 68.7% 
Wednesday 08/09/2000 350 67,070,447 0.0% 68.7% 
Thursday 08/10/2000 - 67,070,447 0.0% 68.7% 
Friday 08/11/2000 - 67,070,447 0.0% 68.7% 
Saturday 08/12/2000 - 67,070,447 0.0% 68.7% 
Sunday 08/13/2000 - 67,070,447 0.0% 68.7% 
Monday 08/14/2000 - 67,070,447 0.0% 68.7% 
Tuesday 08/15/2000 - 67,070,447 0.0% 68.7% 
Wednesday 08/16/2000 209 67,070,656 0.0% 68.7% 
Thursday 08/17/2000 - 67,070,656 0.0% 68.7% 
Friday 08/18/2000 519 67,071,175 0.0% 68.7% 
Saturday 08/19/2000 548 67,071,723 0.0% 68.7% 
Sunday 008/20/2000 - 67,071,723 0.0% 68.7% 
Monday 08/21/2000 - 67,071,723 0.0% 68.7% 
Tuesday 08/22/2000 - 67,071,723 0.0% 68.7% 
Wednesday 08/23/2000 - 67,071,723 0.0% 68.7% 
Thursday 08/24/2000 - 67,071,723 0.0% 68.7% 
Friday 08/25/2000 5 67,071,728 0.0% 68.7% 
Saturday 08/26/2000 - 67,071,728 0.0% 68.7% 
Sunday 08/27/2000 - 67,071,728 0.0% 68.7% 
Monday 08/28/2000 - 67,071,728 0.0% 68.7% 
Tuesday 08/29/2000 - 67,071,728 0.0% 68.7% 
Wednesday 08/30/2000 - 67,071,728 0.0% 68.7% 
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 
Mail Response Numerator  Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Thursday 08/31/2000 - 67,071,728 0.0% 68.7% 
Friday 09/01/2000 - 67,071,728 0.0% 68.7% 
Saturday 09/02/2000 104 67,071,832 0.0% 68.7% 
Sunday 09/03/2000 - 67,071,832 0.0% 68.7% 
Monday 09/04/2000 - 67,071,832 0.0% 68.7% 
Tuesday 09/05/2000 - 67,071,832 0.0% 68.7% 
Wednesday 09/06/2000 - 67,071,832 0.0% 68.7% 
Thursday 09/07/2000 - 67,071,832 0.0% 68.7% 
Friday 09/08/2000 - 67,071,832 0.0% 68.7% 
Saturday 09/09/2000 - 67,071,832 0.0% 68.7% 
Sunday 09/10/2000 - 67,071,832 0.0% 68.7% 
Monday 09/11/2000 - 67,071,832 0.0% 68.7% 
Tuesday 09/12/2000 - 67,071,832 0.0% 68.7% 
Wednesday 09/13/2000 - 67,071,832 0.0% 68.7% 
Thursday 09/14/2000 - 67,071,832 0.0% 68.7% 
Friday 09/15/2000 50 67,071,882 0.0% 68.7% 
Saturday 09/16/2000 - 67,071,882 0.0% 68.7% 
Sunday 09/17/2000 - 67,071,882 0.0% 68.7% 
Monday 09/18/2000 - 67,071,882 0.0% 68.7% 
Tuesday 09/19/2000 - 67,071,882 0.0% 68.7% 
Wednesday 09/20/2000 - 67,071,882 0.0% 68.7% 
Thursday 09/21/2000 - 67,071,882 0.0% 68.7% 
Friday 09/22/2000 - 67,071,882 0.0% 68.7% 
Saturday 09/23/2000 - 67,071,882 0.0% 68.7% 
Sunday 09/24/2000 - 67,071,882 0.0% 68.7% 
Monday 09/25/2000 - 67,071,882 0.0% 68.7% 
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Appendix G-1: Mail Response Numerators and Rates for Short Forms 
Mail Response Numerator  Response Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 
Tuesday 09/26/2000 
Wednesday 09/27/2000 
Thursday 09/28/2000 
Friday 09/29/2000 
Saturday 09/30/2000 
Sunday 10/01/2000 
Monday 10/02/2000 
Tuesday 10/03/2000 
Wednesday 10/04/2000 
Thursday 10/05/2000 
Friday 10/06/2000 
Saturday 10/07/2000 
Sunday 10/08/2000 
Monday 10/09/2000 
Tuesday 10/10/2000 
Wednesday 10/11/2000 
Thursday 10/12/2000 
Friday 10/13/2000 
Saturday 10/14/2000 
Sunday 10/15/2000 
Monday 10/16/2000 
Tuesday 10/17/2000 
Wednesday 10/18/2000 
Thursday 10/19/2000 
Sunday 12/31/2000 

- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
- 67,071,882 0.0% 68.7% 
3 67,071,885 0.0% 68.7% Last mail return with check-in date received 

308,954 67,380,839 0.3% 69.1% 
Source: DMAF and DRF-2.

Note: Short form return rates are based on a denominator of 97,578,971. 

Note: No forms with a valid check-in date were received after October 19, 2000. Mail returns from addresses which also were enumerated in

NRFU or CIFU with no check-in date were assigned a date of December 31, 2000.

Note: Rates do not include Puerto Rico.
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Appendix G-2: Mail Response Numerators and Rates for Long Forms 
Mail Response Numerator Response Rate 

Daily 
Day Date  Daily Increase  Cumulative Increase Cumulative Key dates 
Thursday 03/02/2000 
Friday 03/03/2000 
Saturday 03/04/2000 
Sunday 03/05/2000 
Monday 03/06/2000 
Tuesday 03/07/2000 
Wednesday 03/08/2000 
Thursday 03/09/2000 
Friday 03/10/2000 
Saturday 03/11/2000 
Sunday 03/12/2000 
Monday 03/13/2000 
Tuesday 03/14/2000 
Wednesday 03/15/2000 
Thursday 03/16/2000 
Friday 03/17/2000 
Saturday 03/18/2000 
Sunday 03/19/2000 
Monday 03/20/2000 
Tuesday 03/21/2000 
Wednesday 03/22/2000 
Thursday 03/23/2000 
Friday 03/24/2000 
Saturday 03/25/2000 
Sunday 03/26/2000 
Monday 03/27/2000 
Tuesday 03/28/2000 
Wednesday 03/29/2000 
Thursday 03/30/2000 
Friday 03/31/2000 

- - 0.0% 0.0% 
5 5 0.0% 0.0% 

- 5 0.0% 0.0% 
- 5 0.0% 0.0% 

17,540 17,545 0.1% 0.1% 
7,618 25,163 0.0% 0.1% 

19,546 44,709 0.1% 0.2% 
28,655 73,364 0.1% 0.4% 
57,170 130,534 0.3% 0.6% 
23,516 154,050 0.1% 0.8% 
30,261 184,311 0.2% 0.9% 

U/L delivery begins 

Advance notice delivery begins 

Advance notice delivery ends 

114,400 298,711 0.6% 1.5% Questionnaire mailout delivery begins 

72,743 371,454 0.4% 1.8% 
197,763 569,217 1.0% 2.8% Questionnaire mailout delivery ends 

339,965 909,182 1.7% 4.5% 
389,545 1,298,727 1.9% 6.5% 
228,387 1,527,114 1.1% 7.6% 
212,998 1,740,112 1.1% 8.7% 
436,628 2,176,740 2.2% 10.8% 
541,364 2,718,104 2.7% 13.5% 
683,631 3,401,735 3.4% 16.9% 
837,349 4,239,084 4.2% 21.1% 
836,578 5,075,662 4.2% 25.3% 
340,208 5,415,870 1.7% 27.0% 
311,045 5,726,915 1.5% 28.5% 
440,615 6,167,530 2.2% 30.7% 
524,089 6,691,619 2.6% 33.3% 
352,272 7,043,891 1.8% 35.1% 
383,860 7,427,751 1.9% 37.0% 
346,614 7,774,365 1.7% 38.7% 

Reminder card delivery begins 

Reminder card delivery ends 

U/L delivery ends 
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Appendix G-2: Mail Response Numerators and Rates for Long Forms 
Mail Response Numerator Response Rate 

Daily 
Day Date  Daily Increase  Cumulative Increase Cumulative Key dates 
Saturday 04/01/2000 
Sunday 04/02/2000 
Monday 04/03/2000 
Tuesday 04/04/2000 
Wednesday 04/05/2000 
Thursday 04/06/2000 
Friday 04/07/2000 
Saturday 04/08/2000 
Sunday 04/09/2000 
Monday 04/10/2000 
Tuesday 04/11/2000 
Wednesday 04/12/2000 
Thursday 04/13/2000 
Friday 04/14/2000 
Saturday 04/15/2000 
Sunday 04/16/2000 
Monday 04/17/2000 
Tuesday 04/18/2000 
Wednesday 04/19/2000 
Thursday 04/20/2000 
Friday 04/21/2000 
Saturday 04/22/2000 
Sunday 04/23/2000 
Monday 04/24/2000 
Tuesday 04/25/2000 
Wednesday 04/26/2000 
Thursday 04/27/2000 
Friday 04/28/2000 
Saturday 04/29/2000 
Sunday 04/30/2000 

316,255 8,090,620 1.6% 40.3% 
208,044 8,298,664 1.0% 41.3% 
377,193 8,675,857 1.9% 43.2% 
326,288 9,002,145 1.6% 44.8% 
262,493 9,264,638 1.3% 46.1% 
287,715 9,552,353 1.4% 47.6% 
192,905 9,745,258 1.0% 48.5% 
171,743 9,917,001 0.9% 49.4% 
105,375 10,022,376 0.5% 49.9% 
166,638 10,189,014 0.8% 50.7% 
68,847 10,257,861 0.3% 51.1% 
99,058 10,356,919 0.5% 51.6% 
85,917 10,442,836 0.4% 52.0% 

130,572 10,573,408 0.7% 52.6% 
82,222 10,655,630 0.4% 53.1% 
27,499 10,683,129 0.1% 53.2% 
96,730 10,779,859 0.5% 53.7% 
35,622 10,815,481 0.2% 53.9% 
50,815 10,866,296 0.3% 54.1% 
57,075 10,923,371 0.3% 54.4% 
62,668 10,986,039 0.3% 54.7% 
14,054 11,000,093 0.1% 54.8% 
19,858 11,019,951 0.1% 54.9% 
64,347 11,084,298 0.3% 55.2% 
15,663 11,099,961 0.1% 55.3% 
50,129 11,150,090 0.2% 55.5% 
29,733 11,179,823 0.1% 55.7% 
27,505 11,207,328 0.1% 55.8% 

765 11,208,093 0.0% 55.8% 
225 11,208,318 0.0% 55.8% 

Census Day 

Initial NRFU cut 

Late mail return NRFU cut 

NRFU begins 
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Appendix G-2: Mail Response Numerators and Rates for Long Forms 
Mail Response Numerator Response Rate 

Daily 
Day Date  Daily Increase  Cumulative Increase Cumulative Key dates 
Monday 05/01/2000 
Tuesday 05/02/2000 
Wednesday 05/03/2000 
Thursday 05/04/2000 
Friday 05/05/2000 
Saturday 05/06/2000 
Sunday 05/07/2000 
Monday 05/08/2000 
Tuesday 05/09/2000 
Wednesday 05/10/2000 
Thursday 05/11/2000 
Friday 05/12/2000 
Saturday 05/13/2000 
Sunday 05/14/2000 
Monday 05/15/2000 
Tuesday 05/16/2000 
Wednesday 05/17/2000 
Thursday 05/18/2000 
Friday 05/19/2000 
Saturday 05/20/2000 
Sunday 05/21/2000 
Monday 05/22/2000 
Tuesday 05/23/2000 
Wednesday 05/24/2000 
Thursday 05/25/2000 
Friday 05/26/2000 
Saturday 05/27/2000 
Sunday 05/28/2000 
Monday 05/29/2000 
Tuesday 05/30/2000 

30,153 11,238,471 0.2% 56.0% 
3,140 11,241,611 0.0% 56.0% 

13,418 11,255,029 0.1% 56.0% 
17,274 11,272,303 0.1% 56.1% 
65,257 11,337,560 0.3% 56.5% 
5,352 11,342,912 0.0% 56.5% 

666 11,343,578 0.0% 56.5% 
11,397 11,354,975 0.1% 56.5% 
1,946 11,356,921 0.0% 56.6% 
2,315 11,359,236 0.0% 56.6% 

14,596 11,373,832 0.1% 56.6% 
44,052 11,417,884 0.2% 56.9% 
1,624 11,419,508 0.0% 56.9% 
4,607 11,424,115 0.0% 56.9% 
1,238 11,425,353 0.0% 56.9% 
3,522 11,428,875 0.0% 56.9% 
5,655 11,434,530 0.0% 56.9% 

13,274 11,447,804 0.1% 57.0% 
43,035 11,490,839 0.2% 57.2% 
13,664 11,504,503 0.1% 57.3% 
2,420 11,506,923 0.0% 57.3% 
4,585 11,511,508 0.0% 57.3% 
3,966 11,515,474 0.0% 57.3% 
6,442 11,521,916 0.0% 57.4% 

10,645 11,532,561 0.1% 57.4% 
39,078 11,571,639 0.2% 57.6% 
4,723 11,576,362 0.0% 57.6% 
2,990 11,579,352 0.0% 57.7% 

302 11,579,654 0.0% 57.7% 
2,898 11,582,552 0.0% 57.7% 
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Appendix G-2: Mail Response Numerators and Rates for Long Forms 
Mail Response Numerator Response Rate 

Daily 
Day Date  Daily Increase  Cumulative Increase Cumulative Key dates 
Wednesday 05/31/2000 
Thursday 06/01/2000 
Friday 06/02/2000 
Saturday 06/03/2000 
Sunday 06/04/2000 
Monday 06/05/2000 
Tuesday 06/06/2000 
Wednesday 06/07/2000 
Thursday 06/08/2000 
Friday 06/09/2000 
Saturday 06/10/2000 
Sunday 06/11/2000 
Monday 06/12/2000 
Tuesday 06/13/2000 
Wednesday 06/14/2000 
Thursday 06/15/2000 
Friday 06/16/2000 
Saturday 06/17/2000 
Sunday 06/18/2000 
Monday 06/19/2000 
Tuesday 06/20/2000 
Wednesday 06/21/2000 
Thursday 06/22/2000 
Friday 06/23/2000 
Saturday 06/24/2000 
Sunday 06/25/2000 
Monday 06/26/2000 
Tuesday 06/27/2000 
Wednesday 06/28/2000 
Thursday 06/29/2000 

3,070 11,585,622 0.0% 57.7% 
8,035 11,593,657 0.0% 57.7% 

27,621 11,621,278 0.1% 57.9% 
7,654 11,628,932 0.0% 57.9% 
2,781 11,631,713 0.0% 57.9% 
3,657 11,635,370 0.0% 57.9% 
3,104 11,638,474 0.0% 58.0% 
9,749 11,648,223 0.0% 58.0% 

16,919 11,665,142 0.1% 58.1% 
8,810 11,673,952 0.0% 58.1% 
4,142 11,678,094 0.0% 58.2% 
2,956 11,681,050 0.0% 58.2% 
7,829 11,688,879 0.0% 58.2% 
5,092 11,693,971 0.0% 58.2% 
4,038 11,698,009 0.0% 58.2% 

95,721 11,793,730 0.5% 58.7% 
5,509 11,799,239 0.0% 58.8% 
1,392 11,800,631 0.0% 58.8% 
1,846 11,802,477 0.0% 58.8% 
3,101 11,805,578 0.0% 58.8% 
1,715 11,807,293 0.0% 58.8% 
1,435 11,808,728 0.0% 58.8% 
1,125 11,809,853 0.0% 58.8% 
1,108 11,810,961 0.0% 58.8% 

380 11,811,341 0.0% 58.8% 
224 11,811,565 0.0% 58.8% 
917 11,812,482 0.0% 58.8% NRFU complete 

736 11,813,218 0.0% 58.8% 
682 11,813,900 0.0% 58.8% 

13,080 11,826,980 0.1% 58.9% 
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Appendix G-2: Mail Response Numerators and Rates for Long Forms 
Mail Response Numerator Response Rate 

Daily 
Day Date  Daily Increase  Cumulative Increase Cumulative Key dates 
Friday 06/30/2000 
Saturday 07/01/2000 
Sunday 07/02/2000 
Monday 07/03/2000 
Tuesday 07/04/2000 
Wednesday 07/05/2000 
Thursday 07/06/2000 
Friday 07/07/2000 
Saturday 07/08/2000 
Sunday 07/09/2000 
Monday 07/10/2000 
Tuesday 07/11/2000 
Wednesday 07/12/2000 
Thursday 07/13/2000 
Friday 07/14/2000 
Saturday 07/15/2000 
Sunday 07/16/2000 
Monday 07/17/2000 
Tuesday 07/18/2000 
Wednesday 07/19/2000 
Thursday 07/20/2000 
Friday 07/21/2000 
Saturday 07/22/2000 
Sunday 07/23/2000 
Monday 07/24/2000 
Tuesday 07/25/2000 
Wednesday 07/26/2000 
Thursday 07/27/2000 
Friday 07/28/2000 
Saturday 07/29/2000 

600 11,827,580 0.0% 58.9% 
145 11,827,725 0.0% 58.9% 
60 11,827,785 0.0% 58.9% 
- 11,827,785 0.0% 58.9% 
- 11,827,785 0.0% 58.9% 
- 11,827,785 0.0% 58.9% 
- 11,827,785 0.0% 58.9% 
- 11,827,785 0.0% 58.9% 
- 11,827,785 0.0% 58.9% 
- 11,827,785 0.0% 58.9% 

260 11,828,045 0.0% 58.9% 
- 11,828,045 0.0% 58.9% 
- 11,828,045 0.0% 58.9% 

117 11,828,162 0.0% 58.9% 
- 11,828,162 0.0% 58.9% 
- 11,828,162 0.0% 58.9% 
- 11,828,162 0.0% 58.9% 
- 11,828,162 0.0% 58.9% 
- 11,828,162 0.0% 58.9% 
- 11,828,162 0.0% 58.9% 
- 11,828,162 0.0% 58.9% 
- 11,828,162 0.0% 58.9% 

1,892 	 11,830,054 0.0% 58.9% 
353 11,830,407 0.0% 58.9% 

- 11,830,407 0.0% 58.9% 
- 11,830,407 0.0% 58.9% 
- 11,830,407 0.0% 58.9% 
- 11,830,407 0.0% 58.9% 

185 11,830,592 0.0% 58.9% 
- 11,830,592 0.0% 58.9% 
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Appendix G-2: Mail Response Numerators and Rates for Long Forms 
Mail Response Numerator Response Rate 

Daily 
Day Date  Daily Increase  Cumulative Increase Cumulative Key dates 
Sunday 07/30/2000 
Monday 07/31/2000 
Tuesday 08/01/2000 
Wednesday 08/02/2000 
Thursday 08/03/2000 
Friday 08/04/2000 
Saturday 08/05/2000 
Sunday 08/06/2000 
Monday 08/07/2000 
Tuesday 08/08/2000 
Wednesday 08/09/2000 
Thursday 08/10/2000 
Friday 08/11/2000 
Saturday 08/12/2000 
Sunday 08/13/2000 
Monday 08/14/2000 
Tuesday 08/15/2000 
Wednesday 08/16/2000 
Thursday 08/17/2000 
Friday 08/18/2000 
Saturday 08/19/2000 
Sunday 08/20/2000 
Monday 08/21/2000 
Tuesday 08/22/2000 
Wednesday 08/23/2000 
Thursday 08/24/2000 
Friday 08/25/2000 
Saturday 08/26/2000 
Sunday 08/27/2000 
Monday 08/28/2000 

- 11,830,592 0.0% 58.9% 
51 11,830,643 0.0% 58.9% 
- 11,830,643 0.0% 58.9% 
- 11,830,643 0.0% 58.9% 
- 11,830,643 0.0% 58.9% 
- 11,830,643 0.0% 58.9% 
- 11,830,643 0.0% 58.9% 
- 11,830,643 0.0% 58.9% 
- 11,830,643 0.0% 58.9% 
- 11,830,643 0.0% 58.9% 

252 11,830,895 0.0% 58.9% 
- 11,830,895 0.0% 58.9% 
- 11,830,895 0.0% 58.9% 
- 11,830,895 0.0% 58.9% 
- 11,830,895 0.0% 58.9% 
- 11,830,895 0.0% 58.9% 
- 11,830,895 0.0% 58.9% 
80 11,830,975 0.0% 58.9% 
- 11,830,975 0.0% 58.9% 

196 11,831,171 0.0% 58.9% 
409 11,831,580 0.0% 58.9% 

- 11,831,580 0.0% 58.9% 
- 11,831,580 0.0% 58.9% 
- 11,831,580 0.0% 58.9% 
- 11,831,580 0.0% 58.9% 
-	 11,831,580 0.0% 58.9% 
3 11,831,583 0.0% 58.9% 

- 11,831,583 0.0% 58.9% 
- 11,831,583 0.0% 58.9% 
- 11,831,583 0.0% 58.9% 
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Appendix G-2: Mail Response Numerators and Rates for Long Forms 
Mail Response Numerator Response Rate 

Daily 
Day Date  Daily Increase  Cumulative Increase Cumulative Key dates 
Tuesday 08/29/2000 
Wednesday 08/30/2000 
Thursday 08/31/2000 
Friday 09/01/2000 
Saturday 09/02/2000 
Sunday 09/03/2000 
Monday 09/04/2000 
Tuesday 09/05/2000 
Wednesday 09/06/2000 
Thursday 09/07/2000 
Friday 09/08/2000 
Saturday 09/09/2000 
Sunday 09/10/2000 
Monday 09/11/2000 
Tuesday 09/12/2000 
Wednesday 09/13/2000 
Thursday 09/14/2000 
Friday 09/15/2000 
Saturday 09/16/2000 
Sunday 09/17/2000 
Monday 09/18/2000 
Tuesday 09/19/2000 
Wednesday 09/20/2000 
Thursday 09/21/2000 
Friday 09/22/2000 
Saturday 09/23/2000 
Sunday 09/24/2000 
Monday 09/25/2000 
Tuesday 09/26/2000 
Wednesday 09/27/2000 

- 11,831,583 0.0% 58.9% 
- 11,831,583 0.0% 58.9% 
- 11,831,583 0.0% 58.9% 
- 11,831,583 0.0% 58.9% 
37 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
- 11,831,620 0.0% 58.9% 
13 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 

55




Appendix G-2: Mail Response Numerators and Rates for Long Forms 
Mail Response Numerator Response Rate 

Daily 
Day Date  Daily Increase  Cumulative Increase Cumulative Key dates 
Thursday 09/28/2000 
Friday 09/29/2000 
Saturday 09/30/2000 
Sunday 10/01/2000 
Monday 10/02/2000 
Tuesday 10/03/2000 
Wednesday 10/04/2000 
Thursday 10/05/2000 
Friday 10/06/2000 
Saturday 10/07/2000 
Sunday 10/08/2000 
Monday 10/09/2000 
Tuesday 10/10/2000 
Wednesday 10/11/2000 
Thursday 10/12/2000 
Friday 10/13/2000 
Saturday 10/14/2000 
Sunday 10/15/2000 
Monday 10/16/2000 
Tuesday 10/17/2000 
Wednesday 10/18/2000 
Thursday 10/19/2000 

- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% 
- 11,831,633 0.0% 58.9% Last mail return with check-in date received 

Sunday 12/31/2000 98,703 11,930,336 0.5% 59.4%

Source: DMAF and DRF-2.

Note: Long form return rates have a denominator of 20,082,777.

Note: No forms with a valid check-in date were received after October 19, 2000. Mail returns from addresses which also were enumerated

in NRFU or CIFU with no check-in date were assigned a date of December 31, 2000.

Note: Rates do not include Puerto Rico.
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EXECUTIVE SUMMARY 

The return rate is a measure of respondent cooperation in Census 2000. Preliminary analysis 
indicates that self-enumerated returns have a lower imputation rate than enumerator returns.1 

Due to the higher level of data quality and the lower cost associated with self-enumerated 
responses relative to enumerator-collected responses, it is important for return rates to be as high 
as possible. 

The mail return rate is defined as the number of mail returns received prior to the cut date for the 
Nonresponse Followup universe divided by the total number of occupied housing units in 
mailback areas that were on the Decennial Master Address File prior to Nonresponse Followup. 
The final return rate is similar but includes all mail returns through the end of the year. Mail 
returns included in the return rates include actual paper questionnaires, interviews during the 
Telephone Questionnaire Assistance program, Internet data captures, Be Counted forms, and 
Coverage Edit Followup returns. 

The mail return rate is different from the mail response rate. Mail response rate is essentially a 
measure of the percentage of the Nonresponse Followup-eligible housing unit workload that was 
returned by April 18, 2000. The denominator of the mail response rate is calculated from the 
Decennial Master Address File. It includes all housing units in mailback type of enumeration 
areas that were eligible for Nonresponse Followup and had addresses that were considered 
adequate to attempt delivery by either the United States Postal Service or census field staff. The 
response rate denominator is larger than the return rate denominator, largely because the response 
rate denominator includes vacant housing units, Undeliverable As Addressed addresses, some 
addresses deleted in Update/Leave and Urban Update/Leave delivery, and deleted in either 
Nonresponse Followup or Coverage Improvement Followup. 

What were the national mail return rates? 

The mail return rate as of April 18, 2000 was 74.1 percent, which was approximately the same as 
the 1990 mail return rate of 74.1 percent.2  This rate represents 75,163,020 mail returns that were 
received by April 18, 2000 out of a return rate denominator of 101,398,131 households. Another 
4,367,080 questionnaires were returned after April 18, resulting in a final return rate as of 
December 31, 2000 of 78.4 percent. The final return rate in 1990, which included late mail 
returns received through the end of the census, was 75.0 percent. 

1U.S. Bureau of the Census, Study Plan for B.1: Evaluation of the Analysis of the 
Imputation Process for 100 Percent Household Population Items, Decennial Statistical Studies 
Division Census 2000 Procedures and Operations Memorandum Series #Y-1, October 1, 2001. 

2U.S. Bureau of the Census, Documentation of the 1990 Census Mail Return Rates, 
Decennial Statistical Studies Division 1990 REX Memorandum Series #Q13, October 15, 1992. 

-v-



Reflecting the higher response burden of the long form questionnaire, the short form mail return 
rate (as of April 18, 2000) of 76.4 percent was 13.4 percentage points higher than the long form 
mail return rate of 63.0 percent. The mail return rates for short forms and longs forms in 1990 
were 74.9 percent and 70.4 percent, respectively.3 

In Census 2000, approximately 14.4 percent of mail returns were long forms, a substantially 
lower percentage than the overall 16.9 percent sampling rate. However, many residents with 
long forms held onto them and returned them after April 18. After that date, a larger proportion 
of long forms were returned than short forms. The final return rate was 80.1 percent for short 
forms and 70.5 percent for long forms. 

Mailout/Mailback areas had a mail return rate of 75.1 percent, which is higher than either the 
mail return rate for Update/Leave areas (69.6 percent) or the mail return rate for Urban 
Update/Leave areas (63.7 percent). Final return rates by type of enumeration area were 
78.6 percent for Mailout/Mailback, 77.9 percent for Update/Leave, and 70.8 percent for Urban 
Update/Leave. 

Most questionnaires were returned in the period between March 15, when questionnaires in 
Mailout/Mailback areas were mailed, and March 28. There were slight surges in the number of 
mail returns corresponding to the delivery of reminder postcards beginning on March 20 and on 
Census Day (April 1). These two surges in response were more pronounced for long forms than 
short forms. 

Between the initial cut for the Nonresponse Followup universe on April 10 and the final cut on 
April 18, 2,541,308 questionnaires (2.5 percent) were received. Had the final Nonresponse 
Followup cut been on April 10, the Nonresponse Followup workload would have increased by 
this number of housing units. 

After April 18, the number of mail returns declined until very few forms were being received by 
May 6. For the final return rate, 4,367,080 mail returns were checked in after April 18. This was 
an increase in the return rate of 4.3 percentage points. The last date on which questionnaires 
were checked in was October 19, 2000. The last date on which enough forms were received that 
resulted in an increase in the rate was July 22 for short forms and August 19 for long forms. 

Differential return rates were observed for different demographic groups. The likelihood of 
responding to the census increased with householder’s age. Householders older than age 64 had 
the highest return rate and those few householders younger than 18 had an extremely low return 
rate. 

3U.S. Bureau of the Census, Documentation of the 1990 Census Mail Return Rates, 
Decennial Statistical Studies Division 1990 REX Memorandum Series #Q13, October 15, 1992. 
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Whites had a higher mail return rate (77.5 percent) than the total mail return rate, while all other 
race groups had lower return rates than the total mail return rate. The lowest mail return rates 
were those of Pacific Islander (54.6 percent) and Multi-racial (57.7 percent) householders. All 
race groups, with the exception of Whites, also had relatively high differences between short 
form and long form mail return rates. However, the discrepancy between Whites and all other 
race groups declined between April 18 and December 31, as all other race groups returned a 
higher proportion of their questionnaires after the cut for Nonresponse Followup than Whites. 

Non-Hispanic householders had a mail return rate of 75.0 percent, 10.5 percentage points higher 
than the Hispanic mail return rate of 64.5 percent.  The relatively high level of mail response by 
non-Hispanic households was particularly true in the case of households receiving long forms. 
Fewer than half (49.7 percent) of all Hispanic householders returned their long form 
questionnaires before April 18, compared to 64.1 percent of non-Hispanic householders. 

Households consisting of two persons had the largest proportion of residents who responded to 
the census. Following two-person households in respondent cooperation are four-person, 
three-person, and one-person households, respectively. Larger households of five persons or 
more have increasingly lower mail return rates as household size increases. A different pattern is 
evident for long form mail return rates by household size. For households with more than two 
persons, long form mail return rates are inversely related to household size. 

The mail return rate was compared to the mail response rate. The mail response rate as of 
April 18 was 64.3 percent, 9.9 percentage points lower than the mail return rate. The difference 
between the two rates is greater for short forms than long forms and even greater for Urban 
Update/Leave and Update/Leave than for Mailout/Mailback areas. 

The final return rate was compared to the final response rate.  The final response rate is similar to 
the mail response rate but includes all mail returns through the end of the year 2000. The total 
final response rate was 67.4 percent, 11.0 percentage points lower than the final return rate of 
78.4 percent. This is a greater difference than the difference in the mail response and return 
rates. The difference between the final return and the final response rates for long forms is about 
the same as the difference for short forms.  However, the difference between the final return rate 
and the final response rate is greater in Urban Update/Leave and Update/Leave areas than in 
Mailout/Mailback areas. 
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1. BACKGROUND 

This evaluation provides the return rates for Census 2000 and an analysis of the rates at the 
national level. The mail return rate identifies the percentage of Census 2000 questionnaires 
received by households that were returned by April 18, 2000, the cut for the Nonresponse 
Followup universe. The mail and final return rates are a measure of respondent cooperation at 
two points in time (April 18 and December 31, 2000). The final return rate is similar but also 
includes mail returns through the end of the year. This report also examines return rate 
differentials for long and short forms, for different type of enumeration areas, and for various 
demographic groups. 

1.1 Previous Censuses 

Mail return rates were first measured for the 1970 Census. In 1970, the mail return rate was 
87.0 percent. The mail return rate for short forms and long forms was 88.0 percent and 
83.0 percent, respectively. Thus, a 5.0 percentage point difference resulted between form types. 
(U.S. Bureau of the Census, 1992a) 

In 1980, the mail return rate was 81.3 percent, which is a decrease from the 1970 mail return rate. 
The short form mail return rate was 81.6 percent and the long form mail return rate was 
80.1 percent, resulting in a 1.5 percentage point differential between form type (U.S. Bureau of 
the Census, 1992a). The decrease in return rate from 1970 to 1980 was the beginning of a trend 
of decline in respondent cooperation, as a decrease in return rates also occurred between the 1980 
and the 1990 censuses. 

In the 1990 Census, the United States Postal Service (USPS) was the primary vehicle for 
delivering census questionnaires. Based on a master address list, the Census Bureau mailed 
questionnaires to about 86.2 million housing units in areas designated as being 
Mailout/Mailback. Occupants were asked to complete the forms and mail them back in the 
provided postage paid envelope. In areas designated as Update/Leave, enumerators visited 
approximately 10.3 million housing units, verified addresses, and left questionnaires for 
occupants to complete and mail back in the provided postage paid envelope (U.S. Bureau of the 
Census, 1999a). 

In the 1990 Census, both a questionnaire and a mail reminder card were delivered to all housing 
units in the Mailout/Mailback universe. The reminder card was delivered on March 30, 
approximately seven days after the questionnaire mailout. Census Day was officially April 1. 

The mail return rate was defined as the ratio of the number of households returning a census 
questionnaire by mail to the total number of occupied housing units that received a census 
questionnaire delivered by mail or by a census enumerator (U.S. Bureau of the Census, 1999a). 
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The date for the mail return rate varied by District Office (DO) type (Type 1, 2, 2A, and 3). 
District Offices are similar to Local Census Offices in 2000.  There were 449 stateside DOs in 
1990. Of these, 103 were Type 1 DOs, which were located in urban areas. Type 2 DOs were 
located in small cities, suburbs, and rural areas, accounting for 276 of the 449 DOs. 
Seventy-nine of these were Type 2A, which handled the Update/Leave operation in addition to 
the Mailout/Mailback Questionnaires. Most of the 70 Type 3 DOs were located in rural, sparsely 
settled areas, and few were located in small cities. The date for the mail return rates in 1990 was 
April 19 for Type 1 DOs and April 28 for Type 2, 2A, and 3 (U.S. Bureau of the Census, 1991). 

For the 1990 Census the overall mail return rate was approximately 74.1 percent. The mail 
return rate was 74.9 percent for short forms and 70.4 percent for long forms, resulting in a 
difference of 4.5 percentage points between the form types. The final mail return rate, which 
included late mail returns through the end of the census, was 75.0 percent. This is 0.9 percentage 
points higher than the mail return rate as of April 28, 1990. (U.S. Bureau of the Census, 1992b) 

1.2 Census 2000 Dress Rehearsal 

The Census 2000 Dress Rehearsal was conducted in three areas: Sacramento, California; 
Columbia, South Carolina, and 11 surrounding counties; and Menominee County, Wisconsin, 
including the Menominee American Indian Reservation. Each site was selected because of its 
demographic and geographic characteristics to provide experience with some of the expected 
Census 2000 environments. The Sacramento site was entirely Mailout/Mailback, the South 
Carolina site was a mixture of Mailout/Mailback and Update/Leave addresses, and the 
Menominee site was entirely Update/Leave. 

There were four components of Mailout/Mailback delivery: an advance letter, an initial 
questionnaire, a reminder card, and a “blanket” replacement questionnaire (mailed to all 
addresses). These items used first-class postage and were distributed by the USPS as part of their 
delivery routes. The advance letter was mailed to each address between March 24 and 27, 1998. 
The initial questionnaire was mailed between March 28 and 31. The reminder card was sent to 
housing units between April 3 and 6. Replacement questionnaires were mailed between April 15 
and 17. Census Day was officially April 18. 

The Update/Leave methodology involved Census Bureau enumerators delivering questionnaires 
at the same time they updated maps and the list of addresses. Update/Leave delivery of 
questionnaires took place between March 14 and April 10, 1998. In ZIP codes that consisted 
entirely of Update/Leave housing units, the USPS delivered an advance letter to “postal patrons” 
using third-class postage. 

Under both methodologies, respondents were asked to mail back their questionnaires in provided 
postage paid envelopes. 

-2-




Short and long form questionnaires were included in both delivery methodologies. Every 
housing unit received either a short or a long form. The long form sampling rate for the dress 
rehearsal varied within site. 

Return rate was defined to include in its numerator the number of occupied housing units in the 
mailback universe that returned a questionnaire that was not blank. The return rate denominator 
included the number of occupied housing units in the mailback universe that were either mailed a 
questionnaire or - in Update/Leave areas - received one delivered by a census enumerator. 

Table 1 contains the mail return rates for the three Dress Rehearsal test sites by form type (short 
versus long). Dress Rehearsal return rates are typically lower than those for the census. This is 
due to the fact that the dress rehearsal does not have a “census environment.” A “census 
environment” allows for a higher return rate due to the publicity surrounding the census. 

Table 1. Dress Rehearsal Mail Return Rates 

Form Type 

Site Total Short Long 

Sacramento 60.6 % 63.1 % 47.7 % 

South Carolina 62.7 % 64.7 % 51.9 % 

Menominee 57.6 % 59.1 % 48.3 % 

1.3 Census 2000 

In Census 2000, the questionnaire Mailout/Mailback system was the primary means of census 
taking. Cities, towns, and suburban areas with city-style addresses (house number and street 
name) as well as rural areas where city-style addresses are used for mail delivery comprised the 
Mailout/Mailback areas. Update/Leave areas consisted of addresses that are predominantly not 
city-style. Census enumerators delivered addressed questionnaires to Update/Leave housing 
units. Update/Leave enumerators also made any necessary corrections or additions to census 
maps and address lists as they delivered the questionnaires. In both delivery methodologies, the 
housing units were provided with first-class postage paid envelopes for returning their 
questionnaires. 

1.3.1 Types of Mailback Questionnaires 

Census 2000 included two types of questionnaires for mailback: 

•	 A short form was delivered to approximately 83 percent of all housing units. This form 
allowed the respondent to list up to 12 household members. It provided space for 
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reporting the basic population and housing data (i.e. name, relationship, age, sex, race, 
Hispanic origin, and tenure) for up to six household members in the housing unit. 

•	 A long form was delivered to a sample – approximately 17 percent – of all housing units. 
This form allowed the respondent to list up to 12 household members. It included all the 
questions on the short form, as well as additional housing unit questions and additional 
person questions for up to six household members. 

There is one difference between the Mailout/Mailback questionnaire and the Update/Leave 
questionnaire. The Update/Leave questionnaire gave the respondent the opportunity to correct 
address information. 

1.3.2 Multiple Mailing Strategy 

The Census Bureau used a mail strategy consisting of multiple contacts for Census 2000 in 
Mailout/Mailback areas. These contacts were: 

•	 an advance notice letter to every mailout address that alerted households that the census 
form would be sent to them soon, 

• a questionnaire to every mailout address, and 

•	 a postcard to every mailout address that served as a thank you for respondents who had 
mailed back their questionnaire or as a reminder to those who had not. 

This multiple mailing strategy used first-class postage for all mailing pieces in Mailout/Mailback 
areas.  The volume for Mailout/Mailback areas was approximately 100 million pieces for each 
mailing. 

The mailout strategy used in Update/Leave areas consisted of advance notice letters and reminder 
postcards. Advance notice letters were mailed to Update/Leave housing units that had “good” 
addresses using first-class mail. Reminder cards were sent to housing units in ZIP codes that 
consist entirely of Update/Leave housing units. The reminder postcards were addressed to 
“Residential Customer” and delivered using third-class postage. Consequently, some housing 
units received the advance notice letter and not the reminder card, some received the reminder 
card and not the advance notice letter, some received both, and some received neither. The 
expected volume for Update/Leave areas was about 22 million questionnaires (U.S. Bureau of 
the Census, 2001a). 
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1.3.3 Key Dates in Mailback Schedule 

Mailout/Mailback Enumeration Areas: 

Event

Advance notice letter delivered

Mailout of Questionnaire

Delivery of Reminder Cards

Census Day

Cut for Nonresponse Followup (NRFU)

Late Cut for NRFU


Update/Leave Enumeration Areas: 

Event

Delivery of Advance Notice Letters

Delivery of Questionnaires

Delivery of Reminder Cards

Census Day

Initial Cut for NRFU

Late Cut for NRFU


1.3.4 Delivery of Questionnaires in Other Languages 

Date

March 6 - March 8

March 13 - March 15

March 20 - March 22

April 1

April 11

April 18


Date

March 1 - March 3

March 3 - March 30

March 27 - March 29

April 1

April 11

April 18


The Census Bureau mailed census forms in five other languages (Chinese, Korean, Spanish, 
Tagalog, and Vietnamese) to housing units that requested them. The advance notice letter 
provided the respondent with the opportunity to make this request. 

2. METHODOLOGY 

The data files used to calculate the mail return rates are:


� Hundred percent Census Edited File with the reinstated housing units (HCEF_D’)

� March 2001 Master Address File (MAF) Extract

� Decennial Response File - Stage 2 (DRF-2)

� Decennial Master Address File (DMAF)


2.1 Hundred Percent Census Edited File with the Reinstated Housing Units (HCEF_D’) 

The primary file used to calculate the mail return rates was the HCEF_D’. We used this file to 
identify the housing units to include in the return rates. The HCEF_D’ contained variables that 
were used to limit the return rate denominator to occupied housing units in mailback areas which 
were deliverable. The MAILD variable from the HCEF_D’ identifies the date on which a mail 
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return questionnaire was checked into the Data Capture Centers. The HCEF_D’ also contains 
information on which form type (short versus long) was received by each housing unit. The 
definitions of the HCEF_D’ variables can be found in Appendix A. 

2.2 March 2001 Master Address File (MAF) Extract 

The March 2001 MAF extract determined which addresses had been added to the DMAF through 
an operation prior to Nonresponse Followup (NRFU). Only these addresses were eligible for the 
return rate denominator. We merged the action code variables for these operations onto the 
HCEF_D’ from the March 2001 MAF extract. One of these MAF action code variables also was 
used to eliminate addresses deleted during Update/Leave (U/L) and Urban Update/Leave (UU/L) 
questionnaire delivery or deleted from either NRFU or Coverage Improvement Followup (CIFU) 
from the return rate denominator. These deleted addresses could not have received 
questionnaires and thus were ineligible to respond. The definitions of the MAF variables used in 
calculating return rates can be found in Appendix B. 

2.3 Decennial Response File Stage 2 (DRF-2) 

The DRF-2 is the file representing the capture of questionnaire data from Census 2000 and was 
used to determine which housing units had a valid mail return. We created a variable called 
DC_DRF from the RSOURCE variable on the DRF-2 to identify those addresses with a mail 
return. The DC_DRF variable was created based on all returns for an address on the DRF-2. 
This variable was merged onto the HCEF_D’ in order to calculate the return rates. For 
information on the variables used to create the DC_DRF variable, see Appendix C. In addition, 
Appendix C contains the logic used to create the DC_DRF variable. 

2.4 Decennial Master Address File (DMAF) 

We did not use DMAF variables to calculate the return rates. However, the mail response rates 
mentioned in this evaluation were calculated using DMAF data. For information on DMAF 
variables see U.S. Census Bureau, 2000b. 

2.5 Calculation of the Mail Return Rate 

The mail return rate denominator included occupied housing units in mailback areas that were 
added to the DMAF by operations prior to NRFU and were neither undeliverable by the USPS 
nor deleted during the Census Bureau delivery operation. The mail return rate numerator 
included housing units in the denominator that had a valid mail return and a mail return check-in 
date of April 18, 2000 (the date of the cut for the NRFU universe) or earlier (variable MAILD, 
values of ‘0101' through ‘0418', inclusive). Addresses with a valid mail return but no MAILD 
date (MAILD values of ‘0000', ‘0099', and ‘2000') were included in the mail return rate 
numerator if they did not have a NRFU or CIFU data capture as determined using the DRF-2. 
The mail return rate was calculated for the geographic levels of tract, county, and state by 
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summing the housing units up to each geographic level, dividing the numerator by the 
denominator, and rounding to the nearest tenth of a percentage point. The national mail return 
rate was created by summing the state numerators and denominators to the national level. 

2.5.1 Mail Return Rate Denominator 

Several criteria were used to identify addresses on the HCEF_D’ for the mail return rate 
denominator. Only housing units in mailback areas (TEA variable, values of 1, 2, 6, 7, or 9) 
were included in the denominator. Additionally, only addresses that were not identified by the 
USPS and the Census Bureau as undeliverable were included in the denominator (UAA variable 
value of 0 or 5). The NPHU variable (value>00) was used to determine that a housing unit was 
occupied. The definitions of these HCEF_D’ variables can be found in Appendix A. One of the 
MAF action code variables, the Questionnaire Delivery Action Code (QSTDELAC�D), was 
used to eliminate addresses deleted during U/L and UU/L questionnaire delivery from the return 
rate denominator. 

Several variables from the March 2001 MAF Extract also were used in the calculation of the 
denominator. We excluded housing units from the return rate denominators unless the record 
had an action code variable indicating that it was added, corrected, moved to a new block, 
verified, or edited (values=A, C, M, V, or E) in one of the following operations that occurred 
prior to NRFU: 

•Address Listing

•Block Canvassing

•Local Update of Census Addresses 1998 (LUCA 98)

•LUCA 98 Field Verification

•LUCA 99 Relisting

•LUCA 98 Appeals

•LUCA 99 Appeals

•U/L or UU/L Questionnaire Delivery

•1990 Address Control File

•Dress Rehearsal-specific Operations


An address that was added through one of the first three Delivery Sequence Files (DSFs) also 
was eligible for the return rate denominator. 

Separate mail return rate denominators were created for each of three Type of Enumeration Areas 
(TEAs), for each of the two form types (short versus long), and for each TEA by form type. The 
three TEAs are Mailout/Mailback (TEA variable value of 1 or 6), U/L (value of 2 or 9) and UU/L 
(value of 7). Questionnaire form type was determined using the ASAM variable (value of 1 for 
short form and 6 for long forms). 
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2.5.2 Mail Return Rate Numerator 

For a housing unit to be in the mail return rate numerator, it had to be a mail return that was in 
the return rate denominator. Mail returns were determined using the DC_DRF variable from the 
DRF-2. An address had a valid mail return if this variable indicated that it had a data capture in 
the form of a paper mail return, an Internet return, a Be Counted form, a Telephone 
Questionnaire Assistance (TQA) return, or a Coverage Edit Followup return. 

The MAILD variable from the HCEF_D’ was used to determine the date of a mail return’s 
check-in. If the MAILD variable indicated that a return for the housing unit was received on or 
before April 18, 2000 (‘0101’�MAILD �‘0418’), then the address also was in the mail return 
rate numerator. 

There were some addresses with mail returns according to DC_DRF but no MAILD date (values 
of ‘0000’, ‘0099’, or ‘2000’). These addresses were assigned to the mail return rate numerator 
based on whether or not they had data captures in the NRFU or CIFU operations (DC_DRF 
variable digits 6 or 7). Only addresses with no mail returns on April 18, 2000 were supposed to 
be included in those two followup operations. Therefore, addresses with neither a NRFU nor a 
CIFU data capture were assigned to the mail return rate numerator. 

2.6 Calculation of the Final Return Rate 

Like the mail return rate, the final return rate is a measure of resident cooperation and 
participation in Census 2000.  The difference is that the final return rate is not restricted to mail 
returns received before the cut for the NRFU universe. As with the mail return rates, the final 
return rates were calculated by dividing the numerator by the denominator and rounding to the 
nearest tenth of a percentage point. 

2.6.1 Final Return Rate Denominator 

The final return rate has the same denominator calculated from the HCEF_D’ as the mail return 
rates. See Section 2.5.1. 

2.6.2 Final Return Rate Numerator 

The final return rate numerator was calculated by including all valid mail returns as determined 
by the DC_DRF variable from the DRF-2 that were in the return rate denominator. Most of these 
mail returns had MAILD check-in dates between January 1 and October 19, 2000. Mail returns 
with no MAILD date which the DC_DRF variable showed with NRFU or CIFU data captures 
were assigned to the final return rate and not the mail return rate. 
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2.7 Calculation of the Daily Return Rates 

The daily return rates were calculated in a manner similar to the mail and final return rates. For 
the cumulative daily return rates, the denominators were the same for all rates. The numerators 
for each date of the year 2000 were calculated by limiting the numerators to addresses with mail 
return check-in dates on or before the particular date. For instance, the cumulative daily return 
rate numerator for May 5 was limited to addresses with a MAILD value less than or equal to 
‘0505’. As previously stated, the final date on which questionnaires with a MAILD date were 
received was October 19 (MAILD=‘1019’). To determine the daily increase in the return rate, 
the numerators were calculated by limiting the numerators to addresses with mail return check-in 
dates on a particular date. For those mail returns in the denominator that did not have a valid 
MAILD date on the HCEF_D’, we assigned a date of either April 18 or December 31 based on 
the existence of a NRFU or CIFU data capture. If these mail returns had neither a NRFU nor a 
CIFU data capture, then they were assigned a date of April 18. Those mail returns with either a 
NRFU or a CIFU data capture were assigned to the December 31 return rate. 

2.8 Calculation of the Return Rates for Demographic Groups 

The denominators and numerators for the return rates for the demographic groups were 
calculated similarly to the total return rates except that the denominators and numerators were 
limited by the demographic or housing characteristic of interest using the person and housing unit 
variables from the HCEF_D’. These variables reflect the residents’ responses to the census 
questionnaire. After merging the person variables onto the housing unit and block variables, the 
denominator was limited to records with a relationship of householder (variable QREL=01). The 
householder is defined as the household member in whose name the housing unit was owned or 
rented on Census Day and is usually the person who filled out the questionnaire. Only the 
householder in each housing unit was used in order to have one set of characteristics for each 
household. 

We calculated the return rates by tenure using the STENURE variable with a value of 1 or 2 
representing owner-occupied housing units and values of 3 and 4 for rented housing units. 
Records were characterized by household size using the NPHU variable which indicates the 
number of residents of each housing unit. Householders were divided into two groups by 
Hispanic ethnicity with Non-Hispanic householders having a QSPANX variable value of 1 and 
Hispanics householders having a QSPANX variable value of 2, 3, 4, 5, 6, or 7. 

Householders included in the return rates were divided into seven racial groups. The six single 
race groups were those that did not indicate more than one race (QRACE2 variable=‘000’).  In 
addition, we identified a race category for householders who reported more than one race 
(QRACE2>’000’). We determined the six single race groups using the QRACE1 variable. 
These races are White (‘100’�QRACE1 �‘199’), Black or African American (‘200’�QRACE1 
�‘299’), American Indian and Alaska Native (‘300’�QRACE1 �‘399’ or QRACE1 �‘A01’), 
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Asian (‘400’�QRACE1 �‘499’), Native Hawaiian and Other Pacific Islander (‘500’�QRACE1 
�‘599’), and Some other race (‘600’�QRACE1 �‘999’). 

Householders were divided into five age categories based on the values of the QAGE variable. 
These groups are 15 to 17 years old, 18 to 24 years, 25 to 44 years, 45 to 64 years, and 65 and 
older. By definition, householders must be at least 15 years old. The definitions of the 
HCEF_D’ variables used in calculating return rates can be found in Appendix A. 

2.9 Application of Quality Assurance Procedures 

Quality Assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report. A description of the procedures used is provided in the “Census 2000 
Evaluation Program Quality Assurance Process.” 

3. LIMITATIONS 

3.1 Missing Check-in Dates for Some Mail Returns 

Appendix D shows a table with nineteen categories into which all addresses in the return rate 
denominator could be grouped based on their values for the DRF-2 variable DC_DRF and the 
HCEF_D’ variable MAILD. The rows of data in the table depend on the values of the DC_DRF 
variable from the DRF-2. The columns in the table are the values of MAILD on the HCEF_D’. 

There were 404,355 valid mail returns (0.4 percent of the return rate denominator) for which the 
HCEF_D’ variable MAILD did not indicate a check-in date (cells 1A, 1B, 2A, 2B, 6A, 6B, 7A, 
and 7B). These returns were assigned to either the mail return rate or the final return rate based 
on whether or not their addresses also had a NRFU or CIFU return. Housing units with a valid 
mail return, no check-in date, and no data capture for NRFU and CIFU were assigned a date of 
April 18 and included in the mail return rate. These 41,928 mail returns are shown in cells 1A, 
2A, 6A, and 7A of the table in Appendix D.  Mail returns without a valid MAILD value and with 
a data capture for NRFU or CIFU were assigned a date of December 31 and included in the final 
return rate. These 362,427 housing units are shown in cells 1B, 2B, 6B, and 7B in the table in 
Appendix D. The other problem with the MAILD variable is that it only reflects the date of 
check-in at the DCC, not the date on which a questionnaire was completed, mailed or even the 
date on which the form was received by the DCC. 

3.2 No Precise Cut-off Date for Nonresponse Followup Universe 

A housing unit was counted toward the mail return rate numerator if MAILD indicated a 
check-in date prior to the late cut for NRFU. That date was set at April 18, 2000 but users of the 
rates should keep in mind that there was some noise in the data with respect to the date since the 
NRFU universe was generated on a flow basis. That is, the NRFU universe of all the housing 
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units was not set instantaneously at midnight of April 18. The actual cut might have fallen on 
either side of that date for some housing units. 

3.3 Housing Units in Denominator Not in Mailout 

Some occupied housing units on the HCEF_D’ from Mailout/Mailback and Update/Leave areas 
were added after the mailback universe was set. Hence, they are being counted toward the return 
rate denominator but did not have a chance to respond by mailback means prior to the late cut for 
NRFU. 

3.4 Issues with Comparison of Results to Previous Censuses 

The definition of mail return rate for Census 2000 is not exactly the same as that from 
previous censuses. These differences are the following: 

•	 The TEAs in previous censuses were defined differently than those in 2000 and included 
different parts of the country. 

•	 The timing of the mailout and the cut for NRFU were different for each of the 1970, 
1980, 1990, and 2000 censuses. 

Specifically for comparing 2000 to 1990: 

•	 Like the 2000 final return rates, 1990 mail return rates at the state, county, and tract levels 
in 1990 were calculated based on all returns during the year. The 1990 national return 
rate was calculated with returns through the cut for NRFU. 

3.5 Form Type of Mail Returns Based on Form Type Received by Respondent 

Since this report does not analyze item non-response on valid mail returns, it is possible that 
some long forms that were returned did not contain complete data. The return rate analysis by 
form type was done based on which form the respondents received from the Census Bureau. 

4. RESULTS 

4.1 What were the Return Rates for the Nation? 

The results presented in this report are for the fifty states and the District of Columbia. They do 
not include Puerto Rico. There were 101,398,131 occupied housing units in mailback areas in 
Census 2000 that were added to the DMAF prior to NRFU and to which the United States Postal 
Service or the Census Bureau delivered questionnaires. This number is the national return rate 
denominator. Of this number, 17,144,689 housing units or 16.9 percent of the housing units 
received a long form questionnaire. Thus, the sampling rate for the long forms was just slightly 
above one in six or 16.7 percent. 
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Table 2 shows the total mail return rates and these rates by form type based on mail returns 
received on or before April 18, 2000. The data presented in the table are grouped into three 
TEAs - Mailout/Mailback (MO/MB) (TEAs 1 and 6), U/L (TEAs 2 and 9), and UU/L (TEA 7). 
The national mail return rate was 74.1 percent, meaning that 75,163,020 households returned 
their questionnaires in time to avoid the necessity of enumeration in Nonresponse Followup. 
This mail return rate is about the same as the 1990 mail return rate of 74.1 percent (U.S. Bureau 
of the Census, 1992b), halting the decades of decline in respondent cooperation as described in 
Section 1.1. 

The table shows that 76.4 percent or 64,357,968 housing units who received short forms returned 
them by April 18, 2000. In contrast, only about 63.0 percent of households who were delivered 
long forms returned them by that date. This 13.4 percentage point discrepancy means that a 
higher proportion of the data was collected by Census Bureau interviewers in NRFU on long 
forms than was the case for short form households. For information about the quality of data 
collected during NRFU for long and short forms, see Census 2000 Evaluation B.1: Analysis of 
the Imputation Process for 100 Percent Household Population Item (U.S. Bureau of the Census, 
2001b). Approximately 14.4 percent of mail returns were long forms, a substantially lower 
percentage than the overall 16.9 percent sampling rate. 

Table 2.  National Mail Return Rates on or before April 18, 2000 by Form Type and Type 
of Enumeration Area for the Fifty States and the District of Columbia 

Form Type 

Type of Enumeration Total Short Long Difference 
TOTAL 74.1% 76.4% 63.0% 13.4% 

Mailout/Mailback 75.1% 77.2% 63.4% 13.7% 

Update/Leave 69.6% 72.3% 61.9% 10.4% 

Urban Update/Leave 63.7% 65.7% 52.3% 13.3% 

Source: HCEF_D’, DRF-2, and March 2001 MAF Extract. 

The difference in return rates by form type is not surprising, given the difference in response 
burden between the short form and the long form. The short form only includes seven questions. 
Person one was asked for name, age, sex, race, Hispanic ethnicity, and tenure. In addition to 
name, age, sex, race, and Hispanic ethnicity, persons two through six were also asked 
relationship to person one. In comparison, the long form has a total of 53 questions on a variety 
of topics including income, utilities, ancestry, and occupation. This gap between short form mail 
return rates and long form mail return rates varies by TEA, with MO/MB households having the 
greatest difference in return rates by form type and households in U/L areas having the smallest 
gap. 

Another noticeable variation in return rates is that housing units in MO/MB areas returned a 
much greater proportion (75.1 percent) of their forms than those in U/L (69.6 percent) and, 
especially, UU/L (63.7 percent) areas. One explanation for this difference is that MO/MB areas 
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are generally more prosperous and have greater exposure to media advertising the census than 
more sparsely populated U/L areas and inner-city UU/L areas.  Another potential explanation is 
the delivery schedule for U/L and UU/L areas is longer than the schedule for MO/MB 
(March 3-30 vs. March 13-15). Residents in U/L and UU/L areas that received their 
questionnaires at the end of the delivery schedule had less time to fill them out than residents in 
MO/MB areas that received their questionnaires at the end of the MO/MB schedule. 

Additionally, there are often problems with postal delivery in UU/L and U/L areas and those 
households were less likely to receive the advance notice and reminder postcard. As a result of 
this discrepancy, a smaller proportion of residents of U/L and UU/L areas were self-enumerated 
than residents of primarily urban and suburban MO/MB areas with city-style addresses. For the 
mail return rates by form type for each of the fifty states, the District of Columbia, and Puerto 
Rico, see U.S. Bureau of the Census, 2002b. 

Table 3 shows the final return rates as of December 31, 2000 by TEA and form type. The 
number of households in mailback areas that returned their questionnaires after April 18, 2000 
was 4,367,080, increasing the final return rate by 4.3 percentage points over the mail return rate. 
The final return rate of 78.4 percent indicates the percentage of households in mailback areas that 
returned their questionnaires by the end of the year. Note the last form which was received and 
process was on October 19, 2000. In 1990, the final return rate was 75.0 percent, which included 
returns that were received through the end of the census. 

Table 3. National Final Return Rates on or before December 31, 2000 by Form Type and 
Type of Enumeration Area for the Fifty States and the District of Columbia 

Form Type 

Type of Enumeration Total Short Long Difference 
TOTAL 78.4% 80.1% 70.5% 9.6% 

Mailout/Mailback 78.6% 80.1% 69.9% 10.2% 

Update/Leave 77.9% 79.9% 72.1% 7.8% 

Urban Update/Leave 70.8% 72.3% 62.5% 9.8% 

Source: HCEF_D’, DRF-2, and March 2001 MAF Extract. 

Most of the patterns in the return rates revealed in Table 3 are similar to those in Table 2, though 
final return rates for all groups are, of course, higher. Short form final return rates (80.1 percent) 
are higher than long form final return rates (70.5 percent) and this difference is greatest in 
MO/MB areas. The MO/MB areas have the highest final return rate (78.6 percent) among TEAs 
and UU/L areas have the lowest (70.8 percent). One noteworthy difference between final and 
mail return rates is that the discrepancy between short form return rates and long form return 
rates is substantially lower for final return rates (9.6 percent) than for mail return rates (13.4 
percent). Many households with long forms returned those forms at a later date than households 
who received short forms.  The form type gap decline in the final return rates was true for all 
TEAs. 

-13-




Table 4 compares the mail return rates and the final return rates for the national total and for each 
of the three TEAs. The data reveal that there was a greater increase in U/L and UU/L areas 
between April 18 and the end of the year than in MO/MB areas. Thus, the gap among the TEAs 
that is evident in the mail return rates is not as great for the final return rates. The MO/MB mail 
return rate is 5.5 percentage points higher than the U/L mail return rate, while the MO/MB final 
return rate is about 0.6 percentage points higher than the U/L final return rate. 

Table 4. Comparison of Mail Return Rates as of April 18, 2000 and Final Return Rates as 
of December 31, 2000 by Type of Enumeration Area for the Fifty States and the District of 
Columbia 

As of 

Type of Enumeration April 18, 2000 December 31, 2000 Difference 

TOTAL 74.1% 78.4% 4.3% 

Mailout/Mailback 75.1% 78.6% 3.4% 

Update/Leave 69.6% 77.9% 8.3% 

Urban Update/Leave 63.7% 70.8% 7.2% 

Source: HCEF_D’, DRF-2, and March 2001 MAF Extract. 

In Table 5, we compare mail return rates and final return rates by TEA for short forms. The 
patterns of these data are similar to those observed in Table 4. 

Table 5. Comparison of Mail Return Rates as of April 18, 2000 and Final Return Rates as 
of December 31, 2000 for Short Forms by Type of Enumeration Area for the Fifty States and 
the District of Columbia 

As of 
April 18, 2000 December 31, 2000 Difference 

TOTAL 76.4% 80.1% 3.7% 

Mailout/Mailback 77.2% 80.1% 2.9% 

Update/Leave 72.3% 79.9% 7.6% 
Urban Update/Leave 65.7% 72.3% 6.6% 

Source: HCEF_D’’, DRF-2, and March 2001 MAF Extract. 

Table 6 shows the same rates as Tables 4 and 5 but for long forms. It is clear that a particularly 
large proportion of long form households in UU/L and U/L areas returned mailback 
questionnaires after April 18. Another interesting pattern in these data is that the late return of 
long form U/L questionnaires actually increases the U/L long form final return rate to a higher 
level (72.1 percent) than the equivalent rate (69.9 percent) in MO/MB areas. 
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Table 6.  Comparison of Mail Return Rates as of April 18, 2000 and Final Return Rates as 
of December 31, 2000 for Long Forms by Type of Enumeration Area for the Fifty States and 
the District of Columbia 

As of 
April 18, 2000 December 31, 2000 Difference 

TOTAL 63.0% 70.5% 7.4% 

Mailout/Mailback 63.4% 69.9% 6.4% 

Update/Leave 61.9% 72.1% 10.2% 
Urban Update/Leave 52.3% 62.5% 10.2% 

Source: HCEF_D’’, DRF-2, and March 2001 MAF Extract. 

4.2 What were the Daily Return Rates? 

Figure 1 (in Appendix E) shows the cumulative mail return rates by form type for each day from 
March 3 until April 18, 2000. These dates correspond to beginning of questionnaire delivery by 
Census Bureau staff in U/L areas and the cut for the NRFU universe, respectively. Addresses for 
which mail returns were received after April 18 were still visited by enumerators in NRFU. The 
x-axis on the figure shows the date and the y-axis shows the cumulative mail return rate for each 
date. The light-shaded line indicates the return rates for long forms, the medium-shaded line for 
short forms, and the thickest and darkest line is the total cumulative daily return rate. The data 
for Figures 1 through 4 can be found in Appendices F and G. Appendix F shows the daily 
increase and cumulative mail returns for both the return rate numerator and the return rate, as 
well as key census dates. Appendix G-1 shows the same data for short forms and Appendix G-2 
for long forms. 

As indicated by Figure 1, the return rates gradually increased after the beginning of U/L delivery 
until about March 15. On that date, the mailout of questionnaires (March 13 - 15) in MO/MB 
areas caused a surge in the return rates as a large majority of households received their 
questionnaires and many began to return them. Due to the time required for the USPS to deliver 
mail, there is approximately a two day lag between the date that householders mailed their form 
and their check-in at the Data Capture Centers (DCCs). As expected based on the lower overall 
return rates for long forms, the line indicating long form return rates increases more gradually 
than the lines for total and short form return rates. Within a week of the mailout of 
questionnaires, a substantial gap is evident between long form return rates and the higher short 
form and total return rates. Since most questionnaires are short forms, it is not surprising that the 
pattern of returns for short forms is parallel but slightly higher than that for the total return rate. 

Aside from the initial surge in mail returns beginning March 15, the general pattern evident in 
Figure 1 is one in which the return rate increased rapidly for a few weeks and then began to level 
off. A second period of accelerated returns occurred around March 20 with declines in the slope 
of the lines after March 23 and March 28. By the cut for the NRFU universe on April 18, the 
increase in the return rates has become gradual, indicating that most households who are likely to 
return their forms had done so on that date. 
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Figure 2 (in Appendix E) better reveals some of the patterns mentioned above. This figure shows 
the daily increase of the return rates rather than the cumulative rates for each date from March 3 
through April 18, 2000. As in Figure 1, different lines indicate the mail returns for the total and 
for each form type. This figure reveals certain interesting patterns in the daily return of 
questionnaires. As described before, a higher proportion of short form mail returns were 
received at earlier dates. Due to the greater amount of time and effort in filling out the long 
form, many long form households took longer to return their questionnaires. The initial peak 
period of returns after the mailout was much greater for short forms than long forms and 
occurred on earlier days.  On March 15, 3.2 percent of short forms were returned compared to 
1.2 percent of long forms. Two days later, on March 17, 5.3 percent of short forms were checked 
in compared to 2.3 percent of long forms. 

As Figures 1 and 2 show, most short form mail returns came in between March 15 and 
March 28. Long forms were returned in the greatest numbers between March 20 and April 1. In 

fact, contrary to the short form pattern, the March 27/28 spike in returns was relatively much 
greater for long forms than the March 16/17 spike. For most of the period after March 28, long 
forms were actually being returned at a higher rate than short forms and the gap between the 
cumulative return rates for the two form types decreased. This can be seen in Figure 2 which 
shows the line for long forms to be higher than that for short forms for almost every date after 
March 28. This indicates that the late cut for NRFU (April 18) resulted in a lower long form 
workload for NRFU (as compared to an April 10 date), reducing respondent burden. However 
the rate of returns for both form types was well below one percent for every date after April 10. 

The data indicate an increase in mail returns after the reminder postcards were mailed (March 20 
and March 22). For both long forms and short forms, the greatest increase in mail return rates 
occurred on these dates and the days immediately following. The DCCs received short form 
returns at an especially high rate from March 20 through March 23, with a peak daily increase of 
6.0 percentage points on March 22, 2000. For long forms, this peak occurred from March 21 
through March 24 with the greatest daily increase of 4.9 percentage points on March 23 and 24. 

Figure 2 also indicates that households, particularly those with long forms, exhibited some 
tendency to hold their questionnaires until Census Day (April 1, 2000). Figure 2 shows a spike 
in long form returns on April 3 and 4 and a smaller increase in short form returns on April 3, two 
days after Census Day. Between the initial cut for NRFU on April 10 and the final cut on 
April 18, households continued to send in mail returns at a substantial, though relatively low and 
dwindling, rate. During that period, 629,296 long forms or 3.7 percent of long forms were 
returned and 1,912,012 short forms or 2.3 percent of short forms were checked in. Without a 
final NRFU universe cut on April 18, the NRFU workload would have been increased by this 
number of housing units. 

Figure 3 (in Appendix E) shows the increase in return rates by form type for the entire year of 
2000. The left side of this figure is the same as Figure 1 but Figure 3 extends the timeline of 
cumulative mail returns from April 18 to December 31. The figure reveals that the return rates 
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leveled off after April 18 with a gradually flattening slope for all three lines. The pattern was 
similar for the different form types although the gap in rates between long and short forms was 
gradually narrowed as time passed. For the total return rate, 4,367,080 mail returns were checked 
in after April 18. These forms resulted in an increase in the return rate of 4.3 percentage points. 
Between April 18 and the end of the year, the short form return rate increased by 3.7 percentage 
points (3,092,295 households) and the long form increased by 7.4 percentage points 
(1,274,785 households). For nearly every single date after March 28, the daily percentage 
increase in return rate was greater for long forms than for short forms. As Appendices A and B 
show, the last confirmed date on which questionnaires were checked in was October 19, 2000, 
when three short forms were received. Prior to that day, 39 short forms and 9 long forms were 
checked in to the DCCs on September 15. The last date for which we have check-ins which 
resulted in a rate increase was July 22 for short forms when the short form return rate reached 
79.7 percent. For long forms, this date was August 19 when the long form return rate leveled off 
at 69.9 percent. 

Figure 4 (in Appendix E) is an extension of Figure 2 through the end of 2000. It shows the daily 
increase in the return rates by form type for the entire year. After April 18, the number of mail 
returns continued to decline until very few forms were being received by May 6. As noted 
above, a relatively higher increase was observed for long forms than short forms for these mail 
returns in late April, May, and June.  The figure shows several small weekly peaks on Fridays in 
May when a substantial number of forms were checked in to the DCCs. It appears that shipments 
of mail returns may have arrived at the DCCs on Fridays or that the DCC staff may have held 
mail returns during the week to check in on Friday. The largest single-day receipt of mail returns 
after April 18 was on June 15 when 257,889 long forms and 667,951 short forms were checked 
in. 

The final increase in the return rates that appears on Figure 4 is on December 31, 2000. Those 
404,342 questionnaires are the mail returns for which no mail return check-in date was recorded 
and for which there was a NRFU or CIFU data capture in addition to a mail return data capture. 
Since only mail returns received after April 18 could be in the NRFU or CIFU workloads, we 
determined that these mail returns came in after that date. We assigned a check-in date of 
December 31 to these mail returns and they were included in the final return rate. Mail returns 
without a check-in date that were not in the NRFU and CIFU universe were assigned a date of 
April 18 and included in the mail return rate. 

Some of the daily fluctuation of mail returns observed in Figures 2 and 4 can be explained by the 
effect of the day of the week. More questionnaires were checked in on Thursdays (18.4 percent 
of all mail returns during the year), Fridays (16.2 percent), and Wednesdays (16.1 percent) than 
on other days of the week. Relatively few questionnaires came in on Sundays (9.2 percent) and 
Saturdays (11.0 percent). The dearth of check-ins on Sunday is probably the result of the fact 
that the USPS does not normally deliver mail on Sunday and that the DCCs worked fewer hours 
on weekends and thus checked in fewer forms on those days. Also, if respondents held their 
questionnaires until the beginning of a work week (Monday) to mail, then their forms would 
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likely have arrived Wednesday or Thursday at the DCCs, explaining the increase in check-ins on 
those days. 

4.3 What were the Return Rates for Various Demographic Groups? 

Table 7 presents the mail return rates as of April 18, 2000 for five different categories classified 
by age of householder. The householder is defined as the household member in whose name the 
housing unit was owned or rented on Census Day and is usually the person who filled out the 
questionnaire. By definition, there is exactly one householder for every occupied housing unit. 
The second, third, and fourth columns in Table 7 list the total mail return rate, short form return 
rate, and long form return rate respectively for each of the age groups. The last column is the 
difference between the short form and long form mail return rates for the various groups. The 
five age categories are 15 to 17 years old, 18 to 24 years, 25 to 44 years, 45 to 64 years, and 
65 years and over. Householders must be at least 15 years old. 

This table shows that the propensity to respond increases with age. The oldest householders had 
the highest return rate (86.1 percent) and the youngest group had an extremely low return rate 
(31.3 percent). Householders in the two age groups older than 45 were substantially more likely 
to return their forms than younger householders. As a result census data for younger households 
may be of a lower quality than that for older households. Persons under 25 made up 5.1 percent 
of all householders and 3.6 percent of all mail returns. Conversely, persons over 65 were 
21.0 percent of all householders but were 24.4 percent of all respondents by mail. The 
numerators and denominators for the mail return rates by age of householder can be found in 
Appendix H. 

As expected, short form return rates were higher than long form return rates for all age groups. 
The 25 to 44 year age groups had the largest form type disparity and the 15 to 17 year age group 
had the smallest form type return rate disparity. 

Table 7. Mail Return Rates as of April 18, 2000 by Age of Householder and Form Type for 
the Fifty States and the District of Columbia 

Form Type 
Age in Years Total Short Long Difference 

TOTAL 74.1% 76.4% 63.0% 13.4% 
15-17 31.3% 32.0% 28.0% 3.9% 
18-24 52.2% 54.6% 39.6% 14.9% 
25-44 67.4% 70.1% 54.1% 16.0% 
45-64 78.0% 80.4% 66.5% 13.8% 
65 or older 86.1% 87.7% 78.8% 8.9% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

Table 8 is similar to Table 7 but shows the final return rates as of December 31 for each of the 
age categories. The patterns seen in the table are similar to Table 7, with older age groups having 
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higher return rates. The increase in the mail return rates after April 18 was greatest for the 25 to 
44 year group (4.9 percentage points) and least for the 65 and older age group (2.9 percentage 
points). For all age groups, the long form return rates increased more than the short form return 
rates after the cut for NRFU. The 18 to 24 year age group had the largest form type gap in final 
return rates. For long forms, the least increase from the mail return rates to the final return rates 
came in the youngest and smallest age group. 

Table 8. Final Return Rates as of December 31, 2000 by Age of Householder and Form 
Type for the Fifty States and the District of Columbia 

Form Type 
Age in Years Total Short Long Difference 

TOTAL 78.4% 80.1% 70.5% 9.6% 

15-17 34.8% 35.2% 33.0% 2.1% 

18-24 56.9% 58.8% 46.8% 12.0% 

25-44 72.3% 74.3% 62.4% 11.9% 

45-64 82.4% 84.0% 74.4% 9.7% 

65 or older 89.1% 90.1% 84.0% 6.1% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

Table 9 compares the mail return rates as of April 18 for seven groups of respondents classified 
by race. The first six race categories included householders who identified as a member of only 
one race. All householders who identified as being of more than one race are including in the 
last row in the table. The second column in Table 9 gives the total mail return rate for each racial 
group and the third and fourth columns give the mail return rates for short and long forms 
respectively. The last column is the difference between the short form and long form return rates 
for each group. The six single race categories are White, Black or African American, American 
Indian and Alaska Native, Asian, Native Hawaiian and Other Pacific Islander, and persons 
reporting some other race. These data are only for householders, not for other household 
members. 
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Table 9. Mail Return Rates as of April 18, 2000 by Race of Householder and Form Type for 
the Fifty States and the District of Columbia 

Race 

TOTAL 

White 

Black 

American Indian 

Asian 

Pacific Islander 

Some Other Race 

Two or More Races 

Form Type 
Total Short Long Difference 

74.1% 76.4% 63.0% 13.4% 

77.5% 79.8% 66.6% 13.2% 

59.7% 62.0% 47.3% 14.7% 

64.5% 67.5% 51.0% 16.5% 

69.8% 72.0% 57.2% 14.7% 

54.6% 56.8% 42.2% 14.6% 

58.7% 61.5% 44.1% 17.4% 

57.7% 60.4% 44.1% 16.3% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

Whites have a higher mail return rate (77.5 percent) than the total return rate. All of the other 
race groups have lower return rates than the total mail return rate. Asians have the highest return 
rate (69.8 percent) after Whites. The lowest mail return rates are those of Pacific Islander 
(54.6 percent) and Multi-racial (57.7 percent) householders. Compared to Whites, all of the 
other races have relatively high differences between short form and long form mail return rates. 
In contrast, the gap between short and long form return rates for Whites is only 13.2 percent. 
Householders of some other race, most of whom are Hispanic, have a short form return rate that 
is 17.4 percentage points higher than their long form return rate. In addition, the long form mail 
return rates for Pacific Islander, Some other race, Two or more races, and Black householders is 
actually below fifty percent. The majority of the long form data for those groups had to be 
collected by enumerators. 

Whites made up 79.5 percent (80,586,586) of all householders and 83.1 percent (62,485,180) of 
all mail returns. The remaining race groups were under-represented in mail returns, particularly 
long form mail returns. For example, American Indians made up 0.6 percent of all householders 
and 0.5 percent of all mail returns, Blacks made up 11.5 percent of all householders and 
9.3 percent of all mail returns, and Asians were 2.9 percent and 2.8 percent of all mail returns. 
For numerators and denominators of the return rates for each race category, see Appendix H. 

Table 10 shows the final return rates as of December 31 for each form type for each of the seven 
race categories. The patterns evident in this table are similar to those in Table 9. Whites have, 
by far, the highest final return rate (81.8 percent), with the other race groups all having return 
rates below the total final return rate of 78.4 percent. The smallest group, Pacific Islanders, had 
the lowest final return rate (59.4 percent). However, the discrepancy between White and all other 
householders declined between April 18 and December 31 as race groups, other than white, 
returned a higher proportion of their questionnaires after the cut for NRFU. American Indians 
showed the greatest increase (6.2 percentage points) from a mail return rate of 64.5 percent to a 
final return rate of 70.7 percent. In contrast, the White final return rate was only 4.2 percentage 
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points higher than the White mail return rate. The differential in return rates by form type 
declined for every race as households returned a higher proportion of long forms than short forms 
after April 18. American Indians had the largest percentage point increase (9.1 percentage 
points) in long form return rates and Blacks had the smallest long form increase (6.8 percentage 
points). 

Table 10. Final Return Rates as of December 31, 2000 by Race of Householder and Form 
Type for the Fifty States and the District of Columbia 

Form Type 
Race Total Short Long Difference 

TOTAL 78.4% 80.1% 70.5% 9.6% 

White 81.8% 83.3% 74.1% 9.2% 

Black 64.3% 66.2% 54.1% 12.1% 

American Indian 70.7% 73.0% 60.1% 12.9% 

Asian 74.6% 76.1% 65.7% 10.4% 

Pacific Islander 59.4% 61.1% 49.8% 11.3% 

Some Other Race 63.3% 65.6% 51.0% 14.6% 

Two or More Races 62.5% 64.8% 51.3% 13.5% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

Table 11 shows the mail return rates as of April 18 by form type for householders by Hispanic 
ethnicity. Householders were categorized by whether or not they identified as being of Hispanic 
or Latino origin. Non-Hispanic householders had a mail return rate of 75.0 percent, 
10.5 percentage points higher than the Hispanic mail return rate of 64.5 percent. This difference 
is not surprising, given the fact that the questionnaires were printed in English and many 
Hispanics have limited proficiency or literacy in English. Persons of Hispanic origin also have 
lower average household incomes and larger households, both characteristics associated with 
lower levels of respondent cooperation in censuses and surveys. While Hispanics made up 
8.7 percent (8,818,956) of all householders in the return rate denominator, their responses 
comprised only 7.6 percent (5,691,968) of all mail returns. 

The data presented in Table 11 show that the relatively high level of mail response by 
non-Hispanic households was particularly true in the case of households receiving long forms. 
Fewer than half (49.7 percent) of all Hispanic householders returned their long form 
questionnaires before April 18, 2000. The form type differential for Hispanic householders was 
17.5 percentage points, versus 13.1 percentage points for Non-Hispanics. 
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Table 11. Mail Return Rates as of April 18, 2000 by Ethnicity of Householder and Form 
Type for the Fifty States and the District of Columbia 

Form Type 
Hispanic or Latino Origin Total Short Long Difference 

TOTAL 74.1% 76.4% 63.0% 13.4% 

Non-Hispanic 75.0% 77.3% 64.1% 13.1% 

Hispanic 64.5% 67.2% 49.7% 17.5% 

Difference 10.5% 10.1% 14.5% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

Table 12 shows the final return rates as of December 31 by Hispanic origin by form type. 
Non-Hispanic householders had a final return rate of 79.3 percent and Hispanic householders had 
a final return rate of 69.2 percent. The increase from April 18 to the end of the year was greater 
for Hispanics (4.7 percentage points) than for Non-Hispanics (4.3 percentage points), resulting in 
a decline in the difference between the two ethnic groups from 10.5 to 10.1 percentage points. 
While both groups had a relatively higher increase in their long form return rates than in short 
form return rates, it was only in late short form mail returns that Hispanics closed the gap 
between themselves and Non-Hispanic respondents. Thus, the disparity between Non-Hispanic 
and Hispanic residents in long form final return rates (14.6 percentage points) was even higher 
than that for mail return rates (14.5 percentage points). The response burden of the long form 
had a particularly negative effect on self-response by Hispanic householders. 

Table 12. Final Return Rates as of December 31, 2000 by Ethnicity of Householder and 
Form Type for the Fifty States and the District of Columbia 

Form Type 
Hispanic or Latino Origin Total Short Long Difference 

TOTAL 78.4% 80.1% 70.5% 9.6% 

Non-Hispanic 79.3% 80.9% 71.6% 9.3% 

Hispanic 69.2% 71.4% 57.0% 14.4% 

Difference 10.1% 9.5% 14.6% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

The mail return rates as of April 18 categorized by household size are presented in Table 13. The 
table shows the mail return rates by form type for each of seven categories based on the number 
of persons in each housing unit. Households consisting of two persons, with a mail return rate of 
78.4 percent, had the largest proportion of residents who responded by April 18, 2000. 
Two-person households, who made up 32.6 percent (33,049,202) of all households in the return 
rate denominator and 34.5 percent (25,906,605) of all mail returns, were the only group that had 
a mail return rate higher than the total mail return rate. Following two-person households in 
respondent cooperation are four-person (73.3 percent), three-person (73.1 percent), and 
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one-person (72.2 percent) households, respectively. Larger households of five persons or more 
have increasingly lower mail return rates as household size increases. Households with seven or 
more people had the lowest mail return rate of 65.0 percent. These large households, who had to 
provide some of their data through Coverage Edit Followup because the mailback questionnaires 
did not have enough space for more than six people, comprised 1.7 percent (1,772,525) of all 
households and 1.5 percent (1,152,531) of mail returns. 

Table 13. Mail Return Rates as of April 18, 2000 by Household Size and Form Type for the 
Fifty States and the District of Columbia 

Form Type 
Persons in Housing Unit Total Short Long Difference 

TOTAL 74.1% 76.4% 63.0% 13.4% 

One 72.2% 73.9% 64.0% 9.9% 

Two 78.4% 80.4% 68.8% 11.6% 

Three 73.1% 75.7% 60.1% 15.6% 

Four 73.3% 76.2% 58.9% 17.3% 

Five 69.4% 72.6% 53.7% 18.9% 

Six 69.0% 72.1% 53.3% 18.7% 

Seven or More 65.0% 68.2% 47.0% 21.2% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

These patterns of response by household size are interesting. One could speculate that, most 
two-person households consist of two adults, which increases the likelihood that one person will 
be available to fill out the questionnaire without greatly increasing the response burden. 
Households in the group with the next highest response, four-person households, are likely to 
contain two adults and two children. While the presence of children means that the adults in 
four-person households are busier than those in two-person households, having two adults 
present means that one is likely present and available to answer and mail the census form. 

The relatively low return rate for one-person households compared to two-person households 
also makes sense. While a person who lives alone only has to fill out the questionnaire for 
himself or herself, a person who is busy, frequently away from home, or unwilling to respond 
also has no one else to fill out the questionnaire. People who live in households with five or 
more people have low return rates for several reasons. The response burden in terms of time and 
effort to fill out the questionnaire increases with each additional person living in the housing unit. 
Also, these households usually contain multiple children, which generally means that the 
household has a low socio-economic status and that adults in the household are pressed for time. 
Some of these large households contain a large number of unrelated adults, as in housing for 
immigrant laborers, who may not be willing to respond to the census or able to provide data for 
their housemates. 
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The patterns described above also are true for the short form mail return rates, although the short 
form return rates are higher. Additionally, the differentials in return rates by household size are 
not quite as large for short forms as for the total return rate. The difference between two-person 
households (80.4 percent) and seven or more person households (68.2 percent) is 12.2 percentage 
points, less than the 13.4 percentage point gap for the total mail return rates. 

A different pattern is evident for long form mail return rates by household size. As in the total 
mail return rate, two-person households have the highest long form mail return rate. However, 
the second highest group is one-person households, followed by three-person households. For 
households with more than two persons, long form mail return rates are inversely related to 
household size. The more people in a household, the less likely they were to return their 
questionnaire. The reason for this is that the long form has a much higher response burden than 
the short form and that burden increases with each additional person in the household. 

Long form return rates are, of course, lower than short form rates. The differentials between 
household size groups also is greater for long forms. The two-person long form return rate 
(68.8 percent) is 21.9 percentage points higher than the seven or more person long form return 
rate (47.0 percent). The last column in Table 13 shows the difference between short and long 
form mail return rates for each household size. There is a relatively small form type differential 
for one- and two-person households but a greater difference for each successively larger 
household size, with the slight exception of six-person households. The large households with 
low return rates have particularly low long form return rates. 

Table 14 shows the final return rates as of December 31 by household size and form type. A 
comparison of Table 14 to Table 13 reveals how return rates for each household size category 
increased after April 18. The relationship between the different groups is similar to that observed 
in Table 13, except that six-person households actually had higher final return rates than 
five-person households. The range for the final return rates was considerably lower than in the 
mail return rates with only a 10.2 percentage point difference between the two-person 
(82.3 percent) and seven or more person (72.1 percent) rates. The differentials among the 
household size groups declined because larger households returned a higher proportion of their 
questionnaires after April 18. While the one-person household final return rate is only 
3.6 percentage points higher than the group’s mail return rate, the seven and greater household 
final return rate is 7.0 percentage points higher. Large households were more likely to hold onto 
their questionnaires and return them at a later date than smaller households. 

One result of the relatively large number of post-April 18 mail returns in larger households is that 
the final short form return rates for one-person, five-person, and six-person household groups 
were equal at 77.2 percent. Thus, the final return rate difference between one-person, 
five-person, and six-person households is due solely to the difference in long form rates. As 
observed for the total return rate, long form return rates for the various household size groups 
increased by more percentage points in the latter part of the year than short form return rates. 
The difference column in Table 14 shows smaller differences than the difference column in 
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Table 13, indicating that the form type differential declined for all household sizes after 
April 18. 

Table 14.  Final Return Rates as of December 31, 2000 by Household Size and Form Type 
for the Fifty States and the District of Columbia 

Form Type 
Persons in Housing Unit Total Short Long Difference 

TOTAL 

One 

Two 

Three 

Four 

Five 

Six 

Seven or More 

78.4% 80.1% 70.5% 9.6% 

75.9% 77.2% 69.5% 7.6% 

82.3% 83.6% 75.6% 8.0% 

77.7% 79.5% 68.4% 11.1% 

78.2% 80.3% 68.1% 12.2% 

74.9% 77.2% 63.6% 13.6% 

75.1% 77.2% 64.1% 13.1% 

72.1% 74.5% 58.2% 16.2% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

Table 15 presents the mail return rates as of April 18 by tenure and form type. We grouped the 
responses to the tenure question into two categories, housing units owned by someone in the 
household and housing units rented by a member of the household. The table shows that 
owner-occupied housing units had a higher mail return rate (80.4 percent) than renter-occupied 
housing units (61.8 percent). Owners were 66.4 percent (67,339,153) of all householders in the 
return rate denominator and 72.0 percent (54,122,900) of all households with mail returns. Some 
reasons that owners are more likely to respond to the census include the facts that owners have a 
high sense of community involvement compared to renters. As Table 15 shows, the difference 
between owners and renters is greater for short forms than long forms. The table also indicates 
that owners had a larger form type differential than renters. 

Table 15.  Mail Return Rates as of April 18, 2000 by Tenure and Form Type for the Fifty 
States and the District of Columbia 

Form Type 
Tenure Total Short Long Difference 

TOTAL 74.1% 76.4% 63.0% 13.4% 

Owner-occupied 80.4% 82.8% 68.8% 14.0% 

Renter-occupied 61.8% 63.9% 50.6% 13.3% 

Difference 18.6% 18.9% 18.2% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

Table 16 shows the final return rates as of December 31 by tenure and form type. A comparison 
of the final return rates and mail return rates reveals the manner in which mail returns after the 
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cut for NRFU differ from those prior to April 18, 2000. The final return rate for owners was 
84.8 percent, 18.9 percentage points higher than the renter final return rate of 65.9 percent. The 
disparity in return rates by tenure increased after April 18. There was a greater increase in long 
form returns for owners (7.9 percentage points) than for renters (6.4 percentage points). Thus, 
the return rate difference between owners and renters increased after April 18. Also, the renter 
final return rates had a large disparity by form type relative to owners. 

Table 16. Final Return Rates as of December 31, 2000 by Tenure and Form Type for the 
Fifty States and the District of Columbia 

Form Type 
Tenure Total Short Long Difference 

TOTAL 78.4% 80.1% 70.5% 9.6% 

Owner-occupied 84.8% 86.5% 76.7% 9.7% 

Renter-occupied 65.9% 67.6% 57.0% 10.6% 

Difference 18.9% 18.9% 19.8% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract. 

4.4 How much did the return rates differ from Census 2000 response rates? 

Table 17 compares the mail response rates for Census 2000 to the mail return rates. Mail 
response rate is essentially a measure of the percentage of the NRFU-eligible housing unit 
workload that was returned by April 18, 2000.  It is a more useful rate for determining NRFU 
workloads and not as good as the return rate for measuring respondent cooperation. The 
denominator of the mail response rate is calculated from the DMAF. It includes all housing units 
in mailback TEAs that were eligible for NRFU and had addresses that were considered adequate 
to attempt delivery by either the USPS or census field staff. The response rate denominator 
(117,661,748 housing units) is larger than the return rate denominator (101,398,131), largely 
because the response rate denominator includes vacant housing units, Undeliverable As 
Addressed (UAA) addresses, some addresses deleted in U/L and UU/L delivery, and deleted in 
either NRFU or CIFU. The response rate numerator (75,608,035 housing units) is calculated 
similarly to the return rate numerator (75,163,020 housing units). For more information on mail 
response rates and their calculation see U.S. Bureau of the Census, 2002b. 

The first column of data in Table 17 shows the mail response rates broken down by total, form 
type, TEA, and form type and TEA. The next column shows the equivalent mail return rates and 
the last column shows the difference between the two rates. The total national mail response rate 
was 64.3 percent, 9.9 percentage points lower than the mail return rate. The difference between 
the two rates is greater for short forms than long forms and even greater for UU/L and U/L than 
for MO/MB areas. 
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Table 17. Mail Return and Mail Response Rates as of April 18, 2000 by Form Type and 
Type of Enumeration for the Fifty States and the District of Columbia 

Rate 

Response Return Difference 
TOTAL 64.3% 74.1% 9.9% 

Form Type Short 66.4% 76.4% 10.0% 

Long 53.9% 63.0% 9.2% 

Type of Mailout/Mailback 65.4% 75.1% 9.7% 
Enumeration Update/Leave 59.3% 69.6% 10.3% 

Urban Update/Leave 50.5% 63.7% 13.1% 

Form Type Short 
and Type of Mailout/Mailback 67.3% 77.2% 9.9% 
Enumeration Update/Leave 61.9% 72.3% 10.4% 

Urban Update/Leave 52.2% 65.7% 13.5% 

Long 

Mailout/Mailback 54.6% 63.4% 8.8% 

Update/Leave 51.9% 61.9% 10.0% 

Urban Update/Leave 41.2% 52.3% 11.1% 

Source: HCEF_D’, DMAF, DRF-2, and March 2001 MAF Extract. 

Table 18 compares the final return and final response rates by form type and TEA. The final 
response rate is similar to the mail response rate but includes all mail returns through the end of 
the year 2000. The total final response rate was 67.4 percent (79,311,175 housing units), 
11.0 percentage points lower than the 78.4 percent (79,530,100) final return rate. This is a 
greater difference than the difference in the mail response and return rates (Table 17). The 
differences between final return and the final response rates for long forms are about the same as 
the difference for short forms. However, the difference between the final return rate and the final 
response rate is greater in UU/L and U/L areas than in MO/MB areas. 
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Table 18. Final Return and Final Response Rates as of December 31, 2000 by Form Type 
and Type of Enumeration for the Fifty States and the District of Columbia 

Rate 

Response Return Difference 
TOTAL 67.4% 78.4% 11.0% 

Form Type Short 69.1% 80.1% 11.0% 

Long 59.4% 70.5% 11.1% 

Type of Mailout/Mailback 68.5% 78.6% 10.1% 
Enumeration Update/Leave 62.6% 77.9% 15.3% 

Urban Update/Leave 54.8% 70.8% 16.0% 

Form Type Short 
and Type of Mailout/Mailback 70.0% 80.1% 10.1% 
Enumeration Update/Leave 64.6% 79.9% 15.4% 

Urban Update/Leave 56.1% 72.3% 16.2% 

Long 

Mailout/Mailback 60.4% 69.9% 9.5% 

Update/Leave 57.0% 72.1% 15.1% 

Urban Update/Leave 47.5% 62.5% 15.0% 

Source: HCEF_D’, DMAF, DRF-2, and March 2001 MAF Extract. 
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Appendix A: Hundred Percent Census Edited File with the Reinstated Housing Units (HCEF_D’) 
Variable Definitions 

BLOCK RECORD (Record Type 1) 

ST Collection FIPS State Code 

COU Collection FIPS County Code 

TRACT Census Tract (Collection) 

TEA Type of Enumeration Area 
1 = Mailout Mailback

2 = Update Leave

3 = List Enumerate

4 = Remote Alaska

5 = “Rural” Update Enumerate (from TEA 2)

6 = Military in Update Leave Area

7 = Urban Update Leave

8 = “Urban” Update Enumerate (converted from TEA 1)

9 = Update Leave (converted from TEA 1)


HOUSING UNIT RECORD (Record Type 2) 

RT Record Type 
2 = Housing Unit Record 

MAFID MAF and DMAF ID 
characters 1-2 = state code when the MAFID was assigned 
characters 3-5 = county code when the MAFID was assigned 
characters 6-12 = control ID 

STENURE “Is this house, apartment, or mobile home–“ 
0 = Not in universe (vacant)

1 = Owned by you or someone in this household with a mortgage or loan

2 = Owned by you or someone in this household free and clear

3 = Rented for cash rent

4 = Occupied without payment of cash rent


NPHU Number of Persons at This Housing Unit 
00 = None

01-97= Persons at this Housing unit


ASAM A Priori Sample 
1 = Short form 
6 = Long form 
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MAILD Mail Return Check-in Month and Day 
0000 = No Mail Return Check-in

0099 = Reverse Check-in

0101 - 1231 = Check-in Day of 1st Return

2000 = Checked in but Date Unknown


UAA Undeliverable As Addressed (UAA) 
0 = No UAA check-in

1 = UAA check-in in NPC only

2 = UAA check-in in NPC; in LCO check-in; no LCO check-out

3 = UAA check-in in NPC; no LCO check-in; in LCO check-out

4 = UAA check-in in NPC; in LCO check-in; in LCO check-out

5 = No UAA check-in in NPC; in LCO check-in; no LCO check-out

6 = No UAA check-in in NPC; no LCO check-in; in LCO check-out

7 = No UAA check-in in NPC; in LCO check-in; in LCO check-out

8 = Not enough Address information - Excluded from the Mailout


CEU Coverage Edit Follow-up (CEFU) Universe 
0 = Not sent to CEFU

1 = Sent for Large Household

2 = Sent for Possible Large Household

3 = Sent for Count Difference - High

4 = Sent for Count Difference - Low


PERSON RECORD (Record Types 3 and 5) 

RT Record Type 
3 = Housing unit person record 
5 = Group quarters person record 

PUID Unit ID Number 
characters 1-2 = state code when the MAFID was assigned 
characters 3-5 = county code when the MAFID was assigned 
characters 6-12 = control ID 

QAGE Age 
000-115 = Age 

QSPANX Hispanic Origin Edit/Allocation Group 
1 = Not Hispanic

2 = Mexican

3 = Puerto Rican

4 = Cuban

5 = Central American, Dominican

6 = Latin/South American

7 = Other Hispanic
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QRACE1 First Race Code 
100-199 = White

200-299 = Black, African American, or Negro

300-399, A01-Z99 = American Indian or Alaska Native

400-499 = Asian

500-599 = Native Hawaiian or Other Pacific Islander

600-999 = Some Other Race


QRACE2 Second Race Code 
000 = Single Race Respondent 
>=100 = Two or More Races 

QREL Relationship 
01 = Householder

02 = Husband/wife

03 = Natural born son/daughter

04 = Adopted son/daughter

05 = Stepson/stepdaughter

06 = Brother/sister

07 = Father/mother

08 = Grandchild

09 = Parent-in-law

10 = Son-in-law/daughter-in-law

11 = Other relative

12 = Brother-in-law/sister-in-law

13 = Nephew/niece

14 = Grandparent

15 = Uncle/aunt

16 = Cousin

17 = Roomer/boarder

18 = Housemate/roommate

19 = Unmarried partner

20 = Foster child

21 = Other nonrelative

22 = Institutional GQ person

23 = Noninstitutional GQ person
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Appendix B: Master Address File (MAF) Variable Definitions 

MAFID MAF and DMAF ID 
characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

MAC(17) MAF Action Codes 
A = Add

C = Correction

D = Delete

M = Block Move

N = Nonresidential

U = Uninhabitable

V = Verify


The 17 Operations are -

(1) Address Listing

(2) Block Canvassing

(3) LUCA 98

(4) LUCA 98 Field Verification

(5) LUCA 99 Relisting

(6) LUCA 98 Appeals

(7) LUCA 99 Appeals

(8) Special Place/GQ


(10) Postal Validation Check

(11) Nonresponse Followup

(12) Be Counted Verification

(13) TQA Verification

(14) Coverage Improvement Followup

(15) New Construction

(16) 1990 ACF (A or blank)


(17) DR - Specific (PALS,TC,TMUC) 
(9) Questionnaire Delivery (UL, UE, UUL, LE, or remote AK) 

MDSF MAF DSF Flags 
0 = Not indicated in the DSF

1 = Flagged as Residential in the Indicated DSF

2 = Flagged as Nonresidencial in the Indicated DSF

3 = Additional Residential Status in Indicated DSF


The 6 DSFs are -

(1) 11/97 or earlier (4) 2/00

(2) 9/98 (5) 4/00

(3) 11/99 (6) unused
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Appendix C: Decennial Response File Stage 2 (DRF-2) Variable Definitions 

RST Collection FIPS State Code 

RUID Unit ID Number (DMAF) 
characters 1-2 = state (when MAF ID was assigned)

characters 3-5 = county 

characters 6-12 = sequence ID 


RSOURCE Source of Return 
-1 = Not Computed

1 = Paper mail back questionnaire from mail out

2 = Paper mail back questionnaire from TQA mail out WITH ID

3 = Paper mail back questionnaire from TQA mail out with NO ID

4 = Paper mail back questionnaire from Update Leave

5 = Paper mail back questionnaire from Update Leave ADD

6 = Paper mail back questionnaire from Update Leave SUBSTITUTE

7 = Paper mail back questionnaire from Urban Update Leave

8 = Paper mail back questionnaire from Urban Update Leave ADD

9 = Paper mail back questionnaire from Urban Update Leave SUBSTITUTE

10 = Paper mail back questionnaire from Request for Foreign Language

11 = Paper mail back questionnaire from BCF marked as whole household

12 = Paper mail back questionnaire from BCF partial household (i.e., NOT

marked as whole household)

13 = Paper enumerator questionnaire from List Enumerate

14 = Paper enumerator questionnaire from Update Enumerate

15 = Paper enumerator questionnaire from Update Enumerate ADD

16 = Paper enumerator questionnaire from Update Enumerate SUBSTITUTE

17 = Paper enumerator questionnaire from Nonresponse Followup (NRFU)

18 = Paper enumerator questionnaire from NRFU ADD

19 = Paper enumerator questionnaire from NRFU SUBSTITUTE

20 = Paper enumerator questionnaire from NRFU Whole Household Usual

Home Elsewhere (WHUHE)

21 = Paper enumerator questionnaire from NRFU In-mover

22 = Paper enumerator questionnaire from Coverage Improvement Followup

(CIFU)

23 = Paper enumerator questionnaire from CIFU ADD

24 = Paper enumerator questionnaire from CIFU SUBSTITUTE

25 = Paper enumerator questionnaire from T-Night

26 = Paper questionnaire for UHE from Service-based Enumeration (SBE)

(Individual Census Questionnaire (ICQ))

27 = Paper questionnaire for UHE from Group Quarters (GQ) enumeration

(Individual Census Questionnaire (ICQ)) 

28 = Paper questionnaire for UHE from Military GQ enumeration (Military

Census Report (MCR))

29 = Paper questionnaire for UHE from Shipboard GQ enumeration (Shipboard

Census Report  (SCR))
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30 = Electronic short form from IDC

31 = Electronic TQA reverse-CATI short form

32 = Electronic TQA reverse-CATI BCF for whole household

33 = Electronic TQA reverse-CATI BCF for partial household

34 = Electronic Coverage Edit Followup (CEFU) from long or short form

35 = Electronic CEFU from BCF for whole household

36 = Electronic CEFU from IDC

37 = Paper enumerator continuation form - unlinked “orphan”


DC_DRF(12) Source of Data Capture 
0 = None

1 = Some Data Capture


The types of data capture for housing units are -
(1) Mail Return (RSOURCE: 1, 4 - 10) 
(2) Telephone Questionnaire Assistance (TQA) (RSOURCE: 31) 
(3) Internet (RSOURCE: 30) 
(4) Be Counted Form (BCF) (RSOURCE: 11, 12) 
(5) CEFU Data Capture (RSOURCE: 34 - 36) 
(6) NRFU Data Capture (RSOURCE: 17 - 21) 
(7) CIFU Data Capture (RSOURCE: 22 - 24) 
(8) TQA/BCF (RSOURCE: 3, 32, 33) 
(9) List Enumerate/Update Enumerate (RSOURCE: 13 - 16) 
(10) Group Quarters (RSOURCE: 25 - 29) 
(11) Orphans (RSOURCE: 37) 
(12) Other (RSOURCE: -1) 
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Appendix D: Nineteen Response Categories of Housing Units in the Return Rate Denominator 

Mail 
Returns 

Non-
Mail 
Returns 

Data Capture Flags 
(DC_DRF from 
DRF-2) 

Paper Mail Return 
or TQA or Internet 
or Be Counted or 
TQA/Be Counted 

CEFU 

NRFU or CIFU or 
No Data Capture or 
Other Data Capture 

Total 

Mail Check in Date (MAILD from HCEF_D’) 

2A* 2B* 

Late Mail Late Late Mail 
Mail Returns Returns Returns 

No Mail Check in Reverse Check in Jan 1 - Apr 10 Apr 11 - Apr 18 Apr 19 - Dec 31 
(0000 or 2000) (0099) (0101 - 0410) (0411 - 0418) (0419 - 1231) Total 

1A* 1B* 3 4 5 

32,105 356,752 8,751 2,595 71,502,686 2,436,346 3,957,673 78,296,908 

6A* 6B* 7A* 7B* 8 9 10 

493 2,332 579 748 1,119,013 63,047 46,980 1,233,192 

11 12 13 14 15 

13,686,198 298,051 41,198 1,804 7,840,780 21,868,031 

14,077,880 310,724 72,662,897 2,501,197 11,845,433 101,398,131 

* A - Neither NRFU nor CIFU data capture B - Either NRFU or CIFU data capture 
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Appendix E: Four Figures Illustrating the Mail Return Rates as of April 18, 2000 and the Final Return Rates as of December 
31, 2000 by Day and Form Type and Daily Percentage Increase in Return Rates by Day and Form Type 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Return RateMail Return Numerator 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Thursday 03/02/2000  - - 0.0% 0.0% 
Friday 03/03/2000  1,376 1,376 0.0% 0.0% U/L delivery begins 
Saturday 03/04/2000  64 1,440 0.0% 0.0% 
Sunday 03/05/2000  51 1,491 0.0% 0.0% 
Monday 03/06/2000  148,153 149,644 0.1% 0.1% Advance notice delivery begins 
Tuesday 03/07/2000  61,719 211,363 0.1% 0.2% 
Wednesday 03/08/2000  175,279 386,642 0.2% 0.4% Advanced notice delivery ends 
Thursday 03/09/2000  233,636 620,278 0.2% 0.6% 
Friday 03/10/2000  418,498 1,038,776 0.4% 1.0% 
Saturday 03/11/2000  178,759 1,217,535 0.2% 1.2% 
Sunday 03/12/2000  215,272 1,432,807 0.2% 1.4% 
Monday 03/13/2000  748,616 2,181,423 0.7% 2.2% Questionnaire mailout delivery begins 
Tuesday 03/14/2000  545,358 2,726,781 0.5% 2.7% 
Wednesday 03/15/2000  2,902,469 5,629,250 2.9% 5.6% Questionnaire mailout delivery ends 
Thursday 03/16/2000  4,251,617 9,880,867 4.2% 9.7% 
Friday 03/17/2000  4,832,109 14,712,976 4.8% 14.5% 
Saturday 03/18/2000  3,439,909 18,152,885 3.4% 17.9% 
Sunday 03/19/2000  2,909,891 21,062,776 2.9% 20.8% 
Monday 03/20/2000  5,233,824 26,296,600 5.2% 25.9% Reminder card delivery begins 
Tuesday 03/21/2000  5,298,718 31,595,318 5.2% 31.2% 
Wednesday 03/22/2000  5,756,819 37,352,137 5.7% 36.8% Reminder card delivery ends 
Thursday 03/23/2000  5,223,723 42,575,860 5.2% 42.0% 
Friday 03/24/2000  3,602,784 46,178,644 3.6% 45.5% 
Saturday 03/25/2000  2,405,111 48,583,755 2.4% 47.9% 
Sunday 03/26/2000  2,497,279 51,081,034 2.5% 50.4% 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Return RateMail Return Numerator 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Monday 03/27/2000 
Tuesday 03/28/2000 
Wednesday 03/29/2000 
Thursday 03/30/2000 
Friday 03/31/2000 
Saturday 04/01/2000 
Sunday 04/02/2000 
Monday 04/03/2000 
Tuesday 04/04/2000 
Wednesday 04/05/2000 
Thursday 04/06/2000 
Friday 04/07/2000 
Saturday 04/08/2000 
Sunday 04/09/2000 
Monday 04/10/2000 
Tuesday 04/11/2000 
Wednesday 04/12/2000 
Thursday 04/13/2000 
Friday 04/14/2000 
Saturday 04/15/2000 
Sunday 04/16/2000 
Monday 04/17/2000 
Tuesday 04/18/2000 
Wednesday 04/19/2000 
Thursday 04/20/2000 

2,963,213 54,044,247 2.9% 53.3% 
3,122,710 57,166,957 3.1% 56.4% 
1,926,616 59,093,573 1.9% 58.3% 
1,815,264 60,908,837 1.8% 60.1% 
1,730,973 62,639,810 1.7% 61.8% 
1,355,420 63,995,230 1.3% 63.1% 

936,790 64,932,020 0.9% 64.0% 
1,477,450 66,409,470 1.5% 65.5% 
1,310,176 67,719,646 1.3% 66.8% 
1,025,934 68,745,580 1.0% 67.8% 
1,220,965 69,966,545 1.2% 69.0% 

793,630 70,760,175 0.8% 69.8% 
759,263 71,519,438 0.7% 70.5% 
416,447 71,935,885 0.4% 70.9% 
685,827 72,621,712 0.7% 71.6% 
337,725 72,959,437 0.3% 72.0% 
407,526 73,366,963 0.4% 72.4% 
298,993 73,665,956 0.3% 72.7% 
518,440 74,184,396 0.5% 73.2% 
303,876 74,488,272 0.3% 73.5% 
166,471 74,654,743 0.2% 73.6% 
348,694 75,003,437 0.3% 74.0% 
159,583 75,163,020 0.2% 74.1% 
166,590 75,329,610 0.2% 74.3% 
207,464 75,537,074 0.2% 74.5% 

U/L delivery ends 

Census Day 

Initial NRFU cut 

Late mail return NRFU cut 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Return RateMail Return Numerator 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Friday 04/21/2000 
Saturday 04/22/2000 
Sunday 04/23/2000 
Monday 04/24/2000 
Tuesday 04/25/2000 
Wednesday 04/26/2000 
Thursday 04/27/2000 
Friday 04/28/2000 
Saturday 04/29/2000 
Sunday 04/30/2000 
Monday 05/01/2000 
Tuesday 05/02/2000 
Wednesday 05/03/2000 
Thursday 05/04/2000 
Friday 05/05/2000 
Saturday 05/06/2000 
Sunday 05/07/2000 
Monday 05/08/2000 
Tuesday 05/09/2000 
Wednesday 05/10/2000 
Thursday 05/11/2000 
Friday 05/12/2000 
Saturday 05/13/2000 
Sunday 05/14/2000 
Monday 05/15/2000 

212,833 75,749,907 0.2% 74.7% 
67,643 75,817,550 0.1% 74.8% 
80,915 75,898,465 0.1% 74.9% 

173,796 76,072,261 0.2% 75.0% 
89,764 76,162,025 0.1% 75.1% 

180,904 76,342,929 0.2% 75.3% 
106,492 76,449,421 0.1% 75.4% NRFU begins 
89,348 76,538,769 0.1% 75.5% 
27,696 76,566,465 0.0% 75.5% 
1,109 76,567,574 0.0% 75.5% 

137,946 76,705,520 0.1% 75.6% 
23,165 76,728,685 0.0% 75.7% 
75,290 76,803,975 0.1% 75.7% 
91,908 76,895,883 0.1% 75.8% 

124,357 77,020,240 0.1% 76.0% 
29,380 77,049,620 0.0% 76.0% 
1,833 77,051,453 0.0% 76.0% 

24,429 77,075,882 0.0% 76.0% 
8,947 77,084,829 0.0% 76.0% 

15,340 77,100,169 0.0% 76.0% 
40,248 77,140,417 0.0% 76.1% 

186,588 77,327,005 0.2% 76.3% 
4,174 77,331,179 0.0% 76.3% 
7,892 77,339,071 0.0% 76.3% 
3,748 77,342,819 0.0% 76.3% 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Mail Return Numerator Return Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Tuesday 05/16/2000 
Wednesday 05/17/2000 
Thursday 05/18/2000 
Friday 05/19/2000 
Saturday 05/20/2000 
Sunday 05/21/2000 
Monday 05/22/2000 
Tuesday 05/23/2000 
Wednesday 05/24/2000 
Thursday 05/25/2000 
Friday 05/26/2000 
Saturday 05/27/2000 
Sunday 05/28/2000 
Monday 05/29/2000 
Tuesday 05/30/2000 
Wednesday 05/31/2000 
Thursday 06/01/2000 
Friday 06/02/2000 
Saturday 06/03/2000 
Sunday 06/04/2000 
Monday 06/05/2000 
Tuesday 06/06/2000 
Wednesday 06/07/2000 
Thursday 06/08/2000 
Friday 06/09/2000 

11,563 77,354,382 0.0% 76.3% 
16,662 77,371,044 0.0% 76.3% 
34,224 77,405,268 0.0% 76.3% 

132,900 77,538,168 0.1% 76.5% 
27,670 77,565,838 0.0% 76.5% 
6,109 77,571,947 0.0% 76.5% 
9,566 77,581,513 0.0% 76.5% 
8,017 77,589,530 0.0% 76.5% 

17,601 77,607,131 0.0% 76.5% 
32,703 77,639,834 0.0% 76.6% 
97,088 77,736,922 0.1% 76.7% 
12,821 77,749,743 0.0% 76.7% 
6,532 77,756,275 0.0% 76.7% 

970 77,757,245 0.0% 76.7% 
7,783 77,765,028 0.0% 76.7% 
7,419 77,772,447 0.0% 76.7% 

16,714 77,789,161 0.0% 76.7% 
66,281 77,855,442 0.1% 76.8% 
14,018 77,869,460 0.0% 76.8% 
6,552 77,876,012 0.0% 76.8% 
8,695 77,884,707 0.0% 76.8% 
9,469 77,894,176 0.0% 76.8% 

23,935 77,918,111 0.0% 76.8% 
32,259 77,950,370 0.0% 76.9% 
17,056 77,967,426 0.0% 76.9% 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Return RateMail Return Numerator 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Saturday 06/10/2000 
Sunday 06/11/2000 
Monday 06/12/2000 
Tuesday 06/13/2000 
Wednesday 06/14/2000 
Thursday 06/15/2000 
Friday 06/16/2000 
Saturday 06/17/2000 
Sunday 06/18/2000 
Monday 06/19/2000 
Tuesday 06/20/2000 
Wednesday 06/21/2000 
Thursday 06/22/2000 
Friday 06/23/2000 
Saturday 06/24/2000 
Sunday 06/25/2000 
Monday 06/26/2000 
Tuesday 06/27/2000 
Wednesday 06/28/2000 
Thursday 06/29/2000 
Friday 06/30/2000 
Saturday 07/01/2000 
Sunday 07/02/2000 
Monday 07/03/2000 
Tuesday 07/04/2000 

8,025 77,975,451 0.0% 76.9% 
5,633 77,981,084 0.0% 76.9% 

20,164 78,001,248 0.0% 76.9% 
10,358 78,011,606 0.0% 76.9% 
11,605 78,023,211 0.0% 76.9% 

925,840 78,949,051 0.9% 77.9% 
9,572 78,958,623 0.0% 77.9% 
3,541 78,962,164 0.0% 77.9% 
3,034 78,965,198 0.0% 77.9% 
4,511 78,969,709 0.0% 77.9% 
3,726 78,973,435 0.0% 77.9% 
3,544 78,976,979 0.0% 77.9% 
3,292 78,980,271 0.0% 77.9% 
2,394 78,982,665 0.0% 77.9% 

992 78,983,657 0.0% 77.9% 
470 78,984,127 0.0% 77.9% 

2,499 78,986,626 0.0% 77.9% 
1,848 78,988,474 0.0% 77.9% 
2,109 78,990,583 0.0% 77.9% 

23,521 79,014,104 0.0% 77.9% 
1,477 79,015,581 0.0% 77.9% 

701 79,016,282 0.0% 77.9% 
120 79,016,402 0.0% 77.9% 

- 79,016,402 0.0% 77.9% 
- 79,016,402 0.0% 77.9% 

NRFU complete 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Mail Return Numerator Return Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Wednesday 07/05/2000 
Thursday 07/06/2000 
Friday 07/07/2000 
Saturday 07/08/2000 
Sunday 07/09/2000 
Monday 07/10/2000 
Tuesday 07/11/2000 
Wednesday 07/12/2000 
Thursday 07/13/2000 
Friday 07/14/2000 
Saturday 07/15/2000 
Sunday 07/16/2000 
Monday 07/17/2000 
Tuesday 07/18/2000 
Wednesday 07/19/2000 
Thursday 07/20/2000 
Friday 07/21/2000 
Saturday 07/22/2000 
Sunday 07/23/2000 
Monday 07/24/2000 
Tuesday 07/25/2000 
Wednesday 07/26/2000 
Thursday 07/27/2000 
Friday 07/28/2000 
Saturday 07/29/2000 

- 79,016,402 0.0% 77.9% 
- 79,016,402 0.0% 77.9% 
- 79,016,402 0.0% 77.9% 
- 79,016,402 0.0% 77.9% 
- 79,016,402 0.0% 77.9% 

1,996 79,018,398 0.0% 77.9% 
- 79,018,398 0.0% 77.9% 
- 79,018,398 0.0% 77.9% 

315 79,018,713 0.0% 77.9% 
- 79,018,713 0.0% 77.9% 
- 79,018,713 0.0% 77.9% 
- 79,018,713 0.0% 77.9% 
- 79,018,713 0.0% 77.9% 
- 79,018,713 0.0% 77.9% 
- 79,018,713 0.0% 77.9% 
- 79,018,713 0.0% 77.9% 
- 79,018,713 0.0% 77.9% 

66,732 	 79,085,445 0.1% 78.0% 
1,004 79,086,449 0.0% 78.0% 

- 79,086,449 0.0% 78.0% 
- 79,086,449 0.0% 78.0% 
- 79,086,449 0.0% 78.0% 
- 79,086,449 0.0% 78.0% 

469 79,086,918 0.0% 78.0% 
- 79,086,918 0.0% 78.0% 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Mail Return Numerator Return Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Sunday 07/30/2000 
Monday 07/31/2000 
Tuesday 08/01/2000 
Wednesday 08/02/2000 
Thursday 08/03/2000 
Friday 08/04/2000 
Saturday 08/05/2000 
Sunday 08/06/2000 
Monday 08/07/2000 
Tuesday 08/08/2000 
Wednesday 08/09/2000 
Thursday 08/10/2000 
Friday 08/11/2000 
Saturday 08/12/2000 
Sunday 08/13/2000 
Monday 08/14/2000 
Tuesday 08/15/2000 
Wednesday 08/16/2000 
Thursday 08/17/2000 
Friday 08/18/2000 
Saturday 08/19/2000 
Sunday 08/20/2000 
Monday 08/21/2000 
Tuesday 08/22/2000 
Wednesday 08/23/2000 

- 79,086,918 0.0% 78.0% 
132 79,087,050 0.0% 78.0% 

- 79,087,050 0.0% 78.0% 
- 79,087,050 0.0% 78.0% 
- 79,087,050 0.0% 78.0% 
- 79,087,050 0.0% 78.0% 
- 79,087,050 0.0% 78.0% 
- 79,087,050 0.0% 78.0% 
- 79,087,050 0.0% 78.0% 
- 79,087,050 0.0% 78.0% 

531 79,087,581 0.0% 78.0% 
- 79,087,581 0.0% 78.0% 
- 79,087,581 0.0% 78.0% 
- 79,087,581 0.0% 78.0% 
- 79,087,581 0.0% 78.0% 
- 79,087,581 0.0% 78.0% 
- 79,087,581 0.0% 78.0% 

232 79,087,813 0.0% 78.0% 
- 79,087,813 0.0% 78.0% 

667 79,088,480 0.0% 78.0% 
37,050 79,125,530 0.0% 78.0% 

- 79,125,530 0.0% 78.0% 
- 79,125,530 0.0% 78.0% 
- 79,125,530 0.0% 78.0% 
- 79,125,530 0.0% 78.0% 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Mail Return Numerator Return Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Thursday 08/24/2000 
Friday 08/25/2000 
Saturday 08/26/2000 
Sunday 08/27/2000 
Monday 08/28/2000 
Tuesday 08/29/2000 
Wednesday 08/30/2000 
Thursday 08/31/2000 
Friday 09/01/2000 
Saturday 09/02/2000 
Sunday 09/03/2000 
Monday 09/04/2000 
Tuesday 09/05/2000 
Wednesday 09/06/2000 
Thursday 09/07/2000 
Friday 09/08/2000 
Saturday 09/09/2000 
Sunday 09/10/2000 
Monday 09/11/2000 
Tuesday 09/12/2000 
Wednesday 09/13/2000 
Thursday 09/14/2000 
Friday 09/15/2000 
Saturday 09/16/2000 
Sunday 09/17/2000 

- 79,125,530 0.0% 78.0% 
64 79,125,594 0.0% 78.0% 
- 79,125,594 0.0% 78.0% 
- 79,125,594 0.0% 78.0% 
- 79,125,594 0.0% 78.0% 
- 79,125,594 0.0% 78.0% 
- 79,125,594 0.0% 78.0% 
- 79,125,594 0.0% 78.0% 
- 79,125,594 0.0% 78.0% 
94 79,125,688 0.0% 78.0% 
- 79,125,688 0.0% 78.0% 
- 79,125,688 0.0% 78.0% 
- 79,125,688 0.0% 78.0% 
- 79,125,688 0.0% 78.0% 
- 79,125,688 0.0% 78.0% 
19 79,125,707 0.0% 78.0% 
- 79,125,707 0.0% 78.0% 
- 79,125,707 0.0% 78.0% 
- 79,125,707 0.0% 78.0% 
- 79,125,707 0.0% 78.0% 
- 79,125,707 0.0% 78.0% 
- 79,125,707 0.0% 78.0% 
48 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Mail Return Numerator Return Rate 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Monday 09/18/2000 
Tuesday 09/19/2000 
Wednesday 09/20/2000 
Thursday 09/21/2000 
Friday 09/22/2000 
Saturday 09/23/2000 
Sunday 09/24/2000 
Monday 09/25/2000 
Tuesday 09/26/2000 
Wednesday 09/27/2000 
Thursday 09/28/2000 
Friday 09/29/2000 
Saturday 09/30/2000 
Sunday 10/01/2000 
Monday 10/02/2000 
Tuesday 10/03/2000 
Wednesday 10/04/2000 
Thursday 10/05/2000 
Friday 10/06/2000 
Saturday 10/07/2000 
Sunday 10/08/2000 
Monday 10/09/2000 
Tuesday 10/10/2000 
Wednesday 10/11/2000 
Thursday 10/12/2000 

- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
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Appendix F: Mail Return Numerators and Return Rates by Day 
Return RateMail Return Numerator 

Daily 
Day Date Daily Increase  Cumulative Increase Cumulative Key dates 

Friday 10/13/2000 
Saturday 10/14/2000 
Sunday 10/15/2000 
Monday 10/16/2000 
Tuesday 10/17/2000 
Wednesday 10/18/2000 
Thursday 10/19/2000 
Sunday 12/31/2000 

- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
- 79,125,755 0.0% 78.0% 
3 79,125,758 0.0% 78.0% Last mail return with check-in date received 

404,342 79,530,100 0.4% 78.4% 
Source: HCEF_D', DRF-2, and March 2001 MAF Extract.

Note: Rates are based on a mail return rate denominator of 101,398,131 housing units.

Note:  No forms with a valid check-in date were received after October 19, 2000. Mail returns from addresses which also were enumerated in

NRFU or CIFU with no check-in date were assigned a date of December 31, 2000.

Note: These rates do not include Puerto Rico.
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return Numerator  Mail Return Rate 

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Thursday 03/02/2000  - - 0.0% 0.0%

Friday 03/03/2000  1,371 1,371 0.0% 0.0% U/L delivery begins

Saturday 03/04/2000  64 1,435 0.0% 0.0%

Sunday 03/05/2000  51 1,486 0.0% 0.0%

Monday 03/06/2000  130,697 132,183 0.2% 0.2% Advance notice delivery begins

Tuesday 03/07/2000  54,153 186,336 0.1% 0.2%

Wednesday 03/08/2000  155,816 342,152 0.2% 0.4% Advance notice delivery ends

Thursday 03/09/2000  205,140 547,292 0.2% 0.6%

Friday 03/10/2000  361,605 908,897 0.4% 1.1%

Saturday 03/11/2000  155,367 1,064,264 0.2% 1.3%

Sunday 03/12/2000  185,154 1,249,418 0.2% 1.5%

Monday 03/13/2000  634,653 1,884,071 0.8% 2.2% Questionnaire mailout delivery begins

Tuesday 03/14/2000  472,885 2,356,956 0.6% 2.8%

Wednesday 03/15/2000  2,704,879 5,061,835 3.2% 6.0% Questionnaire mailout delivery ends

Thursday 03/16/2000  3,911,582 8,973,417 4.6% 10.7%

Friday 03/17/2000  4,442,464 13,415,881 5.3% 15.9%

Saturday 03/18/2000  3,211,439 16,627,320 3.8% 19.7%

Sunday 03/19/2000  2,696,964 19,324,284 3.2% 22.9%

Monday 03/20/2000  4,797,153 24,121,437 5.7% 28.6% Reminder card delivery begins

Tuesday 03/21/2000  4,757,294 28,878,731 5.6% 34.3%

Wednesday 03/22/2000  5,073,348 33,952,079 6.0% 40.3% Reminder card delivery ends

Thursday 03/23/2000  4,387,083 38,339,162 5.2% 45.5%

Friday 03/24/2000  2,766,993 41,106,155 3.3% 48.8%

Saturday 03/25/2000  2,065,111 43,171,266 2.5% 51.2%

Sunday 03/26/2000  2,186,418 45,357,684 2.6% 53.8%

Monday 03/27/2000  2,523,851 47,881,535 3.0% 56.8%
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return Numerator  Mail Return Rate 

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Tuesday 03/28/2000 
Wednesday 03/29/2000 
Thursday 03/30/2000 
Friday 03/31/2000 
Saturday 04/01/2000 
Sunday 04/02/2000 
Monday 04/03/2000 
Tuesday 04/04/2000 
Wednesday 04/05/2000 
Thursday 04/06/2000 
Friday 04/07/2000 
Saturday 04/08/2000 
Sunday 04/09/2000 
Monday 04/10/2000 
Tuesday 04/11/2000 
Wednesday 04/12/2000 
Thursday 04/13/2000 
Friday 04/14/2000 
Saturday 04/15/2000 
Sunday 04/16/2000 
Monday 04/17/2000 
Tuesday 04/18/2000 
Wednesday 04/19/2000 
Thursday 04/20/2000 
Friday 04/21/2000 
Saturday 04/22/2000 

2,599,422 50,480,957 3.1% 59.9% 
1,574,751 52,055,708 1.9% 61.8% 
1,432,374 53,488,082 1.7% 63.5% 
1,384,870 54,872,952 1.6% 65.1% 
1,039,547 55,912,499 1.2% 66.4% 

729,436 56,641,935 0.9% 67.2% 
1,100,861 57,742,796 1.3% 68.5% 

984,837 58,727,633 1.2% 69.7% 
764,259 59,491,892 0.9% 70.6% 
933,714 60,425,606 1.1% 71.7% 
601,495 61,027,101 0.7% 72.4% 
587,749 61,614,850 0.7% 73.1% 
311,374 61,926,224 0.4% 73.5% 
519,732 62,445,956 0.6% 74.1% 
269,341 62,715,297 0.3% 74.4% 
308,559 63,023,856 0.4% 74.8% 
213,649 63,237,505 0.3% 75.1% 
388,086 63,625,591 0.5% 75.5% 
221,736 63,847,327 0.3% 75.8% 
139,006 63,986,333 0.2% 75.9% 
252,215 64,238,548 0.3% 76.2% 
119,420 64,357,968 0.1% 76.4% 
122,252 64,480,220 0.1% 76.5% 
150,650 64,630,870 0.2% 76.7% 
150,586 64,781,456 0.2% 76.9% 
53,610 64,835,066 0.1% 77.0% 

U/L delivery ends 

Census Day 

Initial NRFU cut 

Late mail return NRFU cut 
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return Numerator  Mail Return Rate 

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Sunday 04/23/2000 
Monday 04/24/2000 
Tuesday 04/25/2000 
Wednesday 04/26/2000 
Thursday 04/27/2000 
Friday 04/28/2000 
Saturday 04/29/2000 
Sunday 04/30/2000 
Monday 05/01/2000 
Tuesday 05/02/2000 
Wednesday 05/03/2000 
Thursday 05/04/2000 
Friday 05/05/2000 
Saturday 05/06/2000 
Sunday 05/07/2000 
Monday 05/08/2000 
Tuesday 05/09/2000 
Wednesday 05/10/2000 
Thursday 05/11/2000 
Friday 05/12/2000 
Saturday 05/13/2000 
Sunday 05/14/2000 
Monday 05/15/2000 
Tuesday 05/16/2000 
Wednesday 05/17/2000 
Thursday 05/18/2000 

61,081 64,896,147 0.1% 77.0% 
109,853 65,006,000 0.1% 77.2% 
74,146 65,080,146 0.1% 77.2% 

135,917 65,216,063 0.2% 77.4% 
77,011 65,293,074 0.1% 77.5% NRFU begins 
61,905 65,354,979 0.1% 77.6% 
26,936 65,381,915 0.0% 77.6% 

888 65,382,803 0.0% 77.6% 
107,849 65,490,652 0.1% 77.7% 
20,033 65,510,685 0.0% 77.8% 
61,889 65,572,574 0.1% 77.8% 
74,666 65,647,240 0.1% 77.9% 
59,537 65,706,777 0.1% 78.0% 
24,034 65,730,811 0.0% 78.0% 
1,170 65,731,981 0.0% 78.0% 

13,051 65,745,032 0.0% 78.0% 
7,007 65,752,039 0.0% 78.0% 

13,030 65,765,069 0.0% 78.1% 
25,702 65,790,771 0.0% 78.1% 

142,883 65,933,654 0.2% 78.3% 
2,564 65,936,218 0.0% 78.3% 
3,309 65,939,527 0.0% 78.3% 
2,543 65,942,070 0.0% 78.3% 
8,080 65,950,150 0.0% 78.3% 

11,056 65,961,206 0.0% 78.3% 
21,036 65,982,242 0.0% 78.3% 
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return Numerator  Mail Return Rate 

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Friday 05/19/2000 
Saturday 05/20/2000 
Sunday 05/21/2000 
Monday 05/22/2000 
Tuesday 05/23/2000 
Wednesday 05/24/2000 
Thursday 05/25/2000 
Friday 05/26/2000 
Saturday 05/27/2000 
Sunday 05/28/2000 
Monday 05/29/2000 
Tuesday 05/30/2000 
Wednesday 05/31/2000 
Thursday 06/01/2000 
Friday 06/02/2000 
Saturday 06/03/2000 
Sunday 06/04/2000 
Monday 06/05/2000 
Tuesday 06/06/2000 
Wednesday 06/07/2000 
Thursday 06/08/2000 
Friday 06/09/2000 
Saturday 06/10/2000 
Sunday 06/11/2000 
Monday 06/12/2000 
Tuesday 06/13/2000 

90,123 66,072,365 0.1% 78.4% 
14,107 66,086,472 0.0% 78.4% 
3,724 66,090,196 0.0% 78.4% 
5,029 66,095,225 0.0% 78.4% 
4,110 66,099,335 0.0% 78.5% 

11,222 66,110,557 0.0% 78.5% 
22,127 66,132,684 0.0% 78.5% 
58,150 66,190,834 0.1% 78.6% 
8,163 66,198,997 0.0% 78.6% 
3,591 66,202,588 0.0% 78.6% 

687 66,203,275 0.0% 78.6% 
4,892 66,208,167 0.0% 78.6% 
4,426 66,212,593 0.0% 78.6% 
8,759 66,221,352 0.0% 78.6% 

38,839 66,260,191 0.0% 78.6% 
6,433 66,266,624 0.0% 78.7% 
3,816 66,270,440 0.0% 78.7% 
5,083 66,275,523 0.0% 78.7% 
6,419 66,281,942 0.0% 78.7% 

14,266 66,296,208 0.0% 78.7% 
15,437 66,311,645 0.0% 78.7% 
8,369 66,320,014 0.0% 78.7% 
3,947 66,323,961 0.0% 78.7% 
2,740 66,326,701 0.0% 78.7% 

12,430 66,339,131 0.0% 78.7% 
5,341 66,344,472 0.0% 78.7% 
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return Numerator  Mail Return Rate 

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Wednesday 06/14/2000 
Thursday 06/15/2000 
Friday 06/16/2000 
Saturday 06/17/2000 
Sunday 06/18/2000 
Monday 06/19/2000 
Tuesday 06/20/2000 
Wednesday 06/21/2000 
Thursday 06/22/2000 
Friday 06/23/2000 
Saturday 06/24/2000 
Sunday 06/25/2000 
Monday 06/26/2000 
Tuesday 06/27/2000 
Wednesday 06/28/2000 
Thursday 06/29/2000 
Friday 06/30/2000 
Saturday 07/01/2000 
Sunday 07/02/2000 
Monday 07/03/2000 
Tuesday 07/04/2000 
Wednesday 07/05/2000 
Thursday 07/06/2000 
Friday 07/07/2000 
Saturday 07/08/2000 
Sunday 07/09/2000 

7,606 66,352,078 0.0% 78.8% 
667,951 67,020,029 0.8% 79.5% 

4,144 67,024,173 0.0% 79.6% 
2,175 67,026,348 0.0% 79.6% 
1,214 67,027,562 0.0% 79.6% 
1,443 67,029,005 0.0% 79.6% 
2,049 67,031,054 0.0% 79.6% 
2,144 67,033,198 0.0% 79.6% 
2,203 67,035,401 0.0% 79.6% 
1,314 67,036,715 0.0% 79.6% 

634 67,037,349 0.0% 79.6% 
257 67,037,606 0.0% 79.6% 

1,608 67,039,214 0.0% 79.6% 
1,142 67,040,356 0.0% 79.6% 
1,456 67,041,812 0.0% 79.6% 

10,611 67,052,423 0.0% 79.6% 
902 67,053,325 0.0% 79.6% 
567 67,053,892 0.0% 79.6% 
61 67,053,953 0.0% 79.6% 
- 67,053,953 0.0% 79.6% 
- 67,053,953 0.0% 79.6% 
- 67,053,953 0.0% 79.6% 
- 67,053,953 0.0% 79.6% 
- 67,053,953 0.0% 79.6% 
- 67,053,953 0.0% 79.6% 
- 67,053,953 0.0% 79.6% 

NRFU complete 
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return Numerator  Mail Return Rate 

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Monday 07/10/2000 
Tuesday 07/11/2000 
Wednesday 07/12/2000 
Thursday 07/13/2000 
Friday 07/14/2000 
Saturday 07/15/2000 
Sunday 07/16/2000 
Monday 07/17/2000 
Tuesday 07/18/2000 
Wednesday 07/19/2000 
Thursday 07/20/2000 
Friday 07/21/2000 
Saturday 07/22/2000 
Sunday 07/23/2000 
Monday 07/24/2000 
Tuesday 07/25/2000 
Wednesday 07/26/2000 
Thursday 07/27/2000 
Friday 07/28/2000 
Saturday 07/29/2000 
Sunday 07/30/2000 
Monday 07/31/2000 
Tuesday 08/01/2000 
Wednesday 08/02/2000 
Thursday 08/03/2000 
Friday 08/04/2000 
Saturday 08/05/2000 

1,748 67,055,701 0.0% 79.6% 
- 67,055,701 0.0% 79.6% 
- 67,055,701 0.0% 79.6% 

209 67,055,910 0.0% 79.6% 
- 67,055,910 0.0% 79.6% 
- 67,055,910 0.0% 79.6% 
- 67,055,910 0.0% 79.6% 
- 67,055,910 0.0% 79.6% 
- 67,055,910 0.0% 79.6% 
- 67,055,910 0.0% 79.6% 
- 67,055,910 0.0% 79.6% 
- 67,055,910 0.0% 79.6% 

64,252 	 67,120,162 0.1% 79.7% 
670 67,120,832 0.0% 79.7% 

- 67,120,832 0.0% 79.7% 
- 67,120,832 0.0% 79.7% 
- 67,120,832 0.0% 79.7% 
- 67,120,832 0.0% 79.7% 

293 67,121,125 0.0% 79.7% 
- 67,121,125 0.0% 79.7% 
- 67,121,125 0.0% 79.7% 
82 67,121,207 0.0% 79.7% 
- 67,121,207 0.0% 79.7% 
- 67,121,207 0.0% 79.7% 
- 67,121,207 0.0% 79.7% 
- 67,121,207 0.0% 79.7% 
- 67,121,207 0.0% 79.7% 
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return Numerator  Mail Return Rate 

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Sunday 08/06/2000 
Monday 08/07/2000 
Tuesday 08/08/2000 
Wednesday 08/09/2000 
Thursday 08/10/2000 
Friday 08/11/2000 
Saturday 08/12/2000 
Sunday 08/13/2000 
Monday 08/14/2000 
Tuesday 08/15/2000 
Wednesday 08/16/2000 
Thursday 08/17/2000 
Friday 08/18/2000 
Saturday 08/19/2000 
Sunday 08/20/2000 
Monday 08/21/2000 
Tuesday 08/22/2000 
Wednesday 08/23/2000 
Thursday 08/24/2000 
Friday 08/25/2000 
Saturday 08/26/2000 
Sunday 08/27/2000 
Monday 08/28/2000 
Tuesday 08/29/2000 
Wednesday 08/30/2000 
Thursday 08/31/2000 
Friday 09/01/2000 

- 67,121,207 0.0% 79.7% 
- 67,121,207 0.0% 79.7% 
- 67,121,207 0.0% 79.7% 

311 67,121,518 0.0% 79.7% 
- 67,121,518 0.0% 79.7% 
- 67,121,518 0.0% 79.7% 
- 67,121,518 0.0% 79.7% 
- 67,121,518 0.0% 79.7% 
- 67,121,518 0.0% 79.7% 
- 67,121,518 0.0% 79.7% 

162 67,121,680 0.0% 79.7% 
- 67,121,680 0.0% 79.7% 

483 67,122,163 0.0% 79.7% 
23,596 67,145,759 0.0% 79.7% 

- 67,145,759 0.0% 79.7% 
- 67,145,759 0.0% 79.7% 
- 67,145,759 0.0% 79.7% 
- 67,145,759 0.0% 79.7% 
- 67,145,759 0.0% 79.7% 
25 67,145,784 0.0% 79.7% 
- 67,145,784 0.0% 79.7% 
- 67,145,784 0.0% 79.7% 
- 67,145,784 0.0% 79.7% 
- 67,145,784 0.0% 79.7% 
- 67,145,784 0.0% 79.7% 
- 67,145,784 0.0% 79.7% 
- 67,145,784 0.0% 79.7% 
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return Numerator  Mail Return Rate 

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Saturday 09/02/2000 
Sunday 09/03/2000 
Monday 09/04/2000 
Tuesday 09/05/2000 
Wednesday 09/06/2000 
Thursday 09/07/2000 
Friday 09/08/2000 
Saturday 09/09/2000 
Sunday 09/10/2000 
Monday 09/11/2000 
Tuesday 09/12/2000 
Wednesday 09/13/2000 
Thursday 09/14/2000 
Friday 09/15/2000 
Saturday 09/16/2000 
Sunday 09/17/2000 
Monday 09/18/2000 
Tuesday 09/19/2000 
Wednesday 09/20/2000 
Thursday 09/21/2000 
Friday 09/22/2000 
Saturday 09/23/2000 
Sunday 09/24/2000 
Monday 09/25/2000 
Tuesday 09/26/2000 
Wednesday 09/27/2000 
Thursday 09/28/2000 

71 67,145,855 0.0% 79.7% 
- 67,145,855 0.0% 79.7% 
- 67,145,855 0.0% 79.7% 
- 67,145,855 0.0% 79.7% 
- 67,145,855 0.0% 79.7% 
- 67,145,855 0.0% 79.7% 
13 67,145,868 0.0% 79.7% 
- 67,145,868 0.0% 79.7% 
- 67,145,868 0.0% 79.7% 
- 67,145,868 0.0% 79.7% 
- 67,145,868 0.0% 79.7% 
- 67,145,868 0.0% 79.7% 
- 67,145,868 0.0% 79.7% 
39 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
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Appendix G-1: Mail Return Numerators and Rates by Day for Short Forms 
Mail Return RateMail Return Numerator

Daily 
Day Date Daily Increase Cumulative Increase Cumulative Key dates 
Friday 09/29/2000 
Saturday 09/30/2000 
Sunday 10/01/2000 
Monday 10/02/2000 
Tuesday 10/03/2000 
Wednesday 10/04/2000 
Thursday 10/05/2000 
Friday 10/06/2000 
Saturday 10/07/2000 
Sunday 10/08/2000 
Monday 10/09/2000 
Tuesday 10/10/2000 
Wednesday 10/11/2000 
Thursday 10/12/2000 
Friday 10/13/2000 
Saturday 10/14/2000 
Sunday 10/15/2000 
Monday 10/16/2000 
Tuesday 10/17/2000 
Wednesday 10/18/2000 
Thursday 10/19/2000 
Sunday 12/31/2000 

- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
- 67,145,907 0.0% 79.7% 
3 67,145,910 0.0% 79.7% Last mail return with check-in date received 

304,353 67,450,263 0.4% 80.1% 
Source: HCEF_D', DRF-2, and March 2001 MAF Extract.

Note: Short form return rates are based on a denominator of 84,253,442. 

Note:  No forms with a valid check-in date were received after October 19, 2000. Mail returns from addresses which also were enumerated in

NRFU or CIFU with no check-in date were assigned a date of December 31, 2000.

Note: These rates do not include Puerto Rico.
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Thursday 03/02/2000 
Friday 03/03/2000 
Saturday 03/04/2000 
Sunday 03/05/2000 
Monday 03/06/2000 
Tuesday 03/07/2000 
Wednesday 03/08/2000 
Thursday 03/09/2000 
Friday 03/10/2000 
Saturday 03/11/2000 
Sunday 03/12/2000 
Monday 03/13/2000 
Tuesday 03/14/2000 
Wednesday 03/15/2000 
Thursday 03/16/2000 
Friday 03/17/2000 
Saturday 03/18/2000 
Sunday 03/19/2000 
Monday 03/20/2000 
Tuesday 03/21/2000 
Wednesday 03/22/2000 
Thursday 03/23/2000 
Friday 03/24/2000 
Saturday 03/25/2000 
Sunday 03/26/2000 
Monday 03/27/2000 
Tuesday 03/28/2000 

- - 0.0% 0.0% 
5 5 0.0% 0.0% U/L delivery begins 

- 5 0.0% 0.0% 
- 5 0.0% 0.0% 

17,456 17,461 0.1% 0.1% Advance notice delivery begins 
7,566 25,027 0.0% 0.1% 

19,463 44,490 0.1% 0.3% Advance notice delivery ends 
28,496 72,986 0.2% 0.4% 
56,893 129,879 0.3% 0.8% 
23,392 153,271 0.1% 0.9% 
30,118 183,389 0.2% 1.1% 

113,963 297,352 0.7% 1.7% Questionnaire mailout delivery begins 
72,473 369,825 0.4% 2.2% 

197,590 567,415 1.2% 3.3% Questionnaire mailout delivery ends 
340,035 907,450 2.0% 5.3% 
389,645 1,297,095 2.3% 7.6% 
228,470 1,525,565 1.3% 8.9% 
212,927 1,738,492 1.2% 10.1% 
436,671 2,175,163 2.5% 12.7% Reminder card delivery begins 
541,424 2,716,587 3.2% 15.8% 
683,471 3,400,058 4.0% 19.8% Reminder card delivery ends 
836,640 4,236,698 4.9% 24.7% 
835,791 5,072,489 4.9% 29.6% 
340,000 5,412,489 2.0% 31.6% 
310,861 5,723,350 1.8% 33.4% 
439,362 6,162,712 2.6% 35.9% 
523,288 6,686,000 3.1% 39.0% 
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Wednesday 03/29/2000 
Thursday 03/30/2000 
Friday 03/31/2000 
Saturday 04/01/2000 
Sunday 04/02/2000 
Monday 04/03/2000 
Tuesday 04/04/2000 
Wednesday 04/05/2000 
Thursday 04/06/2000 
Friday 04/07/2000 
Saturday 04/08/2000 
Sunday 04/09/2000 
Monday 04/10/2000 
Tuesday 04/11/2000 
Wednesday 04/12/2000 
Thursday 04/13/2000 
Friday 04/14/2000 
Saturday 04/15/2000 
Sunday 04/16/2000 
Monday 04/17/2000 
Tuesday 04/18/2000 
Wednesday 04/19/2000 
Thursday 04/20/2000 
Friday 04/21/2000 
Saturday 04/22/2000 
Sunday 04/23/2000 
Monday 04/24/2000 

351,865 7,037,865 2.1% 41.1% 
382,890 7,420,755 2.2% 43.3% U/L delivery ends 
346,103 7,766,858 2.0% 45.3% 
315,873 8,082,731 1.8% 47.1% Census Day 
207,354 8,290,085 1.2% 48.4% 
376,589 8,666,674 2.2% 50.6% 
325,339 8,992,013 1.9% 52.4% 
261,675 9,253,688 1.5% 54.0% 
287,251 9,540,939 1.7% 55.7% 
192,135 9,733,074 1.1% 56.8% 
171,514 9,904,588 1.0% 57.8% 
105,073 10,009,661 0.6% 58.4% 
166,095 10,175,756 1.0% 59.4% Initial NRFU cut 
68,384 10,244,140 0.4% 59.8% 
98,967 10,343,107 0.6% 60.3% 
85,344 10,428,451 0.5% 60.8% 

130,354 10,558,805 0.8% 61.6% 
82,140 10,640,945 0.5% 62.1% 
27,465 10,668,410 0.2% 62.2% 
96,479 10,764,889 0.6% 62.8% 
40,163 10,805,052 0.2% 63.0% Late mail return NRFU cut 
44,338 10,849,390 0.3% 63.3% 
56,814 10,906,204 0.3% 63.6% 
62,247 10,968,451 0.4% 64.0% 
14,033 10,982,484 0.1% 64.1% 
19,834 11,002,318 0.1% 64.2% 
63,943 11,066,261 0.4% 64.5% 
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Tuesday 04/25/2000 
Wednesday 04/26/2000 
Thursday 04/27/2000 
Friday 04/28/2000 
Saturday 04/29/2000 
Sunday 04/30/2000 
Monday 05/01/2000 
Tuesday 05/02/2000 
Wednesday 05/03/2000 
Thursday 05/04/2000 
Friday 05/05/2000 
Saturday 05/06/2000 
Sunday 05/07/2000 
Monday 05/08/2000 
Tuesday 05/09/2000 
Wednesday 05/10/2000 
Thursday 05/11/2000 
Friday 05/12/2000 
Saturday 05/13/2000 
Sunday 05/14/2000 
Monday 05/15/2000 
Tuesday 05/16/2000 
Wednesday 05/17/2000 
Thursday 05/18/2000 
Friday 05/19/2000 
Saturday 05/20/2000 
Sunday 05/21/2000 

15,618 11,081,879 0.1% 64.6% 
44,987 11,126,866 0.3% 64.9% 
29,481 11,156,347 0.2% 65.1% NRFU begins 
27,443 11,183,790 0.2% 65.2% 

760 11,184,550 0.0% 65.2% 
221 11,184,771 0.0% 65.2% 

30,097 11,214,868 0.2% 65.4% 
3,132 11,218,000 0.0% 65.4% 

13,401 11,231,401 0.1% 65.5% 
17,242 11,248,643 0.1% 65.6% 
64,820 11,313,463 0.4% 66.0% 
5,346 11,318,809 0.0% 66.0% 

663 11,319,472 0.0% 66.0% 
11,378 11,330,850 0.1% 66.1% 
1,940 11,332,790 0.0% 66.1% 
2,310 11,335,100 0.0% 66.1% 

14,546 11,349,646 0.1% 66.2% 
43,705 11,393,351 0.3% 66.5% 
1,610 11,394,961 0.0% 66.5% 
4,583 11,399,544 0.0% 66.5% 
1,205 11,400,749 0.0% 66.5% 
3,483 11,404,232 0.0% 66.5% 
5,606 11,409,838 0.0% 66.6% 

13,188 11,423,026 0.1% 66.6% 
42,777 11,465,803 0.2% 66.9% 
13,563 11,479,366 0.1% 67.0% 
2,385 11,481,751 0.0% 67.0% 
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Monday 05/22/2000 
Tuesday 05/23/2000 
Wednesday 05/24/2000 
Thursday 05/25/2000 
Friday 05/26/2000 
Saturday 05/27/2000 
Sunday 05/28/2000 
Monday 05/29/2000 
Tuesday 05/30/2000 
Wednesday 05/31/2000 
Thursday 06/01/2000 
Friday 06/02/2000 
Saturday 06/03/2000 
Sunday 06/04/2000 
Monday 06/05/2000 
Tuesday 06/06/2000 
Wednesday 06/07/2000 
Thursday 06/08/2000 
Friday 06/09/2000 
Saturday 06/10/2000 
Sunday 06/11/2000 
Monday 06/12/2000 
Tuesday 06/13/2000 
Wednesday 06/14/2000 
Thursday 06/15/2000 
Friday 06/16/2000 
Saturday 06/17/2000 

4,537 11,486,288 0.0% 67.0% 
3,907 11,490,195 0.0% 67.0% 
6,379 11,496,574 0.0% 67.1% 

10,576 11,507,150 0.1% 67.1% 
38,938 11,546,088 0.2% 67.3% 
4,658 11,550,746 0.0% 67.4% 
2,941 11,553,687 0.0% 67.4% 

283 11,553,970 0.0% 67.4% 
2,891 11,556,861 0.0% 67.4% 
2,993 11,559,854 0.0% 67.4% 
7,955 11,567,809 0.0% 67.5% 

27,442 11,595,251 0.2% 67.6% 
7,585 11,602,836 0.0% 67.7% 
2,736 11,605,572 0.0% 67.7% 
3,612 11,609,184 0.0% 67.7% 
3,050 11,612,234 0.0% 67.7% 
9,669 11,621,903 0.1% 67.8% 

16,822 11,638,725 0.1% 67.9% 
8,687 11,647,412 0.1% 67.9% 
4,078 11,651,490 0.0% 68.0% 
2,893 11,654,383 0.0% 68.0% 
7,734 11,662,117 0.0% 68.0% 
5,017 11,667,134 0.0% 68.1% 
3,999 11,671,133 0.0% 68.1% 

257,889 11,929,022 1.5% 69.6% 
5,428 11,934,450 0.0% 69.6% 
1,366 11,935,816 0.0% 69.6% 
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Sunday 06/18/2000 
Monday 06/19/2000 
Tuesday 06/20/2000 
Wednesday 06/21/2000 
Thursday 06/22/2000 
Friday 06/23/2000 
Saturday 06/24/2000 
Sunday 06/25/2000 
Monday 06/26/2000 
Tuesday 06/27/2000 
Wednesday 06/28/2000 
Thursday 06/29/2000 
Friday 06/30/2000 
Saturday 07/01/2000 
Sunday 07/02/2000 
Monday 07/03/2000 
Tuesday 07/04/2000 
Wednesday 07/05/2000 
Thursday 07/06/2000 
Friday 07/07/2000 
Saturday 07/08/2000 
Sunday 07/09/2000 
Monday 07/10/2000 
Tuesday 07/11/2000 
Wednesday 07/12/2000 
Thursday 07/13/2000 
Friday 07/14/2000 

1,820 11,937,636 0.0% 69.6% 
3,068 11,940,704 0.0% 69.6% 
1,677 11,942,381 0.0% 69.7% 
1,400 11,943,781 0.0% 69.7% 
1,089 11,944,870 0.0% 69.7% 
1,080 11,945,950 0.0% 69.7% 

358 11,946,308 0.0% 69.7% 
213 11,946,521 0.0% 69.7% 
891 11,947,412 0.0% 69.7% NRFU complete 
706 11,948,118 0.0% 69.7% 
653 11,948,771 0.0% 69.7% 

12,910 11,961,681 0.1% 69.8% 
575 11,962,256 0.0% 69.8% 
134 11,962,390 0.0% 69.8% 
59 11,962,449 0.0% 69.8% 
- 11,962,449 0.0% 69.8% 
- 11,962,449 0.0% 69.8% 
- 11,962,449 0.0% 69.8% 
- 11,962,449 0.0% 69.8% 
- 11,962,449 0.0% 69.8% 
- 11,962,449 0.0% 69.8% 
- 11,962,449 0.0% 69.8% 

248 11,962,697 0.0% 69.8% 
- 11,962,697 0.0% 69.8% 
- 11,962,697 0.0% 69.8% 

106 11,962,803 0.0% 69.8% 
- 11,962,803 0.0% 69.8% 
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Saturday 07/15/2000 
Sunday 07/16/2000 
Monday 07/17/2000 
Tuesday 07/18/2000 
Wednesday 07/19/2000 
Thursday 07/20/2000 
Friday 07/21/2000 
Saturday 07/22/2000 
Sunday 07/23/2000 
Monday 07/24/2000 
Tuesday 07/25/2000 
Wednesday 07/26/2000 
Thursday 07/27/2000 
Friday 07/28/2000 
Saturday 07/29/2000 
Sunday 07/30/2000 
Monday 07/31/2000 
Tuesday 08/01/2000 
Wednesday 08/02/2000 
Thursday 08/03/2000 
Friday 08/04/2000 
Saturday 08/05/2000 
Sunday 08/06/2000 
Monday 08/07/2000 
Tuesday 08/08/2000 
Wednesday 08/09/2000 
Thursday 08/10/2000 

- 11,962,803 0.0% 69.8% 
- 11,962,803 0.0% 69.8% 
- 11,962,803 0.0% 69.8% 
- 11,962,803 0.0% 69.8% 
- 11,962,803 0.0% 69.8% 
- 11,962,803 0.0% 69.8% 
- 11,962,803 0.0% 69.8% 

2,480 	 11,965,283 0.0% 69.8% 
334 11,965,617 0.0% 69.8% 

- 11,965,617 0.0% 69.8% 
- 11,965,617 0.0% 69.8% 
- 11,965,617 0.0% 69.8% 
- 11,965,617 0.0% 69.8% 

176 11,965,793 0.0% 69.8% 
- 11,965,793 0.0% 69.8% 
- 11,965,793 0.0% 69.8% 
50 11,965,843 0.0% 69.8% 
- 11,965,843 0.0% 69.8% 
- 11,965,843 0.0% 69.8% 
- 11,965,843 0.0% 69.8% 
- 11,965,843 0.0% 69.8% 
- 11,965,843 0.0% 69.8% 
- 11,965,843 0.0% 69.8% 
- 11,965,843 0.0% 69.8% 
- 11,965,843 0.0% 69.8% 

220 11,966,063 0.0% 69.8% 
- 11,966,063 0.0% 69.8% 
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Friday 08/11/2000 
Saturday 08/12/2000 
Sunday 08/13/2000 
Monday 08/14/2000 
Tuesday 08/15/2000 
Wednesday 08/16/2000 
Thursday 08/17/2000 
Friday 08/18/2000 
Saturday 08/19/2000 
Sunday 08/20/2000 
Monday 08/21/2000 
Tuesday 08/22/2000 
Wednesday 08/23/2000 
Thursday 08/24/2000 
Friday 08/25/2000 
Saturday 08/26/2000 
Sunday 08/27/2000 
Monday 08/28/2000 
Tuesday 08/29/2000 
Wednesday 08/30/2000 
Thursday 08/31/2000 
Friday 09/01/2000 
Saturday 09/02/2000 
Sunday 09/03/2000 
Monday 09/04/2000 
Tuesday 09/05/2000 
Wednesday 09/06/2000 

- 11,966,063 0.0% 69.8% 
- 11,966,063 0.0% 69.8% 
- 11,966,063 0.0% 69.8% 
- 11,966,063 0.0% 69.8% 
- 11,966,063 0.0% 69.8% 
70 11,966,133 0.0% 69.8% 
- 11,966,133 0.0% 69.8% 

184 11,966,317 0.0% 69.8% 
13,454 11,979,771 0.1% 69.9% 

- 11,979,771 0.0% 69.9% 
- 11,979,771 0.0% 69.9% 
- 11,979,771 0.0% 69.9% 
- 11,979,771 0.0% 69.9% 
- 11,979,771 0.0% 69.9% 
39 11,979,810 0.0% 69.9% 
- 11,979,810 0.0% 69.9% 
- 11,979,810 0.0% 69.9% 
- 11,979,810 0.0% 69.9% 
- 11,979,810 0.0% 69.9% 
- 11,979,810 0.0% 69.9% 
- 11,979,810 0.0% 69.9% 
- 11,979,810 0.0% 69.9% 
23 11,979,833 0.0% 69.9% 
- 11,979,833 0.0% 69.9% 
- 11,979,833 0.0% 69.9% 
- 11,979,833 0.0% 69.9% 
- 11,979,833 0.0% 69.9% 
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Thursday 09/07/2000 
Friday 09/08/2000 
Saturday 09/09/2000 
Sunday 09/10/2000 
Monday 09/11/2000 
Tuesday 09/12/2000 
Wednesday 09/13/2000 
Thursday 09/14/2000 
Friday 09/15/2000 
Saturday 09/16/2000 
Sunday 09/17/2000 
Monday 09/18/2000 
Tuesday 09/19/2000 
Wednesday 09/20/2000 
Thursday 09/21/2000 
Friday 09/22/2000 
Saturday 09/23/2000 
Sunday 09/24/2000 
Monday 09/25/2000 
Tuesday 09/26/2000 
Wednesday 09/27/2000 
Thursday 09/28/2000 
Friday 09/29/2000 
Saturday 09/30/2000 
Sunday 10/01/2000 
Monday 10/02/2000 
Tuesday 10/03/2000 

-	 11,979,833 0.0% 69.9% 
6 11,979,839 0.0% 69.9% 

- 11,979,839 0.0% 69.9% 
- 11,979,839 0.0% 69.9% 
- 11,979,839 0.0% 69.9% 
- 11,979,839 0.0% 69.9% 
- 11,979,839 0.0% 69.9% 
-	 11,979,839 0.0% 69.9% 
9 11,979,848 0.0% 69.9% 

- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
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Appendix G-2: Mail Return Numerators and Rates by Day for Long Forms 
Mail Return Numerator Mail Return Rate 

Daily 
Day Date  Daily Increase Cumulative Increase Cumulative Key dates 
Wednesday 10/04/2000 
Thursday 10/05/2000 
Friday 10/06/2000 
Saturday 10/07/2000 
Sunday 10/08/2000 
Monday 10/09/2000 
Tuesday 10/10/2000 
Wednesday 10/11/2000 
Thursday 10/12/2000 
Friday 10/13/2000 
Saturday 10/14/2000 
Sunday 10/15/2000 
Monday 10/16/2000 
Tuesday 10/17/2000 
Wednesday 10/18/2000 
Thursday 10/19/2000 
Sunday 12/31/2000 

- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% 
- 11,979,848 0.0% 69.9% Last mail return with check-in date received 

99,989 12,079,837 0.6% 70.5% 

Source: HCEF_D', DRF-2, and March 2001 MAF Extract.

Note: Long form return rates have a denominator of 17,144,689.

Note:  No forms with a valid check-in date were received after October 19, 2000. Mail returns from addresses which also were enumerated in

NRFU or CIFU with no check-in date were assigned a date of December 31, 2000.

Note: These rates do not include Puerto Rico.
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Appendix H: Return Rate Numerators and Denominators 
Numerator-April 18, 2000 Numerator-December 31, 2000 Denominator 

Form Type Form Type Form Type 
Total Short Long Total Short Long Total Short Long 

TOTAL 
75,163,020 64,357,968 10,805,052 79,530,100 

67,450,263 
12,079,837 101,398,131 84,253,442 17,144,689 

Mailout/

Mailback 

62,563,133 54,626,734 7,936,399 65,432,478 56,692,507 8,739,971 83,289,540 70,780,125 12,509,415


Update/ 
12,474,684 9,621,648 2,853,036 13,958,313 10,637,095 3,321,218 17,911,925 13,306,484 4,605,441

Type of Leave 
Enumeration	 Urban 

Update/ 125,203 109,586 15,617 139,309 120,661 
18,648 

196,666 166,833 29,833 
Leave 

15-17 12,977 10,935 2,042 14,430 12,026 2,404 41,479 34,198 7,281 

18-24 2,698,998 2,371,008 327,990 2,941,437 2,554,306 387,131 5,173,672 4,345,937 827,735 

Age in 25-44 27,383,211 23,755,662 3,627,549 29,380,978 25,193,146 4,187,832 40,619,629 33,912,184 6,707,445 
Years 45-64 26,728,486 22,838,389 3,890,097 28,233,245 23,883,270 4,349,975 34,272,757 28,423,173 5,849,584 

65 or 18,339,348 15,381,974 2,957,374 18,960,010 15,807,515 3,152,495 21,290,594 17,537,950 3,752,644 
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Appendix H: Return Rate Numerators and Denominators 
Numerator-April 18, 2000 Numerator-December 31, 2000 Denominator 

Form Type Form Type Form Type 
Total Short Long Total Short Long Total Short Long 

Race 

Hispanic 
Origin 

White 62,485,180 53,243,950 9,241,230 65,883,513 55,600,817 10,282,696 80,586,586 66,710,042 13,876,544 


Black 6,957,502 6,089,416 868,086 7,489,660 6,497,264 992,396 11,655,852 9,821,066 1,834,786 


American

Indian 

374,884 320,189 54,695 410,733 346,281 64,452 581,329 474,144 107,185 


Asian 2,088,182 1,841,899 246,283 2,230,005 1,947,359 282,646 2,990,001 2,559,573 430,428 


Pacific

Islander 

53,526 47,145 6,381 58,212 50,685 7,527 98,082 82,969 15,113 


Some

Other 2,134,514 1,882,791 251,723 2,299,593 2,008,452 291,141 3,633,698 3,062,909 570,789 

Race

Two or 

More 1,069,232 932,578 136,654 1,158,384 999,405 158,979 1,852,583 1,542,739 309,844 

Races

Non-

Hispanic 

69,471,052 59,326,593 10,144,459 73,424,343 62,102,852 11,321,491 92,579,175 76,764,621 15,814,554


Hispanic 5,691,968 5,031,375 660,593 6,105,757 5,347,411 758,346 8,818,956 7,488,821 1,330,135 
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Appendix H: Return Rate Numerators and Denominators 
Numerator-April 18, 2000 Numerator-December 31, 2000 Denominator 

Form Type Form Type Form Type 
Total Short Long Total Short Long Total Short Long 

One 18,791,240 15,965,688 2,825,552 19,736,350 16,667,451 3,068,899 26,018,857 21,603,776 4,415,081 

Two 25,906,605 22,002,767 3,903,838 27,187,194 22,896,705 4,290,489 33,049,202 27,376,227 5,672,975 

Three 12,302,950 10,610,456 1,692,494 13,078,855 11,152,377 1,926,478 16,841,435 14,024,427 2,817,008 

Persons in Four 10,611,952 9,180,783 1,431,169 11,331,806 9,675,593 1,656,213 14,483,173 12,051,537 2,431,636
Household 

Five 4,643,877 4,037,291 606,586 5,009,796 4,291,801 717,995 6,690,918 5,561,782 1,129,136 

Six 1,753,865 1,531,429 222,436 1,908,794 1,641,494 267,300 2,542,021 2,125,039 416,982 

Seven or 

More 

1,152,531 1,029,554 122,977 1,277,305 1,124,842 152,463 1,772,525 1,510,654 261,871 


Owner-

occupied 

54,122,900 46,076,173 8,046,727 57,083,001 48,107,526 8,975,475 67,339,153 55,642,867 11,696,286

Tenure	

Renter-
occupied 

21,040,120 18,281,795 2,758,325 22,447,099 19,342,737 3,104,362 34,058,978 28,610,575 5,448,403 

Note: National totals do not include Puerto Rico. 
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EXECUTIVE SUMMARY 

Fifty-three percent of the households in Puerto Rico returned their Census 2000 questionnaires 
by mail, a low response rate when compared with the national rate of 65 percent. But Census 
2000 was the first time that residents of Puerto Rico were asked to complete and return their 
questionnaires by mail. (Stateside had been responding by mail since 1970.) In 1990, 
enumerators had gone door to door to collect the information from all identified housing units, 
and had brought the questionnaires back with them. In 2000, the update/leave procedure was 
used. Given that Census 2000 was the first time households in Puerto Rico were asked to follow 
new procedures, a 53 percent mail response rate was respectable. Still, there is room for 
improvement. 

Toward that end, this evaluation explored the reasons residents of Puerto Rico hadn't mailed 
back their Census 2000 questionnaires. We conducted focus groups in nine sites across the 
Island with 41 household heads who hadn't returned their questionnaires by mail. Sites were 
selected for geographic and socioeconomic diversity from among municipalities (municipios) 
with lower-than-average (under 50 percent) mailback response rates. Although interesting and 
suggestive, these results are based on a small, purposive sample and cannot be generalized to the 
Puerto Rican population as a whole. However, they do provide a useful jumping off point for 
further thinking and research. 

Participants' reasons for not having returned their Census 2000 questionnaires by mail fall into 
four clusters: 

•	 Motivational and process-related reasons.  Several participants were unclear about or 
misunderstood the census' purpose, including thinking it had to do with taxation or 
assignment of welfare benefits. Considerable confusion existed over the process by 
which the questionnaires were distributed, the rules for returning them and especially the 
role of enumerators. 

•	 Practical and logistical reasons.  Lack of time figured as a reason, especially for working 
mothers, as did difficulties of mailing and getting to the post office, especially for 
residents of interior communities. 

•	 Cultural and political attitudinal reasons.  These included fears that the information 
wouldn't be kept confidential, which might result in loss of government benefits, as well 
as the belief that any funds that would be allocated would only end up enriching 
dishonest politicians. Participants also expressed a strong preference for a more personal 
approach to collecting the information as being more appropriate to Puerto Rican culture. 

•	 Reasons related to questionnaire content and design.  Some participants were affronted 
by the race and ethnicity questions, which were seen as divisive as well as inappropriate 
to the realities of Puerto Rican society. These questions elicited the strongest negative 
reactions of any of the questions from participants in coastal communities. Participants 
across the Island also complained that the financial questions on the long form were too 
intrusive and difficult to answer. Over all, the long form was seen as excessively long, 
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overly complex, and hard to understand, especially (but not only) for persons with little 
formal schooling. 

Almost everyone had heard something about Census 2000 from television and radio ads, 
newspapers, schools, or informal sources such as relatives and neighbors. But in many cases, 
advertising efforts had fallen flat. Some complained that the advertising was too much like 
political campaign hype, which made them leery of its true purpose. Others felt that the 
advertising had overemphasized the importance of returning the questionnaire and failed to 
explain satisfactorily the census’ purpose. Of the 41 nonresponding household heads, virtually 
everyone urged a return to the system of collecting data door to door as practiced in 1990. 

From those findings come our recommendations for improvements and for further research and 
exploration. However, the recommendations are only tentative and suggestive, pending further 
research with a statistically representative sample. Key recommendations: 

•	 Provide more-comprehensive information, in different forms, on the purpose and 
uses of the census. This information should be presented in a way that allays 
misplaced fears and directly addresses common misconceptions (such as that census 
information will be used for taxation purposes). Disseminate this information in 
different venues and through a variety of community channels (such as schools, 
church groups, neighborhood associations). 

•	 Conduct further research in Puerto Rico on views and perceptions of the Census 
2000 questions on race and ethnicity, which drew such strong negative reactions 
from participants in more-urban, coastal communities.1  Compare this to similar 
relevant research conducted stateside to try to establish commonalties and 
differences between the Puerto Rican case and others. 

•	 Use the findings and recommendations from this study, as well as other supporting 
testing and research, to develop advertising appeals for census participation more 
attuned to the Puerto Rican populace. 

•	 Consider using the results of this study to create a close-ended survey to be 
administered to a probability sample of residents of the Island. The survey could 
seek the respondents' views of different approaches to data collection for the census 
and their reactions to the content of any new materials or advertisements developed 
on the basis of the specific recommendations offered above. 

1 Research of this type was conducted as part of this task. Focus groups were held in 12 communities 
across the Island with a diverse group of participants to explore their views and perceptions of Question 
8 (on ethnicity) and Question 9 (on race). 
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1. BACKGROUND 

Fifty-three percent of the households in Puerto Rico returned their Census 2000 forms by mail, a 
low response rate when compared with the national rate of 65 percent. But Census 2000 was the 
first census in Puerto Rico to include a mailback component. Indeed, procedures changed 
greatly between the 1990 and 2000 censuses. 

In 1990, each of the more than 1.1 million housing units then identified in Puerto Rico was 
visited by an enumerator, who brought back a questionnaire for that unit. In 2000, the Puerto 
Rican government chose to use the same questionnaire content as was used stateside. The 
update/leave procedure was used for data collection. More specifically, the official procedures 
were as follows: 

•	 Between February 28 and March 2, 2000, the U.S. Postal Service delivered an advance 
letter addressed to "Residential Customer" to all housing units in Puerto Rico with mail 
delivery. One side of the advance letter was in English, the other in Spanish. The 
advance letter alerted households that the Census 2000 questionnaire would be delivered 
soon. 

•	 Between March 3 and March 30, 2000, census enumerators delivered a mailing package 
addressed to the housing unit or containing geocode information (assignment area, block 
number, and map spot number). If there was no address, a description of the housing unit 
(such as "the white house with the red tile roof next to the Dairy Queen") was available 
on the enumerator listing page, but was not found on the mailing packages. The 
questionnaires were in Spanish and included an 800 number to call for help, if needed. 
Persons wishing English questionnaires (slightly different from the stateside version) 
could get them by calling the help number. As on the mainland, about 83 percent of 
households in Puerto Rico received the short form, and about 17 percent, the long form. 

•	 Between March 27 and March 30, 2000, the U.S. Postal Service delivered a reminder 
postcard to "Residential Customer." This was a large postcard, half in English and half in 
Spanish, that served as a thank you to those who had mailed back their questionnaires 
and a reminder to those who hadn't. 

Since Census 2000 was the first time respondents in Puerto Rico were asked to return their 
questionnaires by mail, there may be reasons peculiar to Puerto Rico for a mailback response 
rate lower than the stateside rate. The purpose of this evaluation is to explore the reasons that 
more respondents in Puerto Rico didn't return their Census 2000 questionnaires by mail and to 
see how these reasons may vary across different parts of the Island and among different 
demographic groups. By providing an in-depth understanding of the reasons for mailback 
nonresponse in Puerto Rico, this evaluation will help to inform and improve future Census 
efforts on the Island.2 

2No comparable research was done stateside to explore reactions to new procedures initiated in 1960 
(when questionnaires were mailed, but picked up by enumerators) or 1970 (when mailout/mailback was 
first used extensively). However, during this period, there were indications of increased resistance to 
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This report presents findings from the evaluation and recommendations for future practice and 
further research. However, given that they are based on findings that cannot be generalized to 
the wider population of household heads in Puerto Rico, these recommendations are only 
tentative and suggestive, pending broader corroboration. 

2. METHODS 

The evaluation used a primarily qualitative method. We conducted focus groups between late 
July and early October 2000, with a purposive sample of household heads in nine3 communities 
across the Island, to explore the reasons they hadn't mailed back their Census 2000 question

naires. Each participant received $20 for taking part in a group. 

Focus groups are well suited to achieving the purposes of this evaluation for two main reasons: 

•	 First, as a form of qualitative research, focus groups allow in-depth probing of the 
respondents' views in their own terms, rather than having the terms assumed or imposed 
on them. While these benefits apply to any group, this open-ended approach is 
particularly appropriate to groups "whose assumptions may differ from those of the 
mainstream culture, and who, therefore, have a particular need to speak, and be heard, 'in 
their own voices'" (Berkowitz, 1996: 54). Because of their distinctive status as citizens 
living in a United States commonwealth, residents of Puerto Rico may well have a 
perspective on Census 2000 that is distinct from that of household heads in the mainland 
United States. 

•	 Second, focus groups bring together a small group of persons with certain common 
characteristics, making them particularly suitable for discussing a given topic. Focus 
groups differ from intensive interviews and other types of group interviews in their 
emphasis on interaction and interchange within the group. "What emerges from a focus 
group session is a group-generated response–presumably something different than the 
sum of what participants would have said if each had been interviewed separately" 
(Berkowitz: 60). The topic of this evaluation–reasons for not responding to Census 2000 
by mail–is very suitable for group discussion. 

2.1 Developing a survey and protocol 

We developed English and Spanish versions of two instruments: 1) a brief survey, used to 
screen for potential participants and 2) a protocol, used in conducting the focus groups. In 
addition, we designed an observation and summary form for describing the context and 
dynamics of the focus group and for summarizing the main themes of the discussion. 
2.1.1 Survey to identify focus group participants 

being interviewed, greater alienation from and distrust of government, and more organized attempts to

protest the census.

3 Although we originally intended to conduct focus groups in 12 sites, we were unable to carry out the

groups as planned in three sites. The reasons are discussed in section 3, Limits.
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The screener survey identified people who met our eligibility criteria and were willing and able 
to participate in the focus groups. It also collected basic demographic data about these people to 
use in selecting a balanced mix of focus group participants. Copies of both the survey's English 
and Spanish versions appear in Appendix A. 

After an introduction explaining the purpose of the study, the survey asked the individuals if they 
had mailed back their Census 2000 questionnaires. Those reasonably certain they hadn't 
returned the Census 2000 questionnaire by mail were deemed eligible to continue. They were 
asked a few questions about themselves (length of time in residence, household size, education, 
occupation, and whether they received the long form or short form) and were requested to 
complete a brief checklist of reasons they had not returned their census questionnaire by mail. 
The final section of the survey provided further information about the focus groups, asked if the 
respondent was willing to participate, and collected contact information from those indicating 
they were interested in taking part. 

2.1.2 Protocol for guiding focus group discussions 

The focus group protocol helped guide focus group discussions. It asked a series of open-ended 
questions about reasons for not responding to Census 2000 by mail. The questions built on one 
another chronologically and thematically: 

•	 The first three questions asked participants to think back several months to the time when 
they first heard about Census 2000 and received the forms. Question I focused on 
participants' recollections of, and reactions to, the procedures followed in distributing the 
Census 2000 advance letters and questionnaires. This was an icebreaker, also important 
in gauging reactions to the procedural changes that occurred between the 1990 and 2000 
censuses. Question II asked participants to discuss the social contexts surrounding, and 
sources of information about, Census 2000 before receiving the forms and afterwards. 
Question III probed how far in the process the participants had gone before not mailing 
back their questionnaires. 

•	 Those three questions led up to Question IV, the evaluation's focal question: "All in all, 
what would you say is the single most important reason you did not respond to Census 
2000 (by mail)?"  By now, participants had ample opportunity to refresh their memories 
and focus their thoughts on the subject. Finally, Question V asked participants to reflect 
on what might have been done differently to result in their completing and mailing back 
their Census 2000 questionnaires. 

The protocol helped facilitators to guide discussions and cover all relevant areas. Recognizing 
that the discussion would almost certainly flow differently in different groups, the protocol 
wasn't meant to be followed rigidly. Facilitators had room to rearrange the order of the 
questions, reformulate questions, or forego asking a question if the participants had already 
discussed the issue in enough depth. The important point was to cover the full range of issues 
related to the central topic. Spanish and English versions of the protocol appear in Appendix B. 
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2.1.3 Focus group observation and summary form 

The focus group observation and summary form served two main purposes: 

•	 First, it provided the analyst important contextual data about each focus group session 
that couldn't be obtained from just listening to the tape or reading the transcript. The 
form, filled out by an observer during the session, focused on collecting information 
about the physical setting and about observed verbal and non-verbal behaviors (patterns 
of exchange, body language, facial expressions, tone of voice) among participants. Such 
information, absent from a verbatim transcript, can be crucial for interpreting the verbal 
statements. 

•	 Second, in a section designed to be completed after their post-session debriefing, data-
collection team members could summarize major themes that seemed to emerge and any 
methodological or procedural lessons learned. Thoughtful completion of this part of the 
form allowed the teams some input into the initial analysis of the data. It also provided a 
useful way to refine methods and procedures during the nearly 3 months of data 
collection. 

A copy of this observation and summary form appears in Appendix C. 

2.2 Training data collectors 

Before data collection began, senior and junior data collectors attended a comprehensive one-day 
training session in San Juan led by Dr. Susan Berkowitz and Mr. Mervin Ruiz of Westat. The 
trainers summarized the objectives of the study and went over all data collection and reporting 
forms and procedures. Dr. Berkowitz provided an overview of focus group research and 
facilitation techniques. The whole group reviewed the Spanish versions of the screener survey 
and focus group protocol in detail and recommended minor changes. Data collection teams were 
formed and initial site assignments made. 

Mr. Ruiz stayed in Puerto Rico for 2 weeks after the training to provide logistical and 
methodological support in getting the teams started on their first assignments. 

2.3 Collecting the data 

Data collection had three main components: 1) selecting sites and creating maps, 2) identifying 
and recruiting focus group participants, and 3) conducting the focus groups. Each component is 
discussed below. 

2.3.1 Selecting sites and creating maps 

Selecting the sites for the focus groups occurred in several steps: 

•	 Using a map that indicated response rates for all municipalities (municipios) in Puerto 
Rico, we first identified 12 sites across the Island that met two tests: 1) below-average 

4




mailback response rates for Census 2000 (under 50 percent) and 2) a range of geographic 
and socioeconomic characteristics. Within the constraints of choosing sites with low 
response rates, we selected urban coastal as well as rural mountainous interior sites in the 
San Juan area and the western, southern, eastern and northwestern parts of the Island. 

•	 These selections were then sent to Dr. Walter Diaz at the Center for Applied Social 
Research at the University of Puerto Rico at Mayaguëz. Working with 1990 census 
data, Dr. Diaz used Geographic Information Systems (GIS) software to produce maps 
of the specified census tracts. In a few cases, he was unable to create maps for the 
originally selected sites and chose alternate census tracts that met the same criteria in 
geographic proximity to the original sites. The maps produced for each tract showed 
the boundaries of the tract and gave coordinates for landmarks and other information 
(such as street names). These oriented field researchers who canvassed areas to 
recruit focus group participants. 

Over all, the maps provided at least a rough guide for the recruitment process. In a few cases, 
though, the information on the maps was outdated or inaccurate–not surprising given that the 
data were 10 years old. For example, in one metropolitan San Juan site, a major roadway had 
been constructed and a mass transit system extended into the tract in recent years. The result 
was a decline in the portion of the tract including residential neighborhoods, as a well as a 
pronounced physical division between the remaining residential areas. Initial recruitment efforts 
suggested that it would be extremely laborious and time consuming to continue in this site, so we 
replaced it with another tract meeting similar criteria. 

Figure 1 presents a map of Puerto Rico showing the 12 municipios with tracts that were finally 
selected. The map also indicates which of the sites were in the original pool, which were 
replacements, which were completed, and which were not. 

2.3.2 Identifying and recruiting focus group participants 

The next major challenge was to find persons in the selected tracts who met the eligibility 
criteria and were willing to participate in the focus groups. In each tract, researchers sought to 
obtain the names and contact information for 10-15 such individuals, with the goal of getting 
five or six who would come to the focus group at the appointed time and place. The primary 
criterion was that the individual be a head of a household (the person who assumed 
responsibility for filling out the questionnaire) who hadn't returned the questionnaire by mail. 
Also eligible to participate were household heads who had later filled out their questionnaires 
with the help of an enumerator. In fact, at least half of the participants did fall into this category. 

With no names or address lists to work from, our approach was to canvass residential portions of 
the designated sites door to door to screen for persons who met the criteria for participation. 
Researchers administered the screener survey to as many willing persons as they could find at 
home in the designated areas. However, this was rarely an easy process, for several reasons: 

•	 Even with the maps, it often took a lot of time to physically locate and delineate the areas 
to canvass. For example, in some places, both rural and urban, there were no street signs 
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or street names, or residents did not recognize the names as given on the map. In several 
of the more urban tracts, commercial and governmental buildings rather than residences 
occupied much of the area. 

•	 Gaining physical access to households was a problem in wealthier urban neighborhoods, 
where many residents live in high-security, gated buildings. At the opposite end of the 
economic spectrum, some of the poor neighborhoods posed potential dangers to the 
researchers. In these areas, the researchers always worked in teams and made a point of 
leaving well before nightfall. 

C	 Even though all the census tracts had lower-then-average mailback response rates, 
researchers had a difficult time finding the requisite number of persons who identified 
themselves as not having returned the questionnaire by mail. In some places, as many as 
100 households had to be approached to obtain 5 or 6 prospective participants.4 

The result of these difficulties was that recruitment of participants took more time and required 
more visits to the sites than we had originally estimated. Also, since the pool of eligible and 
willing participants was quite small in most communities, we could rarely be very selective in 
choosing the mix of persons to invite to participate in the focus group. 

2.3.3 Handling logistics 

Besides recruiting eligible, willing participants, the teams also had to arrange for refreshments, 
find and schedule a suitable places to hold the focus group, and, in some cases, arrange for 
transportation and for babysitting for participants' children. 

In many communities, getting a suitable place for a focus group was no mean feat. The ideal 
was a cool, comfortable, quiet place close to the participants' homes with as little extraneous 
noise as possible and a separate space for the children and babysitter. In some sites, the 
researchers were able to arrange to use schools or other public buildings that had most of these 
features. 

In others, they had to improvise. For example, in one community, the only place available on the 
day all the participants could attend was the local McDonald's. (As it turned out, the situation 
worked out perfectly; the focus group was held in the party room, while the clown entertained 
the children on the adjoining playground.) Groups were held in a roofed, open structure on a 
beach and in a bandshell in a park. In another community, despite considerable effort, the 
researchers couldn't locate any suitable facility (one reason we decided to forego holding a focus 
group at that site). 

The need to conduct some focus groups in less than ideal conditions may have affected the 
quality of the data (as addressed in section 3, Limits). But these community realities can help us 

4 We can only speculate as to the reasons. People may have been reluctant to admit that they had not 
mailed back their questionnaires, or they may have answered that they had mailed it back to avoid having 
to respond to the survey. 
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to better understand the participants' responses. In any event, the data collectors deserve 
considerable credit for their creative improvisations in locating venues for these groups. 

2.3.4 Conducting the focus groups 

There were three primary data collection teams. The senior members of each team served as the 
facilitators of the focus group discussions. The junior members acted as observers and note 
takers. They also saw to the refreshments and made sure that the room was set up adequately 
and that tape recorders and microphones were working. In a few cases, when other arrangements 
fell through, junior members lent a hand with the babysitting. 

The focus groups varied in size from four to ten participants; most had five or six. Ages varied 
widely, from 18 year-olds to persons in their late 60s and early 70s. Most participants were in 
their 30s and 40s. More than two-thirds of all participants were women; two of the groups 
consisted entirely of female participants. The sessions lasted about 60-90 minutes, not counting 
the time for breaks and refreshments. 

The focus group sessions were tape-recorded. Team members met as soon as possible after the 
sessions to debrief on both content and process, collaborating to finalize the observation 
summary forms, which they then sent to Westat, along with the tapes. 

2.4 Applying quality assurance procedures 

Quality assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report. The procedures encompassed methodology, specification of project 
procedures and software, computer system design and review, development of clerical and 
computer procedures, and data analysis and report writing. A description of the procedures used 
is provided in the “Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITS 

When considering the results of the evaluation, keep in mind several limits: 

C	 These results aren't generalizable to any larger population. The results reported here 
derive from focus groups carried out with 41 household heads (28 women and 13 men) in 
nine purposively selected sites across Puerto Rico. While every effort was made to select 
sites representing a range of geographic and demographic characteristics, the results of 
these groups are only suggestive. They provide a useful jumping off point for additional 
thinking and further research. 
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C	 For different reasons,5 focus groups were not conducted as planned in three of the 12 
selected sites. As seen on Figure 1, one of these sites was an interior community in the 
western part of the Island, another was on the northwestern coast, and the third was in the 
northeastern part of the Island. Thus, there was no apparent geographic or demographic 
"bias" toward excluding one type of site over another. Moreover, in all cases, we 
conducted at least one other group in a site with similar characteristics. Still, although 
the nine sites did present a good balance of geographic and demographic characteristics, 
it would have been preferable to hold focus groups in all 12 of the sites. 

C	 At several of the sites, as mentioned above, the focus groups were conducted in less than 
ideal conditions. One group was held in an open-air bandshell in a public park, which 
made it difficult to screen out extraneous noise and to keep the participants' children from 
occasionally bursting into the session. In another group, conducted in an open-air 
structure on a beach during the early evening hours, liberal use of citronella candles 
couldn't keep the mosquitoes at bay. However, in both cases, group discussions were 
lively, so it is difficult to tell if the conditions really had much effect on the data quality. 

C	 Transcripts couldn't be produced for two of the nine focus group sessions, because the 
tapes were unusable. The tape for Old San Juan was inaudible (due to poor placement of 
the microphone); the one for Loiza turned out to be blank (probably because the "record" 
button on the tape recorder had not been depressed). This meant that the analyst had to 
rely on the observation summary forms for data on these two sites. Because the summary 
forms were well done, the lack of verbatim transcripts didn't pose a major problem for the 
analysis. But it did make for a loss of richness and texture, including the ability to quote 
directly from participants in these two groups. 

4. RESULTS 

The reasons given by the focus group participants for not having mailed back their Census 2000 
questionnaires ranged from the simple and mundane to the subtle and complex. They fall into 
four partially overlapping clusters, as described below. 

5 In one site, data collectors could not locate a facility in which to hold the focus group, and tried, 
unsuccessfully, to schedule individual interviews with the four eligible persons they had identified 
through recruitment. In another largely non-residential tract, where the recruitment process began very 
late, it rapidly became clear that much more time than was available would be required to identify the 
requisite number of potential participants. In the third site, where seven of the eight invitees had assured 
the data collectors they were willing and able to participate, only two people showed up for the focus 
group at the appointed time and place. In this very poor community, where few are familiar with social 
research, the invitees may not have believed the study was for real. While waiting for the others to show, 
one of the two women who did come was overheard saying to her grandson, "See, I told you this was not 
Candid Camera." Also, although in walking distance from their homes, participants may not have felt 
that the library where the group was scheduled to take place was a hospitable setting. While everyone 
was waiting, the librarian made several disparaging comments about the illiteracy and "ignorance" of the 
people from the neighborhood, two of whom were there to hear it. 
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4.1 Motivational and process-related reasons for mail nonresponse 

4.1.1 Lack of clarity about the purpose of the census 

A range of participants in nearly all the communities and demographic groups said they weren't 
highly motivated to respond to the questionnaire because they didn't really understand or 
sympathize with what they took to be the ultimate purpose of the census. 

After being told he had to fill out the questionnaire, one participant in an interior community 
asked, "But why should I fill that out?"  When he didn't get a satisfactory response, he put it 
away and forgot about it. Another participant in the same group questioned the reasons the 
government needs to know who lives in his household. After being told that the purpose was to 
find out how many people live in Puerto Rico, he told his wife that she could fill it out, but he 
"was not interested" because he didn't see the point. "Why are they interested in knowing how 
many we are?" 

A participant in a working-class urban community commented, "They should have done a better 
job explaining the mission of the census and what they expect to obtain with the census." Others 
in the same group echoed this sentiment, suggesting that the advertising campaign had made a 
big point of emphasizing the importance of returning the questionnaire, but had done little to 
explain why. One man in this group said that the intensity of the advertising surrounding the 
census had made the "census people" seem "desperate" to him, and so had aroused his suspicions 
about the census's true purpose. 

A participant in an interior community felt that the census should have begun an aggressive 
advertising campaign well before 1999, to explain "what is the census and what it will be used 
for." In his view, a lot of people were confused. They thought the census was like the Internal 
Revenue Service, "for the purpose of making monetary contributions," and would have been 
reassured to know that "it was only to find out how many people there are." Indeed, participants 
in several of the groups were confused in just this way. 

A female participant in another interior community summed it up as follows: 

"Ten years ago, the census was done house to house and that gave us confidence 
because we were given the whole explanation about the objective of the census 
and what to expect. But this year the census was very different. And when one 
receives a long questionnaire at the gate of your home, you become intimidated 
by it." 

Participants in wealthier neighborhoods agreed on the importance of educating the public about 
the census's mission: the "first thing that should appear on the census cover is the mission of the 
census–its main objective." However, in an interesting twist, in both groups conducted with 
well-educated middle class participants, several people also took issue with advertising that had 
presented the main motivation for completing the questionnaire in terms of gaining federal help. 
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One man in a well-to-do San Juan neighborhood was offended by this appeal as being too 
"commercial" and too mercenary. He believed it was more appropriate to stress the govern
ment's need for good demographic information. A participant in another major metropolitan site 
was similarly affronted by the idea that he should fill out the census questionnaire to gain 
financial help: 

"Somewhere it says that this can help Puerto Rico. That is an insult to me. I do 
not want any help. I want jobs. I work hard and for that reason I went to school." 

These participants' views are part of a larger set of misperceptions of advertising messages that 
appealed to people to complete their Census 2000 questionnaires so their communities would 
receive resources in proportion to their numbers. As reported above, some people apparently 
understood any reference to "funds" or "help" as code words for taxation. One woman, for 
example, was "surprised that this had nothing to do with taxes." Another participant in an 
interior community was told by her neighbor that it (the census) "was to pay monetary 
contributions." This impression was reinforced by what was perceived as intimidating language 
stating it "was mandatory" to fill out the questionnaire. 

Others feared that the "wrong" response on the questionnaire could mean the loss of government 
assistance, such as Social Security. As shown in section 4.3 (Cultural and political attitudinal 
factors), fears of loss of benefits were closely tied to concerns that the data wouldn't remain 
confidential, as well as mistrust of the government. Here the larger point is that for many in 
these focus groups, advertising appeals about the census's mission in fairly allocating resources 
fell wide of the mark, even frightening some people away from responding. 

4.1.2 Confusion over distribution of forms and the role of enumerators 

A fair number of participants, especially in the more rural communities, said they were confused 
by how the Census 2000 questionnaires were distributed and didn't understand just what to do 
once they received the form. 

Some claimed they never received an advance letter. A few said that an advance letter had 
reached them but no questionnaire had followed. A few said they didn't know they were 
supposed to mail back the questionnaire and believed that an enumerator was supposed to come 
by and pick it up. Some participants in interior communities said they didn't know if they would 
need to use stamps in mailing back the questionnaire. 

Several participants in different groups complained about what they saw as the inconsistent and 
unpredictable manner in which the questionnaires were distributed. They perceived that some 
households got questionnaires by mail, while others had them dropped off at the gate, and still 
others received them in person.6  Why the difference?  In some cases, this critique extended to 
the issue of why some households got the short form, while others received the long form. The 
process appeared capricious and random to them. 

6 No Spanish questionnaires were mailed out. However, some participants thought they had been. 
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Many participants were perplexed by the role of the enumerator in Census 2000, especially in 
comparison to the enumerator's role in 1990. Was the enumerator supposed to help fill out the 
forms or merely pick up the completed forms?  If an enumerator was going to stop by anyway, 
what was the sense in mailing back the questionnaires? 

"I was told that if I did not mail it [the questionnaire], someone would come to 
visit me. That visit never happened, or if they came, they did not find me. And I 
was always thinking that I had to mail it, but never did." (Male participant, 
interior community) 

"In my case, I had it (the questionnaire) for 2 weeks and did not know how to fill 
it out... It just happens that a census lady came by and she told me she was not 
supposed to help in filling out the form but that she would help me." (Female 
participant, another interior community) 

"I ended up not mailing mine back because the interviewer came by and filled it 
out with me." (Male respondent, poor coastal community) 

A few participants felt it was only right that the enumerators help them fill out their question
naires, since the Census Bureau was paying them to do it. One woman in a working class urban 
community, who had herself been passed over for a job with the census, told the enumerator, 
"Look, you are working for the census in my sector. Since you are going to get paid and I am 
not, come to my house and help me fill mine out."7 

Participants in different communities complained about having received multiple visits from 
different enumerators, each of whom asked them to fill out the questionnaire all over again. One 
woman in a working-class coastal community filled out the Census 2000 questionnaire three 
different times with three different enumerators. A participant from a coastal metropolitan area 
noted having had to complete the questionnaire twice, after a second enumerator told him the 
first questionnaire had been lost. "If this is confidential," he asked, "how was the census form 
lost--the one I filled out the first time?" A woman in metropolitan San Juan told of having 
finally put her foot down on the third visit from an enumerator:8 

"Someone brought it (the questionnaire) to my house. The man who gave it to me 
said that someone would come later to explain to me how to fill it out, but no one 
ever came to my home. Finally, someone did come by and helped me fill it out, 
and later, on two different occasions, two other people came by my house to help 

7 Three participants in three different groups claimed to have scored well on the test but were not hired as 
enumerators. This perceived injustice had contributed to their reasons for not mailing back the question
naires. Others reported friends or relatives having had similar experiences. Several participants, and not 
just those who were themselves passed over, felt the hiring process had been conducted unfairly, which 
colored their perceptions of the census negatively. 

8 The Accuracy and Coverage Evaluation Survey was being conducted at the same time and may have 
caused confusion. 
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me fill it out. I sat down a second time to fill it out because they did not seem to 
understand or care that I had already done the same interview with a previous 
person. But the third time an interviewer came to my house with the same 
mission, I told him I would not fill it out any more times." 

4.2 Practical and logistical reasons for mail nonresponse 

Practical and logistical considerations form another cluster of reasons given by participants for 
not having returned the questionnaires by mail. While many of these might seem quite prosaic, 
in some cases they are linked to the larger issue of whether the participants understood and 
sympathized with the census's mission, as discussed in section 4.1.1, Lack of clarity about the 
purpose of the census. 

4.2.1 Lack of time 

Many participants said they were simply too busy, their lives too harried, to take the time to fill 
out the questionnaire and return it by mail. While this view was expressed across communities 
and demographic groups, it was particularly salient to working mothers, whether single or 
married. It appeared that most of the husbands in these families delegated the responsibility for 
filling out the questionnaire to their wives. 

Said one young mother of Dominican descent in a poor, urban neighborhood, who works 
cleaning houses: "I opened it and filled out the first page and since I had so much to do around 
the house and the children, I threw it away because I was so busy." A young married woman in 
an interior community also talked about her husband's role in the process: "I received it by mail. 
My husband would say we had to fill it out and I would say, 'As soon as I have the time.'  But I 
work and have children and I knew I had to do this, but could not find the time." She did end up 
filling out the questionnaire but only because an enumerator came by and helped her complete it 
in only a few minutes. 

Another busy mother in an urban coastal community insisted that in the little free time that she 
has, "I want to sit down and watch the soap operas. I am not going to miss the soap operas 
because I have to fill out the census. Because in reality, I deserve some time for myself." 

A working mother in an urban community linked her answer about not having the time to 
properly answer the questions to a preference for door-to-door data collection by an enumerator: 

"Will the people who receive this census know how to interpret the questions, like 
those of us who work and do not have time to read so much paperwork?  I leave 
for work when it is dark and return at dark, every day. I have two children. It is 
easier for an interviewer to go to each home and at that moment collect the census 
data." 
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4.2.2 Problems with mailing the form 

For some participants, especially residents of interior communities, getting to the post office to 
mail the forms was just too hard, particularly when they assumed they could count on the 
enumerator as a fallback. Said one participant in an interior community, "I have only one free 
day a week. There is only one car at home. There is no mailbox nearby so that I can walk to it." 
Another participant in an interior community judged the idea of asking respondents to mail the 
questionnaire "a disaster." Many people, he claimed, especially the elderly, are unable to go out 
in search of a post office, and may not want to rely on other people to do them the favor of 
mailing things for them. 

Along related lines, participants in another interior community suggested that the mail system 
doesn't work as well as the door-to-door approach because "people are not used to the mail as 
much." A participant from an urban community who had filled out the questionnaire in its 
entirety, but never mailed it, held the postal system at least partly to blame. She had lived in 
New York City for many years and was very surprised that in Puerto Rico the letter carrier 
wouldn't take her outgoing mail, so that she had to go to the post office herself. 

4.3 Cultural and political attitudinal factors for mail nonresponse 

4.3.1 Fear of lack of confidentiality and attendant consequences 

In many focus groups, participants questioned whether the census data are truly confidential. 
For most, this was linked to fear that government assistance or scholarships might be lost, that 
punitive measures might be taken, or that other negative consequences might ensue for them and 
their families. 

A participant in a poor interior community noted, "Even though confidentiality is guaranteed, 
one is afraid that this may not be true," adding that he hadn't filled out the questionnaire for fear 
of being asked to pay more money (presumably, in taxes). Participants in two urban, working 
class neighborhoods echoed these views. One man reasoned that the sheer number of questions 
(on the long form) made it unlikely that the answers were really kept confidential. 

Several participants felt that detailed questions on their finances were unwarranted, since they 
didn't receive government assistance. They believed, in the words of one participant, that the 
census was "really after other things." Like several others, one woman could see only one 
possible ulterior motive behind all the income-related questions: 

"I said, if this is a population census, why do they want to know how much 
money I spend, how much I earn?  I thought that what they really wanted to know 
was if I receive government benefits if I should not, because I was working." 

Another man worried that filling out the questionnaire might jeopardize his family's precarious 
financial situation: 
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"We who work hard, do not receive any kind of government help because, by a small 
amount, I earn too much. We are five at home. I don't have money in the bank. My wife 
does not work. I got coupons because my company reduced personnel where I work and, 
thank God, that was all they could give me. But then, if I fill out this form, I won't 
qualify because if they see what I supposedly earn in a year, they will say this person can 
survive on what he earns, which is a lie because in this country we cannot survive on 
what we earn." 

A woman in the same group was concerned that her filling out the census questionnaire would 
affect her mother's ability to vote, since the enumerator had removed her mother from the house-
hold count. A man reported his brother had been told if he didn't complete the questionnaire, he 
would lose his government scholarship. 

One man summarized the views of many of his co-participants as follows: 

"I think there was a problem of confidentiality. The fear that any information 
given out would fall right into the hands of the Puerto Rican government, which, 
in turn, would affect employment search, financial help, scholarships, schools, 
and many other things. Because one does not know how far this information can 
reach and in what hands it may end up. [There is] a lot of lack of trust." 

4.3.2 Mistrust of government and politicians 

Like the man quoted just above, many participants expressed a deep-seated mistrust of the 
government. As one participant from an interior community said, "Those who have the most 
money in this country are the politicians, and some politicians don't even pay what they owe. 
And we, who are poor, feel afraid. I am in doubt, and because of the doubts I had, I was afraid to 
fill out the form." 

Quite a few participants believed that any funds that would come to the Island through the 
census would only be used by the politicians to feather their own nests. In the end, the people 
who really need the help would not get it anyway. One teacher in a middle-class urban commun
ity put it this way: "I am going to say the truth on why people did not take the census seriously. 
Say, for example, the mothers of the students in my school. They thought that this census would 
serve to ask for more federal funds and then rob those." Said another participant in the same 
group, "one hears stories that if we fill out a questionnaire, then we may be denied certain federal 
help such as Section 8. It is like a campaign of terror for us." 

Participants in a middle-class urban neighborhood extended this "guilt by association" argument 
even further. Several suggested that it was unfortunate that the census was held in an election 
year, since the mayor of their town had come out very strongly against the census. Moreover, as 
far as they were concerned, the advertising for the census seemed too much like political 
campaign hype. Remarked one participant: "It all seemed so political." Commented another: 

"The publicity given to the census, about filling it out, was too much, especially 
on TV. Then they also gave out free promotional items in various places: hats, 
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coolers, pens, and so on, at the park. It sounded so political to me. So much 
publicity scared me. The other times in the past, the census had not been given so 
much noise. So much publicity of this kind actually scared the population, 
because we thought it was a political festival. This confused us and made us 
suspicious, too." 

4.3.3 Cultural preference for a personal approach 

Across the board, participants expressed a strong preference for the more personal, door-to-door 
approach taken in the 1990 census. They found the idea of dropping off the questionnaire at the 
gate too impersonal and bureaucratic for their taste. Indeed, more than half of the participants 
did end up responding through an enumerator during the nonresponse followup program. 

To some participants, the impersonality seemed to be saying that the census couldn't really be 
very important. As one participant in a middle-class urban community noted: 

"The fact that the census form was just left there somewhere outside our home for 
us to pick up did not give the census its importance or even credibility. If a 
person would have given it to us and would explain its mission, one would sit 
down and fill it out quickly and painlessly." 

Participants in several groups suggested if they had to invest the time in answering census ques
tions, they would rather do so in the context of a friendly conversation. Some of them used the 
recruitment process for the focus groups as an example of the more personal approach they 
preferred. Said one woman, 

"We are real close. We are like that. Those relationships with people like when 
you [the recruiters] came. See, we talk to the whole world. And if anyone goes 
by, we say hello as if we had known them for 10 years. We are accustomed to 
people coming to our houses and inviting them in and saying well sit right here 
and we'll fill it out and we'll eat something." 

Her neighbor added, "Like a good Puerto Rican–do you want some coffee, do you want a 
refreshment, do you want a juice?  We are used to something more personal," added another 
participant. "Americans are more distant, more independent, we [Puerto Ricans] are not like 
that." 

Participants in several groups emphasized that people in Puerto Rico would be more likely to 
respond to an interviewer in human terms, which would commit them to filling out the form. As 
one woman in an interior community put it, "I think that when an interviewer visits each home to 
collect the information, it commits the respondent to answer, no matter what kinds of questions 
are being asked." Moreover, suggested a man in another group, people tend to feel sympathy for 
an interviewer working in the hot sun. "Here we would think, poor thing, this poor boy, slaving 
away." A woman added that, as a mother, she would empathize with a young person going door 
to door and would be inclined to leave whatever she was doing to help that person. In effect, 
responding to the questionnaire would become a social interaction rather than an impersonal 
transaction. 
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A few participants extended this cultural argument to the entire idea of collecting quantitative

information. They suggested that Puerto Ricans, "by nature," aren't as precise or as oriented

towards statistics and record-keeping as Americans. Thus, they don't think about the world in

the terms in which the census asks the questions. Other culturally based reasons for not

responding 

to the questionnaire are discussed in section 4.4, Reasons related to questionnaire content and

design. 


4.4 Reasons related to questionnaire content and design for mail nonresponse 

4.4.1 Objections to the race/ethnicity questions 

When the issue came up, as it did spontaneously in four of the coastal, urban sites, the 
race/ethnicity questions elicited the strongest negative reactions from participants of any of the 
questions in the Census 2000 questionnaire. One man told the recruiters his primary reason for 
agreeing to participate in the study was that he felt so strongly on the topic that he wanted to 
have an outlet for his views. As seen below, several participants indicated that they stopped 
filling out their questionnaire once they came to the question on race. 

Two related themes emerged in participants' often strongly felt responses: that the questions 
were "discriminatory" and divisive to the Puerto Rican population, and that the questions and 
response categories as provided were inappropriate to the Creole or "mixed" realities of Puerto 
Rican society. 

Said one participant in a middle-class urban community: 

"I have been working in Human Resources for about 26 years. I have received

training on equal employment. I understand that about the races. When I saw the

census form and read the race question I thought I am not White or Black or

anything else because I am Hispanic and so I was upset and decided not to fill it

out. That question is against all that I have learned about the equality law. I felt 

offended and upset when I read all the response categories for the race question because

none of those were mine."


A man in a working-class coastal town felt that "with this race question, the census people were 
discriminating against us and that made me feel bad." He told his wife: "What is wrong with 
these people?  Who do they think they are?" Another man in the same focus group reported, like 
several others, that he had stopped filling out the questionnaire once he came to the race question 
because: 

"I realized we were being discriminated against by race. I did not find an 
alternative answer for my race because we are neither African Blacks nor 
American Indians. The census did not have the optional answer of 'Puerto Rican,' 
our race. The question upset me because I thought why do we have to be divided 
as a race, if we have all kinds of races living here: Chinese, Arabs, Dominicans, 
Cubans. It occurred to me that this question was somewhat racist and I did not 
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want to fill out the form and so I did not." 

One participant in another coastal community said he had anticipated that many of the questions 
wouldn't be culturally appropriate once he found out that the same questionnaire was being used 
in Puerto Rico as in the United States. The same questions were bound not to work in both 
places, he felt, because "we are an Island and a compact society." Sure enough, when he saw the 
race question, he "banged" his head and said, "Where do I go?  I'm not Black, but I'm not 
White–questions that were not in tune with our society." 

Several participants pointed to the complexities of responding to the race question for members 
of their families. One man, claiming to be neither White, Black, Indian, nor "other," mentioned 
that he has a blond, blue-eyed sister who classified herself as "White" on her questionnaire. A 
female participant reported to the enumerator that she was unable to complete the questionnaire 
because her son is of mixed race, and she didn't know in which category he belonged. In one 
group, a lively discussion ensued over how they should classify themselves: White?  Black? 
Latino?  Indian?  Other?  The only category that made sense to most–Puerto Rican–wasn't there. 

One male participant saw the race question as a negation of Puerto Rican culture by those who 
had created the questionnaire: 

"There was no option for Latino, or Puerto Rican, or Hispanic. This badly designed 
question demonstrated that our culture does not exist. I felt offended and said I would 
not fill it out. My wife told me I had to fill it out, according to law. I said let them come 
and get me and have them put me in jail!" 

4.4.2 Problems with other questions 

The two other types of questions that elicited the most comments from participants were the 
income and other financial questions, and the marital status and household composition 
questions. 

Some participants felt questions about their income and financial resources were too personal– 
"an invasion of privacy"–as well as very complicated and "tricky" to answer. People were 
scared to answer questions about income, especially when they thought their answers could be 
linked with their social security numbers. As expressed above, some worried that the informa
tion would not be kept confidential and therefore problems might arise, for example, if 
inconsistencies were discovered between what they reported in one place and another. 

Said one participant in an interior community: 

"I do not like to answer private questions because I am afraid. For example, 
questions like how many live in my household and who they are, what is my 
income. I don't like to say how much I pay for my home, and so on. Sometimes 
one does not fill out the tax forms accurately and maybe the government could 
find out through this form." 
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A participant in an urban, coastal community expressed similar concerns that disparities in 
reporting income to different sources, even if innocent or unintentional, could create problems, 
"especially when it is about something federal." 

Another participant in an interior community didn't mail back the questionnaire because of 
difficulties answering the question on income. He had stopped working 6 months into the year, 
and didn't know how to report that. He received no helpful guidance when he called the 800 
number but did finally clarify the situation with the help of the enumerator who came to his 
home. Like so many others, he used his experience in this regard as an argument for an in-
person door-to-door approach to collecting census information. 

A number of participants who were living with partners to whom they were not officially 
married didn't know how to respond to questions about their marital status. For example, one 
older woman who had been widowed for quite some time, and now lived with a partner whom 
she considered a de facto husband, was uncertain of how to answer. "I live with this man for 
many years now. I do not see myself as a widow, but I do not consider myself married either." 
The same was true of younger persons in live-in or common-law relationships. 

Household composition questions were seen as tricky, too, particularly where household boun
daries were fluid. Also, a few participants had a hard time separating cultural notions of 
"family" (in some cases, extended family) from questions that asked about household composi
tion. One woman, for example, was unsure of whether to include her brothers who lived in the 
United States. Like some others, she was clearly thinking of family composition rather than 
following a strict definition of common household residence. 

4.4.3 Problems with length of the questionnaire, question complexity, wording, format 

Most participants who had received the long form complained that it was way too long. Did it 
really need to be 39 pages?  Several felt that the long form wasn't really a census at all but a 
disguised socioeconomic study that really should have been separate. The number and type of 
questions fed their suspicions that the government actually had an ulterior purpose in mind. Said 
one man from an urban, coastal community: 

"If this is confidential and also for population reasons, it was not necessary to ask 
for the name and social security. [Note: The Census 2000 questionnaire didn't ask 
for a respondent's Social Security number.] Why ask questions such as homes 
that we own and so on. The long version of the census did not have to be 39 
pages long. Maybe this was not only a population effort but had other objectives 
of which we are not aware. Maybe they wanted to know if people answer the 
census questions in the same way they answer other government agency 
questions." 

A number of participants complained that the questions were too complex and the language hard 
to understand. In some cases, the basic issue was literacy. Some people with little formal 
education admitted that they simply couldn't read the questions well enough to really understand 
what they were being asked. They waited for the enumerators to come and help them out. One 
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woman in a poor interior community had called a teacher to help her, but the teacher couldn't 
answer the questions and instead put her in touch with the census office. Another woman in the 
same community reported that her mother had had a hard time filling out the questionnaire 
because she couldn't understand it. 

Participants in the poorer communities in the interior recognized that many of their neighbors, 
friends, and family lacked the basic literacy skills to read and respond to the questions on their 
own. "Here in Puerto Rico there are many people who neither read nor write. How are they 
going to be able to fill out a form like this?" Another participant reported that "the brothers of 
my church preach beautifully, but they do not read or write. You see, in the rural areas, various 
things and lack of transportation make it difficult for people to go to school." 

Some of the older participants in urban neighborhoods also had little formal schooling, such as 
one woman who had gone only up to the first grade in school: "I tried to read the form," she 
said, "I did not understand anything!" Some people expressed similar concerns for older 
residents of their communities. Said one younger person in an urban, working-class community: 
"If we, who are educated, are having problems answering, imagine how hard it is for the 
elderly?" But it wasn't just participants in rural communities and the elderly who reported 
difficulties understanding and completing the questionnaires. One woman in an urban 
neighborhood felt the language was sometimes confusing even for professionals. 

Several of those who received the long form protested not only the length, but also what they 
regarded as the onerous requirements of collecting data to answer the financial questions. Said 
one participant: "It was even necessary to look for old receipts and bills to answer the census!" 
Several objected to the format of the questionnaire, especially the need to answer the same set of 
questions for each individual in the household. They complained that it was too cumbersome to 
keep flipping back and forth, and hard to keep track of who was Person 1 and who was Person 2, 
and so on. Several found the questions repetitive; one woman noted that several of the questions 
at the beginning and the end of the questionnaire seemed identical to her. One participant from a 
middle-class neighborhood judged the layout aesthetically unattractive. 

One interesting theme that arose for those who found the questionnaire hard to complete was fear 
of making a mistake. Several of these participants said that they realized the importance of 
providing accurate information, and had thus decided not to fill out the questionnaire at all rather 
than risk making a mistake through interpreting a question incorrectly. One woman in an urban 
community who eventually filled out the questionnaire with the help of an enumerator, said this: 

"When I saw so many pages and so much wording, I thought I would not be able 
to do a good job when filling it out, and I like to do things right. I was conscious 
that this was very important, but I did not want to do a bad job at filling it out." 

Similarly, a participant in an interior community had kept questionnaire for 2 weeks and done 
nothing with it. She said. "I did not want to fill it out alone because I did not know if I was 
going to do a good job. I did not want to live with that worry." She finally prevailed upon the 
enumerator to help her. 

Others stopped filling out the questionnaire once they realized they had either made a mistake or 
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had gotten the form dirty. One woman left off when she couldn't find a bottle of correction fluid 
to correct her error. Another participant remarked, "I made a mistake and I didn't send it, 
because I am not going to send it with a mark through or they'll talk about me afterwards." 
Apparently, there is a strong value placed on handing in forms that are neat and clean. As one 
participant in an urban community noted, if a child spills something on a school project, his 
mother will say: "That is no good. Your teacher will say you're a pig." 

Most of those who had made mistakes or soiled their questionnaires made no active efforts to 
seek out another copy. One woman got a new form when she just happened to notice a stack of 
clean questionnaires for the taking while shopping at Wal-Mart. 

4.5 Summary 

The above discussion encompasses all but the most idiosyncratic reasons given by participants 
for not having returned their Census 2000 questionnaires by mail. The main reasons, grouped 
into four clusters, can be summarized as follows: 

C	 Motivational and process-related reasons.  Lack of clarity about the purpose of the 
census, including thinking it had to do with taxation or assignment of welfare benefits; 
confusion about the process by which the questionnaires were distributed and require
ments for responding; and uncertainty about the "correct" role of the enumerator. 

C	 Practical and logistical reasons.  Lack of time and difficulties of mailing the 
questionnaire. 

C	 Cultural and political attitudinal reasons.  Fear that the information wouldn't be kept 
confidential, which might result in loss of government benefits; belief that the money 
would end up only lining the pockets of the politicians; and association of the census 
with a political campaign, reinforcing suspicions as to its "true purpose." Also, a strong 
cultural preference for a more personal approach to distributing, administering, and 
returning the questionnaires. 

C	 Reasons related to questionnaire content and design.  Very strong objections to the 
race/ethnicity questions as divisive and insensitive to the "mixed" realities of Puerto 
Rican society. Objections to other questions, especially those about income and finances, 
as intrusive as well as difficult and demanding to answer. Complaints that the long form 
asked too many questions, many of which seemed "out of scope" for a census, and that 
the questionnaire was difficult to read and understand, especially for those with little or 
no formal education. 

Although the responses were reasonably well spread, there were some interesting differences 
across communities and groups for not responding by mail. Participants in interior communities 
were more likely to give logistic reasons, especially difficulties with mailing back the form, as 
well as problems reading and understanding the questionnaire, and confusion about the role of 
the enumerator. By contrast, while participants in all groups expressed concerns that some 
questions were too private, the race/ethnicity questions emerged as a major issue only in the 
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more urban coastal communities. In those communities, the race/ethnicity questions inspired the 
most strenuous negative reactions of any questions on the Census 2000 questionnaire. 

The twin themes of mistrust of government and politicians and suspicions of an "ulterior motive" 
for the census ran through virtually all the groups. However, these sentiments were framed 
differently depending on the group. In working class and poorer communities, both coastal and 
interior, concerns centered on losing government benefits or fears that the government was really 
checking up on whether they were receiving benefits for which they really didn't qualify. 
Participants in the two middle-class neighborhoods were more likely to express the suspicion 
that additional money received would only benefit corrupt politicians. Moreover, as seen, 
several people in these sites were affronted by the implication they would be motivated to reply 
to the census in order to gain government assistance. 

Almost everyone had heard something about Census 2000 from television and radio ads, 
newspapers, schools, or from informal sources such as relatives, neighbors, and "brothers" or 
"sisters" in their churches. Most had also discussed some aspect of the process with someone 
else. Many participants indicated they had consulted with family members or neighbors while 
trying to complete their questionnaires, sometimes in an effort to reach a consensus as to what 
was being asked or how they should answer. For the vast majority of those who participated in 
the nine focus groups, then, this was a socially grounded process. 

While agreeing that Census 2000 was better advertised than previous censuses, most participants 
believed the advertising wasn't very successful at communicating key messages. Several people 
seemed to remember bits and pieces of slogans or isolated phrases--such as "Don't leave your 
future blank"–without having gotten the overall message. As seen, some felt the advertising was 
"overkill" and too reminiscent of political campaigns. Others believed the ads placed undue 
emphasis on the importance of returning the questionnaires without educating the public as to the 
census's mission and purpose. 

Several thought that a more educationally oriented advertising campaign should have been 
initiated sooner, to better prepare people for the changes in store and dispel some of the anxieties 
and misconceptions about the process. As one man said, echoing the sentiments of many of the 
participants from all types of communities: 

"The census system should be more flexible. A lot of people do not know how to 
fill it out because of lack of education. This type of questionnaire is a threat to 
many people here in Puerto Rico. I do not know what I do not know. We need to 
be educated about the census for a long period of time before the actual census so 
that we understand the census's mission and how to fill it out." 

Critiques of the ad campaign and the requirements of mailing back the questionnaire dovetailed 
with the participants' clear preference for the "old system" as conducted in 1990. Participants in 
all communities and across all demographic and economic groups expressed a strong, unqual
ified support for in-person data collection as the means of gathering the necessary information. 
Not 
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only is this approach more culturally appropriate, they felt, but it is also more cost effective and 
less subject to errors of interpretation that can occur when questionnaires are returned by mail. 

Barring a return to in-person data collection, participants suggested setting up community-based 
help centers to aid those having difficulty answering the questions or needing special assistance 
in filling out their questionnaires, or establishing other community-based mechanisms for 
distributing and collecting the questionnaires.9 

5. RECOMMENDATIONS 

The focus groups with household heads in nine communities across Puerto Rico revealed four 
interrelated clusters of reasons why they hadn't mailed back their Census 2000 questionnaires. 
Although not generalizable to the larger population of Puerto Rican household heads, these 
results may still have potential implications for changes that might be made to improve response 
rates in future censuses on the Island. They also suggest areas for further research and 
exploration. The recommendations presented below are thus intended as only suggestive; further 
research and exploration is necessary to put them on firmer footing. 

5.1 Recommendations arising from reasons for mail nonresponse 

The following recommendations grow from the four main clusters of reasons for mailback 
nonresponse. 

5.1.1 Motivational and process-related reasons 

C	 Provide more comprehensive information, in different forms, on the mission, purpose, 
and uses of the census. This information should be presented in a manner that will allay 
misplaced fears and directly address common misconceptions (such as that census 
information will be used for taxation purposes). Disseminate this information in different 
venues and through a variety of community channels (such as schools, church groups, 
neighborhood associations). 

C	 Especially for those who do receive the long form, explain the rationale for having both a 
long form and a short form version of the questionnaire as well as the reasons for 
including the additional questions and need for the detailed information they request. 

C	 Provide a comprehensive and clear description of the changed role of the enumerator in 
the data collection process. This should be disseminated, along with information on the 
mission and purpose of the census, before the enumerators drop off the questionnaires. 

C Supply very clear, simple, step-by-step instructions on the procedures that the respondent 

9 Several participants tried to get help by calling the 800 number. Some failed to get through despite 
repeated attempts, while others received what they felt were unsatisfactory responses. Although Puerto 
Rico had over 100 Questionnaire Assistance Centers, the participants apparently didn't know this. 
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should follow in completing and mailing back the questionnaire--including such 
seemingly minor details as whether postage is required. Apart from the 800 number, 
inform people of the locations and hours of operation of the Assistance Centers as well as 
the services provided there. 

5.1.2 Practical and logistic reasons 

C	 Although there is certainly no way to give people more time in their busy lives, improv
ing motivation by providing a clearer understanding of the purpose and importance of the 
census, as suggested above, might give completing the census questionnaire higher 
priority among competing demands. 

C	 In rural areas, where people have to travel substantial distances to reach a post office, it 
might help to establish specially designated drop-off points for the census questionnaires. 

5.1.3 Cultural and political attitudinal reasons 

C	 These are probably the hardest reasons to deal with directly, as they relate to broadly held 
views and attitudes. However, cultural and attitudinal barriers may also be addressed, to 
some extent, by better information. For example, if generalized suspicion of politicians 
makes people more inclined to doubt the confidentiality of their answers, these concerns 
might be directly addressed as factually incorrect. However, the tone as well as the 
content of any such communication will be important, because seeming to "protest too 
much" might make people more suspicious. 

C	 Barring a return to the more personal door-to-door approach taken in 1990, any attempt 
to personalize the process would probably meet with a positive response. 

5.1.4 Questionnaire design and content 

C	 Conduct further research in Puerto Rico on views and perceptions of the Census 2000 
questions on race and ethnicity, which drew such strong negative reactions from 
participants in more urban, coastal communities.10  Compare this to similar relevant 
research conducted stateside to try to establish commonalties and differences between the 
Puerto Rican case and others. 

C	 Include Puerto Rico in any additional cognitive testing or efforts to field test different 
versions and formats of questions and questionnaires for future censuses. 

10 Research of this type is currently being conducted as part of this task. Focus groups are being held in 
12 communities across the Island with a diverse group of participants to explore their views and 
perceptions of Question 8 (on ethnicity) and Question 9 (on race). 

24 



5.2 Overarching recommendations 

In addition to those presented above, we offer two additional, overarching recommendations: 

C	 Use the results and recommendations from this study, as well as other supporting testing 
and research, to develop advertising appeals for census participation more attuned to the 
Puerto Rican population. 

C	 Consider using the results of this study to create a close-ended survey to be administered 
to a probability sample of residents of the Island. The survey could seek the respondents' 
views of different approaches to data collection for the census, as well as their reactions 
to the content of any new materials or advertisements developed from the specific 
recommendations offered here. 
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Appendix A-1 

PUERTO RICO EVALUATION–ENGLISH VERSION 

(Screener for Focus Group Participation) 

Hello. My name is (---------------) and I work for Westat, a research company located outside 
Washington, D.C. Westat is doing a study for the US Census Bureau to find out more about why people 
in Puerto Rico may not have returned their Census 2000 forms. 

First, can I ask whether or not you mailed back your Census 2000 form--that would have been several 
months ago, in March or April sometime? (If individual does not remember, facilitator will show copies 
of the form to jog their memory. If the individual says he/she returned the form or cannot remember, 
thank him/her for their time and proceed to the next dwelling. If is reasonably sure he/she did not 
answer, then continue). 

To start with, will you answer a few short questions for me? You can fill out this form yourself or I will 
be happy to take down the answers for you. 

1) How long have you lived at this address? __________mos/yrs 

2) How many people, including yourself, normally reside here? 

3) How old are you? 

1) 18-25 
2) 26-35 
3) 36-45 
4) 46-55 
5) 56-65 
6) 66-75 
7) 76-85 
8) 85+ 

_______________


4) What is the highest level of education that you have completed? 

1) no formal schooling 
2) elementary school (6thth grade or less) 
3) middle school (7th-9th grade) 
4) some high school 
5) high school graduate 
6) some college 
7) Associates degree 
8) Bachelors degree 
9) Postgraduate degree 
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5) What is your occupation? (includes student, housewife, unemployed, occasionally employed) 

________________________________________ 

6) Do you remember which census form you received? 

1) I received the long form 
2) I received the short form 
3) I’m not sure/Don’t remember 

7) Here are some reasons why someone might not have returned their census forms. Please check off all 
the reasons that apply to you: 

1) I accidentally threw out the form 
2) I forgot about or misplaced the form 
3) The form was too long 
4) I couldn’t read the form 
5) The instructions were confusing to follow 
6) Some of the questions were too personal 
7) Some of the questions were hard to understand 
8)  I did not want the government to know my business 
9) I did not believe that the information would be kept confidential 
10) I did not see what good it would do for me or my family 
11) I was not sure how the information would be used 
12) I was too busy with other things 
13) Other (specify) 

Thank you for responding to these questions. Would you be interested in participating in a group discussion 
with about six to eight other people to talk more about this subject? The other participants would also be 
persons from this area who did not respond to the census.  It will be an open-ended discussion in which you 
will be able to express and share your views freely.  The group will last about 2 hours and will be held 
somewhere close by. If you were to be invited to participate, you would also be paid $20 and your 
transportation costs would be covered. Babysitting will also be provided if you would need to bring your 
children along, and food and drinks will be served. 

Do you think you would want to participate (If answers yes,) Can I have your name, as well as an address 
and telephone number where I may reach you in the next few weeks? Also, what would be a good day of 
the week and time of the day or evening for you? (Determine weekday or weekend, daytime or evening). 
Thank you so much, and you may be hearing back from us very soon. 

28




Appendix A-2 

PUERTO RICO EVALUATION–SPANISH VERSION 

Buenos días/tardes/noches. Mi nombre es (_____________) y estoy trabajando para Westat, ésta es una 
compañía en el área de Washington D.C. que hace estudios para diferentes organizaciones y agencias de 
gobierno. En estos momentos, Westat está haciendo un estudio para el Censo con el propósito de conocer 
un poco más la opinión de las personas sobre el proceso de llenar y devolver los cuestionarios.. 

¿Déjeme preguntarle, envió usted por correo el cuestionario del Censo? ¿Recuerda si devolvió el 
formulario? Eso tuvo que haber sido en algun momento entre marzo y abril. (En caso de no recordar, el 
facilitador puede mostrarle los cuestionarios por aquello de refrescarles la memoria. Si la persona dice 
que devolvió el cuestionario o no recuerda haberlo devuelto, déle entonces las gracias y pase a la 
próxima vivienda. Continue con la encuesta si la persona esta razonablemente segura de que no lo 
devolvió). 

¿Podría hacerle algunas preguntas? 

1. ¿Cuánto tiempo lleva viviendo en esta dirección/área? ____________años/meses 

2. ¿Cuántas personas, incluyéndose a usted, viven en la casa? 

3. ¿Cuántos años tiene? 

1) 18-25 
2) 26-35 
3) 36-45 
4) 46-55 
5) 56-65 
6) 66-75 
7) 76-85 
8) 85+ 

4. ¿Cuál fue el nivel más alto que llegó en la escuela? 

1) Nunca fue a la escuela 
2) Escuela elemental (hasta el sexto grado) 
3) Escuela intermedia (del séptimo al noveno grado) 
4) Algunos años de escuela superior pero no terminó 
5) Se graduó de escuela superior 
6) Algunos cursos universitarios 
7) Grado Asociado 
8) Bachillerato 
9) Estudios Graduados 

5.	 ¿En qué trabaja usted? (incluye categorias como estudiante, ama de casa, desempleado, empleado 
ocasionalmente o chiripas) 

________________________________________
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6. Recuerda usted que tipo de cuestionario del censo recibio usted? 

1) Recibí el cuestionario largo 
2) Recibí el cuestionario corto 
3) No estoy seguro(a)/No recuerdo 

7.	 A continuación hay un listado de razones por las que una persona pudo haber decidido no devolver o 
enviar por correo el cuestionario del censo. Por favor, marque todas las razones que apliquen: 

1) Accidentalmente boté el cuestionario 
2) Me olvidé o lo puse en algún sitio que no recuerdo 
3) El cuestionario era demasiado largo 
4) No podía leer el cuestionario 
5) Las instrucciones eran confusas 
6) Algunas preguntas eran muy personales 
7) Algunas preguntas eran difíciles de entender 
8) No quería que el gobierno supiera de mis asuntos 
9) No creí que la información fuera confidencial 
10) No sé que beneficios pueda tener para mí o mi familia 
11) No estaba seguro de como usarían la información 
12) Estaba demasiado ocupado 
13) Otra (especifique):_________________________ 

Muchísimas gracias por contestar estas preguntas. ¿Estaría interesado en participar en una reunión con 
otras 6-8 personas para discutir este tema con más profundidad? A esta reunión estariamos invitando a 
otras personas de esta comunidad/área que no devolvieron el cuestionario del censo. La reunión tomaría 
alrededor de 2 horas y la estaríamos haciendo en un lugar cerca de esta área. De participar, usted recibiría 
$20 más los costos de transportación. También tendremos comida y una niñera en caso de que necesite 
traer a su hijo(a).. 

¿Le interesaría participar? (De la persona contestar en la afirmatima, entonces pídale la siguiente 
información:) ¿Podría darme su nombre, dirección y número de teléfono para hacerle llegar la 
invitación en las próximas semanas?  ¿Cuál sería el mejor día y la mejor hora para usted? (Distinga entre 
día de la semana y fin de semana; horas del dia o de la noche; mejor momento para reunirse y mejor 
momento para hablarle).  Muchísimas gracias por su cooperación y podríamos estarle llamando/dando 
más información en los próximos días. 
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Appendix B-1 

PUERTO RICO EVALUATION 
FOCUS GROUP PROTOCOL 

ENGLISH VERSION 

INTRODUCTION--Thank you for coming here today/this evening. My name is (--------------------) and I 
will be leading the discussion. This is my colleague, ___________________. S/he will be helping by 
taking notes and making sure everything is functioning properly.  We both work for Westat, a private 
company that is doing this study for the U.S. Census Bureau. 

We are here to find out more about why people in Puerto Rico did not return their Census 2000 forms. 
We want to learn your reasons for not responding to the Census so that we can do better next time. We 
are here to learn from you. You are the experts; there are no right or wrong answers. Please feel free to 
speak your mind. 

I also want to assure you that your answers will be kept strictly confidential. The researchers working on 
this project are the only people who will know who said what. The report that will be written will bring 
together the views expressed by all the people participating in these discussions across Puerto Rico, and 
no one will be identified by name. We will be tape recording the session so we can be sure to get the 
most accurate information. Are there any further questions about the study before I start to explain the 
rules for today’s/tonight’s session. 

Has anyone participated in a focus group before? The rules are quite simple. Everyone has a name card 
in front of you, so I can call on you by name. First, we will go around the room and everyone will 
introduce themselves and say where they live. Then I will start by asking a question. Whoever wants to 
can be first to answer. Once that person has finished, someone else can speak. If you have something to 
say, but someone else is still talking, please raise your hand, and wait until I call on you. Everyone will 
have a turn. 

LET’S FIRST GO AROUND THE TABLE. CAN EACH PERSON GIVE THEIR NAME AND 
WHERE THEY LIVE? 

I. I’D LIKE TO START BY ASKING YOU TO THINK BACK A FEW MONTHS TO WHEN YOU 
FIRST GOT A LETTER TELLING YOU THE CENSUS FORM WOULD BE DELIVERED SOON, 
AND THEN, WHEN YOU RECEIVED THE ACTUAL FORM WITH THE QUESTIONS. WHAT 
WAS YOUR REACTION? (Probe on whether the process worked as intended, whether the advance 
letter was read, whether the instructions about procedures and mailback were clear). 

II. BY THE TIME YOU RECEIVED YOUR FORMS, HAD YOU ALREADY HEARD ABOUT THE 
CENSUS FROM ANY OTHER SOURCES? (Probe on sources such as television or radio ads, 
billboards, neighbors, newspapers, religious/church gatherings, from school-aged children)?WHAT 
HAD YOU HEARD? AFTER YOU GOT THE FORM, DID YOU TALK TO ANYONE—A 
RELATIVE, FRIEND OR A NEIGHBOR-- ABOUT THE CENSUS?  IF SO, HOW DID THOSE 
DISCUSSIONS INFLUENCE YOUR IDEAS ABOUT WHETHER TO RESPOND? 

III. THERE ARE DIFFERENT POINTS AT WHICH A PERSON MIGHT DECIDE NOT TO 
RESPOND TO THE CENSUS—FOR EXAMPLE, ONE PERSON MIGHT NOT EVEN OPEN THE 
ENVELOPE, WHILE ANOTHER MIGHT GET PART WAY THROUGH THE FORM BEFORE 
DECIDING NOT TO CONTINUE. HOW FAR INTO THE PROCESS DID YOU GET? (Probe on 
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whether there were literacy issues, problems with understandability of questions or instructions, 
objections to content of questions ,etc) 

IV. ALL IN ALL, WHAT WOULD YOU SAY IS THE SINGLE MOST IMPORTANT REASON YOU 
DID NOT RESPOND TO CENSUS 2000? 

V. WHAT, IF ANYTHING, COULD HAVE BEEN DONE DIFFERENTLY THAT WOULD HAVE 
MADE YOU COMPLETE AND RETURN YOUR CENSUS FORM? 
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Appendix B-2 

PUERTO RICO EVALUATION 
FOCUS GROUP PROTOCOL 

SPANISH VERSION 

Introducción: 

Gracias por acompañarnos en el día de hoy. Mi nombre es (____________) y estaré dirigiendo la 
conversación que tendremos en esta (mañana, tarde, noche). Este(a) es mi compañero(a) (___________) y 
él (ella) estará tomando notas y pendiente a que la grabadora esté funcionando perfectamente. Ambos(as) 
trabajamos para Westat. Westat es una compañía privada localizada en Maryland que se dedica a hacer 
estudios para diferentes organizaciones. 

Estamos aquí para aprender o conocer un poco más las razones que tuvieron las personas en Puerto Rico para 
no devolver por correo los cuestionarios del Censo 2000. Esta información nos ayudará a mejorar el proceso 
de enviar y recibir los cuestionarios en el próximo Censo. En este tipo de entrevista grupal no existen 
respuestas correctas (buenas) o incorrectas (malas) por lo que pueden sentirse en la libertad de hablar 
abiertamente sobre el tema. 

Es importante enfatizar que sus respuestas son estrictamente confidenciales. Solamente los encargados de 
este estudio tendrán acceso a la información. El informe final incluirá los temas discutidos en las 12 
entrevistas grupales que haremos por toda la isla por lo que ningún participante será identificado por el 
nombre. Como les informamos anteriormente, esta entrevista grupal será grabada para asegurarnos de tener 
la información completa. ¿Hay alguna pregunta sobre el estudio antes de comenzar? (Los facilitadores deben 
leer y/o discutir la carta de confidencialidad y pedirles a los participantes que la firmen). 

¿Hay alguien que haya participado anteriormente en una entrevista grupal?  Las reglas son bastante simples. 
Cada persona tiene en frente una tarjeta con su nombre, esto es para que se me haga más fácil el recordar sus 
nombres. Primero les voy a pedir que cada uno diga su nombre y cualquier otra información que ustedes 
quieran darnos. Después haré algunas preguntas y cualquiera de ustedes puede comenzar con la discusión. 
Cuando esa persona termine de hablar, otra puede seguir y así sucesivamente. Si usted quiere decir o añadir 
algo cuando haya alguien hablando, entonces levante su mano para entonces cederle el turno. ¿Alguna otra 
pregunta? 

PRIMERO LES VOY A PEDIR QUE CADA PERSONA DIGA SU NOMBRE Y CUALQUIER OTRA 
INFORMACION PERSONAL QUE QUIERAN DARNOS. ¿QUIEN QUIERE EMPEZAR? 

I: PARA COMENZAR, ME GUSTARIA PEDIRLES QUE PIENSEN CUANDO LES LLEGO, POR 
PRIMERA VEZ, LA CARTA QUE LES DECIA QUE RECIBIRIAN EL CUESTIONARIO DEL CENSO 
Y EN EL MOMENTO EN QUE RECIBIERON EL CUESTIONARIO. ¿CUAL FUE SU REACCION? 
(Preguntar si el proceso resultó ser como se pretendía, si leyeron la carta y si las instrucciones sobre los 
procedimientos de llenar y devolver los cuestionarios estaban claros). 

2. ¿HABIAN ESCUCHADO O VISTO ALGUNA INFORMACION SOBRE EL

CENSO PARA EL MOMENTO EN QUE LES LLEGO EL CUESTIONARIO? (Preguntar sobre las fuentes

de información; por ejemplo, anuncios de radio o televisión, reportajes, periódicos; tablones de anuncios,

afiches o “posters”, vecinos, información provista en la iglesia/reuniones ecuménicas o por niños que están

en la escuela) ¿QUE FUE LO QUE ESCUCHARON? DESPUES DE HABER RECIBIDO EL

CUESTIONARIO DEL CENSO, ¿USTEDES HABLARON CON ALGUN FAMILIAR, AMIGO O

VECINO SOBRE EL CENSO?  ¿DE QUE MANERA INFLUYERON ESAS CONVERSACIONES EN SU
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DECISION DE ENVIARLO O NO? 

3. HAY VARIOS PUNTOS EN EL PROCESO EN QUE UNA PERSONA PUDO

HABER DECIDIDO NO CONTESTAR O DEVOLVER EL CENSO—POR EJEMPLO, UNA PERSONA

PUDO HABER DECIDIDO NO ABRIR EL SOBRE MIENTRAS QUE OTRA PUDO HABER

COMENZADO A CONTESTARLO Y LUEGO DE HABER LEIDO VARIAS PREGUNTAS DECIDIO

NO CONTINUAR. ¿CUAN LEJOS LLEGARON USTEDES EN ESTE PROCESO? (Ver si está o no

relacionado con niveles de escolaridad, problemas entendiendo las preguntas y/o instrucciones, alguna

objeción al contenido de las preguntas, etc.)


4. ¿CUAL SERIA PARA USTEDES LA RAZON MAS IMPORTANTE PARA

QUE USTEDES DECIDIERAN NO RESPONDER/DEVOLVER EL CUESTIONARIO DEL CENSO?


V. ¿QUE COSAS EL CENSO HUBIESE HECHO DIFERENTE, SI ALGUNA, PARA QUE USTEDES

COMPLETARAN Y DEVOLVIERAN EL CUESTIONARIO?
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Appendix C


PUERTO RICO EVALUATION OBSERVATION SUMMARY FOR FOCUS GROUPS


Name of Observer/co-moderator: 

Name of Moderator: 

Date and time of focus group: 

Location: (**If there is anything remarkable about the meeting location (e.g., particular section of town, 
individual’s home, or neighborhood characteristics) or the arrangements that went into the group, please 
comment briefly.) 

1. Physical Setting: Brief description of setting in which meeting is taking place (e.g., type of 
building,, size and shape of room, arrangement of furniture, condition of the facilities, distracting noises, 
etc) 
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2. Participants List names of all participants. 

Name Home Address 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 
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3. Seating Arrangement / Sociogram Please draw the seating arrangement and label who is sitting 
where. 

a. Place a check mark next to the person’s name each time s/he speaks. 
b. (If not too distracting) Draw arrows showing who is addressing remarks to whom. 
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4. General observations As you observe the interactions among the participants, pay attention to 
the following issues (N.B. there may be other, relevant matters that are not listed below). 

1. Facilitator’s style and group’s response to it; 

2. Expression of views – openness of the group to voicing and hearing diverse opinions; 

3. Non-verbal signals (e.g., body language); 

4. Degree to which one person or subgroup is dominating the discussion; 

5.	 Indications that there are divisions or tensions in the group and how these break 

down. 

(Observations should contain more information than simply your perspective. For example, do 
not write, “Juan became angry,” but rather“ Juan seemed to get angry, as he raised his voice and 
pounded his fist on the table when he spoke.” This will allow the reader to draw his/her own 
conclusions about the behavior and enhance our ability to interpret the findings.) 
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5. Overall Observations: Briefly summarize the tone and feel of the group, major themes that 
seemed to emerge from the session, and any additional comments that you believe will help us to 
interpret the transcript. Please also include any “lessons learned” as to what to do or not to do in 
the next group based on how this group went. 
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: www.census.gov/pred/www/. 
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1. Introduction 

The purpose of the report that fol
lows is to synthesize results of 
address list development in Census 
2000 from evaluations, experi
ments, and other assessments and 
to make recommendations for 
planning the 2010 Census. 

There are additional topic reports 
that address subjects that have 
some overlap with the information 
contained in the Address List 
Development Topic Report: 

• 	The Coverage Improvement 
Topic Report describes decennial 
operations and programs from 
Census 2000 that substantively 
influenced census coverage. 
This includes coverage improve
ments from enumeration opera
tions that are also discussed in 
this topic report. 

• 	The Coverage Measurement 
Topic Report describes the 
efforts to measure coverage in 
Census 2000, including the cov
erage of housing units. 

• 	The Special Place/Group 
Quarters Topic Report describes 
the address list development for 
special places and group quar
ters in Census 2000. 

• 	The Data Collection Topic Report 
describes the successes and 
challenges of field data collec
tion in Census 2000. This 
includes operations that impact
ed address list development in 
Census 2000. 

To evaluate the address list devel
opment process, we looked at all 
of the operations that contributed 
to the address list individually and 

as a group. We also looked at the 
overall quality of the final census 
results. Therefore, the results in 
this report are presented in three 
sections: 

• 	Individual operation evaluations 
(Section 2) 

• 	Combined operation evaluations 
(Section 3) 

• 	Coverage and quality evalua
tions of the final census results 
(Section 4) 

There were sixteen formal evalua
tions that fed into this topic report. 
They provided assessments of 
each of the address list develop
ment operations and they provided 
information about the coverage 
and quality of the final census 
results, including geocoding error. 
We conducted analysis of the com
bined impact of the various opera
tions specifically for this topic 
report; this analysis does not come 
from any other formal evaluation. 
In addition, we also used planning 
documents, operational assess
ments, and summary documents 
as input to this topic report. 
Finally, we used information from a 
survey of local governments that 
was not formally part of the 
Census 2000 Evaluation Program. 

Section 5 summarizes the lessons 
learned and recommendations pro
vided elsewhere in this document. 

The individual operation evalua
tions in Section 2 and the com
bined operation evaluations in 
Section 3 start with the assump
tion that the final census results 
are accurate. That is, the address

es that ended up in the final cen
sus count should have ended up in 
the final census count. Similarly, 
these evaluations assume that 
addresses left out of the final cen
sus count should have been left 
out of the final census count. We 
know that there are errors in the 
final census results, but our initial 
evaluation of operations does not 
consider this fact. The coverage 
and quality evaluations of the final 
census results in Section 4 then 
provide us with an overall picture 
of the accuracy of the final prod
uct. In some cases, we are able to 
say things about individual opera
tions through these coverage and 
quality evaluations; however the 
design of programs like the 
Housing Unit Coverage Study are 
not intended to provide sufficient 
data to assess individual opera
tions. In Section 4, we also pro-
vide estimates of geocoding error 
in the census. 

1.1 Master Address File 
overview 

This section provides a high level 
overview of the Master Address 
File (MAF). See Appendix A for a 
detailed description of how the 
address list was developed in 
Census 2000. 

To enumerate and tabulate Census 
2000, the Census Bureau identified 
all living quarters and located 
these living quarters with respect 
to the geographic entities for 
which it reports data. The Census 
Bureau accomplished this by creat
ing and maintaining a MAF that 
identifies all living quarters and by 
spatially locating those addresses 
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using a nationwide automated geo
graphic system, the Topologically 
Integrated Geographic Encoding 
and Referencing (TIGER) system 
database. The building and main
tenance of the MAF and TIGER 
involved partnerships with other 
federal agencies; state, local, and 
tribal governments; regional and 
metropolitan planning agencies; 
the private sector; and nongovern
mental organizations. 

For Census 2000 to be as accurate 
and complete, and as cost effective 
as possible, the address list that 
serves as the basic control for the 
census must be as accurate and 
complete as possible. If an 
address is not on the list, then its 
residents are less likely to be 
included in the census. If an 
address is on the list more than 
once, its residents are more likely 
to be included more than once in 
the census. The inventory of all 
living quarters includes addresses 
or location descriptions for each 
housing unit and each group quar
ters. Except where the address list 
is created at the time of enumera
tion, each listing must have a com
plete address that can be used for 
mailing or hand delivering a cen
sus questionnaire or a location 
description that can be used by an 
enumerator to locate the living 
quarters. 

The Census Bureau created and 
maintained the MAF through a 
series of operations. The use of an 
address list development approach 
in a particular geographic area 
depended on the types of address
es used for mail delivery in that 
area and on how the Census 
Bureau intended to enumerate the 
population in that area. A full 
description of the address list 
development process in Census 
2000 is included as Appendix A in 
this report. Abbreviated descrip

tions of each operation are provid
ed throughout the report. 

Once the MAF was initially created, 
the Census Bureau determined that 
a subset of addresses on the MAF 
was eligible for attempted enumer
ation in Census 2000. This subset 
of addresses was then used to cre
ate the Decennial Master Address 
File (DMAF). The DMAF became 
the source for printing question
naires, controlling field enumera
tion assignments, and keeping 
track of the status of each case 
during Census 2000. Periodically, 
as the MAF was updated, updates 
were then made to the DMAF as 
well. 

1.2 Master Address File 
building process history 

This section provides a summary 
of how the planned process for 
developing the MAF for Census 
2000 changed several times 
during the decade. First, as a 
result of testing and second, as a 
result of joint planning with our 
stakeholders. 

For the 1990 Census, the Census 
Bureau developed an Address 
Control File (ACF), which was 
based on several initial list opera
tions as well as a series of cover-
age improvement operations. 
From these operations, the Census 
Bureau created a computer file that 
contained the address of every 
housing unit included in the 1990 
Census. The Census Bureau also 
developed the TIGER database to 
support its mapping needs for the 
Decennial Census and other 
Census Bureau programs. 

Following the 1990 Census, the 
Census Bureau used the 1990 ACF 
and the TIGER system to support 
its statistical programs. (TIGER 
was maintained and updated 
throughout the decade but the ACF 
was not.) Despite the successes 

associated with these resources, 
there were deficiencies in each of 
them that led to the Census 
Bureau’s new vision for a continu
ously updated and increasingly 
accurate MAF and TIGER database. 

To begin implementing the new 
vision for the MAF, the Census 
Bureau began laying out the steps 
necessary to have a nationwide 
MAF in time for Census 2000. The 
major components of the initial 
creation of the MAF for Census 
2000 included: 

• The 1990 ACF, 

• 	The United States Postal 
Service’s (USPS’s) Delivery 
Sequence File (DSF), 

• 	Address list information from 
local and tribal governments 
through the Program for 
Address List Supplementation 
(PALS), 

• 	An address listing operation in 
areas for which the Census 
Bureau did not intend to use the 
DSF, and 

• 	Targeted field verification 
checks. 

After creating the initial address 
list, the Census Bureau was going 
to give local and tribal govern
ments the opportunity to review 
the list prior to the delivery of 
Census 2000 questionnaires in the 
Local Update of Census Addresses 
(LUCA) program. 

As the Census Bureau began imple
menting the Census 2000 Dress 
Rehearsal, the agency identified 
additional operations that could 
contribute to a more comprehen
sive address list for Census 2000. 
In the summer of 1997, the Census 
Bureau re-engineered the plan for 
the address list development for 
Census 2000. A summary of the 
updated plan follows: 
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In areas with mail delivery to pre-
dominantly city-style addresses 
(often referred to as “inside the 
blue line”1): 

• 	Verify the address list through a 
dependent 100 percent Block 
Canvassing operation. 

• 	Implement a postal check by the 
USPS, in which local postal carri
ers check the list in late January 
2000. 

• 	Terminate the limited, targeted 
field verification checks. 

• Terminate the PALS activity. 

• 	Conduct an earlier LUCA opera
tion. 

In areas with mail delivery to pre-
dominantly noncity-style addresses 
(often referred to as “outside the 
blue line”): 

• 	Provide additional attention to 
updating TIGER maps prior to 
the address listing operation. 

In all areas: 

• 	Increase the amount of time 
allowed for local and tribal gov
ernment review of the address 
list. 

• 	Provide more training/guidance 
to local and tribal governments 
to assist their review of the 
address list. 

• 	Establish stronger relationships 
with state data centers, metro
politan and regional planning 
organizations, and councils of 
government, especially in areas 
where local governments are 
unable to participate in a local 
review of their address list. 

1 The term 'inside the blue line" harkens 
back to earlier censuses where different enu
meration methodologies were geographically 
identified by outlining areas on a map using 
a blue pencil. 

To the extent possible, the Census 
Bureau incorporated components 
of this re-engineered plan into the 
Census 2000 Dress Rehearsal. The 
result was a Census 2000 Dress 
Rehearsal whose MAF was built 
with a hybrid system somewhere 
between the original plan and the 
intended plan for Census 2000. 

By the time the Census Bureau 
actually implemented Census 
2000, the agency had added most 
of the activities described above. 
The one exception is that although 
it planned a postal check by the 
USPS, in which local postal carriers 
would have checked the list in late 
January 2000, the USPS encour
aged an alternative operation. In 
place of a postal check at the local 
level, the Census Bureau added 
several additional deliveries of the 
DSF from the USPS. This revised 
methodology was used based on 
the results of a comparison of the 
DSF to the MAF by the USPS, from 
analysis of the Dress Rehearsal 
results, and from the heightened 
efforts by the USPS to increase the 
currency and accuracy of the DSF. 
The Census Bureau also added a 
New Construction Program, which 
allowed participants in the LUCA 
Program to provide addresses for 
units newly constructed between 
January and April of 2000. 
Although the Census Bureau gave 
LUCA participants more time to 
complete their review, a survey of 
local and tribal governments 
showed that they would have 
appreciated even more time to 
review. An estimated 50 percent 
of the LUCA participants who pro
vided no updates said that they 
either had insufficient personnel or 
said that the volume of work was 
too much. 

1.3 Limits 

The evaluations of address list 
development for Census 2000 

have various limits. Individual 
evaluation reports provide exhaus
tive descriptions of specific limits 
that affect their results. In this 
section, we present some key lim
its that affect our interpretation of 
the results presented throughout 
this report. We present additional 
limits throughout this report where 
appropriate. 

The basic street address size 

variable was overstated 

The variable showing the number 
of units at a basic street address 
(BSA) on the MAF included all 
addresses indicated as DMAF deliv
erable during the census process. 
Only a subset of these addresses 
remained in the census. Therefore, 
the size of BSA variable on the 
MAF is overstated relative to the 
size of BSA as of the end of the 
census. 

Additionally, the size of BSA vari
able was only determined for units 
with city-style address information. 
Units with non-city-style addresses 
are considered single units. Due 
to the error, first explained in sec
tion 2.2.1, all units in Puerto Rico 
have non-city-style address infor
mation for them on the MAF and 
are recorded as single units regard-
less of their actual BSA size. 

We are unable to determine 

whether an address is used to 

receive mail 

In these evaluations, we look at 
address information in the follow
ing categories: complete city-style, 
complete rural route, complete P.O. 
box, incomplete or no address. 
The way the address information is 
stored on the MAF does not allow 
us to distinguish between address
es that are used for mailing and 
those that are used for locating 
addresses in field operations. 
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Comparing results to previous comparing results across censuses. had a census question asking the 
censuses An example of an analysis variable respondent the size of structure. 

that has changed from 1990 is size 
The type of enumeration areas, 

of structure—the closest approxi-
In Census 2000, the Census Bureau 

enumeration methodologies, and 
mation being size of basic street 

defined the size of basic street

analysis variables for Census 2000 

address in Census 2000. In the 
address based on an address-level


may differ from previous censuses. 
1990 Census, the Census Bureau 

algorithm. 

Caution should be taken when
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2.	 Methodology and Results from 
Individual Operation Evaluations 

During Census 2000, the Census 
Bureau used three different major 
approaches for initially building 
and subsequently improving the 
MAF for different geographic areas 
(defined at the census block level). 
The use of an approach in a partic
ular geographic area depended on 
the types of addresses used for 
mail delivery in that area and on 
how the Census Bureau intended 
to enumerate the population in 
that area. In this report, we label 
these three approaches by the pri
mary types of enumeration areas 
that they contain: 
Mailout/Mailback, Update/Leave, 
and List/Enumerate. We first dis
cuss the individual operation eval
uations separately for these three 
approaches (Sections 2.1 through 
2.3). We then discuss the individ
ual operation evaluations for oper
ations that crossed these 
approaches (Section 2.4). 

2.1 The Mailout/Mailback 
approach operations 

In this section, we discuss the indi
vidual operation evaluations for: 

• The USPS’s DSF 

• LUCA 1998 

• Block Canvassing 

• New Construction 

• Urban Update/Leave 

For an explanation of how these 
operations related to each other 
during the census, see 
Appendix A. 

Note that we also refer to Urban 
Update/Enumerate in this section, 
but the detailed results are provid

ed in the next major section of the 
report on “Update/Leave Approach 
Operations.” 

2.1.1 The United States Postal 
Service’s Delivery Sequence File 

Most of the information in this sec
tion came from Rosenthal (2002c). 

Other than the 1990 ACF, the DSF 
was the most significant contribu
tor of addresses in Mailout/ 
Mailback areas in Census 2000. 
The United States Congress author
ized the USPS to share its address 
list, the DSF, with the Census 
Bureau in the Census Address List 
Improvement Act of 1994. The 
USPS provided the Census Bureau a 
series of DSFs throughout the 
years leading up to and including 
Census 2000. These included: 

• November 1997 or earlier 

• September 1998 

• November 1999 

• February 2000 (adds only) 

• April 2000 

The November 1997 or earlier cat
egory refers to a national DSF 
delivery to the Census Bureau in 
November 1997 and sub-national 
DSF deliveries of earlier DSFs such 
as for the 1995 census test sites. 
The February 2000 DSF was a file 
of added addresses only. The 
other DSFs included all addresses 
on the DSF at that time. 

There were 116,550,536 unique 
addresses on one or more of these 
DSFs. Eighty-five percent of these 
addresses were enumerated as 
either occupied or vacant in 

Census 2000. The other 15 per-
cent were not enumerated because 
they were not geocoded to a cen
sus block, didn’t exist as verified 
residential addresses by two or 
more census operations, or were 
duplicates discovered during the 
census. Sixty-four percent of the 
DSF addresses matched to address
es in the 1990 ACF.  Of the 
matched addresses, 97 percent 
were in the final results of Census 
2000. Of the DSF addresses that 
did not match to the 1990 ACF, 63 
percent were in the final results. 

The Census Bureau did not observe 
complete consistency between DSF 
deliveries. That is, housing units 
appeared and disappeared from 
one delivery to the next. Table 1 
demonstrates the changes from 
one delivery to the next. 

To the extent that the Census 
Bureau could geocode new DSF 
addresses, the agency added them 
to the MAF, regardless as to 
whether they coded to inside or 
outside of the blue line. However, 
in Census 2000, the Census Bureau 
only used the DSF as a source of 
addresses inside the blue line. If a 
DSF address that is outside of the 
blue line is in the final census 
results, it is generally the case that 
some other operation independent
ly added the same address. Of all 
of the DSF addresses added to the 
MAF, Table 2 provides the distribu
tion of those addresses to inside or 
outside of the blue line. 

The increasing number of address
es delivered from the DSF that 
were not geocoded as of 03/01 
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Table 1. 
Changes in the Inventory of Addresses on the Delivery Sequence 
File Over Time 

DSF 

Total number 
of addresses 

on the file 

Total 
addresses 
not on any 

previous DSF 

Total 
addresses 
not on the 

immediately 
preceding 

DSF 

Total 
addresses not 
on the current 
file that were 

on the 
immediately 

preceding 
DSF 

November 1997 or earlier1 . . 106,792,959 32,219,712 32,219,712 524,300 
September 1998 . . . . . . . . . . .  100,407,869 3,000,454 3,260,202 9,645,292 
November 1999 . . . . . . . . . . . .  103,281,784 4,274,404 4,850,176 1,976,261 
February 2000 (adds only) . . 985,365 836,431 903,556 N/A3 

April 20002 . . . . . . . . . . . . . . . .  103,969,951 1,121,998 1,275,379 1,490,768 

1November 1997 is compared to the 1990 ACF since there is no previous DSF to 
compare it to. 

2The April 2000 DSF is compared to a combination of the February 2000 and November 
1999 DSFs since the February 2000 DSF only contained adds. 

3Since the February 2000 DSF was adds-only, it doesn't make sense to do this 
comparison to the previous DSF. 

the blue line were added to the 
frame of addresses that the Census 
Bureau attempted to enumerate in 
Census 2000. There was some 
clustering of new units added by 
the DSF. 

Table 3 provides counts of collec
tion blocks by the number of new 
housing units per block for new 
addresses inside the blue line on 
the September 1998 DSF. 

Over 44 percent of the blocks had 
at least two new addresses from 
the DSF. Just fewer than 36 per-
cent of the blocks had between 
two and nine new addresses. Over 
four percent of the blocks had 
between ten and 19 new address-

Table 2. es, and 3.0 percent of the blocks 

Distribution of Delivery Sequence File Added Addresses by Inside had between 20 and 59 new 
or Outside of the Blue Line addresses from the DSF. From this 

DSF 

Percent of 
new 

addresses 
inside the 

blue line 

Percent of 
new 

addresses 
outside the 

blue line 

Percent of 
new 

addresses not 
geocoded to a 

block (as of 
03/01) 

11/97. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  72.17 23.49 4.33 
09/98 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  52.53 37.18 10.29 
11/99. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  51.81 26.47 21.72 
02/00 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  43.82 24.45 31.73 
04/00 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  52.82 15.83 31.35 

same DSF delivery, 71.7 percent of 
the new addresses were single unit 
addresses. Over six percent of 
them were in multi-unit addresses 
that had between two and four 
housing units. Close to 11 percent 
of them were in multi-unit address
es with over 50 housing units. 

Table 3. 
Counts of Collection Blocks by the Number of New Housing Units 
Per Block for New Addresses Inside the Blue Line on the 
September 1998 Delivery Sequence File 

Number of new housing units Number of 
blocks 

Percent 
of blocks 

1 or more . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  333,978 100.00 
1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  186,046 55.7 
2-9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  119,977 35.9 
10-19. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14,129 4.2 
20-59. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10,180 3.0 
60-99. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,967 0.6 
100+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,679 0.5 

represent the fact that during the 

census, there were major attempts 

to clear out the backlog of new 

DSF addresses that the Census 

Bureau could not geocode. This 

was done to maximize the number 
of addresses from the DSF that 
could then be used in the Census. 

As mentioned earlier, only new DSF 
addresses geocoded to inside of 

Recommendations 

As a primary source of addresses 
nationwide, the DSF was the most 
significant contributor of addresses 
to Census 2000 since the 1990 
ACF. The Census Bureau should 
continue to work closely with the 
USPS to better understand all of 
the information provided on the 
DSF so as to maximize its use. 
The Census Bureau should also put 
its own efforts into better under-
standing the quality of the DSF. 
For example, the USPS is planning 
to assign a permanent ID to all 
addresses on the DSF. This will 
allow us to better understand the 
stability of the DSF and it will help 
us to better identify addresses 
with changes. 
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2.1.2 Local Update of Census 
Addresses 1998 

Most of the information in this sec
tion came from Owens (2003) and 
ITS Services, Inc. (2002). 

The Census Bureau conducted the 
LUCA 1998 program in 
mailout/mailback areas of the 
country from May 1998 to June 
2000. The Census Bureau invited 
local and tribal governments to 
participate and those who partici
pated were sent lists of housing 
units in the census blocks in their 
area. Governments updated the 
lists by adding, deleting, or cor
recting addresses. The Census 
Bureau then verified most of those 
updates. 

There were 17,424 governmental 
units eligible to participate in the 
LUCA 1998 program. A total of 
9,263 governments participated. 
The housing units in these partici
pants’ jurisdictions geographically 
covered approximately 92 percent 
of the housing units in areas eligi
ble for the program. Although 53 
percent of the eligible govern
ments participated, only 36 per-
cent provided any updates in the 
form of adds, deletes, or correc
tions. The majority of eligible gov
ernments were in the Midwest 
region of the United States; howev
er that region had the lowest par
ticipation rate. In general, govern
ments with fewer housing units (as 
determined by the number of 
housing units in the government’s 
jurisdiction in 1990) had lower par
ticipation rates than larger ones. 
Governments may not have partici
pated because they did not have 
enough resources to do the task or 
they knew that a different level 
government agency with jurisdic
tion in or knowledge of their area 
was already updating addresses for 
the Census Bureau. For example, a 
town may not have participated if 

it knew that the county govern
ment participated. 

The Geography Division hired a 
contractor to survey local govern
ments who: 

• Did not participate in LUCA, 

• 	Participated but did not provide 
any updates, and 

• 	Participated and provided 
updates. 

The contractor did not provide the 
results of this survey separately for 
the LUCA 1998 and LUCA 1999 
programs. However, the overall 
results are useful for the future 
planning of this program. 

Approximately two thirds of the 
responding governments indicated 
that their government was satis
fied, somewhat satisfied, or very 
satisfied with its experience relat
ed to the LUCA Program for Census 
2000. Over three fourths of the 
responding governments indicated 
that they were somewhat interest
ed or interested in participating in 
future LUCA-like programs. 

Of the responding non-participants 
in the LUCA program, 62.1 percent 
reported that they did not recall or 
remember the program. For those 
who remembered the program, 
76.5 percent said that the volume 
of work required to conduct the 
review was a factor in their non-
participation. About the same 
amount (75.5 percent) said that 
they had insufficient personnel to 
conduct the review. 

Of the responding participants who 
did not provide any updates, 
approximately 50 percent said that 
they had insufficient personnel and 
just slightly less said that the vol
ume of work was a factor in their 
not providing updates. Just fewer 
than 48 percent of the govern
ments who participated but did not 
provide updates said that the 

Census Bureau’s address list and/or 
maps were accurate. 

Of the responding participants who 
did provide updates, about 78.8 
percent of them said that having 
changes in their housing inventory 
was a major factor in participating. 
Just 5.9 percent fewer (72.9 per-
cent) said that they had addresses 
available to provide and that fig
ured in their decision to partici
pate. 

The governments who did review 
their address lists added a total of 
5,302,094 addresses to the MAF. 
(An additional 991,034 adds were 
provided but already existed on 
the MAF.) There were 3.8 million 
blocks in areas where the LUCA 
1998 program was available. The 
Census Bureau sent out addresses 
to local governments for approxi
mately 2.7 million of those blocks. 
About 18 percent of those blocks 
had at least one address added by 
a LUCA 1998 participant. 

Approximately 95 percent of LUCA 
1998 participant adds were includ
ed in the initial census address list. 
Many were added to the initial list 
as “provisional” adds to be verified 
after the first census mailing. This 
occurred because the Census 
Bureau did not have enough time 
in the schedule to verify all LUCA 
adds prior to the mailout. Approx
imately 58 percent of adds were 
confirmed to exist as residential 
addresses in the Block Canvassing 
operation or the LUCA 1998 Field 
Verification operation. Coincident-
ally, about 58 percent of adds were 
in the final census housing unit 
inventory. 

The LUCA 1998 participants delet
ed (or declared nonresidential) a 
total of 490,613 addresses. Of the 
2.7 million blocks that were 
reviewed by participants, about 5 
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percent had at least one partici
pant delete. The LUCA 1998 par
ticipants corrected a total of 
2,762,050 addresses on their 
address lists. The corrections 
included geographic as well as 
address information. Of the 2.7 
million blocks that were reviewed, 
about 6 percent had at least one 
participant address correction. 

LUCA 1998 participants appealed a 
total of 313,853 addresses. The 
Census Address List Appeals Office 
that was set up by the Office of 
Management and Budget added a 
total of 303,410 of those address
es to the MAF after approval. Only 
141,580 of these addresses were 
included on the final census 
address list. 

The participants of the LUCA 1998 
program contributed to the 
address list in many areas. 
Although the updates had a large 
impact on the update of the MAF 
for Census 2000, the timing of the 
program with other Census 2000 
address updating operations intro
duced some complexity in deter-
mining the true impact of updates 
to the final census results. 
Although LUCA participants provid
ed over 5 million adds, we esti
mate that only 505,530 addresses 
in the final census were provided 
by LUCA participants and were not 
provided by any other census 
operation. This estimate does not 
reflect how many addresses would 
have been missed had it not been 
for the LUCA program. In areas 
where LUCA was conducted prior 
to Block Canvassing, it is unclear 
how many added units from LUCA, 
Block Canvassing would have 
added if there were no LUCA pro-
gram. 

Recommendations 

In order to understand the true 
impact of LUCA in the future, we 
recommend that the Census 

Bureau allow sufficient time for the 
completion of government updates 
prior to any Block Canvassing 
activities. This would reduce the 
complexity of the processing, as 
well as eliminate the need for 
another operation to validate 
updates. 

We also recommend that the 
Census Bureau investigate ways to 
increase government participation. 
This should especially focus on 
ways to aid the governments once 
they have agreed to participate. 
However, given the amount of 
updates that were provided but 
not ultimately used, it is equally 
important that participants have 
sufficient sources and resources 
necessary to provide valid locat
able addresses. 

We also recommend that the 
Census Bureau look at the appeals 
process. Of the addresses that the 
Census Bureau was told to include 
in the final enumeration, fewer 
than 47 percent of them actually 
ended up in the final census count. 

2.1.3 Block canvassing 

Most of the information in this sec
tion came from Burcham (2002). 

The Block Canvassing operation 
was one of the largest operations 
the Census Bureau conducted to 
update the MAF in preparation for 
Census 2000. It occurred in the 
winter/spring of 1999. The opera
tion required field listers to con-
duct a 100 percent canvass of resi
dential addresses in blocks 
containing predominantly city-style 
addresses. A total of 91,612,770 
addresses were in the universe of 
addresses to be verified in Block 
Canvassing. The operation 
occurred in 3,801,560 blocks in 
the nation. This number repre
sents 51 percent of the total 
7,421,899 blocks in the nation (not 
including water blocks). Block 

Canvassing occurred in parts of 
2,119 counties out of a total 3,141 
counties in the nation. 

In Block Canvassing, listers can
vassed addresses printed in the 
listing books and used maps as 
aids in locating structures that con
tain living quarters. The listers 
compared each address found on 
the ground with those in the listing 
book and recorded all corrections, 
additions, and deletions (including 
duplicates, uninhabitable address
es, and nonresidential addresses) 
on its listing pages. The listers also 
updated census maps to show 
additions, corrections, and dele
tions to road features. The listers 
stopped at every third door to 
inquire about the addresses on 
either side of that address as well 
as to identify any “hidden” units. 

For each housing unit located in 
the Block Canvassing search area, 
results from the Block Canvassing 
listers were used to assign each 
housing unit to one of six basic 
action code categories: 

• Verify 

• Add 

• 	Delete (including duplicates, 
uninhabitable addresses, and 
nonresidential addresses) 

• Address Corrected 

• Geographic Corrections 

• Add and Verify 

The first four categories came 
directly from the actions taken by 
the listers. When processing the 
results of Block Canvassing, the 
Census Bureau created the 
“Geographic Corrections” and “Add 
and Verify” categories. A geo
graphic correction resulted from an 
address indicated as an add in one 
block matching with an address 
indicated as a delete in a different 
block. An “Add and Verify” 
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address resulted from an address 
indicated as an add matching with 
an address indicated as a verify. 
Obtaining both “Add” and “Verify” 
actions for the same address was 
an inconsistency in the field opera
tion. The Census Bureau had to 
determine which action to accept. 
The Census Bureau decided to 
treat these addresses as being 
located in the blocks in which they 
were added. For some of these 
addresses the add and verify were 
originally in the same block. For 
others, the add and verify were 
originally in different blocks. 

Block Canvassing listers added a 
total of 6,389,271 addresses to 
their listing pages. Around 29 per-
cent of addresses added by Block 
Canvassing actually were on the 
MAF before Block Canvassing 
occurred but were either: 

• 	Ungeocoded until Block 
Canvassing geocoded them, 

• 	Moved to different blocks by 
Block Canvassing, or 

• 	Considered non-residential until 
Block Canvassing determined 
that they were residential units. 

In the first situation, if the Census 
Bureau did not have a block code 
assigned to a housing unit on the 
MAF, it excluded it from the Block 
Canvassing operation. There was 
no mechanism for determining 
which lister should receive these 
cases. Also, the Block Canvassing 
operation was not intended to be 
an address location operation. 

Block Canvassing listers deleted a 
total of 5,146,320 addresses from 
their listing pages. Any Block 
Canvassing field deletes (other 
than duplicates) that otherwise 
appeared to be valid at the time of 
the creation of the LUCA Field 
Verification universe were sent to 
be verified in LUCA Field 
Verification. The Census Bureau 

required a second confirmation of 
deletes in order to exclude them 
from the census address universe. 
Over 2.3 million Block Canvassing 
deletes were sent to LUCA Field 
Verification (46 percent of the total 
Block Canvassing deletes). 

About 48 percent of the Block 
Canvassing field deletes sent to 
LUCA Field Verification were indi
cated as field deletes again. 
Almost 2.5 percent were indicated 
as non-residential or uninhabitable 
in LUCA Field Verification. About 
33 percent of the Block Canvassing 
field deletes were verified as exist
ing housing units where no 
address correction was needed. 
Almost 16 percent of the Block 
Canvassing field deletes were veri
fied as existing housing units and 
received a corrected address. 

A high number of deletes sent to 
LUCA Field Verification (49 percent) 
were verified as existing units in 
LUCA Field Verification. This result 
appears to confirm the need for 
validating deletes before dropping 
them from the census. However, 
we do not know the number of 
deletes that LUCA Field Verification 
correctly reinstated compared to 
the number that it erroneously 
reinstated. 

One factor that contributed to the 
high number of Block Canvassing 
deletes that were verified as exist
ing in LUCA Field Verification is the 
fact that some Block Canvassing 
duplicate addresses were coded as 
field deletes (instead of being 
coded as duplicates) by the listers. 
Cases coded as duplicates were 
not sent to LUCA Field Verification. 
However, duplicate addresses 
coded as field deletes were sent to 
LUCA Field Verification and had a 
high probability of getting reinstat
ed, due to the fact that LUCA Field 
Verification was not a comprehen
sive check of the list, but a search 

for selected addresses. If an 
address was a duplicate, there was 
a good chance that the listers 
would find it and mark it as “veri
fy,” even though another version of 
the address was already on the 
list. 

Block Canvassing listers corrected 
2,295,168 addresses (approximate
ly 2.5 percent of the universe). 
Over 91 percent of the blocks can
vassed had no corrections. Of the 
blocks with corrections, about 84 
percent of them had between one 
and nine address corrections. That 
is, the corrections of addresses 
were not very clustered. 

The Block Canvassing operation 
resulted in 2,948,414 addresses 
being moved to a different block. 
This resulted when one lister delet
ed the address and another lister 
added the same unit in a different 
location. (Listers were not allowed 
to directly move an address from 
one block to another.) 
Approximately 96 percent of these 
block changes remained as the 
final block code for these address
es. Over 52 percent of the blocks 
that had at least one address 
whose block code changed, actual
ly had between two and nine 
addresses experience a block code 
change. An additional 30 percent 
of the blocks with at least one 
address whose block code changed 
only had one address change. 

Around 78 percent of the added 
units were valid housing units in 
Census 2000, while almost 24 per-
cent of the deleted addresses actu
ally were later enumerated as 
housing units in the census. About 
96 percent of addresses coded as 
existing by Block Canvassing 
ended up as valid housing units in 
the census. Also, 96 percent of all 
addresses sent to Block Canvassing 
to be verified showed consistent 
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results between Block Canvassing 
and the census. 

A total of 1,186,240 blocks (out of 
3,801,560 blocks) did not receive 
any updates from Block 
Canvassing. These blocks had an 
accurate address list before Block 
Canvassing, and did not gain any-
thing from Block Canvassing. 
Some blocks did not contain any 
residential units and other blocks 
had actions of “verified” for all resi
dential units in the block. 

Recommendations 

Duplicate addresses coded as field 
deletes that were sent to LUCA 
Field Verification (instead of being 
coded as duplicates and being left 
out of the LUCA Field Verification) 
had a high probability of getting 
reinstated, due to the fact that 
LUCA Field Verification was not a 
comprehensive check of the list, 
but a search for selected address
es. Because of this, we recom
mend that all future field-listing 
operations, intended to verify the 
status of individual units, must 
include a check against all address
es currently listed in the same 
block with a complete set of possi
ble actions. This review is intend
ed to make sure the address is not 
already reflected on the address 
list, perhaps in a different form. 
We also recommend that more 
attention be given to correctly cod
ing units as duplicates so that they 
can be distinguished from other 
field deletes. 

Although Block Canvassing result
ed in almost 3 million addresses 
being moved by one lister deleting 
the unit and another lister adding 
the same unit, the Assessment 
Report for Block Canvassing rec
ommends that the Census Bureau 
test procedures for allowing listers 
to make changes to house num
bers and geographic moves. We 
concur with this recommendation. 

This type of update might remove 
some of the duplication created in 
this operation as it is currently 
designed. This duplication occurs 
when the Census Bureau require 
two different listers to provide dif
ferent but consistent actions on 
the same address. 

Because of the large number of 
blocks that had no updates in the 
Block Canvassing operation, we 
would also recommend that the 
Census Bureau research ways to 
identify stable blocks to avoid the 
cost of canvassing them when 
there is nothing to update. 
However, omitting blocks from 
Block Canvassing may not be rea
sonable. Although we could prob
ably identify blocks that had a high 
likelihood of not requiring updat
ing, we would not be able to 
ensure the same coverage quality 
that comes from canvassing all 
blocks. We, therefore, cannot rec
ommend omitting blocks from 
future Block Canvassing opera
tions. 

2.1.4 New construction 

Most of the information in this sec
tion comes from Moul (2003). 

Local and Tribal governments were 
given one more opportunity to 
assist in ensuring the complete
ness of the MAF for Census 2000 
in the New Construction Program. 
Starting in January 2000, the 
Census Bureau provided participat
ing governments an updated MAF 
to review. Only those govern
ments that were eligible to partici
pate in the LUCA 1998 program 
were eligible to participate. 
Participating local and tribal gov
ernments were asked to provide 
addresses for any residential struc
tures newly constructed and exist
ing as of Census Day, April 1, 
2000. 

There was no formal evaluation of 
this operation. Some basic statis
tics about this program follow. 
This operation yielded 371,812 
addresses that were sent to the 
Coverage Improvement Followup 
(CIFU) operation for enumeration. 
Of these, 196,792 addresses (52.9 
percent) were deleted in the CIFU 
operation. Most of the rest 
(175,009 cases) were enumerated 
as either occupied or vacant. The 
remaining 11 cases had an 
unknown status coming out of the 
operation. 

2.1.5 Urban Update/Leave 

Most of the information in this sec
tion came from Rosenthal (2002a) 

The United States Census Bureau 
conducted the Urban Update/Leave 
operation from March 3 to March 
31, 2000. The objective of the 
Urban Update/Leave operation was 
to improve coverage in the follow
ing ways: 

• 	Improving the deliverability of 
the questionnaires and 

• 	Updating address information 
and census maps. 

The Urban Update/Leave operation 
targeted areas deemed unsuitable 
for Mailout/Mailback. Primarily 
these are: 

• 	Multi-unit buildings where the 
USPS delivers the mail to a drop 
point instead of to individual 
unit designations and 

• 	Urban communities that had 
city-style addresses but many 
residents pick up their mail at a 
post office box. 

The Urban Update/Leave operation 
relied on the Census Bureau Field 
Regional Offices to identify areas 
based on their knowledge of 
whether the USPS could adequately 
deliver the census questionnaires. 
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In Urban Update/Leave areas, enu
merators delivered the census 
questionnaires and updated their 
address registers and census maps 
concurrently. Residents were 
asked to complete and mail their 
census questionnaires. Eight of 
the twelve regional offices identi
fied areas to use Urban 
Update/Leave. Nationwide, 12,843 
blocks were covered by this opera
tion. The address list contained 
housing units in 7,657 of these 
blocks (59.6 percent). 

There were 13,131 additions dur
ing questionnaire delivery, a 4.9 
percent increase to the 267,005 
addresses printed in the address 
registers for this operation. 
Updates accounted for 48,233 of 
these addresses; reflecting either 
deletes or address corrections or 
block corrections. 

There were 2,114 blocks (27.6 per-
cent) out of 7,657 blocks with 
housing units in the census where 
75 percent or less of the housing 
units in the block matched to 
addresses on the USPS’s DSF. Such 
blocks would presumably present 
mail delivery challenges for the 
USPS. 

Recommendations 

In some areas, this operation 
appears to have done what it was 
intended to do. That is, the 
Census Bureau was able to deliver 
questionnaires when it is likely 
that the USPS would not have done 
so. In that context, we recom
mend that this operation remain as 
part of the Census Bureau’s enu
meration methodology for the 
2010 Census. However, it also 
appears to be the case that this 
success was limited to a small 
number of blocks chosen for this 
operation. Forty percent of the 
blocks chosen for this operation 
contained zero housing units. This 
operation is not primarily intended 

to improve coverage by updating 
the address list at the time of 
questionnaire delivery. Its primary 
purpose is to successfully deliver 
questionnaires when the Census 
Bureau does not believe the USPS 
will succeed in doing so. So it is 
unclear why these blocks were 
chosen for this type of enumera
tion. At the same time, there may 
have been other blocks where this 
operation would have proved use
ful. We therefore recommend that 
the Census Bureau look closely at 
the methods for choosing blocks 
to be in Urban Update/Leave and 
consider the pros and cons of mak
ing this operation mandatory for 
blocks that meet certain pre-deter-
mined conditions. 

One additional suggestion is to 
define this type of enumeration at 
the address level. That is, do not 
require an entire block to be 
defined as Urban Update/Leave. 
Reserve the use of this enumera
tion method for high-rise buildings 
and use Mailout/Mailback enumer
ation for single unit addresses in 
the same block. To the extent that 
this can be made feasible, this sug
gestion should be considered. 

2.1.6 Update/Enumerate 

This enumeration methodology 
was used in areas that would oth
erwise have been Mailout/Mailback 
areas (Urban Update/Enumerate) 
and in areas that would otherwise 
have been Update/Leave areas 
(Rural Update/Enumerate). For the 
most part, data on this enumera
tion method are combined, so we 
present all of the data in one place 
in this report. Because just fewer 
than 93 percent of the addresses 
in Update/Enumerate were in Rural 
Update/Enumerate areas, we pres
ent the results in the 
“Update/Leave Approach” section 
of this report. See Section 2.2.4 of 
this report for more information. 

2.2 The Update/Leave 
approach operations 

In this section, we discuss the indi
vidual operation evaluations for: 

• Address Listing 

• LUCA 1999 

• Update/Leave 

• Update/Enumerate 

For an explanation of how these 
operations related to each other 
during the census, see Appendix 
A. 

2.2.1 Address Listing 

Most of the information in this sec
tion came from Ruhnke (2002). 

The Census Bureau conducted the 
Address Listing operation from July 
1998 to May 1999 and used the 
results to create the initial address 
list for areas that would be enu
merated using Update/Leave 
methodology during Census 2000. 
In the Address Listing operation, 
census enumerators canvassed 
door-to-door to identify the mailing 
address and physical location of 
addresses in areas where the 
Census Bureau believed that prob
lems were likely with developing 
an accurate mailing list and deliv
ering census questionnaires 
through the mail. The enumera
tors also located each housing unit 
with a map spot on a block map 
and collected an occupant name 
and telephone number, when pos
sible. 

Stateside, about 22 million housing 
units were listed in the Address 
Listing operation. Since the 
Address Listing operation targeted 
mostly rural areas of the country, 
the majority of the units from the 
operation were in the southern and 
midwestern parts of the United 
States. The South had close to half 
of all the units listed during the 
operation. 
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An additional 1.4 million addresses 
were listed in Puerto Rico. All of 
Puerto Rico was canvassed during 
the Address Listing operation and 
was enumerated using 
Update/Leave methodology. The 
Census Bureau had problems pro
cessing the keyed addresses from 
Puerto Rico. Because of unexpect
ed address configurations, the 
address standardizer could not be 
used. The Census Bureau decided 
to load the entire address field in 
the location description field on 
the MAF.  Due to this problem we 
cannot identify the types of 
addresses provided by the listers 
in Puerto Rico. 

Despite Address Listing occurring 
in mostly rural areas of the United 
States, over 73 percent of the adds 
had complete city-style (house 
number, street name) addresses. 
About 14 percent of the units had 
incomplete or no address informa
tion, but location descriptions of 
the units were recorded for over 
95 percent of those. Both city-
style address information and loca
tion descriptions enable enumera
tors to locate the units on the 
ground when they deliver the cen
sus forms during Update/Leave 
and other census field operations. 
The presence of a map spot, a 
unique identifier for a housing unit 
on a census map within a block, is 
also crucial when trying to locate a 
unit in rural areas. Over 99 per-
cent of the Address Listing 
addresses have map spots. It is 
also interesting to note that 42.5% 
of the addresses listed during 
Address Listing matched to resi
dential units on the DSF. 

In the mostly rural areas in which 
Address Listing was done, there 
are not likely to be many large 
apartment buildings, therefore it 
should be expected that most of 
the addresses were single-unit 
structures. Single units account 

for about 90 percent of the total 
addresses in these areas, and less 
than four percent of the addresses 
were in structures with ten or more 
units. 

Recommendations 

The Census Bureau is not planning 
to conduct an independent address 
listing operation in the 2010 
Census. Instead, the Census 
Bureau plans to use the addresses 
collected in Census 2000 as a 
starting point for any listing opera
tions. Therefore, we have no spe
cific recommendations for the 
operation in the future. However, 
because of the large percentage of 
city-style addresses found during 
the Address Listing operation, we 
do recommend that the Census 
Bureau continue to research ways 
to maximize mailing out question
naires. We cannot say for certain 
how many of the city-style 
addresses actually are addresses to 
which the USPS would deliver. We 
do, however, expect the mail deliv
ery to areas implementing new 
house number/street name 
address numbering systems to 
continue to increase over the 
decade. 

2.2.2 Local Update of Census 
Addresses 1999 

Most of the information in this sec
tion came from Owens (2002). 

The Census Bureau conducted the 
Census 2000 LUCA 1999 program 
in Update/Leave and 
Update/Enumerate areas of the 
country from January of 1999 to 
June of 2000. The Census Bureau 
invited local and tribal govern
ments to participate, and those 
who participated were sent counts 
of housing units in blocks and lists 
of addresses (collected in the 
Address Listing operation) in their 
area. Governments identified any 
block counts they deemed inaccu

rate, and the Census Bureau recan
vassed those blocks. 

There were 30,375 functioning 
governmental units eligible to par
ticipate in the LUCA 1999 program. 
A total of 10,925 governments par
ticipated and they covered approxi
mately 67.9 percent of the housing 
units in eligible areas. About 36 
percent of eligible governments 
participated; 17 percent of eligible 
governments challenged any 
blocks. 

The majority of eligible entities 
were in the Midwest; however that 
region had the lowest participation 
rate. Larger governmental units 
(as determined by the number of 
housing units in the government’s 
jurisdiction in 1990) participated at 
higher rates. 

The Census Bureau sent the 
117,073 blocks that the local gov
ernments challenged out to be 
recanvassed in the LUCA 1999 
Recanvass Operation. A total of 
2,186,765 addresses in the United 
States and 35,563 addresses in 
Puerto Rico were sent out for 
review. 

LUCA 1999 Recanvass field repre
sentatives deleted (or declared 
nonresidential) a total of 145,378 
addresses from their listing pages 
in the United States and 2,534 
addresses in Puerto Rico. Of the 
110,728 blocks that had at least 
one address update in LUCA 1999 
Recanvass, about 36 percent had 
at least one address deleted. The 
deletes represent 6.7 percent and 
7.1 percent of the addresses on 
the list before the Recanvass in the 
United States and Puerto Rico, 
respectively. 

LUCA Recanvass field representa
tives corrected a total of 388,838 
addresses in the United States and 
Puerto Rico. Of the 110,728 
blocks that had at least one 

12 Address List Development in Census 2000 U.S. Census Bureau 



address update in LUCA 1999 
Recanvass, about 55 percent had 
at least one address corrected. 
About 85.5 percent of corrections 
were made to single unit struc
tures and about 81.1 percent of 
corrected units had complete city-
style address information on the 
MAF. 

In addition to making these 
updates to the address list, field 
representatives for the LUCA 1999 
Recanvass operation added any 
units that existed as a residential 
unit in the block that were not 
already on the list. They added a 
total of 328,174 addresses, which 
represents a 15 percent increase in 
housing units in Update/Leave 
enumeration areas in the United 
States (excluding Puerto Rico) that 
were recanvassed. Field represen
tatives added a total of 9,874 
addresses in Puerto Rico, which 
represents an approximate 28 per-
cent increase in housing units in 
areas that were recanvassed. 

Approximately 99.5 percent of 
LUCA 1999 Recanvass adds in the 
United States and Puerto Rico were 
included on the initial census 
address list. About 85.2 percent of 
those adds were in the final census 
housing unit inventory. 

After participating local govern
ments received feedback from the 
Census Bureau they could appeal 
specific addresses. Participants 
appealed a total of 18,442 
addresses. Appealed addresses 
that the Census Address List 
Appeals Office (in the Office of 
Management and Budget) approved 
were added to the MAF. 
Approximately 54 percent (10,053) 
of the addresses appealed by local 
governments were included on the 
final census address list. This is 
further evidence to support the 
recommendation in Section 2.1.2 
that the appeals process be 

reviewed for possible improve
ments prior to the 2010 Census. 

The LUCA 1999 program did aid 
the updating of the address list in 
some areas. Given these results, it 
seems plausible that additional 
local and tribal governments would 
have benefited from participating 
in the LUCA 1999 program. 

Recommendations 

As with the LUCA 1998 Program, 
we recommend for the LUCA 1999 
Program that the Census Bureau 
investigate ways to increase local 
government participation. 

2.2.3 Update/Leave 

Most of the information in this sec
tion came from Pennington (2003). 

In the Census 2000 Update/Leave 
operation, questionnaires with 
preprinted address labels were 
hand-delivered to every housing 
unit on the address list. Existing 
housing units that were not listed 
on the address register also 
required questionnaires, but these 
questionnaires were hand-
addressed and added to the 
address register. Since staff was in 
the field delivering the question
naires, they could also make other 
updates to the address list and to 
the maps during the operation. 

Stateside, there were 21,881,083 
addresses on the initial address 
registers that went into the 
Update/Leave operation. In Puerto 
Rico, there were 1,359,438 
addresses at the start of the opera
tion. The operation added 
1,755,961 addresses. Most of 
these addresses (1,644,174) were 
added stateside and 111,787 were 
added in Puerto Rico. 

The number of corrections in state-
side areas was 9,045,814, with 
751,156 in Puerto Rico. Given the 
universe size, this may seem like a 
large number of corrections. 

However, corrections in this opera
tion went beyond corrections to 
the street name or unit designa
tion. Any corrections made to the 
records, including obtaining or 
changing a telephone number or 
occupant name, were coded as cor
rections. Some places underwent 
wholesale telephone area code 
changes, requiring a correction to 
almost every unit. In Puerto Rico, 
there was also a problem with 
address fields, resulting in large 
numbers of address corrections. 
(See Section 2.2.1 for more infor
mation.) 

The number of deletes, either as 
nonexistent or as nonresidential, 
was 1,228,987 in stateside areas 
and 122,815 in Puerto Rico. In 
addition, when processing the 
updates from this operation, some 
units that were deleted in 
Update/Leave were matched up to 
addresses that were added in the 
operation; this resulted in 24,265 
moves, all of which were stateside. 

Units on the address list for 
Update/Leave that did not receive 
any of these field actions were 
considered verified. Although the 
field staff provided action codes 
verifying each address on the list 
that they could find, the Census 
Bureau did not update the MAF 
with these specific “verified” 
actions in order to save time and 
resources. There were 11,582,017 
of these stateside and 485,467 of 
these in Puerto Rico. 

Not every address added in the 
Update/Leave operation was 
included in the census. Some 
records were not included because 
they did not contain sufficient 
address information for adding to 
the address list or they did not 
contain sufficient information to be 
assigned to a block. Other added 
records were found in subsequent 
operations to represent housing 
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units that did not exist in the des
ignated block, either because the 
unit was nonexistent or because 
the unit existed in another block. 

Of the 1,644,174 stateside 
Update/Leave adds, 1,401,169, or 
85.2 percent, were in the final 
Census counts. In Puerto Rico, 
93,607 of the 111,787 added 
addresses, or 83.7 percent, were 
included in the counts. 

Recommendations 

In future updating operations one 
of the requirements should always 
be to distinguish the types of cor
rections made during the opera
tion. It would have been useful to 
know how often these corrections 
were to address information versus 
corrections to occupant name or 
telephone number. 

2.2.4 Update/Enumerate 

Most of the information in this sec
tion comes from Rosenthal 
(2002b). 

The Update/Enumerate method of 
enumeration targeted communities 
with special enumeration needs 
and where most housing units may 
not have had house number and 
street name mailing addresses. 
These areas included resort areas 
with high concentrations of 
seasonally vacant housing units, 
selected American Indian reserva
tions, and colonias; the latter gen
erally are Hispanic-occupied unin
corporated communities near the 
Mexican border. Going directly to 
the field saves time and money in 
areas where the Census Bureau has 
concerns about responsiveness 
and address integrity. In Update/ 
Enumerate areas, enumerators 
updated their address registers 
and census maps and enumerated 
the housing unit at the time of 
their visit. The Census Bureau con
ducted the Update/Enumerate 
operation from March 13 to June 5, 

2000. This enumeration methodol
ogy was used in areas that would 
otherwise have been 
Mailout/Mailback areas (Urban 
Update/Enumerate) and in areas 
that would otherwise have been 
Update/Leave areas (Rural 
Update/Enumerate). For the most 
part, data on this enumeration 
method are combined, so we pres
ent all of the data here (not just 
that part of Update/Enumerate that 
was conducted in otherwise 
Update/Leave areas). 

Nationwide, 183,889 blocks were 
covered by Update/Enumerate and 
75,827 of these blocks (41.2 per-
cent) contained housing units. 
Ultimately, 956,214 addresses 
were included in the census in 
these areas. Just under 93 percent 
of these addresses (886,231 
addresses) were in Rural 
Update/Enumerate areas. The rest 
of the addresses (7.3 percent) were 
in Urban Update/Leave areas. 

The registers that were sent out to 
enumerators for conducting 
Update/Enumerate contained 
926,861 addresses. Address verifi
cations accounted for 61.9 percent 
of these addresses. Address cor
rections were provided for 30.7 
percent of the addresses. 
Enumerators deleted 6.6 percent of 
the addresses as either being non-
existent or nonresidential. 

Enumerators added 129,692 
addresses during the enumeration. 
This represents a 14.0 percent 
increase to the addresses in the 
registers. Of these addresses, 
122,735 were in the final census 
counts. The 6,957 addresses that 
were not in the final census includ
ed cases that for some reason 
were not geocoded or they were 
determined to not be housing units 
at the end of the census process. 
These 129,692 added addresses 
were contained in 29,844 blocks. 

Only one add was found in 45.1 
percent of these blocks. Between 
two and nine adds were found in 
46.8 percent of the blocks. 

Enumerators deleted 60,936 
addresses in Update/Enumerate. 
These addresses were contained in 
20,786 blocks. A majority of these 
blocks (53.5 percent) had just one 
delete from this operation. Most of 
the remaining blocks (42.2 per-
cent) had between two and nine 
units deleted. Field Division 
Regional Office Staff identified the 
areas where Update/Enumerate 
would be used. 

The areas where this methodology 
was used exhibited higher-than-
national average enumeration rates 
of American Indian/Alaskan 
Natives, Hispanics, and vacant 
housing units. This indicates that 
the local staff succeeded in target
ing areas intended for this opera
tion. 

Recommendations 

Update/Enumerate appears to have 
successfully accomplished what it 
set out to do. This operation 
should remain as part of the 
Census Bureau’s enumeration 
methodology for the 2010 Census. 

2.3 The List/Enumerate 
approach operations 

2.3.1 List/Enumerate 

Most of the information in this sec
tion comes from Zajac (2002). 

List/Enumerate is an operation 
used in sparsely populated areas 
of the country for Census 2000. 
During this operation, census enu
merators are assigned areas to 
canvass and are given census 
maps for these areas. The enu
merators are responsible for listing 
addresses within their area on 
blank address register pages, locat
ing the addresses on census maps 
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(map spotting), and conducting an 
interview to collect census infor
mation for each address. The 
operation, which included reinter-
view and field followup compo
nents, was carried out from mid-
March 2000 to the beginning of 
July 2000. 

List/Enumerate was responsible for 
adding 392,368 addresses nation-
wide to the MAF. Of these 392,368 
addresses, 389,749 addresses 
were actually included in the final 
census count. This represents 99.3 
percent of all added 
List/Enumerate addresses. (The 
2,619 addresses that were not in 
the final census count were delet
ed during data processing for a 
variety of reasons.) 

About 50.3 percent of the address
es added during List/Enumerate 
were complete city-style type 
addresses. The complete rural 
route address category and com
plete post office box address cate
gory each represented around 9 
percent of all List/Enumerate 
addresses. In both of these cate
gories, the majority of addresses 
had an associated location descrip
tion. There were 28.2 percent of 
List/Enumerate addresses with no 
address information. Of these 
addresses, a large majority had a 
location description. 

Of the addresses that did not have 
a complete city-style or complete 
rural route address (complete post 
office box, incomplete, and no 
address information), about 85.2 
percent had a location description. 

Enumerators were instructed to 
provide a map spot for each 
address during List/Enumerate. 
For map spotting, an enumerator 
marks the location of a residential 
structure on a census map corre
sponding to the physical location 
of the unit on the ground. The 
purpose of a map spot is to help 

locate the address in the future. If 
a map spot is present on the map 
and corresponds to a line in the 
address register, it is considered to 
be valid. Of the 392,368 address
es added during the operation, 
387,424 addresses had a valid 
map spot. This represents 98.7 
percent of all List/Enumerate 
addresses. In List/Enumerate 
areas, 18% of the addresses listed 
match to residential addresses in 
the DSF. 

Recommendations 

The Census Bureau does not cur
rently plan to use List/Enumerate 
in the 2010 Census. Because the 
Census Bureau successfully cap
tured and stored on the MAF and 
TIGER map spots and location 
descriptions for virtually all 
addresses in this operation, these 
blocks can be handled as 
Update/Enumerate blocks in the 
2010 Census. Focusing these 
remote areas in a single enumera
tion operation appears to have 
been successful. We recommend 
its continued use, where appropri
ate, in the 2010 Census. 

2.4 Operations that cross 
enumeration approaches 

2.4.1 Nonresponse Followup 
Operation 

Most of the information in this sec
tion comes from Moul (2002). 

The primary objective of 
Nonresponse Followup (NRFU) was 
to obtain completed questionnaires 
from households in the mailback 
areas that did not respond by mail. 
If a questionnaire was not checked-
in before the NRFU Universe 
Selection Process began, the hous
ing unit was targeted for NRFU. 
The final workload for NRFU, 
including Puerto Rico, was 
42,372,965 or 35.6 percent of the 
eligible universe. The operation 

started on April 27, 2000 and 
ended on June 26, 2000. 

Although completing interviews 
with nonrespondents from the 
mailback enumeration is the pri
mary purpose of NRFU, enumera
tors were also asked to keep an 
eye out for residential addresses 
that did not appear to be on their 
address registers. If they found 
any “adds” they were instructed to 
enumerate them as well. Also, 
there were several situations where 
the Census Bureau conducted ad 
hoc “windshield survey” operations 
when whole communities appeared 
to be missing from the address list 
or the from mailout. The results of 
some of these operations were 
captured as NRFU actions. 

There were 690,480 addresses 
added during NRFU. Almost all of 
these adds were geocoded to 
blocks in the mailback areas. 
However, 1,536 adds were coded 
to List/Enumerate, Update/ 
Enumerate, or Remote Alaska 
blocks. Assuming the geocode is 
correct, these cases represent situ
ations where the enumerators went 
out of their assignment areas and 
added additional units. In doing 
so, this may have resulted in dupli
cation in the census. This is 
because address lists in 
List/Enumerate, Update/ 
Enumerate, and Remote Alaska 
areas were created or updated 
independently of NRFU. 

In addition to the adds, NRFU 
deleted 6,023,232 addresses. 
Table 4 provides the distribution of 
the NRFU universe, NRFU adds, and 
NRFU deletes by Type of 
Enumeration Area (TEA), for the 
TEAs where NRFU was intended to 
occur. 

As can be seen in Table 4, the dis
tribution of NRFU deletes by TEA is 
fairly similar to the distribution of 
the original NRFU universe. 
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duplicate single unit addresses that 
appeared to be multi-unit address
es with two units. 

Recommendations 

Table 4. 
Distribution of Added and Deleted Addresses in NRFU by TEA 

TEA 
NRFU universe Added addresses Deleted addresses 

Number Percent Number Percent Number Percent 

Total . . . . . . . . . . . . . . . .  42,372,965 100.0 688,944 100.0 6,023,232 100.0 
Mailout/Mailback . . . . .  33,064,507 78.0 466,776 67.8 4,853,310 80.6 
Update/Leave . . . . . . . .  9,186,008 21.7 220,092 31.9 1,148,106 19.1 
Urban Update/Leave. . 122,450 0.3 2,076 0.3 21,816 0.4 

Data Source: DMAF and MAF 
Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928). 

Hialeah was excluded because irregularities in its enumeration during NRFU resulted in a 
complete re-enumeration during CIFU. 

However, the distribution of NRFU 
adds does not match the distribu
tion of the original universe. There 
is a disproportionate number of 
adds in Update/Leave areas. The 
Update/Leave areas were can
vassed prior to Census Day so one 
would not expect the address list 
to be terribly incomplete in these 
areas at the time of NRFU. 
However, even though the 
Update/Leave enumerators added 
housing units that were missing 
from the address register, these 
adds were not processed in time to 
update the NRFU address registers. 
Consequently, enumerators were 
more likely to see what appeared 
to be missing units during NRFU 
and thus inflated the percentage of 
added addresses in this TEA. 

Table 5 provides the distribution of 
the NRFU universe, NRFU adds, and 

NRFU deletes by single and multi-
unit addresses. 

As can be seen in this table, when 
compared to the NRFU universe, 
added addresses seemed to occur 
at a higher rate in single unit 
addresses than in multi-unit 
addresses. This finding is consis
tent across all multi-unit address 
sizes. On the other hand, deleted 
units occurred at a higher rate in 
multi-unit addresses. This seems to 
be completely attributable to the 
smallest size of multi-unit address
es (two-four units). One limitation 
with this number is that the size of 
the multi-unit address is defined 
from the universe of addresses 
going into NRFU, not from the 
results of the operation. So, this 
larger rate of deletes in two-four 
unit structures may really be a rep
resentation of the deletion of 

To the extent possible, planners 
for the 2010 Census should design 
a system that allows for updates 
from Update/Leave to be data cap
tured in time to make an impact on 
the NRFU universe. This would 
avoid the needless addition of 
some addresses to the NRFU work-
load. Another benefit of this was 
reported in the Assessment for 
Update/Leave and Urban 
Update/Leave. By not capturing 
adds from Update/Leave earlier, 
nonrespondents could not be fol
lowed up on until the Coverage 
Improvement Followup operation. 
Delaying the enumeration of these 
households (farther from Census 
Day) could have a negative impact 
on the accuracy of the data 
collected. 

2.4.2 Coverage Improvement 
Followup Operation 

Most of the information in this sec
tion comes from Moul (2003). 

Coverage Improvement Followup 
(CIFU), an operation that followed 
NRFU, was designed to improve 
coverage of housing units in the 
mailback areas of the country.  The 
workload, including Puerto Rico, 
consisted of 8,854,304 housing 
units. Most of this workload con
sisted of units that were identified 

Table 5: 
Distribution of Added and Deleted Addresses in NRFU by Unit Type 

Unit type 
NRFU universe Added addresses Deleted addresses 

Number Percent Number Percent Number Percent 

Total . . . . . . . . . . . . . . . .  42,372,965 100.0 688,944 100.0 6,023,232 100.0 
Single Unit . . . . . . . . . .  26,047,160 61.5 473,691 68.8 3,428,782 56.9 
Multi Unit . . . . . . . . . . . .  16,325,805 38.5 215,253 31.2 2,594,450 43.1 

2 - 4 Units . . . . . . .  5,677,905 13.4 78,400 11.4 1,064,443 17.7 
5 - 9 Units . . . . . . .  2,174,450 5.1 31,811 4.6 352,893 5.9 

10 - 19 Units . . . . .  1,899,429 4.5 23,936 3.5 255,074 4.2 
20 - 49 Units . . . . .  2,031,729 4.8 26,486 3.8 265,060 4.4 
50+ Units . . . . . . . .  4,542,292 10.7 54,620 7.9 656,980 10.9 

Data Source: DMAF Table includes data for Puerto Rico and excludes data for Hialeah, 
FL (LCO 2928). Hialeah was excluded because of irregularities in its enumeration during 
NRFU resulted in a complete re-enumeration during CIFU. 

as vacant (44.4 percent of the sam
ple) or delete (29.4 percent) in 
NRFU. The primary reason for con
ducting CIFU is to verify the identi
fication of the addresses coded as 
vacant or delete in NRFU. Past 
censuses have shown that there is 
sufficient error in the identification 
of vacants and deletes in NRFU to 
warrant this verification. 
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end, 52.9 percent of the New 
Construction addresses were delet
ed in CIFU. Also, 58.5 percent of 
the DSF addresses were deleted in 
CIFU. 

Table 6. 
CIFU Added and Deleted Addresses by TEA 

TEA 
CIFU universe Added addresses Deleted addresses 

Number Percent Number Percent Number Percent 

Total . . . . . . . . . . . . . . . . . . . . .  8,854,304 100.0 10,465 100.0 2,627,741 100.0 
> Mailout/Mailback . . . . . . . .  6,037,885 68.2 8,898 85.0 2,108,616 80.2 
> Update/Leave . . . . . . . . . . .  2,771,176 31.3 1,527 14.6 496,862 18.9 
> Urban Update/Leave . . . . .  45,243 0.5 40 0.4 22,263 0.8 

Data Source: MAF/DMAF/HCUF/HCEFD Combo File 

Additional components of CIFU 
included: 

• 	Adds from the New 
Construction operation (4.2 per-
cent) 

• 	Adds from the Update/Leave 
and Urban Update/Leave opera
tions that did not mail back a 
questionnaire (8.8 percent) 

• Blank mail returns (5.4 percent) 

• Lost mail returns (0.7 percent) 

• 	Non-respondents in several pan
els of the Response Mode and 
Incentive Experiment (0.1 
percent) 

• 	February 2000 and April 2000 
DSF adds (6.2 percent) 

• 	Adds from the LUCA 1998 and 
LUCA 1999 Appeals process (0.2 
percent) 

• 	Various other miscellaneous 
units (0.7 percent) 

There were several situations 
where the Census Bureau conduct
ed ad hoc “windshield survey” 
operations when whole communi
ties appeared to be missing from 
the address list or from mailout. 
The results of some of these oper
ations were captured as CIFU 
actions. 

The CIFU was conducted in three 
separate waves as groups of local 
census offices completed NRFU. 

CIFU operation added 10,465 units 
and deleted 2,627,741 addresses. 

Table 6 provides the distribution of 
the CIFU universe, CIFU adds, and 
CIFU deletes by TEA. 

As can be seen in the table, while 
the majority of the housing units 
in the CIFU universe were in the 
mailout/mailback areas, a substan
tially higher percentage of adds 
and deletes were in the 
mailout/mailback areas. The 
authors of this report are uncertain 
why there would be a substantially 
higher percentage of adds in 
mailout/mailback areas. 

The higher percentage of deletes in 
mailout/mailback areas can partial
ly be explained by the inclusion of 
New Construction and February 
and April 2000 DSF addresses in 
the operation. These sources of 
addresses were highly likely to be 
new construction that may not 
have actually been valid housing 
units as of Census Day. In the 

Table 7 provides the distribution of 
the CIFU universe, CIFU adds, and 
CIFU deletes by single and multi-
unit addresses. 

Similar to the NRFU distributions 
related to single and multi-unit 
addresses, when compared to the 
CIFU universe, a higher percentage 
of added addresses were in single 
unit addresses. Also similar to the 
NRFU distributions, a higher per
centage of the deletes were in 
small multi-unit addresses. Again, 
this might be attributable to single 
unit addresses that were represent
ed by more than one unit going 
into the CIFU operation where CIFU 
deleted one of the duplicated 
units. 

2.4.3 Be Counted and Telephone 
Questionnaire Assistance Programs 

Most of the information in this sec
tion comes from Carter (2002) and 
Chesnut (2003). 

The Census 2000 Be Counted 
Program provided a means for per-
sons to be included in Census 
2000 who may not have received a 
census questionnaire or who 
believed they were not included on 
one. The program also provided 

Table 7. 
CIFU Added and Deleted Addresses by Unit Type 

Unit type 
CIFU universe Added addresses Deleted addresses 

Number Percent Number Percent Number Percent 

Total . . . . . . . . . . .  8,854,304 100.0 10,465 100.0 2,627,741 100.0 
> Single Unit . . . .  5,218,821 58.9 7,471 71.4 1,283,842 48.9 
> Multi Unit . . . . .  3,635,483 41.1 2,994 28.6 1,343,899 51.1 

2-4 Units . . . .  1,414,252 16.0 895 8.6 547,721 20.8 
5-9 Units . . . .  471,745 5.3 335 3.2 176,705 6.7 
10-19 Units . . 362,912 4.1 285 2.7 113,263 4.3 
20-49 Units . . 389,913 4.4 360 3.4 123,632 4.7 
50+ Units . . . .  996,661 11.3 1,119 10.7 382,578 14.6 

Data Source: MAF/DMAF/HCUF/HCEFD Combo FileWave 1 began on June 26 and 
Wave 3 ended on August 23. The 
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an opportunity for persons who 
have no usual address on Census 
Day to be counted in the census. 
The Census 2000 Be Counted Form 
contained short form questions, a 
question indicating whether the 
form is being completed for the 
respondent’s whole household, and 
several additional questions need
ed to geocode the respondent’s 
address and process the completed 
forms. The Be Counted Forms 
were available in targeted locations 
on March 31, 2000 and were 
removed from the sites on April 
17, 2000. These dates coincided 
with Census Day (April 1, 2000) 
and the start of the NRFU opera
tion. 

The Telephone Questionnaire 
Assistance (TQA) Program was 
implemented to assist the public in 
completing their census forms. 
Respondents were able to call the 
TQA number and, if they met cer
tain criteria, they could provide 
their short-form data over the tele
phone with or without a Census 
ID. The TQA program allowed 
respondents to provide a short 
form interview over the telephone 
without a Census ID from March 
22, 2000 to June 30, 2000. In addi
tion, respondents were able to 
request a mailed census form 
given they needed a replacement 
questionnaire or never received a 
form. If a respondent was able to 
provide their Census ID, they 
received a replacement of their 
original census form. For respon
dents that did not know their 
Census ID, they were mailed a cen
sus form labeled with a TQA pro
cessing ID. These cases without a 
Census ID but with a TQA process
ing ID were treated just like Be 
Counted forms. 

The addresses on the Be Counted 
Forms were matched to the 
addresses on the MAF and the 
DMAF. If the address on the form 

matched to the MAF or the DMAF, 
the form was linked to the ID on 
these files that had the correspon
ding address. If the address from 
the form only matched to an 
address on the MAF that was not 
geocoded or it did not match to an 
address on either file, the address 
from the Be Counted Form was 
sent to geocoding. If the address 
geocoded, it was sent to Field 
Verification. Field Verification con
sisted of an enumerator visiting 
the address provided by the 
respondent and determining the 
status. The status from Field 
Verification could be one of the fol
lowing: 

• verified as existing, 

• 	determined not to exist (delete), 
or 

• 	determined to be a duplicate of 
an address already in the DMAF. 

If these addresses were verified to 
exist, the address and person 
information was included in the 
census. If the address was deter-
mined to be a delete or a dupli
cate, it was not included in the 
census. If the address could not 
be geocoded, regardless of 
whether it matched or not, it was 
not included in the census. 

There were a total of 579,365 Be 
Counted Forms from the Be 
Counted Program checked in dur
ing the Census. Over 80 percent 
of the forms were returned by 
April 22, 2000, with 99 percent 
returned as of one week later. The 
TQA program yielded 199,775 
interviews without Census IDs, 
which were processed as Be 
Counted Forms. Together with the 
paper forms there were 779,140 
Be Counted Forms received. 

The Non-ID Evaluation File had 
804,939 Be Counted Forms on it. 
This is a difference of 25,799 from 
the count referred to above from 

check-in. Currently there is no 
explanation for this difference. 
About half (50.7 percent) of these 
cases (408,098 cases) matched to 
existing Census IDs. The Census 
Bureau was unable to geocode 
22.2 percent of them (178,768 
cases). Therefore, they were left 
out of the final census results. The 
remaining 25.0 percent (201,519 
cases) were potentially new 
addresses that were sent to Field 
Verification. 

The largest number and percent of 
Be Counted Forms in Field 
Verification were verified (48.6 per-
cent). These forms were assigned a 
new ID and included in the DMAF. 
This number is the housing unit 
coverage gain by this program. 
The people on these forms would 
not have been included in the cen
sus without the Be Counted pro-
gram. Addresses that were classi
fied as a delete, a duplicate, or no 
results reported were excluded 
from the Census. Unless persons 
on theses forms were counted 
elsewhere, they were excluded 
from the Census because the 
Census Bureau could not locate the 
addresses they provided. They 
accounted for 51.4 percent of the 
addresses that were sent to Field 
Verification. 

When looking at housing unit cov
erage, it is important to consider 
how the Be Counted Forms were 
returned in conjunction with other 
forms. Be Counted Forms were 
processed after all other census 
operations had finished being con
ducted. This means that a housing 
unit could have returned a Be 
Counted Form and then later been 
enumerated in NRFU or some other 
operation. There were a total of 
595,293 housing units that 
returned a Be Counted Form. 
131,636 forms (22.1 percent) were 
from housing units that returned a 
Be Counted Form and were not 
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enumerated in any other way. Recommendations larly NRFU. The Census Bureau 
Housing units that returned Be should continue to use programs 
Counted Forms but were also enu-

The Be Counted Program and the 
such as these, but the Census 

merated in at least one other way 
TQA Program did add housing 

Bureau should also consider ways
units that would otherwise have

accounted for 463,657 cases (77.9 of reducing the duplication of enu
been left out of the census. 

percent). Most of these cases merations. One approach would be 
(379,470 housing units or 81.8 

However, many of the returns from 
to conduct the Be Counted 

percent) were also enumerated in 
these programs were also enumer-

Program after the NRFU operation 
NRFU. 

ated in other operations, particu-
instead of before. 
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3. 	Methodology and Results From 
Combined Operation Evaluations 

In this section of the report, we 
conduct an analysis of the com;
bined operations that led to the 
final results in the census. We con-
duct this analysis by examining 
three sets of addresses: 

• Those addresses that were in 
the final census count 

• Those addresses included in the 
enumeration process, but the 
addresses were not in the final 
census count (addresses in the 
DMAF) 

• Those addresses that just reside 
on the MAF, but where the 
Census Bureau never attempted 
enumeration 

Most of the information in this sec;
tion came from tallies produced 
specifically for this topic report. 

3.1 Overall analysis 

As of March 2001, there were 
151,109,336 individual MAF 
Identification numbers (MAFIDs) on 
the MAF representing potential 
addresses that were not flagged as 
duplicates of other addresses nor 
coded as special place or group 
quarters addresses. Of these 
addresses, 76.7 percent were in 

the final census count. A much 
smaller percentage (6.5 percent) 
were included in the Census 2000 
enumeration process, but were not 
coded as valid housing units and 
16.8 percent of the MAFIDs reside 
on the MAF but were never includ;
ed in the Census 2000 enumera;
tion process. 

Before examining each of these 
components separately, we first 
look at where all of these address;
es came from. 

3.1.1 Original source of addresses 
in the Master Address File 

Identifying the original source of 
each address is not as straightfor;
ward as it might seem. An original 
source variable, which did not 
exist on the MAF, was defined and 
created by staff in the Planning, 
Research, and Evaluation Division 
and the Decennial Statistical 
Studies Division specifically for 
evaluation purposes. This variable 
identifies the first operation or file 
to add the address to the MAF, 
with the following three qualifica;
tions: 

• If one operation added an 
address, but a later operation 
also identified the address in a 

Table 8. 
Final Census 2000 Status of All MAFIDs Not Flagged as Duplicated 
or Special Place/Group Quarters 

Final status Number of 
MAFIDS 

Percent of 
MAFIDS 

MAFIDS in the final census count. . . . . . . . . . . . . . . . . . .  115,904,641 76.70 
MAFIDS not in the final census count . . . . . . . . . . . . . . .  35,204,695 23.30 

In the DMAF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9,752,206 6.45 
Not in the DMAF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  25,452,489 16.84 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  151,109,336 100.00 

different TEA, the first operation 
does not receive credit for 
adding this address. 

• An address may not have suffi;
cient operation information to 
indicate how the address was 
added to the MAF. 

• In cases where one MAF-build;
ing operation overlapped with at 
least one other MAF-building 
operation and the address was 
added independently in each 
operation, we give credit to 
each operation. An example of 
this is the original source cate;
gory “LUCA 1998 and Block 
Canvassing.” 

Therefore, the original source vari;
able identifies the first operation 
or operations to add the address to 
the TEA in which it exists for the 
census, provided there is sufficient 
information to identify a TEA and 
an operation. For additional infor;
mation on how this variable was 
defined, see United States Census 
Bureau, 2001a. 

Note that throughout the remain;
der of this report, we present origi;
nal source information sorted by 
the number addressed contributed 
by the source. Another logical way 
to present this information would 
have been by chronological order 
(based on when the operations 
took place). Since we chose not to 
use this sort in presenting the 
information, we include in Table 1 
at the end of Appendix A, informa;
tion on the timing of each of the 
operations and sources that pro;
vided updates to the MAF. 
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Table 9. 
Distribution of Original Source of Addresses on the Master Address 
File 

Original source Number of 
addresses 

Percent 
of total 

1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  80,563,788 53.31 
11/97 (or earlier) DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  26,787,573 17.73 
Address Listing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21,877,609 14.48 
11/99 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4,841,157 3.20 
Block Canvassing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,961,959 2.62 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,615,298 1.73 
Questionnaire Delivery1 . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,332,465 1.54 
09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,182,274 1.44 
04/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,128,957 0.75 
02/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  963,416 0.64 
LUCA 1998 and Block Canvassing. . . . . . . . . . . . . . . . . .  568,939 0.38 
LUCA 1998 and 09/98 DSF . . . . . . . . . . . . . . . . . . . . . . .  410,868 0.27 
NRFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  399,729 0.26 
LUCA 1999 Recanvassing . . . . . . . . . . . . . . . . . . . . . . . . .  327,241 0.22 
New Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  310,218 0.20 
Be Counted Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  181,953 0.12 
TQA Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  141,867 0.09 
CIFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  100,465 0.07 
1998 Dress Rehearsal. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  74,765 0.04 
Special Place/Group Quarters Enumeration . . . . . . . . . .  73,007 0.05 
Special Place/Group Quarters Master File . . . . . . . . . . .  52,910 0.03 
04/00 DSF and New Construction . . . . . . . . . . . . . . . . . .  44,080 0.03 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27,988 0.02 
02/00 DSF and New Construction . . . . . . . . . . . . . . . . . .  27,544 0.02 
LUCA 1999 Appeals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18,018 0.01 
All other combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,095,248 0.72 

1Questionnaire Delivery refers to any operation where the address list was updated dur
ing the initial delivery of a questionnaire or during the actual enumeration. These operations 
include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and 
Remote Alaska. 

2Includes the results of several ad hoc "windshield" survey operations when whole com
munities appeared to be missing from the address list or mailout. 

Table 9 is the distribution of origi;
nal source for each of the address;
es on the MAF that were neither 
flagged as duplicates of other 
addresses nor coded as special 
place or group quarters addresses. 

The data in the above table are not 
terribly surprising. Over half of 
the addresses on the MAF came 
from the 1990 ACF. Close to 18 
percent came from the first use of 
the DSF. Just fewer than 15 per-
cent of the addresses came from 
the Address Listing that the 
Census Bureau did outside of the 
blue line. 

A more interesting way of looking 
at these data is to consider for 
each address source what percent 
were in the final census count, 
what percent were in the enumera;
tion process but were not in the 
final census count, and what per-
cent were in the MAF, but were 
never in the enumeration process 
in Census 2000. Table 10 provides 
this distribution. Since the focus 
of the data in this table is each 
individual operation or source, 
we collapsed original source 

Table 10. 
Distribution of In-Census Status for Addresses by Their Original Source 

Original source Number of 
addresses 

Percent 
in Census 

Percent 
in DMAF only 

Percent 
in MAF only 

1990 ACF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  80,563,788 88.60 3.20 8.19 
DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  36,386,985 46.60 5.58 47.82 
Address Listing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21,877,609 94.46 4.66 0.89 
Block Canvassing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4,530,898 71.04 28.89 0.07 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,595,105 43.58 49.98 6.43 
Questionnaire Delivery1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,333,982 83.77 10.66 5.57 
NRFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  399,729 86.87 9.31 3.82 
New Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  382,271 46.45 51.81 1.74 
LUCA 99 Recanvassing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  327,241 85.47 13.98 0.55 
Be Counted Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  182,379 32.11 55.03 12.86 
TQA Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  142,293 37.87 49.08 13.04 
CIFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  100,465 81.34 15.17 3.49 
1998 Dress Rehearsal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  74,765 22.12 63.21 14.67 
Special Place/Group Quarters Enumeration . . . . . . . . . . . . . . . . . .  73,007 75.98 24.02 0.00 
Special Place/Group Quarters Master File. . . . . . . . . . . . . . . . . . . .  52,910 43.29 56.71 0.00 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27,988 97.07 2.93 0.00 
LUCA 99 Appeals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18,322 54.56 45.35 0.09 

1Questionnaire Delivery refers to any operation where the address list was updated during the initial delivery of a questionnaire or during the 
actual enumeration. These operations include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and Remote Alaska. 

2Includes the results of several ad hoc "windshield" survey operations when whole communities appeared to be missing from the address list 
or mailout. 
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categories so that all addresses 
that are at least partially attributed 
to a source are included in its 
count. Note that since some origi;
nal source categories gave credit 
to more than one source, the data 
in this table do not sum to the 
total number of addresses in the 
MAF. 

The following sections provide 
detailed analysis of addresses in 
the census, addresses in the DMAF 
but not in the census, and address;
es in the MAF but not in the DMAF 
or in the census. However, from 
just reviewing this table one can 
see several interesting things. 
Addresses that are in the DMAF but 
not in the final census counts con-
tribute inefficiency in the census 
because the Census Bureau 
attempted to enumerate them only 
to find out that they were not valid 
housing units or they were dupli;
cates of other housing units also in 
the enumeration process that the 
Census Bureau eventually 
removed. The largest contributors 
of addresses, the 1990 ACF and 
the DSF did fairly well at providing 
valid addresses for enumeration. 
That is, of the addresses from 
these sources where the Census 
Bureau attempted enumeration, a 
fairly small percentage ended up 
not being in the final census (3.2 
percent and 5.58 percent, respec;
tively). Also note that although 
47.82 percent of DSF addresses 
were only in the MAF, this is not 
surprising. These DSF addresses 
include addresses that are consid;
ered non-residential and addresses 
that geocoded to outside of the 
blue line where the Census Bureau 
never intended to use the DSF as a 
source for Census 2000. See 
Section 3.4 for more discussion of 
addresses in the MAF that were 
never delivered to the DMAF. 

The LUCA 1998 program provided 
a substantial number of addresses 

that ended up not in the census. 
Just under 50 percent of adds from 
this program were in the enumera;
tion process but were not consid;
ered valid housing units or were 
considered duplicates at the end of 
the census. The fact that they 
were in the enumeration process is 
due to the fact that the Census 
Bureau had not completed the veri;
fication of LUCA adds in time for 
the mailout of census question;
naires. As was mentioned earlier 
in this report, we recommend that 
in the future, all LUCA adds must 
be verified prior to the mailout of 
census questionnaires. 

The Block Canvassing operation 
provided few addresses for which 
the Census Bureau could not 
attempt enumeration, but a large 
number of addresses for which the 
Census Bureau attempted enumer;
ation and ended up concluding 
that they were not valid housing 
units or were duplicates of other 
housing units. 

Recommendations 

Although Block Canvassing is a 
major contributor of valid housing 
units in the census, the Census 
Bureau should continue efforts to 
improve the quality of this opera;
tion. One important improvement 
would be to verify all Block 
Canvassing deletes prior to the 

Table 11. 

creation of the universe for ques;
tionnaire mailout. Since not all 
deletes from Block Canvassing 
were verified in time for the 
mailout of census questionnaires, 
many of them were included in the 
mailout. 

3.2 Addresses in the final 
census count 

Of the 115,904,641 addresses in 
the final census count, we first 
look at general characteristics of 
these addresses and then we ana;
lyze where they came from and 
how they ended up in the census. 

Final census count addresses 
by type of enumeration area 

Table 11 presents a distribution of 
the addresses in Census 2000 by 
TEA. 

As can be seen in the table, the 
vast majority of addresses (80.8 
percent) were in areas considered 
to be inside the blue line. These 
are areas where the primary 
method of building the address list 
was to: 

• Use the 1990 ACF, 

• Update it with a series of deliv;
eries of the DSF from the USPS, 

• Obtain updates from local gov;
ernments in the LUCA 1998 pro;
gram, and 

Final Census Count Addresses by Type of Enumeration Area 

TEA Number of 
addresses 

Percent 
of total 

Inside the blue line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  92,810,614 80.08 
Mailout/Mailback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  92,502,415 79.81 
Urban Update/Leave . . . . . . . . . . . . . . . . . . . . . . . . . . . .  238,216 0.21 
Urban Update/Enumerate . . . . . . . . . . . . . . . . . . . . . . . .  69,983 0.06 

Outside the blue line . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23,094,027 19.92 
Update/Leave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21,788,559 18.80 
List/Enumerate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  392,235 0.34 
Remote Alaska . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27,002 0.02 
Rural Update/Enumerate . . . . . . . . . . . . . . . . . . . . . . . .  886,231 0.76 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115,904,641 100.00 

U.S. Census Bureau Address List Development in Census 2000 23 



• Conduct Block Canvassing to 
update the address list. 

Almost all of these addresses (99.7 
percent) were in Mailout/Mailback 
areas. Extremely small percent-
ages of addresses inside the blue 
line were handled using Urban 
Update/Leave or Urban 
Update/Enumerate. 

The other 19.92 addresses in 
Census 2000 were outside of the 
blue line. The vast majority of 
these addresses were in 
Update/Leave areas. In these 
areas, the address list was created 
by: 

• Initially listing addresses in the 
Address Listing operation, 

• Allowing local governments to 
challenge block counts in the 
LUCA 1999 operation, 

• Recanvassing blocks challenged 
in the LUCA 1999 operation, 
and 

• At the time of the census, 
updating the addresses in 
Update/Leave areas while deliv;
ering census questionnaires. 

The 886,231 addresses in Rural 
Update/Enumerate represent areas 
where the initial address list was 
also developed during Address 
Listing and LUCA 1999, but the 
enumeration was conducted in the 
field at the same time that enumer;
ators updated the list. 

There were 419,237 addresses that 
were enumerated in either 
List/Enumerate or Remote Alaska. 
These areas are where the Census 
Bureau conducted a single opera;
tion to obtain the addresses and 
enumerate the households. 

Final Census Count Addresses 
by Type of Address Information 

Table 12 contains a distribution of 
the type of address information the 

Table 12. 
Final Census Count Addresses by Type of Address 

Type of address information Number of 
addresses 

Percent 
of total 

Complete city-style . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  109,448,403 94.43 
Complete rural route . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,051,571 1.77 

With location description . . . . . . . . . . . . . . . . . . . . . . . . .  2,016,562 1.74 
Without location description . . . . . . . . . . . . . . . . . . . . . .  35,009 0.03 

Complete P.O. Box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  885,713 0.76 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  849,027 0.73 
Without location description . . . . . . . . . . . . . . . . . . . . . .  36,686 0.03 

Incomplete address information. . . . . . . . . . . . . . . . . . . . .  504,313 0.44 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  310,284 0.27 
Without location description . . . . . . . . . . . . . . . . . . . . . .  194,029 0.17 

No address information . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,014,641 2.60 
With location description . . . . . . . . . . . . . . . . . . . . . . . .  2,978,743 2.57 
Without location description . . . . . . . . . . . . . . . . . . . . . .  35,898 0.03 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115,904,641 100.00 

Census Bureau was able to obtain 
for the addresses in Census 2000. 
We classify addresses into five cat;
egories based on the highest crite;
ria met. The categories are: com;
plete city-style, complete rural 
route, complete P.O. Box, incom;
plete addresses, and no address 
information. 

• The city-style category includes 
all units that had complete city-
style addresses, which consists 
of a house number and street 
name. 

• The rural route category 
includes units that did not have 
a complete city-style address 
but did have a complete rural 
route address, such as Rural 
Route 2, Box 3. 

• The P.O. Box category includes 
units that did not have either a 
complete city-style or a com;
plete rural route address but did 
have a complete P.O. Box 
address, such as P.O. Box 5. 

• The incomplete category 
includes units that had some 
address information but did not 
have a complete address of any 
type. 

• The no address information cat;
egory includes units that are 

missing house number, street 
name, Rural Route, and P.O. Box 
information. 

Addresses are further delineated 
by whether or not the address had 
a physical/location description pro;
vided during a census field opera;
tion. For additional information on 
how this variable was defined, see 
United States Census Bureau, 
2001b. 

As can be seen in Table 12, almost 
all addresses in Census 2000 
(94.43 percent) had a complete 
city-style address. The next 
largest group (2.60 percent of the 
addresses) had no address infor;
mation but either had a location 
description or a map spot or both. 
An additional 1.77 percent of the 
addresses had a complete rural 
route address, with over 98 per-
cent of these also having a loca;
tion description. 

Final census count addresses 
by original source 

Table 13 provides the distribution 
of final census addresses by origi;
nal source. 

The 1990 ACF provided 61.59 per-
cent of the addresses in Census 
2000. That is quite reasonable, 
given that although the housing 
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Table 13. 
Final Census Count Addresses by Original Source 

Original source Number of 
addresses 

Percent 
of total 

1990 ACF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71,381,708 61.59 
Address Listing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  20,664,652 17.83 
11/97 (or earlier) DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14,552,313 12.56 
Block Canvassing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,706,472 2.33 
Questionnaire Delivery1 . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,954,176 1.69 
09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  995,103 0.86 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  659,276 0.57 
11/99 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  578,274 0.50 
LUCA 1998 and Block Canvassing. . . . . . . . . . . . . . . . . .  512.091 0.44 
LUCA 1998 & 09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . .  395,575 0.34 
NRFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  347,233 0.30 
LUCA 1999 Recanvassing . . . . . . . . . . . . . . . . . . . . . . . . .  279,692 0.24 
04/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  195,936 0.17 
02/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  174,648 0.15 
New Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  111,626 0.10 
CIFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  81,723 0.07 
Be Counted Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  58,380 0.05 
Special Place/Group Quarters Enumeration . . . . . . . . . .  55,468 0.05 
TQA Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  53,712 0.05 
04/00 DSF and New Construction . . . . . . . . . . . . . . . . . .  40,094 0.03 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27,169 0.02 
02/00 DSF & New Construction . . . . . . . . . . . . . . . . . . . .  25,475 0.02 
Special Place/Group Quarters Master File . . . . . . . . . . .  22,906 0.02 
1998 Dress Rehearsal. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  16,539 0.01 
LUCA 1999 Appeals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9,710 0.01 
All other combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4,690 <0.01 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  115,904,641 100.0 

1Questionnaire Delivery refers to any operation where the address list was updated dur
ing the initial delivery of a questionnaire or during the actual enumeration. These operations 
include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and 
Remote Alaska. 2 Includes the results of several ad hoc "windshield" survey operations 
when whole communities appeared to be missing from the address list or mailout. 

inventory changes over time, we 
expect most housing units to 
remain as valid housing units from 
one census to the next. One might 
have expected this percentage to 
be higher, but recall that outside of 
the blue line, the Census Bureau 
did not use the 1990 ACF as a 
source of addresses. The Census 
Bureau developed the address list 
in those areas from scratch. As 
was seen in Table 11, over 23 mil-
lion addresses in the Census were 
outside of the blue line. 

As expected, we can see that 
17.83 percent of the addresses in 
Census 2000 originated in the 
Address Listing operation, which 
was conducted in most areas out-
side of the blue line. 

The next substantial contribution 
of addresses in Census 2000 was 

the USPS, which provided a com;
bined 14.24 percent of the 
addresses in the Census from its 
various deliveries of the DSF. Most 
of these addresses came on the 
first DSF, which was used in the 
initial creation of the MAF. 

Finally, the Census Bureau’s field 
updating operations of Block 
Canvassing (inside the blue line) 
and Questionnaire Delivery (prima;
rily outside of the blue line) are the 
only other operations to have pro;
vided us with more than 1 percent 
of the addresses in the census 
(2.33 percent from Block 
Canvassing and 1.69 percent from 
questionnaire delivery). 

The remaining operations and 
combinations of operations make 
up 2.32 percent of the addresses 
in the Census. 

Combining the various LUCA pro-
grams accounts for 0.92 percent of 
the addresses in the Census (not 
counting situations where LUCA 
and other operations both received 
credit as the original source). This 
is a low percentage of addresses, 
given the effort that these opera;
tions required of both Census 
Bureau staff and local government 
staff. However, it is important to 
recognize that this program also 
provided successful partnership 
benefits early in the Census 
process. This program gave local 
governments the opportunity to 
examine the results of our process;
es to correct errors and to gain 
confidence in our address list 
development operations. 

Programs such as Be Counted, 
TQA, NRFU, and CIFU have other 
major purposes in the Census. The 
fact that the Census Bureau picks 
up some addresses from these 
operations is useful, but one can-
not measure the full success of 
these programs by their contribu;
tion to the address list. The 
Special Place/Group Quarters oper;
ations were targeted towards enu;
merating special populations and 
were not specifically intended to 
proved additional housing units to 
the census list. 

3.2.1 Combined analysis of 
addresses in the final census – 
Mailout/Mailback areas 

The majority of addresses in the 
country are in census blocks where 
the Census Bureau used 
Mailout/Mailback for enumeration. 
In these areas, the USPS uses, for 
the most part, city-style addresses 
for mail delivery.  A city-style 
address contains a house number 
and street name (for example, 101 
Main Street) and may also contain 
identifiers for specific housing 
units within a structure (for exam;
ple, Apartment 2). The Census 
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of addresses in these areas is the 
Table 14. NRFU operation, which provided 
Final Census Count Addresses in Mailout/Mailback Areas by Type of 0.24 percent of the addresses.Address 

Number ofType of address information addresses Percent of total tionship of all of the operations 
In trying to understand the rela-

Complete city-style. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  92,269,368 99.75 
Complete rural route . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  24,600 0.03 

With location description . . . . . . . . . . . . . . . . . . . . . . . . .  23,667 0.03 
Without location description . . . . . . . . . . . . . . . . . . . . . .  933 <0.01 

Complete P.O. Box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5,395 0.01 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  4,547 <0.01 
Without location description . . . . . . . . . . . . . . . . . . . . . .  848 <0.01 

Incomplete address information. . . . . . . . . . . . . . . . . . . . .  180,976 0.20 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  163,759 0.18 
Without location description . . . . . . . . . . . . . . . . . . . . . .  17,217 0.02 

No address information . . . . . . . . . . . . . . . . . . . . . . . . . . . .  22,076 0.02 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  16,905 0.02 
Without location description . . . . . . . . . . . . . . . . . . . . . .  5,171 0.01 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  92,502,415 100.00 

Bureau created the address list in 
these areas by using addresses 
from the 1990 Census and 
addresses from USPS files. As can 
be seen in Table 14, 99.75 percent 
of the addresses in the census in 
these areas had complete city-style 
addresses. Almost all of the 
remaining addresses had location 
descriptions. 

Table 15 provides the original 
source of all addresses in the cen;
sus in Mailout/Mailback areas. 

Within the areas where the Census 
Bureau’s enumeration method was 
Mailout/Mailback, 76.95 percent of 
the addresses had an original 
source of the 1990 ACF. The DSFs 
provided 17.75 percent of the 
addresses. Just fewer than three 
percent came from the Block 
Canvassing operation. Only 0.71 
percent of the addresses came 
from the LUCA 1998 program 
alone. However, if you consider 
addresses that came both from 
LUCA 1998 and other operations 
happening at the same time (the 
September 1998 DSF and Block 
Canvassing) the percent of 
addresses with an original source 
of LUCA goes up to 1.69 percent. 
These are units we know would 
have been picked up in other oper;

ations, whereas for the 653,769 

units with just the LUCA Original 

Source, there is some chance they 

would have been missed without 

LUCA. The next largest contributor 

Table 15. 

conducted in Mailout/Mailback 
areas, we limited our analysis of 
addresses in the final census to the 
combination of the following oper;
ations: 

• 1990 ACF 

• The first three DSFs 

• Block Canvassing 

• LUCA 1998 

We did this because if we were to 
try to account for all combinations 
of actions from all operations in 
these areas, we would have to 
address over 90,000 combinations 
of actions. When we consider only 

Final Census Count Addresses in Mailout/Mailback Areas by 
Original Source 

Original source Number of 
addresses 

Percent of 
total 

1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71,175,987 76.95 
11/97 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14,485,330 15.66 
Block Canvassing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,683,882 2.90 
09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  990,196 1.07 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  653,769 0.71 
11/99 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  575,769 0.62 
LUCA 1998 & Block Canvassing . . . . . . . . . . . . . . . . . . .  509,653 0.55 
LUCA 1998 & 09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . .  
NRFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

394,665 
218,064 

0.43 
0.24 

04/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  195,709 0.21 
02/00DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  173,901 0.19 
New Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  111,097 0.12 
Questionnaire Delivery1 . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
CIFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

64,590 
55,235 

0.07 
0.06 

Be Counted Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  42,245 0.05 
04/00 DSF and New Construction . . . . . . . . . . . . . . . . . .  40,030 0.04 
Special Place/Group Quarters Enumeration . . . . . . . . . .  30,332 0.03 
02/00 DSF and New Construction . . . . . . . . . . . . . . . . . .  25,333 0.03 
TQA Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  24,651 0.03 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  24,418 0.03 
1998 Dress Rehearsal. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11,157 0.01 
Special Place/Group Quarters Master File . . . . . . . . . . .  10,174 0.01 
All other combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6,228 <0.01 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  92,502,415 100.00 

1Questionnaire Delivery refers to any operation where the address list was updated dur
ing the initial delivery of a questionnaire or during the actual enumeration. These operations 
include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and 
Remote Alaska. 

2Includes the results of several ad hoc "windshield" survey operations when whole 
communities appeared to be missing from the address list or mailout. 
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these operations, we account for 
93.59 percent of the 92,502,415 
addresses in these TEAs. 

Appendix B, Table 1 summarizes 
the distribution of actions taken 
from these different operations on 
addresses that ended up in the 
final census counts. 

From Appendix B, Table 1, we see 
that the largest percentage (66.25 
percent) of addresses in the census 
from Mailout/Mailback areas are 
cases that: 

• Were on the 1990 ACF, 

• Were considered residential on 
at least one of the first three 
DSF deliveries, 

• Contained a positive action from 
Block Canvassing (either veri;
fied, corrected, or moved), and 

• Contained a positive action from 
LUCA 1998 (either corrections 
or no action from the LUCA par;
ticipants). 

Just fewer than 10 percent of the 
addresses had all of the same char;
acteristics with the exception of 
not being on the 1990 ACF. 

The next largest percentage (5.527 
percent) of addresses in the census 
in these areas: 

• Were on the 1990 ACF, 

• Were considered residential on 
at least one of the first three 
DSF deliveries, 

• Contained a positive action from 
Block Canvsassing (either veri;
fied, corrected, or moved), BUT 

• Were not in the LUCA 1998 uni;
verse. 

Approximately 3.5 percent of the 
addresses had all of the same char;
acteristics with the exception of 
not being on the 1990 ACF. 

Just considering the several rather 
straight forward combinations 
described above accounts for over 
85 percent of the addresses in the 
census in Mailout/Mailback areas. 

The next largest combinations of 
addresses were situations where 
Block Canvassing added the units. 
In the first of these situations, 1.46 
percent of the in-census addresses 
were: 

• Not on the 1990 ACF, 

• Were considered to be residen;
tial on at least one of the first 
three DSFs, 

• Were not in the LUCA 1998 
Universe, but 

• Were added in Block Canvassing. 

The fact that these addresses were 
residential on an early DSF but 
they were also added in Block 
Canvassing probably implies that 
the Census Bureau was unable to 
geocode the DSF addresses prior to 
Block Canvassing. Block 
Canvassing had to independently 
add them in order to get them in 
the mailout. 

Just slightly fewer addresses (1.44 
percent) had the same characteris;
tics as above except they were not 
considered to be residential on any 
of the first three DSFs. Had it not 
been for Block Canvassing, these 
addresses would most likely have 
been missing from the census. 

Recommendations 

The series of combinations used to 
build the address list in 
Mailout/Mailback areas and the 
number of addresses that made 
their way into the census from 
each of them, demonstrate that no 
one operation could have resulted 
in an adequate address list. It 
took the use of the 1990 Census 
address list, information from the 
USPS, Block Canvassing, and infor;

mation from local governments to 
collectively give the Census Bureau 
a complete address list. Each of 
these sources played a key role in 
identifying addresses that the oth;
ers may have missed. For example, 
although the DSF provided a large 
number of addresses in Census 
2000, the DSF Assessment Report 
identified that at times the DSF fell 
short of the Census Bureau’s needs 
when it identified multi-unit struc;
tures as single delivery points 
rather than identifying each hous;
ing unit individually. It took opera;
tions like Block Canvassing or 
LUCA to provide the actual number 
of housing units in those multi-unit 
structures along with their unit 
designations. We recommend that 
this important series of address 
sources continue to be the basis 
for the Census Bureau’s approach 
to building the address list for the 
2010 Census. That is, the Census 
Bureau should start with the final 
Census 2000 address list, use 
updates from the USPS, acquire 
input from local governments, and 
canvass the ground as necessary. 
Note that the Census Bureau 
expects to maintain the address 
list during the decade. Rules for 
updating the Census 2000 list 
should be tested sufficiently so 
that the updated address list can 
be the starting point of updates for 
the 2010 Census as the 1990 ACF 
was for Census 2000. 

3.2.2 Combined analysis of 
addresses in the final census count 
– Update/Leave areas 

In the Update/Leave areas, noncity;
style addresses are more common. 
Noncity-style addresses occur in 
the forms of rural route/box num;
bers, post office box numbers, 
highway contract route numbers, 
and general delivery addresses. It 
is difficult to establish their census 
block locations through automated 
matching because they are less 
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Table 16. 
Final Census Count Addresses in Update/Leave Areas by Type of 
Address 

Type of address information Number of 
addresses 

Percent 
of total 

Complete city-style. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  16,091,926 73.85 
Complete rural route . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,937,531 8.89 

With location description . . . . . . . . . . . . . . . . . . . . . . . . .  1,906,503 8.75 
Without location description . . . . . . . . . . . . . . . . . . . . .  31,028 0.14 

Complete P.O. Box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  753,756 3.46 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  725,266 3.33 
Without location description . . . . . . . . . . . . . . . . . . . . . .  28,490 0.13 

Incomplete address information. . . . . . . . . . . . . . . . . . . . .  278,352 1.28 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  119,067 0.55 
Without location description . . . . . . . . . . . . . . . . . . . . . .  159,285 0.73 

No address information . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,726,994 12.52 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  2,712,654 12.45 
Without location description . . . . . . . . . . . . . . . . . . . . . .  14,340 0.07 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21,788,559 100.00 

Table 17. 
Final Census Count Addresses in Update/Leave Areas by Original 
Source 

Original source Number of 
addresses 

Percent 
of total 

Address Listing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19,906,710 91.36 
Questionnaire Delivery1 . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,349,222 6.19 
LUCA 1999 Recanvassing. . . . . . . . . . . . . . . . . . . . . . . . . .  266,198 1.22 
NRFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  128,183 0.59 
TQA Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28,273 0.13 
CIFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  26,295 0.12 
Special Place/Group Quarters Enumeration . . . . . . . . . .  21,476 0.10 
Be Counted Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15,225 0.07 
Special Place/Group Quarters Master File . . . . . . . . . . .  11,896 0.05 
LUCA 1999 Appeals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8,780 0.04 
11/97 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7,411 0.03 
1998 Dress Rehearsal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5,307 0.02 
1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4,346 0.02 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,467 0.02 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,376 0.01 
All other combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,394 0.01 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21,788,559 100.00 

1Questionnaire Delivery refers to any operation where the address list was updated dur
ing the initial delivery of a questionnaire or during the actual enumeration. These operations 
include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and 
Remote Alaska. 

2Includes the results of several ad hoc windshield survey operations when whole com
munities appeared to be missing from the address list or mailout. 

systematic and are not always 
associated with the location of the 
residence. Post office boxes and 
general delivery addresses, as a 
rule, have no relationship to physi;
cal location. Thus, the initial MAF 
creation method for areas where 
these types of addresses predomi;
nate is through field compilation 
by census staff. In Update/Leave 

areas, the Census Bureau initially 
created the address list by using 
address listing. Table 16 presents 
the distribution of the type of 
address information in Update/ 
Leave areas. 

As can be seen, a smaller percent-
age of addresses in these areas 
have city-style addresses when com;

pared to mailout/mailback areas. 
This is exactly what was expected. 
However, the Census Bureau was 
still able to obtain a complete city-
style address for almost 74 percent 
of the addresses in Update/Leave 
areas. Although 12.35 percent of 
the addresses in these areas have 
complete rural route or post office 
box addresses, 12.52 percent of 
these Update/Leave area addresses 
have no address information. In all 
of these cases where the Census 
Bureau does not have a complete 
city-style address, it is the location 
description and map spot that is 
critical for enumeration. Since the 
Census Bureau does not mail census 
forms to rural route addresses or 
post office box addresses, it is the 
location description and map stop 
that is critical for getting the enu;
merators to the correct units to 
deliver the questionnaires. Location 
descriptions were acquired over 95 
percent of the time when the 
address was noncity-style. (This 
was determined by taking all of the 
addresses in Table 16, subtracting 
those with complete a city-style 
address, and looking at the percent-
age of those with a location descrip;
tion.) We cannot tell from this eval;
uation how many of these location 
descriptions are truly specific 
enough to help enumerators get to 
the correct housing units. Table 17 
provides the original source for all 
addresses in the final census in 
Update/Leave areas. 

Within the Update/Leave areas of 
the country, 91.36 percent of the 
addresses had Address Listing as 
their original source. An additional 
6.19 percent came from the 
Update/Leave operation. The only 
other original source that con;
tributed more than one percent in 
these areas was the LUCA 99 
Recanvassing operation, which 
provided 1.22 percent of the 
addresses. The next highest con-
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tributor was the NRFU operation, 
which provided 0.59 percent of the 
addresses in Update/Leave areas. 

Overall, in Update/Leave areas, the 
combinations that are reflected in 
Appendix B, Table 2, can explain 
approximately 96.37 percent of the 
21,788,559 addresses. 

The largest combination of opera;
tions yielding good census 
addresses in Update/Leave areas is 
when addresses were added in 
Address Listing, no LUCA recan;
vass action was taken and 
Update/Leave either verified or 
corrected the address. This 
accounted for 78 percent of the 
addresses in Update/Leave areas. 
An additional 8.4 percent of the 
addresses in Update/Leave areas 
were added in Address Listing and 
had a positive action from the 
LUCA recanvass operation and 
were either verified or corrected 
during Update/Leave. LUCA recan;
vass adds accounted for 1.16 per-
cent of the good census addresses 
in Update/Leave areas and 
Update/Leave adds accounted for 
6.1 percent. It is interesting to 
note that just under 2.5 percent of 
the addresses in the final census 
count in Update/Leave areas were 
added in Address Listing, had no 
LUCA recanvass action, but were 
either deleted in Update/Leave or 
coded as nonresidential. These 
addresses were either deleted in 
error in Update/Leave or reinstated 
in error by operations intending to 
verify the delete action in 
Update/Leave. 

Recommendations 

As in Mailout/Mailback areas, it 
appears that the full complement 
of operations used in Update/ 
Leave areas was necessary for 
obtaining a complete address list. 
Because we have now captured 
address information in these areas, 
along with map spots, we recom-

Table 18. 
Final Census Count Addresses in List/Enumerate Areas by Type of 
Address 

Type of address information Number of 
addresses Percent of total 

Complete city-style . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  198,454 50.60 
Complete rural route . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  34,548 8.81 

With location description . . . . . . . . . . . . . . . . . . . . . . . . .  32,695 8.34 
Without location description . . . . . . . . . . . . . . . . . . . . . .  1,853 0.47 

Complete P.O. box . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  37,170 9.48 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  33,515 8.54 
Without location description . . . . . . . . . . . . . . . . . . . . . .  3,655 0.93 

Incomplete address information. . . . . . . . . . . . . . . . . . . . .  12,282 3.13 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  6,155 1.57 
Without location description . . . . . . . . . . . . . . . . . . . . . .  6,127 1.56 

No address information . . . . . . . . . . . . . . . . . . . . . . . . . . . .  109,781 27.99 
With location description . . . . . . . . . . . . . . . . . . . . . . . .  96,611 24.63 
Without location description . . . . . . . . . . . . . . . . . . . . . .  13,170 3.36 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  392,235 100.00 

mend that in the 2010 Census, this 
combination of address canvass;
ing, local government updates, and 
Update/Leave at the time of enu;
meration be used again in areas 
where DSF updating is still not fea;
sible. In the meantime, because of 
the large percentage of city-style 
addresses, it may be less critical to 
obtain map spots for addresses in 
Update/Leave areas in order to be 
included in the Census. 

Given the address problems in 
Puerto Rico the Census Bureau 
should attempt to clean up the 
Puerto Rico addresses before reuse 
in 2010. See Section 2.2.1 for 
more information on the address 
problems in Puerto Rico. Our 
understanding is that some efforts 
have already been done to clean 
up this problem. Also, more plan;
ning time should go into anticipat;
ing the best way to collect and 
process addresses in Puerto Rico in 
advance of the census. 

3.2.3 Combined analysis of 
addresses in the final census 
count – List/Enumerate areas 

List/Enumerate areas were sparsely 
populated areas where the Census 
Bureau intended to use a single, 
all-in-one operation to list address;

es and enumerate them. These are 
the most remote areas where the 
Census Bureau conducts the cen;
sus. Because of this, and because 
the Census Bureau only intends to 
visit these addresses once during 
the census, it is less likely that it 
will collect city-style addresses in 
these areas. Table 18 provides the 
distribution of the type of address 
information in List/Enumerate 
areas. 

As can be seen, just over 50 per-
cent of addresses in these areas 
have city-style addresses. This 
percentage is expectedly lower 
than in Mailout/Mailback or 
Update/Leave areas but still rela;
tively high. Although 18.29 per-
cent of the addresses in these 
areas have complete rural route or 
post office box addresses, just 
fewer than 28 percent of these 
List/Enumerate area addresses 
have no address information. Re-
contact of respondents in 
List/Enumerate areas during a cen;
sus is rare. It is usually restricted 
to quality control checks of the 
List/Enumerate operation. These 
addresses have been added to the 
MAF and the American Community 
Survey and future censuses intend 
to use these addresses. It appears 
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Table 19. 
Number and Percentage of Final Census Count Addresses in 
List/Enumerate Areas by Combinations of Sources 

Operations Number Percent of total 

Listed in List/Enumerate operation . . . . . . . . . . . . . . . . . .  389,749 99.37 
NOT Listed in List/Enumerate operation . . . . . . . . . . . . .  2,486 0.63 

Special Place/Group Quarters Enumeration Master 
File . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,334 0.34 

Be Counted/TQA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  623 0.16 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  421 0.11 

Other. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  108 0.03 

Total Housing Units in TEA 3 . . . . . . . . . . . . . . . . . . . . . . .  392,235 100.00 

Table 20. 
Final Census Count Addresses in Remote Alaska Areas by Type of 
Address 

were housing units that were enu;
merated through the Special 
Place/Group Quarters operation. 
See the Table 19. 

3.2.4 Combined analysis of 
addresses in the final census 
count in Remote Alaska 

Remote Alaska areas were sparsely 
populated areas in the State of 
Alaska where the Census Bureau 
intended to use a single operation 
to list addresses and enumerate 
them. The Census Bureau also pro;
vided lists of addresses to sworn 
village officials so they could help 
locate and identify any addresses 

Number of Percent that may have been missed. In 
Type of address information addresses of total this way, the Census Bureau could 

Complete city-style. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5,401 20.00 
Complete rural route . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  229 0.85 

With location description . . . . . . . . . . . . . . . . . . . . . . . . .  227 0.84 
Without location description . . . . . . . . . . . . . . . . . . . . . .  2 0.01 

Complete P.O. Box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10,767 39.87 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  10,588 39.21 
Without location description . . . . . . . . . . . . . . . . . . . . . .  179 0.66 

Incomplete address information. . . . . . . . . . . . . . . . . . . . .  247 0.91 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  135 0.50 
Without location description . . . . . . . . . . . . . . . . . . . . . .  112 0.41 

No address information . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10,358 38.36 
With location description . . . . . . . . . . . . . . . . . . . . . . . .  10,285 38.09 
Without location description . . . . . . . . . . . . . . . . . . . . . .  73 0.27 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27,002 100.00 

Table 21. 
Number and Percentage of Final Census Count Addresses in 
Remote Alaska Areas by Combinations of Sources 

Operations Number Percent of total 

Enumerated in Remote Alaska operation . . . . . . . . . . . .  26,987 99.94 
Enumerated by another valid source . . . . . . . . . . . . . . . .  15 0.06 

Be Counted/TQA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 0.02 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 <0.01 
SP/GQ Master File or SP/GQ Enumeration . . . . . . . .  7 0.03 

Total housing units in TEA 4. . . . . . . . . . . . . . . . . . . . . .  27,002 100.00 

that location descriptions were 
acquired 87 percent of the time 
when the address was noncity;
style, incomplete, or missing. We 
cannot tell from this evaluation 
how many of these location 
descriptions are truly specific 
enough to help enumerators get to 
the correct housing units. 

As stated earlier in this report (See 
Section 2.3.1), 389,749 addresses 
were enumerated in the census 
using the List/Enumerate opera;
tion. That accounts for over 99 
percent of the 392,235 addresses 
in the final census that were coded 
to List/Enumerate blocks. The 
bulk of the remaining 2,486 cases 

enumerate these missed addresses 
while they were still there. Within 
Remote Alaska areas, there was a 
much lower percentage of address;
es that had complete city-style 
addresses. Table 20 provides the 
distribution of type of address 
information for the cases in these 
areas. 

Only 20 percent of the addresses 
in this TEA had complete city-style 
addresses, whereas just under 40 
percent had complete post office 
box addresses with almost all of 
them having location descriptions. 
An additional 38.36 had no 
address information, most of 
which did have a location descrip;
tion. 

Virtually all addresses in the final 
census count in these areas came 
from the Remote Alaska operation. 
See Table 21. 

3.2.5 Combined analysis of 
addresses in the final census 
count in Rural Update/Enumerate 

In Rural Update/Enumerate areas, 
the Census Bureau built the 
address list in the same manner as 
in Update/Leave areas. The only 
exception is that instead of leaving 
questionnaires to be mailed back, 
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the Census Bureau enumerated the 
housing units while in the field 
updating the address list. These 
areas included resort areas with 
high concentrations of seasonally 
vacant housing units, selected 
American Indian reservations, and 
colonias. The Census Bureau antic;
ipated that many of these areas 
would have poor address informa;
tion. 

Although 65 percent of the 
addresses were complete city-style 
addresses, this is lower than in 
Update/Leave areas where close to 
74 percent of the addresses were 
city-style. These areas had a high;
er percentage of cases with no 
address information (16.36 percent 
in Update/Enumerate areas versus 
12.52 percent in Update/Leave 
areas). 

Table 23 provides the original 
source for all addresses in the final 
census in Rural Update/Enumerate 
areas. 

Address Listing was the original 
source for 85.31 percent of the 
addresses in Rural 
Update/Enumerate areas. An addi;
tional 12.65 percent have an origi;
nal source of Rural Update/ 
Enumerate. The only other original 
source with more than one percent 
of the addresses is the LUCA 
Recanvassing. LUCA Recanvassing 
was the original source for 1.52 
percent of the addresses in Rural 
Update/Enumerate. 

In Rural Update/Enumerate areas, 
98.92 percent of the addresses in 
the final census can be attributed 
to some combination of actions 
from Address Listing, LUCA 
Recanvassing, and Rural 
Update/Enumerate. These opera;
tions really should represent 100 
percent of the operations in this 
TEA. The distribution of combina;
tions is found in Table 24. 

Table 22. 
Final Census Count Addresses in Rural Update/Enumerate Areas 
by Type of Address 

Type of address information Number of 
addresses Percent of total 

Complete city-style . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  578,310 65.26 
Complete rural route . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  54,655 6.17 

With location description . . . . . . . . . . . . . . . . . . . . . . . . .  53,462 6.03 
Without location description . . . . . . . . . . . . . . . . . . . . . .  1,193 0.13 

Complete P.O. Box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  78,600 8.87 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  75,086 8.47 
Without location description . . . . . . . . . . . . . . . . . . . . . .  3,514 0.40 

Incomplete address information. . . . . . . . . . . . . . . . . . . . .  29,641 3.34 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  19,180 2.16 
Without location description . . . . . . . . . . . . . . . . . . . . . .  10,461 1.18 

No address information . . . . . . . . . . . . . . . . . . . . . . . . . . . .  145,025 16.36 
With location description . . . . . . . . . . . . . . . . . . . . . . . .  142,009 16.02 
Without location description . . . . . . . . . . . . . . . . . . . . . .  3,016 0.34 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  886,231 100.00 

Table 23. 
Final Census Count Addresses in Rural Update/Enumerator Areas 
by Original Source 

Original source Number of 
addresses 

Percent of 
total 

Address Listing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  756,061 85.31 
Questionnaire Delivery*. . . . . . . . . . . . . . . . . . . . . . . . . . . .  112,090 12.65 
LUCA 1999 Recanvassing. . . . . . . . . . . . . . . . . . . . . . . . . .  13,481 1.52 
Special Place/Group Quarters Enumeration . . . . . . . . . .  2,492 0.28 
Special Place/Group Quarters Master File . . . . . . . . . . .  535 0.06 
TQA Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  445 0.05 
Be Counted Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  323 0.04 
LUCA 1999 Appeals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  317 0.04 
11/97 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  185 0.02 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  78 0.01 
1998 Dress Rehearsal. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  75 0.01 
All other combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  149 0.02 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  886,231 100.00 

*Questionnaire Delivery refers to any operation where the address list was updated dur
ing the initial delivery of a questionnaire or during the actual enumeration. These operations 
include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and 
Remote Alaska. 

The largest combination of opera- Enumerate areas were added in 
tions yielding good census Address Listing, had positive 
addresses in Rural Update/ actions from the LUCA recanvass 
Enumerate areas is when addresses operation and were verified or con-
were added in Address Listing, no verted during Rural Update/
LUCA recanvass action was taken Enumerate operation. LUCA recan;
and Rural Update/Enumerate veri;
fied or corrected the address. This 

vass adds accounted for 1.51 per-

is similar to Update/Leave areas cent of the good census addresses 

and accounted for 78.16 percent of in Rural Update/Enumerate areas. 

the addresses in this type of enu- Rural Update/Enumerate adds 

meration area. An additional 6.15 accounted for 12.54 percent of the 

percent of the good census addresses in this type of enumera;

addresses in Rural Update/ tor area. 
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Table 24. over 99 percent of the addresses 

Rural Update/Enumerate Census Addresses by Most Frequent in Urban Update/Leave areas were 
Action Code Combinations complete city-style addresses. 

Rural 
Address listing action Update/Enumerate 

LUCA 99 action ‘‘U/E’’ action Count Percent 

no LUCA 99 (+) Rural U/E action3 692,698 78.16 
action (-) Rural U/E action4 4,300 0.49 

(+) LUCA 99 (+) Rural U/E action 54,474 6.15 
Address Listing action1 (-) Rural U/E action 489 0.06 

Adds (-) LUCA 99 (+) Rural U/E action 145 0.02 
action2 (-) Rural U/E action 7 0.00 

LUCA 99 Adds (+) Rural U/E action 
(-) Rural U/E action 

13,231 
176 

1.49 
0.02 

Rural U/E Adds 111,095 12.54 

Totals . . . . . . . . . .  876,615 98.92 

1 (+) LUCA 99 action = Positive action from the LUCA 99 Recanvass, including 
Verifications and Corrections. 

2 (-) LUCA 99 action = Negative action from the LUCA 99 Recanvass, including 
Deletes and Nonresidentials. 

3 (+) Rural U/E action = Positive action from the Rural Update/Enumerate operation, 
including Verifications, Corrections and Moves. 

4 (-) Rural U/E action = Negative action from the Rural Update/Enumerate operation, 
including Deletes and Nonresidentials. 

Table 25. 
Final Census Count Addresses in Urban Update/Leave Areas by 
Type of Address 

Type of address information Number of 
addresses 

Percent 
of total 

Complete city-style . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  236,090 99.11 
Complete rural route . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 <0.01 

With location description . . . . . . . . . . . . . . . . . . . . . . . . .  6 <0.01 
Without location description . . . . . . . . . . . . . . . . . . . . . .  0 0.00 

Complete P.O. Box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23 0.01 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  23 0.01 
Without location description . . . . . . . . . . . . . . . . . . . . . .  0 0.00 

Incomplete address information. . . . . . . . . . . . . . . . . . . . .  1,960 0.82 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  1,352 0.57 
Without location description . . . . . . . . . . . . . . . . . . . . . .  608 0.26 

No address information . . . . . . . . . . . . . . . . . . . . . . . . . . . .  137 0.06 
With location description . . . . . . . . . . . . . . . . . . . . . . . .  120 0.05 
Without location description . . . . . . . . . . . . . . . . . . . . . .  17 0.01 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  238,216 100.00 

3.2.6 Combined analysis of 

addresses in the final census 

count in Urban Update/Leave 

Table 25 provides the distribution 

of the type of address information 

collected for addresses in the cen;

sus in Urban Update/Leave areas. 

In Urban Update/Leave areas, the 

Census Bureau built the address 

list in the same manner as in 

Mailout/Mailback areas. The only 

exception is that instead of mailing 
out questionnaires, the Census 
Bureau hand delivered the ques;
tionnaires and updated the address 
list during that delivery. This was 
done because the Census Bureau 
believed that these urban areas 
were unsuitable for mail delivery 
either because there were multi-
unit buildings with single mail 
drop points or there was wide-
spread use of post office boxes. 
Similar to Mailout/Mailback areas, 

Table 26 provides the original 
source of all addresses in the cen;
sus in Urban Update/Leave Areas. 

Although the sources of addresses 
in Urban Update/Leave areas are 
fairly similar to Mailout/Mailback 
areas, the distribution of original 
sources shows some differences. 
Just over 69 percent of addresses 
in Urban Update/Leave Areas had 
the 1990 ACF as their original 
source compared to almost 77 per-
cent in Mailout/Mailback areas. 
The DSF was the original source 
for 19.24 percent of the Urban 
Update/Leave address compared to 
17.75 percent of Mailout/Mailback 
cases. Block Canvassing was the 
original source for 6.39 percent of 
the Urban Update/Leave address. 
This is a much higher percentage 
than the 2.68 percent in 
Mailout/Mailback areas. This high;
er percentage of cases with an 
original source of Block Canvassing 
makes sense given that Urban 
Update/Leave was intended for 
urban areas with large concentra;
tions of persons who use post 
office boxes and for areas where 
the USPS has a single drop point 
for large multi-unit addresses. 
However the higher percentage of 
cases with an original source of 
the DSF in these areas is not con;
sistent with the purpose of Urban 
Update/Leave areas. We do not 
have an explanation for this 
increase in cases with an original 
source of the DSF. Finally, just 
fewer than 2.4 percent of the 
Urban Update/Leave cases had an 
original source of the Urban 
Update/Leave operation itself. 
That is, by visiting these urban 
areas and dropping off question;
naires the Census Bureau managed 
to pick up 2.4 percent of the cases 
in this type of enumeration area. 
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Table 26. 
Final Census Count Addresses in Urban Update/Leave Areas by 
Original Source 

Original source Number of 
addresses 

Percent 
of total 

1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  165,260 69.37 
11/97 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40,534 17.02 
Block Canvassing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15,228 6.39 
Questionnaire Delivery1 . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5,682 2.39 
09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,131 1.31 
LUCA 1998 & Block Canvassing . . . . . . . . . . . . . . . . . . .  1,855 0.78 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,479 0.62 
11/99 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,414 0.59 
NRFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  983 0.41 
02/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  576 0.24 
LUCA 1998 & 09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . .  505 0.21 
04/00 DSF and Questionnaire Delivery. . . . . . . . . . . . . . .  384 0.16 
New Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  218 0.09 
04/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  194 0.08 
CIFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  192 0.08 
Be Counted Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  167 0.07 
02/00 DSF and New Construction . . . . . . . . . . . . . . . . . . .  112 0.05 
TQA Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71 0.03 
New Construction and QuestionnaireDelivery. . . . . . . . .  62 0.03 
Special Place/Group Quarters Master File . . . . . . . . . . .  42 0.02 
Special Place/Group Quarters Enumeration . . . . . . . . . .  37 0.02 
04/00 DSF and New Construction . . . . . . . . . . . . . . . . . . .  34 0.01 
04/00 DSF, New Construction, and Questionnaire 
Delivery. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27 0.01 

Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23 0.01 
All other combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 <0.01 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  238,216 100.00 

1Questionnaire Delivery refers to any operation where the address list was updated dur
ing the initial delivery of a questionnaire or during the actual enumeration. These operations 
include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and 
Remote Alaska. 

2Includes the results of several ad hoc "windshield" survey operations when whole com
munities appeared to be missing from the address list or mailout. 

Table 27. 
Final Census Addresses in Urban Update/Enumerate Areas by 
Type of Address 

Type of address information Number of 
addresses 

Percent 
of total 

Complete city-style . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  68,854 98.39 
Complete rural route . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 <0.01 

With location description . . . . . . . . . . . . . . . . . . . . . . . . .  2 <0.01 
Without location description . . . . . . . . . . . . . . . . . . . . . .  0 0.00 

Complete P.O. Box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 <0.01 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  2 <0.01 
Without location description . . . . . . . . . . . . . . . . . . . . . .  0 0.00 

Incomplete address information. . . . . . . . . . . . . . . . . . . . .  855 1.22 
With location description . . . . . . . . . . . . . . . . . . . . . . . . .  636 0.91 
Without location description . . . . . . . . . . . . . . . . . . . . . .  219 0.31 

No address information . . . . . . . . . . . . . . . . . . . . . . . . . . . .  270 0.39 
With location description . . . . . . . . . . . . . . . . . . . . . . . .  159 0.23 
Without location description . . . . . . . . . . . . . . . . . . . . . .  111 0.16 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  69,983 100.00 

Similar to Mailout/Mailback areas, 
we limited our analysis of the con;
tributors of source to the following 
operations: 

• 1990 ACF 

• The first three DSFs 

• Block Canvassing 

• LUCA 1998 

This accounted for 89.73 percent of 
the 238,216 addresses in Urban 
Update/Leave areas. 

Just fewer than 62 percent of the 
addresses in Urban Update/Leave 
were: 

• On the 1990 ACF, 

• Considered residential on at least 
one of the first three DSF deliver;
ies, and 

• Counted as a positive action from 
Block Canvassing. 

An additional 15 percent had all of 
the same characteristics with the 
exception of not being on the 1990 
ACF. Fewer than 5.3 percent of the 
addresses were not on the 1990 
ACF or considered residential from 
one of the first three DSFs but were 
added in the Block Canvassing oper;
ation. 

3.2.7 Combined analysis of address
es in the final census count in Urban 
Update Enumerate areas 

Table 27 provides the distribution of 
the type of address information col;
lected for addresses in the census in 
Urban Update/Enumerate areas. 

In Urban Update/Enumerate areas, 
the Census Bureau targeted commu;
nities with special enumeration 
needs or where they expected low 
mail returns because of such things 
as seasonal vacants. Just like 
Mailout/Mailback areas and Urban 
Update/Leave areas, in Urban 
Update/Enumerate areas, the vast 
majority of addresses were com;
plete city-style (98.39 percent). In 
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Table 28. this type of enumeration area, 1.22 

Final Census Count Addresses in Urban Update/Enumerate Areas percent of the address had incom;
by Original Source plete address information, with 

Number of Percent of 
over 74 percent of them having 

Original source addresses total location descriptions. 

1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  35,993 51.43 
11/97 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18,718 26.75 
Block Canvassing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6,545 9.35 
Questionnaire Delivery*. . . . . . . . . . . . . . . . . . . . . . . . . . . .  5,887 8.41 
09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,103 1.58 
LUCA 1998 & Block Canvassing . . . . . . . . . . . . . . . . . . . .  541 0.77 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  505 0.72 
11/99 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  395 0.56 
LUCA 1998 & 09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . .  157 0.22 
Be Counted Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  39 0.06 
New Construction and Questionnaire Delivery. . . . . . . . .  31 0.04 
TQA program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23 0.03 
Special Place/Group Quarters Enumeration . . . . . . . . . .  18 0.03 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  13 0.02 
Special Place/Group Quarters Master File . . . . . . . . . . .  13 0.02 
All other combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 <0.01 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  69,983 100.00 

Table 28 provides the original 
source of all addresses in the cen;
sus in Urban Update/Enumerate 
areas. 

Again, the address list develop;
ment in Urban Update/Enumerate 
area was fairly similar to 
Mailout/Mailback area and Urban 
Update/Leave areas. This TEA has 
even less reliance on the 1990 ACF 
(51.43 percent) for original source 
and more reliance on the DSF 

*Questionnaire Delivery refers to any operation where the address list was updated dur
ing the initial delivery of a questionnaire or during the actual enumeration. These operations 
include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and 
Remote Alaska. 

Table 29. 
Distribution of Original Source for Addresses in the Decennial 
Master Address File But Not in the Final Census Count 

Original source Number of 
addresses 

Percent of 
total 

1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,580,192 26.46 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,726,278 17.70 
11/97 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,506,592 15.45 
Block Canvassing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,252,226 12.84 
Address Listing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,019,257 10.45 
Unknown: TEAs 1-9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  274,774 2.82 
Questionnaire Delivery1 . . . . . . . . . . . . . . . . . . . . . . . . . . . .  248,728 2.55 
New Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  192,214 1.97 
11/99 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  186,753 1.91 
09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  135,945 1.39 
04/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  112,670 1.16 
Be Counted Program. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  100,131 1.03 
TQA Program . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  69,606 0.71 
02/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  67,935 0.70 
LUCA 1998 & Block Canvassing . . . . . . . . . . . . . . . . . . .  56,845 0.58 
1998 Dress Rehearsal. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  47,259 0.48 
LUCA 1999 Recanvassing . . . . . . . . . . . . . . . . . . . . . . . . .  45,736 0.47 
NRFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  37,221 0.38 
Special Place/Group Quarters Master File . . . . . . . . . . .  30,004 0.31 
Special Place/Group Quarters Enumeration . . . . . . . . . .  17,539 0.18 
CIFU2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15,238 0.16 
LUCA 1998 & 09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . .  13,836 0.14 
LUCA 1999 Appeals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8,292 0.09 
04/00 DSF and New Construction . . . . . . . . . . . . . . . . . .  3,848 0.04 
02/00 DSF and New Construction . . . . . . . . . . . . . . . . . .  1,923 0.02 
Field Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  819 0.01 
All other combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  345 <0.01 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9,752,206 100.00 

(28.89 percent), Block Canvassing 
(7.96 percent) and the Urban 
Update/Enumerator operation itself 
(8.41 percent). 

3.3 Addresses that were 
not in the final census 
count but were in the 
Decennial Master Address 
File 

The MAF delivered 9,752,206 
addresses to the DMAF that were 
not in the final census counts. 

Table 29 provides the original 
sources of the addresses that were 
in the DMAF but were not in the 
final census counts. 

In reviewing this distribution, it is 
helpful to look back at Table 9, 
which provided the overall distri;
bution of original source for 
addresses in the MAF. 

The 1990 ACF provided 26.46 per-
cent of the addresses where the 
Census Bureau attempted enumer;
ation but ended up coding them as 
not valid housing units. Given that 
this was the largest source of 

1Questionnaire Delivery refers to any operation where the address list was updated dur- addresses overall, this is not sur;
ing the initial delivery of a questionnaire or during the actual enumeration. These operations prising. The various DSF deliveries 
include Update/Leave, Urban Update/Leave, Update/Enumerate, List/Enumerate, and 
Remote Alaska. provided 20.61 percent of the 

2Includes the results of several ad hoc "windshield" survey operations when whole com- addresses in the DMAF but not in 
munities appeared to be missing from the address list or mailout. 

the census. 
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Table 30. 
Addresses in the Decennial Master Address File But Not in the 
Census by Census Exclusion Process 

Total number of Percent of�

Census exclusion process housing units housing units�
deleted by deleted by�

process process�

Killed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8,312,547 85.24 
Deleted as a result of housing unit status assignment . 22,352 0.23 
Deleted as a result of unclassified estimation . . . . . . . .  46,196 0.47 
Confirmed delete in the unduplication process. . . . . . . .  1,371,111 14.06 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9,752,206 100.00 

be a case that came back from 
NRFU as a completed case, but 
once the form was processed, the 
Census Bureau realized that there 
were no data for the address. A 
slightly larger number of housing 
units (46,196) were deleted 
through the unclassified estimation 
process. This was an imputation 
procedure that imputed a housing 
unit status for cases that had no 
housing unit status at the end of 
census operations. Finally, over 
1.3 million addresses were deleted 
in the housing unit unduplication 
operation. More details on this 
operation are described in Section 
3.3.2. 

3.3.1 The kill process 

This process identified MAFIDs that 
most likely did not uniquely identi;
fy housing units as of Census Day. 
One example of the type of unit 
that was excluded from the census 
as a result of this process is: 

• There was no census form 
returned for the unit, 

• The unit was deleted in NRFU, 
and 

• The unit was confirmed as a 
delete in the CIFU operation. 

Probably the most striking statistic 
regarding the original source of 
addresses where the Census 
Bureau attempted enumeration, 
but ultimately coded the addresses 
as not valid housing units is that 
17.70 percent of them came from 
LUCA 1998. However, it is impor;
tant to recognize that the Census 
Bureau included most LUCA 1998 
added addresses on the DMAF 
because it was not able to verify 
their existence prior to the 
mailout. However, once the 
Census Bureau was able to conduct 
LUCA Field Verification, many of 
these LUCA adds were removed 
from the census. In the final cen;
sus count, LUCA 1998 was the 
original source for 659,276 
addresses. Meanwhile, the Census 
Bureau attempted enumeration at 
an additional 1,726,278 addresses 
with an original source of LUCA 
1998, only to find the units as 
invalid. 

The New Construction Program is 
the only other operation that 
showed a substantially large per;
centage of cases (relative to the 
number in the census) where the 
Census Bureau attempted enumer;
ation and coded the cases as 
invalid. New Construction was the 
original source for 111,626 cases 
in the final census counts. 
Meanwhile, this operation was the 
original source for 192,214 cases 
in the DMAF but not in the final 

census. These statistics provide a 
strong case for the need to verify 
locally provided addresses before 
including them in the enumeration. 

In Table 30 we present the distri;
bution of addresses in the DMAF 
but not in the census, by the oper;
ation where they were deleted. 

The vast majority of these address;
es (85.24 percent) were deleted in 
the “Kill” process. Section 3.3.1 
further describes these addresses. 
A relatively small number of hous;
ing units (22,352) were deleted 
through a process that assessed 
cases with inconsistent informa;
tion, but eventually were ultimate;
ly determined to not be housing 
units. An example of an address 
deleted during this process would 

Table 31. 
Addresses in the DMAF Deleted by the Kill Process 

Category 
Unique housing units 

Number Percent 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8,312,547 100.00 

A.Double delete, no mail return . . . . . . . . . . . . . . . . . . . .  1,411,310 16.98 
B.Old DSF address, no mail return . . . . . . . . . . . . . . . . .  630,800 7.59 
C.Undeliverable as addressed and a NRFU delete . . . 2,452,596 29.50 
D.Update/Leave and NRFU delete . . . . . . . . . . . . . . . . .  498,132 5.99 
E. Urban Update/Leave and NRFU delete . . . . . . . . . . .  10,683 0.13 
F. Update/Enumerate delete. . . . . . . . . . . . . . . . . . . . . . . .  5,430 0.07 
G.NRFU and CIFU delete . . . . . . . . . . . . . . . . . . . . . . . . .  1,430,072 17.20 
H. NRFU delete only . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  281,757 3.39 
I. CIFU delete only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  526,921 6.34 
J. Field Verification delete or duplicate . . . . . . . . . . . . . .  427,173 5.14 
K. Usual home elsewhere from special place/group 

quarters that were not allowed to provide a usual 
home elsewhere. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  248,898 2.99 

L. Any combinations of categories . . . . . . . . . . . . . . . . . .  388,775 4.68 
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Table 31 provides the distribution 
of kills by kill reason. An address 
can meet the criteria of more than 
one of the kill reasons. In the 
processing of the census data, a kill 
was identified in the order in which 
the reasons appear in Table 31. 
Once an address was identified as a 
kill, the other kill reasons were not 
checked. For this analysis, we only 
present the number of housing 
units killed because of a unique 
reason. If more than one reason 
applied it was tallied in the “Any 
Combination of Categories” row. 

The kill reason with the largest 
number of cases is the situation 
where addresses were 
Undeliverable as Addressed by the 
USPS and in following up these 
addresses NRFU deleted them. The 
next largest kill reason is the “dou;
ble delete.” These are situations 
where Block Canvassing and LUCA 
1998 Field Verification both identi;
fied the unit as not existing. This 
happened in one of two ways. 
Either Block Canvassing deleted the 
unit and LUCA 1998 Field 
Verification verified the delete or 
LUCA 1998 added the unit, Block 
Canvassing did not independently 
add the same unit, and LUCA 1998 
Field Verification deleted the unit. 
In both of these situations, it would 
have been much more efficient for 
the census to have removed these 
units prior to the mailout of ques;
tionnaires. 

The remaining reasons for kills 
required the mailout or delivery of 
the questionnaires and subsequent 
enumeration attempts. Additional 
information about the quality of 
these kills is found in section 4.3.2. 

Recommendations 

Earlier in this report, we recom;
mended allowing enough time for 
all LUCA actions to be verified dur;
ing the Block Canvassing operation. 

that Block Canvassing deletes be 
verified prior to the mailout of 
questionnaires. This would result 
in a cleaner address list at the time 
of enumeration and would have 
saved us from mailing approximate;
ly 1.5 million unnecessary question;
naires. 

3.3.2 The housing unit unduplica
tion operation 

This operation consisted of two 
phases. The first phase involved 
the identifications of potential 
duplicates on the DMAF through 
address and person matching algo;
rithms. The second phase involved 
the development of rules to deter-
mine which housing units would be 
excluded from the census. As a 
result of applying the rules, just 
fewer than 1.4 million housing 
units were excluded from the cen;
sus. See sections 4.2 and 4.3 for 
more information about the assess;
ment of potential duplicates 
removed from the census or left in 
the census. 

3.4 Addresses that were in 
the Master Address File 
but were never delivered 
to the Decennial Master 
Address File 

A total of 27,843,868 addresses 
were in the MAF as of March 2001, 
but were never sent to the DMAF 

to be included in the Census 2000 
enumeration. Of these addresses, 
2,391,379 are in the MAF coded as 
duplicates of other addresses. 
When initially updating the MAF 
from various operations, these 
units were thought to be unique 
addresses. However, prior to send;
ing addresses to the DMAF for the 
Census 2000 enumeration, the 
Census Bureau was able to identify 
these situations as duplicates. 

The remaining 25,452,489 
addresses are described in Table 
32. 

Of the 25,452,489 addresses on 
the MAF that were never delivered 
to the DMAF, 43.9 percent had 
some characteristic that made 
them unlocatable as far as Census 
2000 was concerned. The largest 
group among these addresses is 
where there is no geocode infor;
mation. If an address on the MAF 
did not have a block code, the 
Census Bureau did not attempt to 
enumerate it. Because of the mag;
nitude of field operations in the 
census, the Census Bureau never 
burdened field staff with attempt;
ing to enumerate an address if it 
could not identify in what block 
the address was. Also at the end 
of the census, every housing unit 
in the census required a block 
code so that the population associ-

Table 32. 
Distribution of Unduplicated Addresses in the Master Address File 
That Were Never Sent to the Decennial Master Address File 

Reason left out of the DMAF Number of 
addresses 

Percent of 
total 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  25,452,489 100.0 
Unlocatable address . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11,165,411 43.9 

Missing geography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7,494,247 29.4 
No mapspot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,649,883 14.3 
No address information . . . . . . . . . . . . . . . . . . . . . . . . . .  21,281 0.1 

Invalid operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,937,923 15.5 
In Mailout/Mailback areas . . . . . . . . . . . . . . . . . . . . . . . .  3,892,904 15.3 
In other areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  45,019 0.2 

Non-residential on the DSF and not added by any 
other operation or in the 1990 ACF but not on the 
DSF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8,235,963 32.3 

Undetermined . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,113,192 8.3 

In addition to that, we recommend 
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ated with that housing unit could 
be assigned to geography for the 
purposes of apportionment, redis;
tricting, and other uses of final 
census results. Among these 
addresses, 35.6 percent originated 
from the 1990 ACF. Over 50 per-
cent of them originated from a DSF 
from the USPS. These should not 
necessarily be considered to be 
addresses that were not enumerat;
ed in the census. In many of these 
cases, the addresses resided out-
side of the blue line where the 
Census Bureau did not intend to 
use the DSF or the 1990 ACF as a 
source. The Census Bureau most 
likely picked up another form of 
these addresses when it canvassed 
the ground prior to the enumera;
tion. 

There were 3,649,883 addresses 
that were missing map spots and 
were in areas that required map 
spots. Again, the vast majority of 
these addresses (over 98 percent) 
originated from the 1990 ACF or 
one of the DSFs. The Census 
Bureau only excluded addresses 
missing map spots from the DMAF 
when they were geocoded outside 
of the blue line. Since the Census 
Bureau never intended to use the 
1990 ACF or any of the DSF deliv;
eries as sources of addresses out-
side of the blue line, the exclusion 

of these units from the DMAF is 
legitimate. 

Just over 21,000 records were left 
out of the DMAF because they had 
no address information at all. 
Almost 79 percent of these records 
originated from the Address Listing 
operation. Somehow, the Census 
Bureau had captured information 
indicating the existence of living 
quarters in this operation, but did 
not actually capture address infor;
mation for them. We expect that if 
these represented housing units, 
the Update/Leave operation picked 
them up as adds. However, there 
is no way to confirm this since we 
do not have address information 
for these cases to match against 
Update/Leave adds. 

The planned use of an automated 
instrument to conduct address list 
updating operations in the 2010 
Census should be able to minimize 
the number of addresses added in 
an operation but without sufficient 
information to be used in future 
operations. Built in edits can 
require enumerators to provide 
map spots before closing out a 
case and require them to provide 
at least minimal address informa;
tion every time they add a new 
address. 

Approximately 15.5 percent of the 
addresses on the MAF that were 
left out of the DMAF were consid;
ered to be the result of invalid 
operations. Almost all of these 
were coded to blocks in 
Mailout/Mailback areas. Most of 
these were cases that the USPS 
coded as neither residential nor 
non-residential on a DSF and had 
no actions from other operations. 

Finally, over 32 percent of the 
addresses in the MAF that were left 
out of the DMAF were Non-residen;
tial on the DSF and not added by 
any other operation (just under 76 
percent) or they were in the 1990 
ACF but were never reflected on a 
DSF, nor added by any other opera;
tion (24.3 percent). For the most 
part, these are likely to represent 
true non-residential addresses 
delivered to the Census Bureau 
from the USPS on the DSF or they 
represent old residential addresses 
that were in the 1990 Census, but 
were no longer associated with 
valid housing units by Census 
2000. It is possible that some of 
these addresses represent valid 
housing units in which case they 
would represent undercoverage. 
Operations such as Block 
Canvassing should have picked 
these up. See Section 4.3 for more 
information on this situation. 
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4. 	Methodology and Results From Coverage 
and Quality Evaluations of the Final 
Census Results 

4.1 Housing unit coverage 
in Census 2000 

Most of the information in this sec•
tion came from Barrett et al. 
(2003). 

The Housing Unit Coverage Study 
(HUCS) measured the Census 2000 
housing unit coverage using data 
from the Accuracy and Coverage 
Evaluation. The 2000 Accuracy 
and Coverage Evaluation survey 
was conducted in a nationwide 
sample of block clusters to meas•
ure the overall and differential cov•
erage of the United States popula•
tion and housing units. Dual 
system estimation was used to 
estimate the net coverage of hous•
ing units. This study also exam•
ined the estimated percentages of 
housing units missed as well as 
housing units erroneously enumer•
ated. These two components of 
the dual system estimate, evaluat•
ed separately, are used to measure 
the completeness and accuracy of 
the final address list on April 1, 
2000. 

The overall coverage of housing 
units in Census 2000 was not sig•
nificantly different from the 1990 
Census except for the percent of 
erroneous enumerations. Both 
censuses resulted in a net under-
count of less than one percent 
(0.61 percent in Census 2000) and 
both censuses missed about four 
percent of the housing units (3.62 
percent in Census 2000). The per-
cent of erroneous enumerations in 
Census 2000 (2.31 percent) was 
slightly better (lower) than the 
1990 estimate (2.84 percent). This 

difference is statistically signifi•

cant. 

Vacant housing units were under-

counted significantly more than 

occupied units (3.37 percent for 

vacant units and 0.33 percent for 

occupied units). This finding was 

similar in 1990. 

Census 2000 missed more housing 

units in the Northeast (4.23 per-

cent) and in the South (3.92 per-

cent) than in the Midwest (2.67 

percent). The Northeast and South 

also had more erroneously enu•

merated housing units than the 

Midwest (2.73 percent, 2.58 

percent, and 1.80 percent, respec•

tively). 

Although the percent net under-

count was not significantly differ•

ent among single units, small 

multi-units (two-nine units), and 

large multi-units (ten plus units), 

the percent of non-matches and 

the percent of erroneous enumera•

tions for small multi-units (6.94 

percent and 4.78 percent, respec•

tively) were both significantly high•

er than for single units (3.18 per-

cent and 1.78 percent, 

respectively) and for large multi-

unit structures (3.39 percent and 

2.97 percent, respectively). 

Of the cases that were identified as 

erroneous enumerations, 57.05 

percent were coded as “not a hous•

ing unit.” Duplicates accounted for 

24.81 percent of the erroneous 

enumerations and 16.15 percent 

were coded as geocoding error. 

Recommendations 

Because of the significantly higher 
percent of non-matches and erro•
neous enumerations in small multi-
unit addresses observed in this 
evaluation, we recommend that 
specific research be done to better 
understand the cause so that the 
Census Bureau can reduce this 
error rate in the 2010 Census. 

4.2 Housing unit duplica
tion in Census 2000 as 
measured in the Housing 
Unit Coverage Study 

Most of the information in this sec•
tion came from Jones (2003). 

We conducted additional analysis 
of the addresses that were coded 
as duplicates in the HUCS in order 
to understand the extent of dupli•
cation, to give the characteristics 
of housing units most likely to be 
duplicates, and to identify the 
nature of duplicate housing unit 
addresses. This analysis was limit•
ed by the fact that housing units 
that were thought to be potential 
duplicates, but were eventually 
reinstated in the census were not 
present during the HUCS. Also, 
since the Accuracy and Coverage 
Evaluation search area was primari•
ly limited to sample block clusters, 
duplicates of units located outside 
of this search area are not account•
ed for here. Finally, all of these 
duplicates were identified without 
the benefit of person-level data 
(which would have identified addi•
tional housing unit duplicates). 

Of the duplicates identified in 
the HUCS, there were no statistical•
ly significant differences in 
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duplication rates among Census (49.2 percent) of all duplicates had 4.3 Housing unit coverage 
Regions. Large and medium sized unit designations and 89.1 percent in the Master Address File 
Metropolitan Statistical Areas 
where the Census Bureau used 
Mailout/Mailback methodology had 
significantly lower rates of duplica-
tion than in non-Mailout/Mailback 
areas. The duplication rate was 

of these cases had different unit 

designations. Among the dupli-

cates, 85.7 percent had house 

numbers. For the duplicates that 

had house numbers, 49.8 percent 

Most of the information in this sec-
tion came from Ruhnke (2003). 

The HUCS was designed to meas-
ure the coverage of housing units 
in the final census. We wished to 

0.31 percent in large Metropolitan had different house numbers. better understand the processes 
Statistical Areas where the Census Among the duplicates, 88.2 per- and decisions the Census Bureau 
Bureau used Mailout/Mailback. In 
medium sized Metropolitan 

cent had street names. For the 

duplicates that had street names, 
used to determine which housing 
units should be considered valid 

Statistical Areas where the Census 
Bureau used Mailout/Mailback the 
duplication rate was 0.35 percent. 
In non-Mailout/Mailback areas, the 
duplication rate was 1.01 percent. 

45.1 percent had different street 

names. 

Regarding street name inconsisten-

cies, 39.4 percent of the time, one 

housing units at the end of the 
census. To do this, we conducted 
an evaluation where we attempted 
to see if any housing units consid-
ered as missing by the HUCS were 

Single unit structures had signifi- of the two units was missing a in fact in our processing systems 
cantly lower percentages of dupli- street name entirely. The two but determined to not be housing 
cates (0.36 percent) than small units had different street names units at the end of the census. 
multi-units (1.40 percent). Owner- 23.5 percent of the time. The two From this research, we were able 
occupied units had significantly units had different street identifiers to produce estimates of the num-
lower percentages of duplicates 
(0.34 percent) than Non-Owner-
occupied units (0.62 percent) and 
vacant units (2.01 percent). 

When duplicates were identified, 
the characteristics of the two 

(e.g., avenue, place, boulevard) 

24.1 percent of the time. The two 

units had different spellings of the 

same street name 13 percent of 

the time. 

ber of housing units in the MAF 
but not in the census. We were 
able to further delineate these situ-
ations into: 

• Those units that were never 

addresses were examined to see Regarding unit designation incon-
delivered to the DMAF, 

where the Census Bureau had sistencies, 49.2 percent of the • Those units delivered to the 
weaknesses in its ability to find 
duplicates. Only 13.6 percent of 
the duplicates had rural route and 
box numbers. However, among 

time, one of the two units did not 

have a unit designation. The two 

units shared the same unit number 

DMAF that were killed in the 
“Kill” process, 

• Those units delivered to the 

these, 87.4 percent of the time, but had a different identifier (e.g., DMAF that were deleted as a 

this information differed between Apt 4 vs. #4) 24.8 percent of the result of the housing unit status 
the two addresses. Just under half time. assignment, 

Table 33. 
Housing Units on the Master Address File Coded as Erroneous Exclusions 

Estimated number Total number Estimated 
Exclusion process erroneously Total excluded by this exclusion error 

excluded percent process rate 

Never delivered to DMAF . . . . . . . . . . . . . . . . . . . . . . . . .  373,757 28.26 25,452,489 1.47 (0.12) 
(1.79)* 

Killed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  652,779 49.35 (1.78) 8,312,547 7.85 (0.41) 
Deleted as a result of housing unit status assignment 1,116 0.08 (0.05) 22,352 4.99 (3.20) 
Deleted as a result of unclassified estimation . . . . . . . .  9,348 0.71 (0.16) 46,196 20.24 (4.51) 
Confirmed delete in the unduplication process . . . . . . .  285,793 21.61 (1.11) 1,371,111 20.84 (1.03) 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,322,793 100.01 

*Standard errors are shown in parenthesis. 
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• � Those units delivered to the 
DMAF that were deleted as a 
result of unclassified estimation, 
and 

• � Those units that were delivered 
to the DMAF, but then later 
coded as deletes in the undupli•
cation process. 

Each of these situations is dis-

Table 34. 
Erroneously Excluded Units on the Master Address File Only and 
Inside the Blue Line by Original Source 

Original source Count* Percent+ 

DSFs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  118,182 63.50 (4.81) 
1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  63,139 33.92 (4.75) 
Non-ID Adds/Unknown . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,822 2.05 (0.87) 
Be Counted/Telephone Questionnaire Assistance . . . . .  584 0.31 (0.23) 
Dress Rehearsal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  394 0.21 (0.21) 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  186,122 99.99+ 

cussed further in sections below. 

The housing units in our analysis 
represent a weighted estimate of 
1.3 million units coded as erro•
neously excluded from the census 
as measured by the HUCS and this 
additional evaluation study. There 
is a limitation with this estimate in 
that in some cases these units may 
have actually been in the Census, 
but represented with other address 
forms that were not recognized as 
the same as units listed independ•
ently by the HUCS. It is important 
to consider this limitation when 
interpreting these results. 

As can be seen by the table, most 
of the addresses coded as erro•
neously excluded from the census 
were actually delivered to the 
DMAF and were part of the enu•
meration process. Just over 28 
percent of the cases coded as erro•
neously excluded from the census 
were left out of the enumeration 
process entirely. We estimate that 
out of all of the addresses on the 
MAF that were left out of the cen•
sus, this represents just 1.47 per-
cent. More analysis of these cases 
is provided in Section 4.3.1. 

Just about half of the cases were 
removed in the “Kill” process. The 
“Kill” process identified cases that 
most likely did not uniquely identi•
fy housing units as of census day. 
The process deleted a total of 8.3 
million potential housing units. In 
this evaluation, we estimated that 
just over 650,000 of them were 
deleted in error. Even though the 

*Counts and percentages are weighed; standard errors in parentheses. 
+ Percentages may not sum to 100 due to rounding. 

“Kill” process was responsible for 
the largest number of erroneous 
exclusions in this table, it had a 
relatively small error rate. More 
analysis of these cases is provided 
in Section 4.3.2. 

Over 21 percent of the cases we 
coded as erroneously excluded 
from the census were deleted dur•
ing the unduplication operation. 
Of the total number of housing 
units deleted in the unduplication 
operation, this represents 20.84 
percent, demonstrating a very high 
error rate. However, there is an 
important limitation regarding this 
estimate. The amount of erro•
neous deletions from the 
Unduplication Operation as meas•
ured by this evaluation is potential•
ly overstated. This comes from 
the fact that the Housing Unit 
Coverage Study may have coded 
something as missing from the 
Census, when it was actually 
included in the Census with a dif•
ferent form of the address. The 
Unduplication Operation may have 
recognized the duplication but 
removed the version of the 
address that the Housing Unit 
Coverage Study listed. 

Recommendations 

We recommend that further 
research be done to refine proce•
dures for identifying and deleting 
units we believe to be duplicates. 
By matching HUCS addresses 

coded as missing in the census to 
addresses on the DMAF but not in 
the census, we found that despite 
the limit stated above, the undupli•
cation process may have deleted 
many units, which should have 
been included in the census. 

4.3.1 Further analysis of the hous
ing units left out of the DMAF 

As mentioned above, a little over 
28 percent of the addresses in the 
MAF that were erroneously left out 
of the census were never delivered 
to the DMAF. There are a number 
of reasons why units on the MAF 
would have never made it to the 
DMAF as a result of the Census 
Bureau’s rules for developing the 
Census 2000 address frame. 

In Table 34, we look at the original 
source of addresses that were 
never delivered to the DMAF and 
attempt to explain why these units 
were removed from the census 
process. Because there are differ•
ent rules for the development of 
the Census 2000 address frame for 
different TEAs, we look at the 
inside the blue line TEAs separately 
from outside the blue line TEAs. 

Table 34 shows that about 64 per-
cent of the inside the blue line 
addresses left off of the DMAF had 
a DSF as the original source of the 
address and about 34 percent had 
the 1990 ACF as the original 
source. Tables 3 and 4 in 
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Table 35. 
Erroneously Excluded Units on the Master Address File Only and 
Outside the Blue Line by Original Source 

Original source Count* Percent* 

DSFs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  125,361 66.81 (4.73) 
1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  52,445 27.95 (4.79) 
Address Listing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7,553 4.03 (1.08) 
Non-ID Adds/Unknown . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,392 0.74 (0.40) 
Questionnaire Delivery . . . . . . . . . . . . . . . . . . . . . . . . . . . .  652 0.35 (0.35) 
LUCA 1999 Recanvass . . . . . . . . . . . . . . . . . . . . . . . . . . . .  232 0.12 (0.12) 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  187,635 100.00 

the DSF during census processing. 
However, we were able to match it 
to the HUCS. These addresses 
either represent units not captured 
in our outside the blue line opera•
tions or they reflect an inability of 
the HUCS to match to other forms 
of addresses that were included in 
the census. 

The remaining five percent of 

* Counts and percentages are weighted; standard errors in parentheses. addresses were intended for use in 
outside the blue line TEAs. Those 
addresses were deleted by LUCA 
99, did not have a map spot in 
TIGER, or did not have sufficient 
address information or location 
descriptions to be delivered to the 
DMAF. 

4.3.2 Housing units that were 
removed by the kill process 

As mentioned above, most of the 
addresses coded as erroneously 
excluded from the census were 
delivered to the DMAF and about 
half of those were deleted in the 
“Kill” process. Table 36 provides a 
distribution of these cases by the 
reason that they were “killed.” 

As seen above, about 49 percent 
of the erroneously killed units met 
the following criteria: 

Appendix B provide additional 
breakdowns of these cases. 

Of the 63,139 units that came 
from the 1990 ACF, about 17 per-
cent were identified as duplicates 
during the Block Canvassing opera•
tion and were therefore excluded 
from the DMAF. About 60 percent 
had other negative actions from 
the Block Canvassing operation 
including deletes, nonresidentials, 
and uninhabitables. Those units 
were not deliverable to the DMAF 
when they also were not indicated 
as residential on the September 
1998 DSF. About 24 percent of the 
1990 ACF units were not included 
in the Block Canvassing universe, 
which suggests they were not 
geocoded to a census collection 
block at the time of the operation. 
Those addresses were also kept off 
the DMAF. 

Of the 118,182 units with a DSF as 
the original source, about 63 per-
cent were not indicated as residen•
tial on the November 1997 DSF or 
the September 1998 DSF and 
about 27 percent were indicated as 
residential on the November 1997 
DSF but as non-residential on the 
September 1998 file. The remain•
ing units were either coded as 
duplicates during Block Canvassing 
or were not geocoded to a block in 
time to be included in the Block 
Canvassing universe. 

Table 35 provides the distribution 
of cases coded as erroneously 
excluded that are located outside 
of the blue line. 

Table 35 shows that almost 95 per-
cent of the MAF only addresses in 
outside the blue line TEAs came 
from the 1990 ACF and the DSFs. 
By design, the Census Bureau did 
not use addresses from those two 
sources in those TEAs. These units 
are most likely represented in the 
census by other forms of their 
address. During the creation of 
the address list in these areas, a 
different form of the address may 
have been provided, but the 
Census Bureau was unable to 
match it to the form of the address 
that came from the 1990 ACF or 

Table 36. 
Erroneously Killed Addresses by Reason They Were Killed 

Number coded 
Kill reason as erroneously 

killed* Percent+ 

Double delete, no mail return . . . . . . . . . . . . . . . . . . . . . .  43,728 6.70 (1.17) 
Old DSF address, no mail return . . . . . . . . . . . . . . . . . . .  66,179 10.14 (1.05) 
NRFU delete, not in CIFU, not a CIFU add, no mail 
return . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  320,773 49.14 (2.42) 

Update/Enumerate delete, no mail return . . . . . . . . . . . .  2,072 0.32 (0.10) 
NRFU delete, CIFU delete, no mail return . . . . . . . . . . .  127,220 19.49 (1.65) 
Not in NRFU, CIFU delete, no mail return . . . . . . . . . . .  49,187 7.54 (1.39) 
Field Verification delete or duplicate, not a NRFU add, 
not a CIFU add. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  39,365 6.03 (0.74) 

Usual Home Elsewhere (UHE) addresses# . . . . . . . . . .  4,254 0.65 (0.21) 

Totals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  652,779 100.02+ 

*Counts and percentages are weighted; standard errors in parentheses. 
+Percentages may not sum to 100 due to rounding. 
#Adds from the July 7, 2000 update of the DMAF which were UHE addresses that were 

generated from Special Place/Group Quarters which were not allowed to provide a UHE 
address. 
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• � No census form was returned by 
mail, 

• � The unit was deleted during 
NRFU, 

• � The unit was not included in the 
CIFU universe of addresses, and 

• � The unit was not added in the 
CIFU operation. 

In Table 37 we look at the break-
down and error rates associated 
with the kill reasons for the 
320,773 units discussed above. 

As can be seen from the table, 
when the Census Bureau did not 
receive any information about the 
unit from the post office, there was 
a significantly higher deletion error 
rate (27 percent) than when the 
post office identified the address 
as Undeliverable as Addressed 
(UAA) (nine percent). The higher 
deletion error rate in that category 
is probably caused by the fact that 
only one operation deleted the 
unit. These cases represent a uni•
verse of NRFU deletes that were 
initially coded as completed cases 
from that operation. However, 
when the Census Bureau complet•
ed processing, it realized that 
these units should have been 
deletes. This is different than the 
other situations represented in 
table 37 because the three other 
situations all provided a second 
confirmation that the unit should 
be deleted. Because of the 

planned introduction of mobile 

computing devices in the 2010 

Census, the Census Bureau should 

be able to avoid the situation 

where a NRFU questionnaire is 

allowed to be checked-in as com•

plete when it has no data. 

Therefore, this class of errors from 

Census 2000 is not likely to be 

repeated in the 2010 Census. 

Although there was a much lower 

error rate for NRFU deletes that 

were undeliverable as addressed 

by the USPS, it may be possible to 

lower this error rate in the future. 

When the USPS sends back census 

forms as undeliverable they usual•

ly provide a reason. If the Census 

Bureau captured this reason they 

could make a distinction between 

housing units the USPS believes 

exists (e.g. vacants) and housing 

units the USPS believes do not 

exist. In Census 2000, all UAAs 

that the Census Bureau deleted in 

NRFU were deleted from the 

Census. By capturing the housing 

unit status from the USPS, the 

Census Bureau could send incon•

sistent cases back to the field in 

CIFU. For example, a case coded 

as a vacant unit by the USPS that 

was then coded as a deletes in 

NRFU should probably have the 

NRFU delete status confirmed in 

CIFU. 

4.4 Geocoding error of 
collection blocks and 
tabulation blocks 

Most of the information in this sec•
tion came from Green and 
Rothhaas (2002) and Ruhnke 
(2003). 

Not only is it important to account 
for every housing unit in the cen•
sus and to avoid including erro•
neous cases in the census, it is 
also important to code housing 
units to the correct census block in 
the census. One of the primary 
uses of census results is for redis•
tricting. Counting each person in 
the correct census block allows us 
to give states and local govern•
ments accurate tallies that they 
can use when they redraw political 
boundaries. During the Census, 
there are two types of census 
blocks: collection blocks and tabu•
lation blocks. Collection blocks 
are geographic areas that are usu•
ally defined by visible features and 
are used by the Census Bureau to 
conduct field operations. 
Sometimes collection blocks cross 
governmental unit boundaries such 
as city or town boundaries. At the 
end of the Census, the Census 
Bureau redefines the census blocks 
by taking into account the govern-
mental and other boundaries 
required for data tabulation pur•
poses. These redefined blocks are 
known as tabulation blocks. 
Correctly coding housing units to 

Table 37. 
Error Rates for a Specific Kill Reason by Other Census Actions 

Number coded asCensus actions erroneously killed 
Percent coded as 
erroneously killed* ALL KILLS 

Percent killed in 
error* 

Undeliverable as addressed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  217,762 67.89 (3.38) 2,453,235 8.88 (0.70) 
Update/Leave delete. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  25,903 8.08 (1.24) 498,132 5.20 (0.75) 
Urban Update/Leave delete. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  617 0.19 (0.19) 10,683 5.78 (5.78) 
Not a UAA or Update/Leave or Urban Update/Leave delete. . . 76,491 23.85 (3.46) 281,757 27.15 (4.91) 
ALL types of "NRFU delete, not in CIFU, not a CIFU add, no 
mail return". . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  320,773 100.01+ 3,243,807 9.89 (0.73)+ 

* Counts and percentages are weighted; standard errors in parentheses. 
+Percentages may not sum to 100 due to rounding. 
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the correct tabulation block 
ensures delivery of accurate tabu•
lated data to state and local gov•
ernments. To assign a housing 
unit to the correct tabulation 
block, the Census Bureau must 
first have included that housing 
unit in the correct collection block. 
Then in those instances where tab•
ulation boundaries split collection 
blocks, the Census Bureau must 
assign the housing unit to the cor•
rect portion of the collection block 
to get it into the correct tabulation 
block. In areas where the Census 
Bureau has collected map spots 
during the census, it can assign 
tabulation blocks using the known 
location of the governmental 
boundary and the collected loca•
tion of the address by way of the 
map spot. In areas where the 
Census Bureau has not collected a 
map spot, it uses address range 
information to impute the location 
of units within split blocks. 

In order to assess how accurate 
the Census Bureau was in assign•
ing housing units to the correct 
tabulation blocks, we first evaluat•
ed the accuracy of the assignment 
of housing units to the correct col•
lection blocks. Then for those col•
lection blocks that are split for tab•
ulation purposes, we evaluated the 
accuracy of the assignment of 
housing units to the correct por•
tion of the split collection block. 
Note that with many uses of cen•
sus data, blocks are aggregated to 
produce statistics. If a housing 
unit was coded to the wrong block 
that does not necessarily imply 
errors in tabulation. If the housing 
unit was coded to an adjacent 
block, there is a good chance that 
aggregated statistics would not be 
affected. In these evaluations we 
were not able to determine the sig•

number of actual geocoding errors 
at the block level. 

In the next section we describe the 
estimates of collection block 
geocoding error. The following 
section describes the error associ•
ated with splitting collection 
blocks for tabulation purposes. 
We then combine the two sets of 
results to estimate an overall 
geocoding error rate. 

4.4.1 Geocoding errors of collec4
tion blocks 

To compute estimates of geocod•
ing error in collection blocks, we 
built on work done by the HUCS. 
In that study, an independent list 
of housing units was matched 
against the addresses in the cen•
sus. The HUCS sometimes identi•
fied cases as being geocoded to 
the wrong census block. However, 
HUCS only searched for units with-
in one ring of blocks surrounding 
the sample blocks in the study. We 
took all cases confirmed to exist in 
the HUCS blocks that were initially 
coded as missing from the Census 
and we matched them against all 
addresses in the same census tract 
or surrounding census tracts. By 
expanding the search area, we 
were able to identify additional 
addresses that were actually in the 
census, but coded several blocks 
away from where they actually 
existed. 

From this research, the estimated 
percentage of census addresses 
that were geocoded to the incor•
rect Census 2000 collection block 
is 4.8 percent. The geocoding 
error estimate varied among the 
different TEAs. 

To some extent, we expect less 
geocoding error in Update/Leave 
and List/Enumerate areas because 
the address list was created on the 
ground through field operations 
and therefore geocoding was 
based on first-hand field observa•
tion. This is different from 
Mailout/Mailback areas where 
geocoding was based on a combi•
nation of procedures, including an 
automated geocoding process. 
That combination could contribute 
to the higher geocoding error esti•
mate in that enumeration area. 
However, there is a limitation to 
this evaluation that may help 
explain the lower geocoding error 
estimates in Update/Leave and 
List/Enumerate areas. Those areas 
have a higher occurrence of nonci•
ty-style addresses, which makes it 
harder for us to detect geocoding 
errors due to matching limitations. 
We were very limited in our ability 
to match the rural addresses and 
were therefore unable to find as 
many cases of geocoding error in 
rural areas as we were in 
Mailout/Mailback areas. Another 
reason for the lower error rates in 
the more rural areas is that there 

Table 38. 
Census Geocoding Error Estimates by Type of Enumeration Area 

TEA 
Percent 

geocoding 
error* 

All TEAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.80 (0.27) 
Mailout/Mailback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5.52 (0.33) 
Update/Leave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.71 (0.16) 
List/Enumerate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.15 (0.81) 
Update/Enumerate (Rural & Urban) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.70 (0.60) 
Urban Update/Leave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11.59 (7.93) 

* Percentages are weighted; standard errors in parentheses.nificance of the errors we found. 
We were only able to estimate the 
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are fewer multi-unit addresses in 
these areas. See the discussion of 
Table 40 later in this section for 
more details.�

From this evaluation we were also�
able to determine that collection 
block geocoding error did not vary 
much by region of the country. 

The Midwestern area of the coun•
try had a significantly lower 
geocoding error estimate than the 
South. There were no other signifi•
cant differences. 

We also looked at geocoding error 
by size of the basic street address 
(BSA). 

Geocoding error is more prevalent 
among housing units in multi-unit 
structures. Table 40 presents the 
estimated percentage of housing 
units geocoded erroneously by 
size of structure. 

Housing units in both small and 
large multi-unit structures have 
significantly higher geocoding 
error estimates than single units or 
two-unit structures. Additionally, 
housing units in structures with 
ten or more units have a signifi•
cantly higher geocoding error esti•
mate than housing units in struc•
tures with three to nine units. We 
would expect geocoding error to 
be higher for units in multi-unit 
structures because geocoding error 
is a structure-based problem. 
Geocoding of the structure to the 
wrong block causes every unit in 
that structure to be geocoded to 
the wrong block, if all units at the 
structure had the same basic street 
address on the MAF. The larger the 
structure is, the larger the number 
of geocoding error cases will be if 
the structure is geocoded to the 
incorrect block. 

Note that it would have made 
sense to conduct this geocoding 
error rate analysis at the Basic 
Street Address level along with the 

Table 39. 
Census Geocoding Error by Census Region 

Census region 
Percent 

geocoding 
error* 

All regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.80 (0.27) 
Northeast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.42 (0.58) 
Midwest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.79 (0.35) 
South . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5.66 (0.55) 
West. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.71 (0.55) 

* Percentages are weighted; standard errors in parentheses. 

Table 40. 
Census Geocoding Error by Size of Basic Street Address 

BSA size 
Percent 

geocoding 
error* 

All housing units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.80 (0.27) 
Single unit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.37 (0.14) 
Two units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.17 (0.34) 
Small multi (3-9) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.93 (0.69) 
Large multi (10+). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11.33 (1.37) 

* Percentages are weighted; standard errors in parentheses. 

unit level analysis done here. 
Unfortunately, the current structure 
of the MAF does not allow the 
identification of which housing 
units are part of which Basic Street 
Addresses. 

4.4.2 Geocoding errors of blocks 
split for tabulation purposes 

To evaluate the block splitting 
process, we selected a sample of 
1,000 collection blocks that had at 
least one tabulation boundary that 
split the block for field verification. 
Field representatives determined 
whether the housing units in these 
blocks were allocated to the cor•
rect side or the wrong side of each 
tabulation boundary. 

About 916,000 blocks out of the 
5.1 million blocks in the country 
were split for tabulation purposes. 
Blocks that would not be useful for 
evaluation were excluded from the 
sampling universe. For example, 
blocks in the Remote Alaska enu•
meration area and blocks that did 

not contain any housing units were 
excluded, leaving a total of 
282,457 blocks in the sampling 
universe we used to evaluate the 
block splitting process. A little 
more than 10 percent of the 115.5 
million housing units in the coun•
try were located in the split collec•
tion blocks in the sampling uni•
verse. 

Results showed that over 26 per-
cent of these split collection blocks 
in the sampling universe contained 
at least one housing unit allocated 
to the wrong side of the tabulation 
boundary. Although this percent-
age is high, split collection blocks 
with at least one housing unit allo•
cated to the wrong side of a tabu•
lation boundary represent less than 
two percent of the collection 
blocks in the country. For housing 
units, about 3.65 percent of the 
12 million housing units in the 
split collection blocks in the sam•
pling universe were allocated to 
the wrong side of a tabulation 
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boundary. These errors represent 
0.37 percent of the housing units 
in the country. 

There was no statistically signifi•
cant difference in error rates for 
blocks and housing units inside 
the blue line compared to blocks 
and housing units outside the blue 
line. The error rate also did not 
vary significantly between city-
style addresses and noncity-style 
addresses. 

4.4.3 Overall geocoding error esti4
mates 

Summarizing the results of the last 
two sections, approximately 4.8 
percent of housing units in the 
country were coded to the incor•
rect collection block. One can 
assume that these housing units 
were therefore coded to the wrong 
tabulation block as well. 
Meanwhile, just over five percent 
of the collection blocks in the 
country were split for tabulation 
purposes. Within these blocks, 
3.65 percent of the housing units 
were geocoded to the wrong tabu•
lation block. These erroneously 
tabulated housing units make up 
just 0.37 percent of the housing 

units in the country. Therefore, this 
error did not contribute substan•
tially to the 4.8 percent geocoding 
error estimate based on collection 
blocks. We therefore conclude that 
the overall geocoding error esti•
mate for tabulated housing units in 
the country in Census 2000 was 
just under five percent. 

Although collection block error did 
differ by inside versus outside of 
the blue line, errors within split 
collection blocks did not differ in 
these areas. 

Recommendations 

The Census Bureau is currently 
researching the possibility of col•
lecting Global Positioning System 
(GPS) coordinates for addresses in 
the census. One reason for doing 
this is to help enumerators find 
their assignments. Another reason 
would be to ensure geocoding 
units to the correct block. If using 
GPS coordinates for improving 
geocoding is a high priority, the 
Census Bureau’s emphasis for the 
use of GPS should not be entirely 
focused around rural areas (where 
help in locating units is more likely 
to be needed). Instead, the Census 

Bureau should consider getting 
better geocoding for the areas with 
the highest geocoding error rates, 
which, at the collection block level, 
are inside-the-blue line areas. 

In the meantime, the Census 
Bureau’s approaches for assigning 
housing units to the correct tabula•
tion block when collection blocks 
were split appear to have done 
equally well in areas where the 
Census Bureau had map spots and 
in areas where they used imputed 
address ranges. From this evalua•
tion, we cannot justify the need for 
GPS coordinates to resolve split 
block issues. However, the 
geocoding error statistic was over•
whelmingly due to errors in collec•
tion block assignments and that 
may be reason enough to pursue 
the collection of GPS points inside 
the blue line. An alternative 
approach to reducing this error 
would be to plan towards more 
training and more quality assur•
ance which will require additional 
funding for field operations that 
impact the placement of housing 
units in the correct blocks. 
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5. 	Lessons Learned and Recommendations 
for the 2010 Census 

TEA delineation 

Just under 74 percent of addresses 
in Update/Leave areas had com•
plete city-style addresses. Because 
of this, we recommend that the 
Census Bureau continue to 
research ways to maximize mailing 
out questionnaires. We cannot say 
for certain how many of the city-
style addresses actually are 
addresses to which USPS would 
deliver. We do, however, note that 
that 42.5% of the addresses listed 
during the Address Listing opera•
tion (conducted in Update/Leave 
areas) directly matched to residen•
tial units on the DSF. Even in more 
remote areas where we conducted 
List/Enumerate, 18% of the 
addresses matched to residential 
units on the DSF. We also expect 
the mail delivery to areas imple•
menting new house number/street 
name address numbering systems 
to continue to increase over the 
decade. Monitoring this informa•
tion throughout the decade and 
attempting to understand which 
city-style addresses will be deliver-
able by the USPS standards will go 
a long way towards increasing the 
efficiency of taking the census. We 
understand that Geography 
Division has already begun 
researching these issues by 
attempting to classify each Census 
block by its address characteris•
tics. This appears to be a great 
start at this effort. Also, the 
Census Bureau should attempt to 
minimize the time between TEA 
delineation and the actual enumer•
ation. This will maximize the 
appropriateness of enumeration 

methods used throughout the 
country. 

Address list development 
“inside the blue line” 

The series of operations used to 
build the address list in 
Mailout/Mailback areas, and the 
number of addresses that made 
their way into the census from 
each of them, demonstrate that no 
one operation could have resulted 
in an adequate address list. It took 
the use of the 1990 Census 
address list, information from the 
USPS, Block Canvassing, and infor•
mation from local governments to 
collectively give the Census Bureau 
a fairly complete address list. 
Subsequent operations, such as 
NRFU, contributed to the complete•
ness of the address list as well. 
Each of these sources played a key 
role in identifying addresses that 
the others may have missed. For 
example, although the DSF provid•
ed a large number of addresses in 
Census 2000, the DSF Assessment 
Report identified that at times the 
DSF fell short of the Census 
Bureau’s needs when it identified 
multi-unit structures as single 
delivery points rather than identify•
ing each housing unit individually. 
It took operations like Block 
Canvassing or LUCA to provide the 
actual number of housing units in 
those multi-unit structures along 
with their unit designations. We 
recommend that this important 
series of address sources continue 
to be the basis for the Census 
Bureau’s approach to building the 
address list for the 2010 Census. 
That is, the Census Bureau should 
start with the final Census 2000 

address list, use updates from the 
USPS, acquire input from local gov•
ernments, and canvass the ground 
as necessary. Note that the 
Census Bureau expects to maintain 
the address list during the decade. 
Rules for updating the Census 
2000 list should be tested suffi•
ciently so that the updated address 
list can be the starting point of 
updates for the 2010 Census as 
the 1990 ACF was for Census 
2000. 

As a primary source of addresses 
nationwide, the DSF was the most 
significant contributor (other than 
the ACF) of new addresses to 
Census 2000. The Census Bureau 
should continue to work closely 
with the USPS to better understand 
all of the information provided on 
the DSF so as to maximize its use. 
The Census Bureau should also put 
its own efforts into better under-
standing the quality of the DSF. 

In order to understand the true 
impact of LUCA in the future, we 
recommend that the Census 
Bureau allow sufficient time for the 
completion of government updates 
prior to any Block Canvassing 
activities. This would reduce the 
complexity of the processing, as 
well as eliminate the need for 
another operation to validate 
updates. We also recommend that 
the Census Bureau investigate 
ways to increase government par•
ticipation. This should especially 
focus on ways to aid the govern•
ments once they have agreed to 
participate. It is important that 
local governments have sufficient 
sources and resources to provide 
valid locatable addresses. This is 
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the case because local govern•
ments provided 6.2 million 
addresses, almost 1 million of 
them were already on the MAF, and 
ultimately, we estimate that only 
approximately 500,000 of the sub•
mitted addresses were provided by 
LUCA participants and were not 
provided by any other census 
operation. We also recommend that 
the Census Bureau look at the 
appeals process. Of the addresses 
that the Census Bureau was told to 
include in the final enumeration, 
fewer than 47 percent actually 
ended up in the final census count. 
Overall, LUCA provided many 
addresses that, in the end, did not 
appear in the final census results. 
We believe that with improvements 
to the program, the Census Bureau 
can do a more successful job of 
acquiring valid usable address 
information from local govern•
ments. In the meantime, the part•
nership benefits of the LUCA pro-
gram appear to have been a 
success. This program gave local 
governments the opportunity to 
examine the results of our process•
es, to correct errors, and to gain 
confidence in our address list 
development operations. On this 
measure, we consider LUCA to 
have been a success and we con•
tinue to support the legislation 
that authorizes the program and 
we encourage further attempts to 
improve the process. 

Although Block Canvassing is a 
major contributor of valid housing 
units in the census, the Census 
Bureau should continue efforts to 
improve the quality of this opera•
tion. Although Block Canvassing 
resulted in almost 3 million 
addresses being moved by one lis•
ter deleting the unit and another 
lister adding the same unit, the 
Assessment Report for Block 
Canvassing recommends that the 
Census Bureau test procedures for 

allowing listers to make changes to 
house numbers and geographic 
moves. We concur with this rec•
ommendation. This type of update 
might remove some of the duplica•
tion created in this operation as it 
is currently designed. Because of 
the large number of blocks that 
had no updates in the Block 
Canvassing operation, we would 
also recommend that the Census 
Bureau research ways to identify 
stable blocks to avoid the cost of 
canvassing them when there is 
nothing to update. However, omit•
ting blocks from Block Canvassing 
may not be reasonable. Although 
we could probably identify blocks 
that had a high likelihood of not 
requiring updating, we would not 
be able to ensure the same cover-
age quality that comes from can•
vassing all blocks. We, therefore, 
cannot recommend omitting blocks 
from future Block Canvassing oper•
ations. Finally, we recommend 
that Block Canvassing deletes be 
verified prior to the mailout of 
questionnaires. This would result 
in a clearer address list at the time 
of enumeration and would have 
saved us from mailing approxi•
mately 1.5 million unnecessary 
questionnaires. 

In some areas, Urban Update/Leave 
appears to have done what it was 
intended to do. That is, the 
Census Bureau was able to deliver 
questionnaires when it is likely 
that the USPS would not have done 
so. In that context, we recom•
mend that this operation remain as 
part of the Census Bureau’s enu•
meration methodology for the 
2010 Census. However, it also 
appears to be the case that this 
success was limited to a small 
number of blocks chosen for this 
operation. Forty percent of the 
blocks chosen for this operation 
contained zero housing units. This 
operation is not primarily intended 

to improve coverage by updating 
the address list at the time of 
questionnaire delivery. Its primary 
purpose is to successfully deliver 
questionnaires when we do not 
believe the USPS will succeed in 
doing so. So it is unclear why 
these blocks were chosen for this 
type of enumeration. At the same 
time, there may have been other 
blocks where this operation would 
have proved useful. We therefore 
recommend that the Census 
Bureau look closely at the methods 
for choosing blocks to be in Urban 
Update/Leave and consider the 
pros and cons of making this oper•
ation mandatory for blocks that 
meet certain conditions. 

One additional suggestion is to 
define this type of enumeration at 
the address level. That is, do not 
require an entire block to be 
defined as Urban Update/Leave. 
Reserve this designation for high 
rise buildings and use 
Mailout/Mailback enumeration for 
single unit addresses in the same 
block. To the extent that this can 
be made feasible, this suggestion 
should be considered. 

Address list development 
“outside the blue line” 

As in Mailout/Mailback areas, it 
appears that the full complement 
of operations used in 
Update/Leave areas was necessary 
for obtaining a complete address 
list. Because the Census Bureau 
has now captured address informa•
tion in these areas, along with map 
spots, we recommend that in the 
2010 Census, this combination of 
address canvassing, local govern•
ment updates, and Update/Leave 
at the time of enumeration be used 
again. Given the address problems 
in Puerto Rico (see section 2.2.1) 
the Census Bureau should attempt 
to clean up the Puerto Rico 
addresses before reuse in 2010. 
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Also, more planning time should 
go into anticipating the best way 
to collect and process addresses 
in Puerto Rico in advance of the 
census. 

As with the LUCA 1998 Program, 
we recommend for the LUCA 1999 
Program that the Census Bureau 
investigate ways to increase local 
government participation. 

To the extent possible, planners 
for the 2010 Census should design 
a system that allows for updates 
from Update/Leave to be data cap•
tured in time to make an impact on 
the NRFU universe. That is, the 
number of new units added during 
NRFU could have been reduced if 
all adds from Update/Leave were 
reflected in the NRFU universe. 
Another disadvantage of not pro•
cessing Update/Leave actions in 
time for NRFU was reported in the 
Assessment for Update/Leave and 
Urban Update/Leave. By not cap•
turing adds from Update/Leave 
earlier, non-respondents could not 
be followed up until the Coverage 
Improvement Followup operation. 
Delaying the enumeration of these 
households (farther from Census 
Day) could have a negative impact 
on the accuracy of the data 
collected. 

Update/Enumerate appears to have 
successfully accomplished what it 
set out to do. This operation 
should remain as part of the 
Census Bureau’s enumeration 
methodology for the 2010 Census. 

The Census Bureau does not cur•
rently plan to use List/Enumerate 
in the 2010 Census. Because the 
Census Bureau successfully cap•
tured and stored on the MAF and 
TIGER map spots and location 
descriptions for virtually all 
addresses in this operation, these 
blocks can be handled as 
Update/Enumerate blocks in the 
2010 Census. Focusing these 

remote areas in a single enumera•
tion operation appears to have 
been successful. We recommend 
their continued use, where appro•
priate, in the 2010 Census. 

Geocoding 

The Census Bureau is currently 
researching the possibility of col•
lecting GPS coordinates for 
addresses in the census. One rea•
son for doing this is to help enu•
merators find their assignments. 
Another reason would be to ensure 
geocoding units to the correct 
block. If using GPS coordinates for 
improving geocoding is a high pri•
ority, the Census Bureau’s empha•
sis for the use of GPS should not 
be entirely focused around rural 
areas (where help in locating units 
is more likely to be needed). 
Instead, the Census Bureau should 
consider getting better geocoding 
for the areas with the highest 
geocoding error rates, which, at 
the collection block level, are 
inside-the-blue line areas. Note 
that the large number of inconsis•
tent actions on the same addresses 
in block canvassing (one lister 
adding an address and a second 
lister verifying the same address) 
should also be reduced by the 
introduction of GPS technology. 
“You are here” functionality will 
help keep listers from going 
beyond the boundaries of their 
assignment areas. 

In the meantime, the Census 
Bureau’s approaches for assigning 
housing units to the correct tabula•
tion block when collection blocks 
were split appear to have done 
equally well in areas where the 
Census Bureau had map spots and 
in areas where the Census Bureau 
used imputed address ranges. 
From this evaluation, we cannot 
justify the need for GPS coordi•
nates to resolve split block issues. 
However, the geocoding error sta•

tistic was overwhelmingly due to 
errors in collection block assign•
ments and that may be reason 
enough to pursue the collection of 
GPS points inside the blue line. An 
alternative approach to reducing 
this error would be to work 
towards more training and more 
quality assurance, which will 
require additional funding for field 
operations that impact the place•
ment of housing units in the cor•
rect block. 

Unduplication 

There were quite a few things we 
learned about housing unit dupli•
cation in Census 2000. 

Some addresses coded as field 
deletes during Block Canvassing 
were sent to LUCA Field 
Verification. If they really repre•
sented duplicates, they had a high 
probability of getting reinstated, 
due to the fact that LUCA Field 
Verification was not a comprehen•
sive check of the list, but a search 
for selected addresses. Because of 
this, we recommend that all future 
field-listing operations, intended to 
verify the status of individual 
units, must include a check against 
all addresses currently listed in the 
same block. This review is intend•
ed to make sure the address is not 
already reflected on the address 
list, perhaps in a different form. 

The Be Counted Program and the 
TQA Program added housing units 
that would otherwise have been 
left out of the census. However, 
many of the returns from these 
programs were also enumerated in 
other operations, particularly, 
NRFU. The Census Bureau should 
continue to use programs such as 
these, but the Census Bureau 
should also consider ways of 
reducing the duplication of enu•
merations. One approach would be 
to conduct the Be Counted 
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Program after the NRFU operation 
instead of before. 

We recommend that further 
research be done to refine proce•
dures for identifying and deleting 
housing units the Census Bureau 
believes to be duplicates. By 
matching HUCS addresses coded 
as missing in the census to 
addresses on the DMAF but not in 
the census, we found that the 
unduplication process may have 
deleted many units that should 
have been included in the census. 

Advantages associated with 
the use of mobile computing 
devices 

The Census Bureau is currently 
planning to introduce the use of a 
mobile computing device to assist 
with the enumeration in the 2010 
Census. There are several things 
we learned in the evaluation pro-
gram that help justify this plan. 

The planned use of an automated 
instrument to conduct address list 

updating operations in the 2010 
Census should be able to minimize 
the number of addresses added in 
an operation that ended up with 
insufficient information to be used 
in future operations. Built in edits 
can require enumerators to provide 
map spots before closing out a 
case and require them to provide 
at least minimal address informa•
tion every time they add a new 
address. 

Because of the planned introduc•
tion of mobile computing devices 
in the 2010 Census, the Census 
Bureau should be able to avoid the 
situation where a NRFU question•
naire is allowed to be checked-in 
as complete when it has no data. 
These cases that were killed in the 
“kill process” had a high error rate. 
This class of errors from Census 
2000 is not likely to be repeated in 
the 2010 Census. 

In future updating operations one 
of the requirements should always 
be to distinguish the types of cor•

rections made during the opera•

tion. In the Update/Leave opera•

tion, it would have been useful to 

know how often corrections were 

to address information versus cor•

rections to occupant name or tele•

phone number. The use of a 

mobile computing device could 

allow us to capture sufficient infor•

mation to better distinguish these 

types of corrections in the future. 

Small multi-unit addresses 

In the Housing Unit Coverage 

Study, there was a significantly 

higher percent of non-matches and 

erroneous enumerations in small 

multi-unit addresses. We recom•

mend that specific research be 

done to better understand the 

causes so that the Census Bureau 

can reduce this error rate in the 

2010 Census. Perhaps targeted 

field updates and enumeration of 

some entire multi-unit addresses 

are required. 
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Appendix A 

Address List Compilation in 
Census 2000 

To support Census 2000 and other 
demographic data collection activi
ties such as the American 
Community Survey, the Census 
Bureau developed a nationwide list 
of individual living quarters (either 
addresses or location descriptions) 
called the Master Address File 
(MAF). The MAF is linked to the 
Census Bureau’s nationwide auto-
mated geographic system, the 
Topologically Integrated 
Geographic Encoding and 
Referencing (TIGER) database. This 
linkage allows us to provide a cen
sus block location in the MAF for 
each address or location descrip
tion. Providing a census block 
location allows us to relate individ
ual addresses to all the higher lev
els of geography (e.g., census 
tract, incorporated place, and so 
on) to which the Census Bureau 
tabulates data. 

During Census 2000, the Census 
Bureau used three different major 
approaches for initially building 
and subsequently improving the 
MAF for different geographic areas 
(defined at the census block level). 
The use of an approach in a partic
ular geographic area depended on 
the types of addresses used for 
mail delivery in that area and on 
how the Census Bureau intended 
to enumerate the population in 
that area. These three approaches 
are identified here by the primary 
types of enumeration areas that 
they contain: Mailout/Mailback, 
Update/Leave, and List/Enumerate. 

Mailout/Mailback Approach 

This approach includes the follow
ing types of enumeration areas: 
Mailout/Mailback, Military Blocks in 
otherwise Update/Leave Areas, 

Urban Update/Leave, and Urban 
Update/Enumerate. 

The majority of addresses in the 
country are in census blocks where 
the Census Bureau used the 
Mailout/Mailback approach for 
address list development. In these 
areas, the United States Postal 
Service (USPS) uses, for the most 
part, city-style addresses for mail 
delivery. A city-style address con
tains a house number and street 
name (for example, 101 Main 
Street) and may also contain identi
fiers for specific housing units 
within a structure (for example, 
Apartment 2). The Census Bureau 
initially created the address list in 
these areas by using addresses 
from the 1990 Census and 
addresses from the USPS’s DSF. 

1990 Census Address Control 
File and an initial Delivery 
Sequence File from the United 
States Postal Service 

Since 1995, under the provisions 
of Public Law 103-430 and a sub-
sequent Memorandum of 
Understanding with the Census 
Bureau, the USPS has periodically 
provided to the Census Bureau its 
list of individual mail delivery 
points, known as the DSF. Initially 
the Census Bureau used the DSF to 
update the streets, street names, 
and address ranges in the TIGER 
database, from the 1990 Census, 
in order to improve TIGER’s ability 
to later assign block codes to indi
vidual MAF addresses. 

Subsequently, the Census Bureau 
used the DSF in the initial creation 
of the MAF by using it to update 
the 1990 Census housing unit 
address list (the 1990 Census 
Address Control File (ACF). For the 
majority of the country, the initial 
update of the 1990 ACF was done 
with the November 1997 DSF. 
Earlier DSFs were used in areas of 
the country that were involved in 

tests of the American Community 
Survey or in the Census 2000 
Dress Rehearsal. 

The merging of information from 
the DSF with the 1990 ACF was 
not straightforward since the 
Census Bureau and the USPS use 
address lists for different purposes 
and therefore have differences in 
address list requirements. For 
example, the Census Bureau 
requires a record of each housing 
unit (apartment) in a multi-unit 
structure while in some cases the 
USPS requires only the basic street 
address for the structure. 

Local Update Census 
Addresses 1998 

Following the initial creation of the 
address list, the Census Bureau 
began the LUCA program. P. L. 
103-430 calls for the Census 
Bureau to work with tribal, state, 
and local governments to improve 
the MAF.  In Mailout/Mailback 
areas, this program is referred to 
as LUCA 1998. In this program, 
the Census Bureau sent invitations 
for participation to all eligible func
tioning local and tribal govern
ments. These governments con
tained at least some census blocks 
that were in Mailout/Mailback enu
meration areas. For those govern
ments that agreed to participate 
and signed a confidentiality agree
ment, the Census Bureau provided 
address lists and census maps. 
Local and tribal governments could 
either receive paper or electronic 
materials. Participants were asked 
to provide updates and corrections 
to the address lists and maps. 
These updates included: 

• correcting existing addresses 

• 	deleting addresses on the list 
that did not exist 

• adding new addresses to the list 
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• 	correcting the names and loca
tions of features on the census 
maps 

Local and tribal governments could 
return updates either electronically 
or on paper. The National 
Processing Center keyed all paper 
address updates and, independent
ly, they data captured map feature 
updates by scanning and digitizing 
updated census map information. 
The Geography Division then 
updated the MAF and TIGER data-
bases with the electronically pro
vided updates and the data cap
tured updates. 

The original intent was to incorpo
rate these LUCA 1998 updates into 
the MAF and TIGER prior to produc
ing materials for conducting the 
Block Canvassing operation (see 
the later section on Block 
Canvassing) for all participating 
governments. However, this only 
occurred for a small number of 
local and tribal governments. For 
most local and tribal governments, 
initial LUCA submissions were pro
vided at the same time as the 
Block Canvassing operation. For 
approximately 700 additional local 
and tribal governments, the results 
of Block Canvassing were incorpo
rated into the MAF prior to produc
ing any materials for the govern
ments’ review. This was done 
because the address lists for these 
governments were determined to 
be deficient by comparing current 
MAF counts with 1990 housing 
unit counts. The Census Bureau 
decided to postpone the review for 
these entities until the Block 
Canvassing operation was complet
ed and its results were added to 
the MAF. 

September 1998 Delivery 
Sequence File 

Ten months following the initial 
address list creation, the USPS sent 
the Census Bureau the September 

1998 DSF. This file contained all 
addresses currently in the DSF, not 
just changes from the previous 
delivery. The Geography Division 
updated the MAF by adding new 
addresses and updating existing 
addresses with address correc
tions. If an address was no longer 
on the DSF or was now coded as a 
non-residential address, this infor
mation was updated on the MAF as 
well. Because of the timing of this 
update, most LUCA 1998 partici
pants did not receive initial 
address lists from the Census 
Bureau with the September 1998 
DSF updates incorporated, but 
some did. 

Block Canvassing 

Following the update of the MAF 
with the September 1998 DSF and 
some LUCA 1998 results, the Block 
Canvassing operation occurred in 
the winter/spring of 1999. Prior to 
this operation occurring, headquar
ters staff realized that some areas 
assigned as Mailout/Mailback 
should probably have been 
assigned to the Update/Leave enu
meration method. Field staff were 
given one last opportunity to 
review specific census blocks and 
to decide whether the address list 
should be developed using the 
Mailout/Mailback approach or 
whether it should convert to the 
Update/Leave approach. 

For blocks that remained in the 
Mailout/Mailback approach, field 
staff updated the address list and 
maps by canvassing every block 
and attempting to contact persons 
at every multi-unit address, every 
new address, and every third sin
gle unit address in order to con-
firm the address information in the 
MAF. Canvassers were asked to 
provide updates and corrections to 
the address lists and maps. These 
updates included: 

• verifying all existing addresses 

• correcting existing addresses 

• 	deleting addresses on the list 
that did not exist 

• adding new addresses to the list 

• 	correcting the names and loca
tions of features on the census 
maps 

The National Processing Center 
keyed all address updates and, 
independently, they data captured 
map feature updates by scanning 
and digitizing updated census map 
information. The Geography 
Division then updated the MAF and 
TIGER databases with the data cap
tured updates. Note that while the 
MAF was being updated, the 
Geography Division could identify 
block corrections through match
ing addresses deleted from one 
block to addresses added in anoth
er block. 

Once Block Canvassing results 
were incorporated in the MAF, the 
initial Decennial MAF (DMAF) was 
produced. This file was the initial 
source of addresses to be mailed 
or delivered census forms. 

1998 Local Update of Census 
Addresses Field Verification 

Once the results of Block 
Canvassing were incorporated into 
the MAF, subsequent LUCA opera
tions could take place. The next 
steps depended on the relationship 
between the LUCA operation and 
the Block Canvassing operation for 
each participating government. 

For those governments whose 
updates were incorporated into the 
MAF before the Block Canvassing 
operation, any discrepancies identi
fied by the Block Canvassing oper
ation were provided back to them 
as feedback to their initial submis
sions. In these situations, field 
verification was not needed 
because Block Canvassing was the 
field verification. 
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For those governments whose MAF 
addresses were considered defi
cient when compared to 1990 
address counts, these governments 
were provided their initial address 
lists for review after Block 
Canvassing. Note that in this situ
ation, any adds and corrections 
provided by the local and tribal 
governments were accepted and 
included in the census process 
without being field verified. 

For those governments who pro
vided updates independent of the 
Block Canvassing operation (most 
governments), the Census Bureau 
compared the results of these two 
operations. When there were dis
crepancies, the discrepant units 
were sent to be verified in the field 
during LUCA Field Verification. At 
this time, any units identified as 
deletes in the Block Canvassing 
operation were also sent to the 
field to verify the delete status. In 
LUCA Field Verification, enumera
tors were required to verify all 
addresses provided to them and 
make any corrections to the list. 
Possible updates in the field verifi
cation operation included: 

• 	Verification of an existing 
address 

• Deletion of an address 

• 	Address correction or a change 
of status to nonresidential 

• Block change 

The National Processing Center 
keyed all address updates and, 
independently, they data captured 
map feature updates by scanning 
and digitizing updated census map 
information. The Geography 
Division then updated the MAF and 
TIGER databases with the data cap
tured updates. Once all updates 
were made, the Census Bureau pro
vided feedback to the local or trib
al governments on their initial sub-
missions. Note that the initial 

DMAF was created without the res
olution of discrepancies between 
LUCA 1998 and Block Canvassing 
and without verification of block 
canvass deletes. That is, unveri
fied LUCA adds and unverified 
block canvass deletes were includ
ed in the DMAF and in the mailout 
of questionnaires. Now that LUCA 
1998 Field Verification had taken 
place, any confirmed deletes that 
were mailed census questionnaires 
would be kept out of the 
Nonresponse Followup operation. 

November 1999 Delivery 
Sequence File 

In late 1999, the USPS sent the 
Census Bureau the November 1999 
DSF. This file contained all 
addresses currently in the DSF, not 
just changes from the previous 
delivery. The Geography Division 
updated the MAF by adding new 
addresses and updating existing 
addresses with address correc
tions. If an address was no longer 
on the DSF or was now coded as a 
non-residential address, this infor
mation was updated on the MAF as 
well. Any added addresses that 
could be assigned to a census 
block were added to the mailout of 
census questionnaires. 

The New Construction Program 

Once the November 1999 DSF 
updates were made to the MAF, 
Local and Tribal governments were 
given one more opportunity to 
assist in ensuring the complete
ness of the MAF for Census 2000 
in the New Construction Program. 
Starting in January 2000, the 
Census Bureau provided participat
ing governments an updated MAF 
to review. Only those govern
ments that participated in the 
LUCA 1998 program were eligible 
to participate. Participating local 
and tribal governments were asked 
to provide addresses for any resi
dential structures newly construct

ed and existing as of Census Day, 
April 1, 2000. Any new addresses 
provided at this time were enumer
ated during the Coverage 
Improvement Followup operation. 

February and April 2000 
Delivery Sequence Files 

The USPS provided two more 
updated DSFs that the Census 
Bureau incorporated into the MAF 
for Census 2000. In February 
2000, the USPS provided a special 
file of just new units since the 
November 1999 delivery. In April 
2000, the USPS provided a file with 
all addresses currently in the DSF, 
not just changes from the previous 
delivery. The Geography Division 
updated the MAF by adding new 
addresses and updating existing 
addresses with address correc
tions. If an address was no longer 
on the DSF or was now coded as a 
non-residential address, this infor
mation was updated on the MAF as 
well. Depending on the timing of 
obtaining a block code for any new 
addresses from these DSFs, these 
addresses were either enumerated 
during Nonresponse Followup or 
during Coverage Improvement 
Followup. 

Local Update of Census 
Addresses 1998 Appeals 

Once local and tribal governments 
were given feedback on their initial 
submissions, they had an opportu
nity to appeal the Census Bureau’s 
status for any given submission. 
The Census Address List Appeals 
Office was established as a tempo
rary office, in the Office of 
Management and Budget, outside 
the Department of Commerce to 
resolve appeals cases. If the 
Appeals Office ruled in favor of the 
local or tribal government, the 
Census Bureau would attempt an 
enumeration at the appealed 
address. 
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Questionnaire Delivery 

For the vast majority of areas 
where the address list was devel
oped as described above, the 
Census Bureau mailed out ques
tionnaires to all potential housing 
units and residents were asked to 
complete and mail back their cen
sus questionnaires. 
(Mailout/Mailback). 

In a small number of areas, where 
the Census Bureau built the 
address list using this 
Mailout/Mailback approach, enu
merators updated the address list 
and delivered the census question
naires. Residents were asked to 
complete and mail back their cen
sus questionnaires (Urban 
Update/Leave). These were areas 
that were identified by the local 
census staff where the Census 
Bureau anticipated multi-unit build
ings where the USPS delivers the 
mail to a drop point instead of 
individual unit designations or 
urban communities that had city-
style addresses but many residents 
picked up their mail at a post 
office box. 

In yet another small number of 
areas, where the list was built 
using the Mailout/Mailback 
approach, enumerators updated 
the address list and enumerated 
the housing units at the time of 
their visit (Urban 
Update/Enumerate) These were 
areas with special enumeration 
needs and where most housing 
units may not have had house 
number and street name mailing 
addresses. These areas included 
resort areas with high concentra
tions of seasonally vacant housing 
units, selected American Indian 
reservations, and colonias; the lat
ter generally are Hispanic-occupied 
unincorporated communities near 
the Mexican border. 

Nonresponse Followup 
operation 

In Mailout/Mailback areas and in 
Urban Update/Leave areas the 
Census Bureau conducted the 
Nonresponse Followup operation. 
The primary objective of NRFU 
was to obtain completed question
naires from households in these 
areas that did not respond by mail. 
If a questionnaire was not checked-
in on or before April 10, 2000, the 
housing unit was targeted for 
NRFU. Although completing inter-
views with nonrespondents from 
the mailback enumeration is the 
primary purpose of NRFU, enumer
ators were also asked to keep an 
eye out for residential addresses 
that did not appear to be on their 
address registers. If they found 
any “adds” they were instructed to 
enumerate them as well. As part 
of this process enumerators also 
coded units as vacants or deletes. 

Coverage Improvement 
Followup Operation 

The Coverage Improvement 
Followup (CRFU) operation fol
lowed the NRFU operation. It had 
many purposes. Its primary pur
pose was to verify any housing 
units that were coded as vacant or 
deleted by the NRFU enumerators. 
In this operation, the Census 
Bureau also attempted enumera
tion for the first time for addresses 
that were added in the New 
Construction program, the LUCA 
1998 Appeals process, or from any 
DSF if the address was finally 
geocoded to a census block in 
Mailout/Mailback areas. The 
Census Bureau also followed up on 
any addresses for which they did 
not receive a mail return from the 
Urban Update/Leave program. The 
Census Bureau also attempted to 
enumerate cases for which they 
had received blank mail returns or 
they had lost the mail returns. 

During this operation, enumerators 
may have coded cases as vacants 
or deletes. 

Update/Leave Approach 

This approach includes the follow
ing types of enumeration areas: 
Update/Leave, Rural Update/ 
Enumerate, and Update/Leave 
Areas that were originally 
Mailout/Mailback Areas but were 
converted just before the Block 
Canvassing operation. 

Outside of Mailout/Mailback areas, 
noncity-style addresses are more 
common. Noncity-style addresses 
occur in the forms of rural 
route/box numbers, post office 
box numbers, highway contract 
route numbers, and general deliv
ery addresses. It is difficult to 
establish their census block loca
tions through automated matching 
because they are less systematic 
and are not always associated with 
the location of the residence (espe
cially in the case of post office 
boxes and general delivery 
addresses). Thus, the initial MAF 
creation method for areas where 
these types of addresses predomi
nate is through field compilation 
by census staff. In Update/Leave 
areas, the address list was initially 
created by using address listing. 

Address Listing 

Address Listing occurred from 
August of 1998 through May of 
1999. In this operation, field staff 
created an address list by listing all 
residential addresses in these areas 
and simultaneously adding the 
addresses to Census maps with a 
location designation known as a 
map spot. Listers were also 
expected to correct the names and 
locations of features on the census 
maps. 

The National Processing Center 
keyed all addresses and, independ
ently, they data captured map 
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spots and map feature updates by 
scanning and digitizing updated 
census map information. The 
Geography Division then updated 
the MAF and TIGER databases with 
the data captured information. 

Local Update of Census 
Addresses 1999, Local Update 
of Census Addresses 1999 
Recanvass, and Local Update of 
Census Addresses 1999 
Appeals 

Following the initial creation of the 
address list, the Census Bureau 
began the LUCA 1999 program. In 
this program, the Census Bureau 
sent invitations for participation to 
all eligible functioning local and 
tribal governments. These govern
ments contained at least some cen
sus blocks that were in 
Update/Leave areas. For those 
governments that agreed to partici
pate and signed a confidentiality 
agreement, the Census Bureau pro
vided address lists, census maps, 
and counts of addresses by census 
block. Local and tribal govern
ments could either receive paper 
or electronic materials. 
Participants were asked to identify 
census blocks where they believed 
the block counts were incorrect 
(higher or lower). 

All eligible challenged blocks were 
recanvassed in LUCA 1999 
Recanvass. In this operation, field 
staff recanvassed the entire block 
to verify all addresses on the 
address list, to make corrections to 
the list, and to add any missing 
addresses from the list. Staff also 
were expected to update the cen
sus maps with corrected names 
and locations of features and to 
add any new addresses as map 
spots on the maps. 

The National Processing Center 
keyed all address updates and, 
independently, they data captured 
map spots and map feature 

updates by scanning and digitizing 
updated census map information. 
The Geography Division then 
updated the MAF and TIGER data-
bases with the data captured infor
mation. 

Once all updates were made, the 
Census Bureau provided feedback 
on the challenged blocks to the 
local and tribal governments. In 
the meantime, the initial Decennial 
MAF was produced. This file was 
the initial source of addresses to 
be delivered by enumerators. 

Once local and tribal governments 
were given feedback on the chal
lenged blocks, they had an oppor
tunity to appeal individual address
es that they believed were still 
missing from the address list. 
The Census Address List Appeals 
Office was established as a tempo
rary office, in the Office of 
Management and Budget, outside 
the Department of Commerce to 
resolve appeals cases. If the 
Appeals Office ruled in favor of the 
local or tribal government, the 
Census Bureau would attempt an 
enumeration at the appealed 
address, by mailing out question
naires and by including these 
addresses in Nonresponse Follow 
up if the questionnaires were not 
returned. 

Update/Leave 

Since the initial address list in 
Update/Leave areas was created 18 
months in advance of Census Day 
and not every government partici
pated in the LUCA 1999 Program, 
it was important to update the 
address list at census time. 

During Update/Leave, enumerators 
updated Census address lists and 
maps, while delivering question
naires to all housing units in 
blocks identified as Update/Leave 
blocks. 

During the U/L operation, enumer
ators visited their assignment 
areas with an address binder con
taining the list of addresses cap
tured during Address Listing and 
supplemented during the LUCA 
program. The enumerators updat
ed the addresses in the binder and 
delivered a questionnaire to each 
housing unit located within each 
block in their assignment areas. 
They also corrected address infor
mation or identified addresses as 
deletes. When delivering question
naires, if no resident was home, 
the enumerators placed the ques
tionnaire in a bag and hung it on 
the doorknob. The enumerators 
compared the physical location 
address or description and mailing 
address to the housing unit to veri
fy they were at the correct housing 
unit on the list. At the time of 
questionnaire delivery, the enumer
ators attempted to collect any 
information missing from the 
address binder (for example, mail
ing address and occupant name) 
and to verify information collected 
during previous operations. There 
were no telephone or personal visit 
callbacks to get any missing infor
mation. 

When enumerators found a hous
ing unit that was not in the 
address binder, they added it to 
the U/L Add Page, assigned the 
next highest available map spot 
number in the block, and spotted 
the location on the census Block 
Map. For an added unit within a 
multi-unit building, enumerators 
assigned the unit the map spot 
number for the building and 
changed the number in parenthe
ses next to the map spot number 
on the map to reflect the actual 
number of units. Enumerators pre-
pared a census questionnaire for 
each added housing unit for the 
household to fill out and mail 
back. The U/L Add Page for each 
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Assignment Area showed the prop
er sampling pattern for long and 
short forms for the Assignment 
Area. 

The National Processing Center 
keyed all addresses and, independ
ently, they data captured map 
spots and map feature updates by 
scanning and digitizing updated 
census map information. The 
Geography Division then updated 
the MAF and TIGER databases with 
the data captured information. 

Rural Update/Enumerate 

In a small number of blocks, 
instead of leaving questionnaires, 
enumerators updated the address 
list and enumerated the housing 
units at the time of their visit 
(Rural Update/Enumerate) These 
were areas with special enumera
tion needs and where most hous
ing units may not have had house 
number and street name mailing 
addresses. These areas included 
resort areas with high concentra
tions of seasonally vacant housing 
units, selected American Indian 
reservations, and colonias; the lat
ter generally are Hispanic-occupied 
unincorporated communities near 
the Mexican border. 

Nonresponse Followup 
Operation 

In Update/Leave areas the Census 
Bureau conducted the Nonresponse 
Followup operation. The primary 
objective of NRFU was to obtain 
completed questionnaires from 
households in these areas that did 
not respond by mail. If a question
naire was not checked-in on or 
before April 10, 2000, the housing 
unit was targeted for NRFU. 
Although completing interviews 
with nonrespondents from the 
mailback enumeration is the pri
mary purpose of NRFU, enumera
tors were also asked to keep an 
eye out for residential addresses 

that did not appear to be on their 
address registers. If they found 
any “adds” they were instructed to 
enumerate them as well. 

Coverage Improvement 
Followup Operation 

The Coverage Improvement 
Followup (CRFU) operation fol
lowed the NRFU operation. It had 
many purposes. Its primary pur
pose was to verify any housing 
units that were coded as vacant or 
deleted by the NRFU enumerators. 
In this operation, the Census 
Bureau also followed up on any 
addresses for which they did not 
receive a mail return from the 
LUCA 1999 Appeals process. The 
Census Bureau also attempted to 
enumerate cases for which they 
had received blank mail returns or 
they had lost the mail returns. 

List/Enumerate Approach 

This approach includes the follow
ing types of enumeration areas: 
List/Enumerate and Remote Alaska. 

For a small number of areas, 
instead of using the Update/Leave 
approach, the Census Bureau used 
the List/Enumerate approach. 

In these areas, there was no 
address list development prior to 
enumeration. At the time of enu
meration, enumerators developed 
the address list, updated maps 
with map spots for each added 
address and with feature name and 
location corrections, and enumerat
ed all identified housing units, in 
person. In Remote Alaska, the 
Census Bureau also provided lists 
of addresses to sworn village offi
cials so they could help locate and 
identify any addresses that may 
have been missed. In this way, the 
Census Bureau could enumerate 
these missed addresses while they 
were still there. 

Additional Updates in All Areas 
of the Country 

There were several other activities 
that lead to updates of the MAF in 
Census 2000. These include the 
Be Counted and Telephone 
Questionnaire Assistance 
Programs, the enumeration of 
Special Places/Group Quarters, the 
Unduplication Operation, and final 
processing of census data. 

Be Counted and Telephone 
Questionnaire Assistance 
Programs 

The Census 2000 Be Counted 
Program provided a means for per-
sons to be included in Census 
2000 who may not have received a 
census questionnaire or believe 
they were not included on one. 
The program also provided an 
opportunity for persons who have 
no usual address on Census Day to 
be counted in the census. The 
Census 2000 Be Counted Form 
contained short form questions, a 
question indicating whether the 
form is being completed for the 
respondent’s whole household, and 
several additional questions need
ed to geocode the respondent’s 
address and process the completed 
forms. The Be Counted Forms 
were available in targeted locations 
on March 31, 2000 and were 
removed from the sites on April 
17, 2000. These dates coincided 
with Census Day (April 1, 2000) 
and the start of the NRFU opera
tion. 

The Telephone Questionnaire 
Assistance (TQA) Program was 
implemented to assist the public in 
completing their census forms. 
Respondents were able to call the 
TQA number and, if they met cer
tain criteria, they could provide 
their short-form data over the 
phone with or without a Census 
ID. The TQA program allowed 
respondents to provide a short 
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form interview over the phone 
without a Census ID from March 
22, 2000 to June 30, 2000. In addi
tion, respondents were able to 
request a mailed census form 
given they needed a replacement 
questionnaire or never received a 
form. If a respondent was able to 
provide their Census ID, they 
received a replacement of their 
original Census short form or long 
form. For respondents that did not 
know their Census ID, they were 
mailed either a Census short form 
or long form labeled with a TQA 
processing ID. To maintain the 
national sampling rate of house-
holds selected to complete a long 
form, every sixth respondent 
received a Census long form. 
These cases without a Census ID 
but with a TQA processing ID were 
treated just like Be Counted forms. 

The addresses on the Be Counted 
Forms were matched to the 
addresses on the MAF and the 
DMAF. If the address on the form 
matched to the MAF or the DMAF, 
the form was linked to the ID on 
these files that had the correspon
ding address. If the address from 
the form only matched to an 
address on the MAF that was not 
geocoded or it did not match to an 
address on either file, the address 
from the Be Counted Form was 
sent to geocoding. If the address 
geocoded then it was sent to Field 
Verification. Field Verification con
sisted of an enumerator visiting 
the address provided by the 
respondent and determining the 
status of this address. The status 
from Field Verification could be 
one of the following: 

• verified as existing, 

• 	determined not to exist (delete), 
or 

• 	determined to be a duplicate of 
an address already in the DMAF. 

If these addresses were verified to 
exist, the address and person 
information was included in the 
census. If the address was deter-
mined to be a delete or a dupli
cate, then it was not included in 
the census. If the address could 
not be geocoded, regardless of 
whether it matched or not, it was 
not included in the census. 

Special Place/Group Quarters 
Enumeration 

Separate from the enumeration of 
housing units, the Census Bureau 
conducted a series of operations in 
order to enumerate special places 
and group quarters (GQs). GQs are 
places where people live or stay 
other than the usual house, apart
ment, or mobile home. Examples 
of GQs include college and univer
sity dormitories, hospital/prison 
wards, and nursing homes. GQs 
are contained within special places 
such as prisons, hotels, migrant 
farm camps, or universities. 
During the development of the 
master file of special places and 
GQs, the Census Bureau sometimes 
identified regular housing units at 
these special places and GQs. 
When this occurred, the Census 
Bureau checked to see if these reg
ular housing units were already on 
the MAF.  If they were not, they 
added them to the MAF.  During 
the actual enumeration of special 
places and GQs, enumerators may 
have also identified regular hous
ing units at these places. Again, 
when this occurred, they checked 
to see if these regular housing 
units were already on the MAF and 
if they weren’t, the Census Bureau 
added them. 

The Unduplication Operation 

There was some evidence in early 
2000 that there were too many 
units on the address list. 
Duplication was a side effect of 
using exact matching on addresses 

coming from many different 
sources. An example of how dupli
cates arose is the situation of 
unmarked apartment numbers. It 
was improbable that different 
sources would submit the same 
apartment designations. An ad 
hoc operation researched such 
problems and implemented some 
rules for deleting some units from 
Census 2000. 

The Final Processing of Census 
Addresses 

After the completion of the enu
meration, the Census Bureau 
assigned a final status to each 
address. For the vast majority of 
cases in the enumeration process, 
the Census Bureau obtained com
pleted enumerations and therefore 
kept those addresses as valid 
addresses in the census. For the 
remaining addresses, they needed 
to assign a final status. Some 
addresses were deleted through 
the “Kill” process. This process 
identified addresses that most like
ly did not uniquely identify hous
ing units as of Census Day. One 
example of the type of unit that 
was excluded from the census as a 
result of this process is: 

• 	There was no census form 
returned for the unit, 

• 	The unit was deleted in NRFU, 
and 

• 	The unit was confirmed as a 
delete in the CIFU operation. 

Other addresses had incomplete 
information coming out of the enu
meration. An example of this 
would be where the enumerator 
could not determine if the address 
was a residential address or not. 
In this case, the Census Bureau 
needed to impute a final status of 
the address. Once the final pro
cessing of census addresses was 
done, the Census Bureau updated 
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the MAF one final time with the 
results of this processing. 

Timing of the Individual 
Sources that Provide 
Addresses to the MAF in 
Census 2000 

Table A-1. 

In Section 3.1.1, we define the con
cept of original source, which is 
used throughout this report. 
Because we present original source 
information sorted by the number 
addressed contributed by the 
source instead of in chronological 
order, we present here information 

about the chronology of the opera
tions and sources of addresses to 
the MAF in Census 2000. Unless 
otherwise noted, the start date and 
completion date refer to when the 
Master Address File was updated 
with the results of the operation. 

Chronological Description of the Operations/Sources of Addresses 
in Census 2000 

Start date MAF Finish date MAFOperation/Source is updated is updated 

1990 ACF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12/03/96 08/08/98 
11/97 (or earlier DSF) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11/97 08/08/98 
Census 2000 Dress Rehearsal . . . . . . . . . . . . . . . . . . . . .  01/97 7/98 
LUCA 1998 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10/02/98 12/01/99 
Address Listing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12/10/98 06/29/99 
Block Canvassing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4/21/99 07/30/99 
09/98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  09/98 09/98 
LUCA 1999 Recanvassing . . . . . . . . . . . . . . . . . . . . . . . . .  06/29/99 03/02/00 
LUCA 1999 Appeals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  03/17/00 04/20/00 
11/99 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12/08/99 01/06/00 
LUCA 1998 Appeals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  03/22/00 06/08/00 
Special Place/Group Quarters Master File . . . . . . . . . . .  11/23/99 12/14/99 
02/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  02/14/00 03/02/00 
New Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  05/18/00 06/08/00 
Update Leave & Urban Update/Leave . . . . . . . . . . . . . . .  05/18/00 06/08/00 
NRFU (when conducted) . . . . . . . . . . . . . . . . . . . . . . . . . .  04/27/00 06/26/00 
CIFU (when conducted) . . . . . . . . . . . . . . . . . . . . . . . . . . .  07/30/00 09/13/00 
Be Counted and TQA . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  07/00 07/00 
Update/Enumerate and List/Enumerate . . . . . . . . . . . . . .  08/10/00 08/15/00 
04/00 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  04/28/00 05/11/00 
Special Place/Group Quarters Enumeration (when 
completed). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  06/00 06/00 
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Appendix B 

Table B-1. 
Percentages of In-Census Addresses by Combination of Action Codes in Mailout/Mailback Areas1 

Block canvassing 
action LUCA 98 Action 

1990 ACF & 
residential on 1 
(or more) of the 

first 3 DSFs2 

1990 ACF & 
never residential 

on a DSF3 

Not on 1990 ACF 
& residential on 1 

(or more) of the 
first 3 DSFs 

Not on 1990 ACF 
& never 

residential on 
a DSF Total 

(+) Block 
canvassing 

action4 

Added in Block 
Canvassing 

(-) Block 
canvassing 

action5 

(+) LUCA 98 action6 

Added in LUCA 98 
(-) LUCA 98 action7 

Not in LUCA 98 universe 

Subtotal 

(+) LUCA 98 action 
Added in LUCA 98 
(-) LUCA 98 action 
Not in LUCA 98 universe 

Subtotal 

(+) LUCA 98 action 
Added in LUCA 98 
(-) LUCA 98 action 
Not in LUCA 98 universe 

Subtotal 

66.249 1.374 9.907 0.002 77.533 
0.797 0.013 1.150 0.048 2.007 
0.091 0.013 0.030 <0.001 0.136 
5.527 0.158 3.495 <0.001 9.181 

72.663 1.558 14.582 0.050 88.854 

0.504 0.014 0.299 0.154 0.971 
0.023 0.007 0.488 0.147 0.665 
0.004 0.001 0.002 0.001 0.008 
0.096 0.024 1.464 1.441 3.025 

0.626 0.046 2.252 1.743 4.668 

0.037 0.005 0.011 <0.001 0.055 
<0.001 <0.001 <0.001 <0.001 0.002 
<0.001 <0.001 <0.001 <0.001 0.002 

0.004 <0.001 0.005 <0.001 0.011 

0.042 0.006 0.017 <0.001 0.066 

73.332 1.610 16.851 1.793 93.587Total . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  

1Percents are of all in-census units in Mailout/Mailback areas. The percents in tables 1.A. through 1.D do not add up to 100. The numbers 
in tables 1.A through 1.D only account for 93.59 percent of the census units in Mailout/Mailback areas. 

2 The first 3 DSFs include the 11/97(or earlier), 9/98 and 11/99 DSFs. 
3 Never residential on the 11/97 (or earlier), 9/98, 11/99, 2/00, or 4/00 DSFs. 
4 (+) Block Canvassing action = Positive action from the operation, including Verifications, Corrections and Moves. 
5 (-) Block Canvassing action = Negative action from the operation, including Deletes, Nonresidentials and Duplicates. 
6 (+) LUCA 98 action = Positive action from LUCA 98, including Corrections and units in the LUCA 98 universe with no action. 
7 (-) LUCA 98 action = Negative action from the operation, including Deletes and Nonresidentials. 

Table B-2. 
Census Addresses by Combination of Action Codes in Update/Leave Areas 

Address listing 
action LUCA 99 action Update/Leave action 

Total Self-response Enumerator return5 

Count Percent Count Percent Count Percent 

Address listing 
adds . . . . . . . . .  

no LUCA action 
(+) U/L action3 16,995,134 78.000 11,031,860 50.631 5,963,274 27.369 
(-) U/L action4 542,519 2.490 25,553 0.117 516,966 2.373 

SUBTOTAL 17,537,653 80.490 11,057,413 50.749 6,480,240 29.741 

(+) LUCA 99 action1 (+) U/L action 1,831,472 8.406 1,235,950 5.672 595,522 2.733 
(-) U/L action 44,122 0.203 2,603 0.012 41,519 0.191 

SUBTOTAL 1,875,594 8.608 1,238,553 5.684 637,041 2.924 

(-) LUCA 99 action2 (+) U/L action 2,521 0.012 1,397 0.006 1,124 0.005 
(-) U/L action 584 0.003 14 0.000 570 0.003 

SUBTOTAL 3,105 0.014 1,411 0.006 1,694 0.008 

LUCA 99 Adds 
(+) U/L action 234,996 1.079 142,357 0.653 92,639 0.425 
(-) U/L action 18,909 0.087 870 0.004 18,039 0.083 

SUBTOTAL 253,905 1.165 143,227 0.657 110,678 0.508 

Update/Leave adds 1,327,233 6.091 776,511 3.564 550,722 2.528 

Total . . . . . . . .  20,997,490 96.369 13,217,115 60.661 7,780,375 35.709 

1 (+) LUCA 99 action = Positive action from the LUCA 99 Recanvass, including Verifications and Corrections 
2 (-) LUCA 99 action = Negative action from the LUCA 99 Recanvass, including Deletes and Nonresidentials 
3 (+) U/L action = Positive action from the Update/Leave operation, including Verifications, Corrections and Moves 
4 (-) U/L action = Negative action from the Update/Leave operation, including Deletes and Nonresidentials 
5 Enumerator return includes all units with a positive action from either the NRFU or CIFU operations 
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Table B-3. 
Inside-the-Blue Line Master Address File-Only Matches With A 1990 
Address Control File Original Source 

DMAF exclusion reason Count* Percent* 

Block Canvassing duplicate . . . . . . . . . . . . . . . . . . . . . . . .  10,534 16.68 (7.31) 
Negative action from Block Canvassing and not 
residential on Sept. 98 DSF. . . . . . . . . . . . . . . . . . . . . . .  37,734 59.76 (8.39) 

Not in Block Canvassing universe; not geocoded at 
the time of initial DMAF . . . . . . . . . . . . . . . . . . . . . . . . . .  14,871 23.55 (7.19) 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  63,139 99.99+ 

*Counts and percentages are weighted; standard errors in parentheses. 
+Percentages may not sum to 100 due to rounding. 

Table B-4. 
Inside-the-Blue Line Master Address File-Only Matches With 
A Delivery Sequence File Original Source 

DMAF exclusion reason Count* Percent* 

Not residential on Nov. 97 or Sept. 98 DSF . . . . . . . . . .  73,909 62.54 (5.89) 
Residential on Nov. 97 and nonresidential on Sept. 
98 DSF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  31,465 26.62 (4.60) 

Block Canvassing duplicate . . . . . . . . . . . . . . . . . . . . . . . .  1,475 1.25 (0.76) 
Not in Block Canvassing universe; not geocoded at 
the time of initial DMAF . . . . . . . . . . . . . . . . . . . . . . . . . .  11,334 9.59 (2.74) 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  118,183 100.00 

* Counts and percentages are weighted; standard errors in parentheses. 
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: http://www.census.gov/pred/www/. 
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1. Background 

The Census 2000 was character
ized by the automation of func
tions previously performed clerical
ly or using relatively simple tools 
of automation. Similarly, many of 
the functions that had been per-
formed in an automated fashion by 
"in-house" staff were turned over 
to contract staff. Twelve systems 
were the subject of study and cov
ered the following areas: telephone 
questionnaire assistance and tele
phone followup for coverage edit 
failures, Internet questionnaire 
assistance and data collection for 
short form questionnaires, opera
tions control for all field opera
tions, the field personnel and pay-
roll system, systems for the 
Accuracy and Coverage Evaluation 
(A.C.E.) program, including the 
control system for field operations, 
the use of laptops to collect evalu
ation data and the matching sys
tem used to compare the A.C.E. 
data to corresponding census data, 
the management information sys
tem, the data capture system for 
respondent questionnaires, and 
finally, data dissemination. 

1.1 Development Staff 

Development staffs were a mixture 
of contract and in-house staff. 
Within the contract staff, there 
were at least three distinct 
arrangements that may have influ
enced the extent to which more 
rigorous and disciplined require
ments identification and manage
ment processes than is customary 
at the Census Bureau were 

employed. Those arrangements 
included contract staff that were 
embedded with in-house staff and 
were used more or less as in-house 
staff, such as the developers of the 
Operations Control System 2000; 
contract staff that worked on-site 
but worked more independently of 
the in-house staff, such as devel
opers of the matching system used 
for the Accuracy and Coverage 
Evaluation system; and external 
contract staff that developed sys
tems off-site independent of in-
house staff, such as the Telephone 
Questionnaire Assistance system. 
The Internet questionnaire assis
tance and data collection systems 
were developed by in-house staff. 
All other systems were developed 
by teams of in-house and contract 
development staffs. 

1.2 Use of Commercial-Off-
the-Shelf Software 

A concerted effort was also made 
to utilize commercial-off-the-shelf 
(COTS) products as much as possi
ble in many of the systems devel
opment efforts. In some cases, 
COTS products for the data capture 
of respondent questionnaires were 
not viewed as sufficiently robust to 
meet Census Bureau needs 
(Brinson and Fowler, December, 
2001). In other cases, the data 
requirements could not be met 
with the typical COTS application 
used in the telephone call industry 
(Furno, November, 2001). The 
field payroll and personnel system 
used a COTS product with 

customization. The initial estimate 
was the product would meet 
approximately 90 percent of the 
requirements; the final assessment 
was approximately 50 percent of 
the requirements were met with 
the product before customization 
(Eaton, September, 2002). The 
trend to use COTS products and 
contractors is expected to continue 
at an accelerated rate for the next 
census to make the overall census 
process more efficient and eco
nomical, while maintaining the 
desired levels of data quality and 
completeness. 

1.3 Future Implications 

It is important to understand the 
reasons for success or the limita
tions of the systems if the intent is 
to continue automation of basic 
census processes. If future 
improvements are to be made, a 
key to judging the successes or 
limitations of systems is to analyze 
how the functions of the systems 
were defined, and how well the 
systems performed those func
tions. A second important point is 
to determine if the systems were 
asked to perform the correct func
tions. This report will provide the 
Census Bureau with an overall 
assessment of the automated sys
tems and processes listed in 
Section 3. In addition, the report 
will offer suggestions on improve
ments for the development process 
for future Census programs. 

U.S. Census Bureau Automation of Census 2000 Processes 1 
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2. Scope and Limitations 

The purpose of this report is to 7. R.2.c - Accuracy and Coverage • The perception of those persons 
summarize the findings and recom- Evaluation 2000 (ACE 2000) participating in the interview 
mendations from the formal stud- System Requirements Study process can significantly influ
ies of automated Census 2000 

8. R.2.d - Matching and Review ence the quality of information 
processes and the operational 

Coding System (MaRCS) for the gathered. 
assessments performed for those Accuracy and Coverage • In some cases, interviews werepr
those documents may be found in 
the section, References. This stat-

Requirements Study years, after the participant had 

ed purpose was made easier when *9. R.3.a - Pre-Appointment been involved in system develop-

Titan Systems Corporation/System Management ment activities. 

Resources Division (Titan) pro-
duced a "Program Summary Report 

System/Automated Decennial 
Administrative System • Each interview was completed 

ocesses when available. A list of Evaluation System conducted several months, even 

(PAMS/ADAMS) System within a 1 to 2 hour period it is
of Census 2000 Automated not possible to review each 
Systems Evaluation," bringing Requirements Study 

aspect of a multi-year develop-
together their thoughts and find- 10. R.3.b - American FactFinder ment cycle given the limited time
ings from each of their twelve (AFF) System Requirements available with each participant.
studies. Those results are provid- Study 
ed in the Recommendations sec- • Every effort was made to identify 
tion. The following is a list of the 11. R.3.c - Management 

key personnel and operational 
evaluation studies they conducted 

Information System 2000 
customers who actively partici

and summarized: 
(MIS2000) System 
Requirements Study 

pated in development efforts. 

*1. R.1.a - Telephone Questionnaire 
*12. R.3.d - Census 2000 Data To understand the recommenda-

Assistance (TQA) System 
Capture System (DCS2000) tions proposed by Titan the specif-

Requirements Study 
Requirements Study ic questions developed for the 

interviews are included in the*2. R.1.b - Coverage Edit Followup The asterisk (*) indicates those Appendix for reference here. In(CEFU) System Requirements 
Study 

systems for which an operational addition to a standard set of ques
assessment was also available for 

tions, a system-specific set of 
*3. R.1.c - Internet Questionnaire this report. 

questions was also prepared; the 
Assistance (IQA) System 

2.1 Limitations specific set for the Telephone 
Requirements Study Questionnaire Assistance System is 

A few comments on the process included as an example in the*4. R.1.d - Internet Data Collection used to analyze the systems stud-
Appendix also. Despite the prepa(IDC) System Requirements ied by Titan seem pertinent.

Study	 Interviews of key personnel by sys-
ration of a standard set of ques

tem were conducted utilizing a set 
tions, it is not clear if all questions 

*5. R.2.a - Operations Control were asked of all interviewees. If 
System 2000 (OCS 2000) of questions developed for in-

System Requirements Study	 house staff and a separate set for not, how was the inclusion or 

contractors. The questions were omission determined on an individ-

6. R.2.b - Laptop Computers for provided to interviewees in ual interview basis? 

the Accuracy and Coverage advance. Under the "LIMITS" sec-
Evaluation (LC/A.C.E. ) System tion of each study are the follow-
Requirements Study ing statements: 

U.S. Census Bureau Automation of Census 2000 Processes 3 



2.2 Interviews 

Although a list of potential inter
viewees is included in each study, 
it is not clear how the key person
nel were identified; why some key 
personnel identified were not inter-
viewed; or, when truly key persons 
were not available, how this limita
tion was handled. It also appears 
that for many of the systems, 
"true" end users were not inter-

viewed, such as respondents or 
the temporary field and processing 
staffs. Finally, in reviewing the list 
of interviewees study by study it 
appears that the participants by 
system were confined to staff with 
direct involvement in the specific 
system. This is particularly unfor
tunate for systems that interface 
with other systems as a condition 
of their existence since additional 
"key" persons would have been 

involved in the requirements and 

possibly the development process. 

Comments taken at face value 

without understanding their con-

text may lead to conclusions that 

are inaccurate or at least mislead

ing. The subjectively qualitative, 

rather than objectively quantita

tive, nature of the study results 

makes this a significant limitation. 
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3. Requirements and Definitions 

"The main focus of the evaluations 
was determining the effectiveness 
of requirements methodologies 
that were employed during the 
planning stages and their impact 
on overall system functionality" 
(Titan, September, 2002). The 
methodology used for the opera
tional assessments was more 
broadly focused given their pur
pose to document planning, imple
mentation, schedule, cost, and 
operational results. The intent of 
this report will be to use these 
studies and findings to provide 
what might be considered a more 
focused perspective on the actual 
topic of "Requirements1 for 
Systems." 

3.1 Identification of 
Systems for Study 

It must be pointed out that the 12 
systems studied do not represent 
all automated systems developed 
for processes to support Census 
2000, but rather focus on selected 
software systems. In addition, the 
preceding list of automated sys
tems reviewed does not include 
major critical corporate systems 
(such as the Master Address File 
(MAF) and the Topologically 
Integrated and Geographic 
Encoding Reference (TIGER) sys-

1 Requirements as used in this report 
include and convey not only the actual and 
formal written documents and compilation 
process specifying the functionality required 
by a system, but also the attendant and 
directly related support functions that are 
part of any reasonable requirements process. 
This includes user identification, dissemina
tion, reports, walkthroughs, scheduling, risk 
minimization/change control, and the like. 
Please consider this definition/concept when 
the term “requirements” is used in this 
report. 

tems) nor decennial census specific 
systems (such as the Decennial 
Master Address File (DMAF) or the 
Headquarters Processing systems). 
The inclusion of the corporate sys
tem, The American FactFinder, sug
gests that the intent of the pro-
gram was not to exclude systems 
with a broader purpose than the 
decennial census. The 12 systems 
studied are certainly important, if 
not necessarily critical in all cases. 
However, it is the large number of 
systems needed that contributes to 
the complexity of the development 
effort and impacts the develop
ment process, especially the 
requirements definition process. 

3.2 Impact on Systems 
Studied 

While there are formal evaluations 
in progress for some other corpo
rate systems, their focus does not 
appear to be their development as 
automated systems. These sys
tems formed the foundation for 
and/or contributed significantly to 
many of the systems evaluated by 
Titan. By definition, the require
ments of these systems influence 
requirements for the systems they 
contribute to or support. To the 
extent that their requirements are 
clearly documented and dissemi
nated, they will have a positive 
impact on the requirements defini
tion process and ultimately the 
development process for other sys
tems. Poor documentation and/or 
dissemination will pose risk to 
other systems. Based on the 
analysis to date, it is not possible 
to determine the impact of this 

omission on the analysis and rec
ommendations proposed. 

3.3 Other Census 2000 
Systems 

In addition to these major systems, 
there were various Web-based sys
tems, hardware, and telecommuni
cations systems developed for 
Census 2000 that contribute to the 
comprehensive automation of cen
sus processes and, possibly, to the 
success or failure of other systems 
studied. A useful exercise would 
be to identify all the systems 
("large and small") developed for 
Census 2000 and the relationships 
and interactions among them to 
serve as a guide to the total sys
tems development and coherent 
integration effort required to sup-
port a decennial census. 
Operational areas may be review
ing these systems for future plan
ning but a comprehensive review 
seems very germane to the 
Evaluations Program. 

3.4 Staff Resources 

Systems are rarely developed in 
sequence, rather they tend to be 
developed in parallel due to the 
nature of the decennial census, 
"the ultimate one-time survey." It 
is rare that in-house staffs have the 
luxury of focusing on one system 
at a time, this may be less true for 
contract staff given the nature of 
the contract world. The need to 
provide requirements for multiple 
decennial systems while meeting 
needs of other census programs is 
a balancing act particularly for any 
area that does not have a separate 
staff focused on decennial 
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programs. In some cases, this is a the census. The lack of involve- 2001). The reasons for this lack of 
cyclical problem with fewer ment of all appropriate staff involvement are not stated but in 
resources (staff and budget) early throughout the development effort some cases may be the result of 
in the decade and more resources 
focused on decennial activities 

for some of the systems studied is 
noted (Furno, November, 2001; 

competing priorities. 

closer to the dress rehearsal for Brinson and Fowler, December, 

6 Automation of Census 2000 Processes U.S. Census Bureau 



4. Research Questions 

There were several predefined Questions

"research questions" to be 

*1. Did we have the right require-

answered for the automated sys-

ments for each of the automat

tems. In retrospect, these may not 

ed systems?

be the right questions to meet the


evaluation goals. Those questions *2. Did we specify the proper func


marked with an asterisk (*) are the tionality?


original questions proposed for the 
*3. Did the system do what it was


Evaluation Program. Additional 
supposed to do in terms of


questions considered relevant to 
either its impact on data quali


the topic were proposed and are 
ty or providing useful manage-


included in the list below.

ment information? 

Responses to all questions are 

summarized in Section 6. It must *4. Did we define our requirements 

be noted that in providing answers in a timely enough manner? 

to the research questions, there are 
5. Did system developers partici

a number of factors that need to 
pate in definition of system

be considered. The 12 systems 
objectives and plans? 

are not equivalent in scope, length 

of use "in the field," use of contract 6. Did system developers/design-

staff, functionality, users, or length ers receive requirements? Were 

of the development cycle to name they timely? Were they com

just a few areas of difference. The plete? 

short answer to all questions is: "It 
7. Did the systems perform to

varies by system." This is not real-
requirements? 

ly helpful to the planning process, 

so an attempt to provide a more 8. Was the system developed on 

detailed response is made. schedule? 

9. Was the system tested/quality 
controlled prior to production? 

10. Did the system/requirements 
provide needed operational 
and progress information? 

11. Were system implementation 
risks recognized and account
ed for prior to system design 
and implementation? 

12. Were the requirements and 
resulting system software doc
umented? 

13. Were system interface require
ments known, communicated, 
and tested? 

14. Did the system undergo BETA 
testing and release? 

15. Were system users briefed/con
tacted for feedback as part of 
system development/imple
mentation? 

16. Were there unplanned system 
modifications during develop
ment and/or production which 
affected implementation? 

U.S. Census Bureau Automation of Census 2000 Processes 7 
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5. Results of Analysis 

5.1 The Right and had a very focused purpose

Requirements and which it satisfied. Each of the

Functionality operational assessments offers


Based on the analysis by Titan and improvements (added functionali


the operational assessments, as ty) for future development of simi


appropriate, the right requirements lar systems. 


were specified for the 12 systems 
5.2 Data Quality and
(Coon, August 28, 2002; Brinson 
Management Information


and Fowler, 2001; Eaton, May,

2002; Titan, all). Requirements The data quality and general man-

tended to be too general or broad agement information needs speci

for selected systems developed by fied were satisfied by the systems.

contract staff (Furno, November, However, in some cases evalua-

2001; Furno, April, 2002) and/or tions data and management

the requirements were modified reports (Furno, 2002) were not

throughout the development available as requested and Census

process (Titan, R.3.a). But all sys- Bureau specific quality assurance

tems were judged to meet their requirements were not met

major objectives despite some rec- (Brinson and Fowler, 2001).

ognized deficiencies in the require- Generally these deficiencies were a

ments definition process. result of the lateness of the


All 12 systems were judged as pro-
requirements or lack of clarity and


viding the functionality needed to 
resulting misinterpretation. It is


support/meet field, processing, or 
clear from some of the operational

assessments that users would have 

respondent needs. However, this 
was accomplished over time for 

liked additional reporting capabili

some systems (Eaton, September, 
ties (Coon, August 28, 2002; 

2002) not necessarily in advance Eaton, September, 2002). 

of or even as part of a comprehen- However, these requirements were 

sive development effort, in some not documented as system require
ments. It should be noted thatcases this was due to the modular 

nature of the system, in other management information needs 

cases it was a result of developer can vary by person based on their 

experience with Census 2000 oper- role in the organization. The 

ations. For those systems in use needs of one person do not neces

for several years, such as sarily meet the needs of another; it 

PAMS/ADAMS or OCS2000, the is a chronic and uneven balancing


functionality required changed act to find the common ground.


over time due to operational

changes, legal changes, or 5.3 Requirements and


requests from users as they 
System Documentation


became more familiar (sophisticat- For most systems a requirements

ed) users of the system, among document or set of documents was

other reasons. The IDC system compiled over time and the devel

was in use for only a few weeks opment process was characterized


by continuous change. While func
tionality changes over multiple 
iterations of systems (such as dur
ing the full decennial cycle) are 
expected and necessary, function
ality changes within a single imple
mentation are undesirable, enor
mously risky, and should be 
avoided. 

The change from a sample census 
design to a traditional design was 
responsible for significant changes 
in requirements to the selected 
systems (Titan, R.2.a, R.3.a, R.3.d), 
though a dual strategy was already 
being followed to mitigate the neg
ative impact on systems develop
ment. The dual strategy did dilute 
the focus of scarce human capital 
resources for the requirements 
identification and documentation 
process. The late decision to 
include an Internet response option 
to the public by necessity resulted 
in requirements being identified 
and documented late (Titan, R.1.d). 
The Joint Applications Develop
ment (JAD) sessions in the require
ments definition process were very 
useful in providing a forum for the 
identification and discussion of the 
requirements. This is an opportu
nity to include representatives 
from various constituencies with 
an impartial facilitator to ensure all 
sides are given a chance to 
express their views. A written 
document of proceedings is the 
standard product and provides a 
useful body of initial written docu
mentation for development staff. 
The OCS2000 was one system that 
used this process frequently and 
effectively. Written requirements 
were not usually available prior to 
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the start of system development 
and, in some instances, were pre
sented as a series of requirements 
rather than a comprehensive set 
(Furno, April, 2002). 

The completeness of the documen
tation of requirements and the sys
tem software varies by system. 
For systems used in the field 
offices, documentation exists in 
the form of operational manuals, 
job aids, and/or training materials. 
In addition the requirements docu
mentation is also available. 
Examples include the OCS2000, 
ACE2000, LC/A.C.E., and 
PAMS/ADAMS systems. This issue 
is not addressed by the materials 
available for this report, as such, 
for all 12 systems. 

5.4 System Objectives, 
Plans, Functional 
Performance 

The definition of objectives and 
plans for systems in broad terms 
may be provided by management 
or planning groups to meet global 
agency objectives. The specific 
details for design and implementa
tion are delegated to operational, 
subject matter, development, and 
other staffs, as appropriate. 
Members of the development 
teams were involved heavily in the 
definition of objectives and plans 
for systems, such as the 
PAMS/ADAMS, ACE2000, OCS2000, 
and MIS2000 systems. This was 
also true for the IQA, IDC, and 
MaRCS (Titan, R.1.c, R.1.d, R.2.d). 
The inclusion of such staff in the 
requirements definition process 
(Coon, August 28, 2002; Eaton, 
September, 2002; Titan, R.3.a, 
R.2.a, R.2.c) was responsible for 
several of the systems studied per-
forming according to requirements. 
Their involvement was useful in 
understanding what the system 
needed to do even in the absence 
of complete, written requirements 

prior to the start of the system 
development effort. All systems 
were judged to be successful, the 
results of other evaluations may 
provide insight into the degree to 
which they met requirements. 

5.5 Schedule and Testing 

All systems were developed in time 
to meet the operational start date 
with the exception of the CEFU 
system (Titan, R.1.b; Furno, April, 
2002). The operation was delayed 
for 1 month but was judged not to 
have been detrimental to this data 
collection effort. Key activity dates 
for all systems were included in 
the Master Activity Schedule (MAS) 
but the level of activity detail var
ied considerably. This suggests 
that a standard set of activity 
lines should be followed for con
sistency and understanding; a set 
of activities following the system 
development life cycle might be 
appropriate. 

All systems were tested prior to 
production. At a minimum, the 
development staffs performed this 
function. In other cases more for
mal approaches were used. The 
PAMS/ADAMS, ACE2000, and 
OCS2000 were specifically required 
to use services of the Beta Site 
(BETA) (Titan, L.5, R.2.a, R.2.c, 
R.3.a). 

The contractor for DCS2000 has 
met standards developed by the 
Software Engineering Institute for 
its software development process. 
Formal testing of their systems to 
satisfy those standards is/was rou
tine (Brinson and Fowler, 2001). 
Additional testing by BETA was 
considered redundant for this sys
tem. The AFF specifically request
ed support from BETA for its own 
purposes (Titan, R.3.b). 

Complete details of the testing or 
quality control processes for all 
systems are not provided. 

However, it does not appear that a 
standard testing and release 
process was followed for all sys
tems. The role of the Beta Site was 
the subject of a separate 
evaluation and documents the 
need to clarify their role in the 
testing process and the responsi
bilities of the applications develop
ment staffs in using their services 
(Titan, L.5). 

5.6 Risk Mitigation and 
Unplanned Changes 

Risk mitigation/management was 
considered in the design of the 
PAMS/ADAMS, OCS2000, and 
ACE2000 by enabling the work of 
one Local Census Office to be per-
formed at another Local Census 
Office without contaminating the 
data of the "host or guest" office as 
a contingency (Coon, August 28, 
2001). System redundancy was 
also available through the Bowie 
Computer Center for selected sys
tems. This was specifically men
tioned as a concern in the develop
ment of the IDC, IQA, and 
LC/A.C.E. systems due to the 
reliance on limited key personnel 
(Titan, R.1.d, R.1.c, R.2.b). This is 
an area needing further study. The 
size and complexity of the decen
nial systems makes this a poten
tially costly, if necessary, undertak
ing. Recommendations to control 
changes to requirements and fully 
test decennial systems during a 
“true” Dress Rehearsal are possible 
approaches to satisfy this need for 
the future. This is another avenue 
for research. 

The 12 systems identified for this 
analysis all used Change Control 
Boards (CCBs) to minimize the dis
ruption caused by unplanned 
change. For some systems devel
oped by contractors (DCS2000), 
the control exercised was very 
tight (Brinson and Fowler, 2001) . 
In other cases, the CCBs monitored 
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changes but appeared to try and 
accommodate requests as much as 
possible. For example, legal and 
COTS product changes were 
responsible for modifications to 
the PAMS/ADAMS system (Eaton, 
September, 2002; Titan, R.3.a). 
These certainly affected implemen
tation but not necessarily in a neg
ative way. The use of CCBs is con
sidered a best practice that should 
be promoted for future systems. 

5.7 System Interfaces 

All of the systems studied inter-
faced with other systems. These 
were extensive in some cases 
(PAMS/ADAMS); moderate in others 
(OCS 2000); or more limited, inter
nal or external, input and/or out-
put, and so forth. The extent of 
the communication and testing 
varied by system. It should be 
acknowledged that even when test
ing occurred and results were sat
isfactory, problems could arise due 
to data anomalies that may not 

have been or were not anticipated 
in the test process. It has been 
clear that interfaces between the 
MIS2000 and feeder systems 
would occur. These were part of 
the design and development 
process (Titan, R.3.c). It is also 
clear that the output requirements 
for IDC to interface with the data 
processing system were not con
sidered sufficiently (Coon, March, 
2002). The reliance of decennial 
systems on one another makes the 
complete inventory of systems, the 
identification of the interfaces/rela
tionships of those systems, and 
their requirements an extremely 
critical undertaking for future sys
tems development. 

5.8 Role of Users 

The users for the systems studied 
consisted of respondents; call cen
ter operators; Headquarters users 
from the subject matter, opera
tional, quality assurance, and eval
uations areas; field and processing 

office staffs; and so forth. In some 
cases, staff were temporary hires 
with little automation background, 
in other cases they were long-time 
users of automation, if not the spe
cific system(s). It is fair to say that 
for systems used by/for respon
dents such as the IDC, IQA, TQA, 
or CEFU, respondents were not 
involved in the development 
process until such time as usability 
testing, focus groups, or other 
such methods were applied. 
Headquarters users (developers of 
requirements) were involved in 
development and implementation 
for field systems, such as 
PAMS/ADAMS, OCS2000, and so 
forth. In some cases, staff from 
the regional offices actually partici
pated in requirements definition 
and testing. The dry runs conduct
ed in the processing centers for 
DCS2000 involved users (Brinson 
and Fowler, 2001). But in many 
cases, only simulations of actual 
users were involved in the devel
opment effort. 
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6. Recommendations 

The following list of recommenda:
tions represents a summary of 
those provided in the Systems 
Requirements Studies conducted 
by Titan, and the operational 
assessments prepared by 
Decennial Management Division 
staff. The actual wording of a rec:
ommendation may have been mod:
ified for this report to improve 
readability. The specific study(ies) 
and/or assessment is provided in 
parentheses. The categorizations 
are from the topic report authors. 

6.1 Process Improvement 

Implement formalized processes to 
guide the system development 
cycle (Titan, R.1.a, R.1.b, R.1.c, 
R.1.d, R.2.c, R.2.d, R.3.b). 

Institute development efforts early 
enough so that fully tested, robust 
systems are available for the Dress 
Rehearsal (Titan, R.1.a, R.1.b, 
R.2.b, R.2.b; Furno, 2001; Furno, 
2002). 

Increase the use of Joint 
Applications Development and 
Rapid Applications Development 
concepts for development efforts 
(Titan, R.1.a, R.2.b). 

Encourage the participation of in-
house personnel from all relevant 
disciplines in the planning, identifi:
cation of user requirements, speci:
fications, development, and testing 
processes for new systems (Titan, 
R.3.d). 

Focus high level management 
attention on each phase of a sys:
tem's life-cycle to ensure there are 
sufficient resources applied to the 
task (Titan, R.3.c). Each phase is 

critical to the success of the mis:
sion that the system supports. 

Define project management tools 
for all system development efforts 
so that resources from contract 
management and development 
staffs can focus on the actual man:
agement and development activi:
ties (Titan, R.3.c). 

Consider contingency planning 
when selecting personnel for high 
profile system development and 
operational activities (Titan, R.1.c, 
R.1.d). 

Develop overall quality standards 
and guidelines as a minimum 
requirement for decennial systems 
(Titan, R.3.d). 

Schedule development activities so 
that ample time is allowed for the 
Dress Rehearsal (Titan, R.1.d; 
Coon, March, 2002). 

Ensure that all team members, 
such as subject matter experts, 
stay actively involved in the con:
tinued translation of requirements 
and the resolution of technical 
issues throughout the development 
effort (Titan, R.1.a, R.1.b, R.3.d; 
Eaton, September, 2002). 

Require the use of formalized 
change control processes as part 
of all development efforts (Titan, 
R.1.a, R.1.b, R.2.a, R.2.d, R.3.a, 
R.3.b; Furno, 2002). 

6.2 Environment 

Strengthen the division responsible 
for the overall management of 
information technology so that it 
can better manage and coordinate 
system development activities, 

prior to the next decennial census 
(Titan, 2002). 

Avoid compressed development 
schedules, to the extent possible. 
They introduce additional techni:
cal, cost, and schedule risks for 
the Census Bureau. Determine 
funding priorities and initiate sys:
tem planning and requirements 
definition efforts early on to allow 
sufficient program documentation, 
and user training (Titan, R.1.c, 
R.1.d). 

Define, document, and share the 
purpose of the system and the 
appropriate user community (i.e. 
those who should have access) 
prior to deployment with other 
system development efforts to 
control expectations, avoid over-
laps in functionality, and enhance 
data sharing (Titan, R.2.a). 

Explore future system interfacing 
needs, as soon as possible, so that 
provisions can be made early on to 
simulate data feeds that may oth:
erwise be unavailable (Titan, 
R.2.a). 

Select proven, state-of-the-art tech:
nologies early enough to ensure 
sufficient time for testing and inte:
gration with other technologies for 
the 2010 Census (Titan, R.1.a). 

Consider educating contractors 
about the nature and history of the 
census through an orientation pro-
gram (Titan, R.2.a; Furno, 2001). 

Reduce contractor turnover from 
"better offers" or extenuating per:
sonal circumstances, to the extent 
possible, by taking certain steps 
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during contract negotiations with 
the vendor (Titan, R.2.b, R.2.c). 

Define the role and responsibility 
of the contractor in the statement 
of work; however, Census Bureau 
personnel should retain the final 
decision-making authority for plan:
ning, development, deployment, 
and maintenance issues (Titan, 
R.2.d). 

Consider incorporating contractual 
provisions that require contractors 
to demonstrate their abilities to 
produce critical deliverables (Titan, 
R.1.d). 

6.3 Support 

Consider the essential role of the 
Help Desk in the overall operation 
and ongoing maintenance of a sys:
tem. It should be a factor that is 
considered when system adminis:
trators will not be able to address 
every technical problem by relying 
solely on manuals and other forms 
of written documentation (Titan, 
R.2.c). 

Institute a formalized training pro-
gram (Titan, R.3.a). 

Initiate early planning efforts to 
enable the Beta Site operation to 
scope out its requirements for 
physical, technical, and personnel 
resources, so that it can accommo:
date an increased testing workload 
(Titan, L.5, R.2.d). 

Use an experienced staff during 
the requirements phase dedicated 
to handling technical matters with 

internal support organizations to 
minimize the amount and com:
plexity of technical issues that 
must be addressed. Training 
issues can also be minimized with 
this approach. Address the need 
for on-going technical support dur:
ing the requirements development 
process by ensuring that adequate 
resources are available (Titan, 
R.3.c). 

6.4 Specific Requirements 

Conduct customer segmentation 
analyses as early as possible in the 
system development process 
(Titan, R.3.b). 

Identify reporting needs during the 
requirements process. Production 
of reports is a functional require:
ment for systems (Titan, R.3.a). 

Develop the payroll/personnel sys:
tem needs early in the decennial 
cycle (Eaton, September, 2002). 

Publicize the next generation 
(Internet) system, or any system 
intended for public use, widely to 
ensure maximum utilization (Titan, 
R.1.c, R.1.d). 

Plan for the Internet to have a 
major impact on data collection for 
the 2010 Census (Titan, R.1.c, 
R.1.d). 

Communicate any requirements for 
foreign language support to devel:
opers so they can anticipate the 
complexities of incorporating such 
functionality (Titan, R.2.c). 

Create a separate data warehouse, 
updated in real time from produc:
tion, for users to access data for 
reporting and analysis (Eaton, 
September, 2002). 

Standardize global element defini:
tions between feeder systems to 
produce reliable results in an effi:
cient manner or a mass conversion 
effort will be required as executive 
information systems collect and 
aggregate data from multiple 
sources (Titan, R.3.c). 

Assign a dedicated contracting offi:
cer whenever a large and/or criti:
cal system development project is 
undertaken (Titan, R.2.a). 

Design systems in a modular fash:
ion, given the number of high 
impact external factors that can 
affect system requirements in con-
junction with time limitations 
imposed by law. Ensure the sys:
tems are adequately sized and 
flexible enough to accommodate 
these types of changes (Titan, 
R.3.a). 

Align the instrument design 
requirement with the business 
process of remote data collection 
and emulate in future applications 
involving laptop instruments 
(Titan, R.2.b). 

Consider using the Concept of 
Operations (CONOPS) approach for 
those decennial systems where 
requirements are unusually com:
plex (Titan, 2002). 
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7. Topic Report Authors' Recommendation 

From the above list provided by 
Titan and the operational assess:
ments, the following subset repre:
sents the topic report authors' sug:
gestions for most immediate 
consideration, research, and imple:
mentation, as appropriate. It 
should be noted that many of the 
recommendations made by Titan 
and others do not distinguish 
between those applications that 
are destined to be developed by 
contractors and those that are 
more likely to be developed in-
house. Similarly, it is clear that 
one of the big challenges for the 
future is the timely identification of 
all census processes that are can:
didates for automation solutions 
and from that list, those that 
should be considered for contrac:
tual support versus in-house devel:
opment. However, the decisions 
on developmental ownership 
should not be made without a 
thorough understanding of the sta:
tus and breadth of a system's 
requirements and its supporting 
process. Those systems for which 
definitive requirements did not 
exist or existed only late in the 
census cycle stood a much better 
chance of implementation success 
through the use of internal 
"heroes" rather than contractors. 
That is, in these situations, the 
internal staff's experience and 
understanding of both the census 
and how to operate within the 
Census Bureau culture make it 
extremely difficult for contractors 
to satisfy Bureau customers in 
projects involving the late defini:
tion of requirements. Conse:
quently, the topic report authors 
chose to emphasize the concepts 

that were common to a large num:
ber of systems, rather than those 
mentioned in a single study or 
assessment. The qualitative nature 
of the data suggests that addition:
al research is warranted before 
embracing the recommendations 
fully for wide application. 

Recommendation 

The common theme in all the stud:
ies and assessments is the critical 
need for a comprehensive, docu:
mented set of overall requirements 
for each system. 

Recommendation: The require
ments process must be given 
the initial focus and founda
tion for improved software/ 
system development. 

This is not as simple as it may 
appear on the surface. Consider 
the following components of this 
process of defining overall require:
ments: 

1. Identification of all census 
processes and the relationships 
among those processes that 
would determine necessary inte:
gration and compatibility of data 
among them and their support:
ing systems that are candidates 
for an automation solution, i.e. 
system. It is possible that the 
relative benefits for automating 
a census process are out-
weighed by the resources 
required; priorities must be 
established if resources (time, 
money, and human) are limited. 

2. Identification of all staff that 
have requirements for a given 
system: users (including respon:

dents, operational, subject mat:
ter, quality assurance, and eval:
uations users), developers, 
testers (including BETA), train:
ers, writers, Help Desk, and sys:
tems staff (i.e. database design:
ers, network, and the like), as 
appropriate. The same compo:
nent groups may not be appro:
priate for all systems. This is 
one aspect of the complexity of 
the requirements definition 
process. 

3. Development of tools/guidelines 
for use by those responsible for 
requirements identification to 
ensure that the needed level of 
detail, testability, and content is 
provided in the resulting docu:
ment(s). Requirements docu:
ments must include, as appro:
priate, the testable functionality 
expected, interfaces with other 
systems, data input and output, 
validation (edits and/or quality 
assurance needs), report, legal, 
and evaluation needs of users. 

4. Training the staff on the use of 
the requirements process 
tools/guidelines. Part of the 
training process is ensuring staff 
have an understanding of the 
software/system development 
life cycle. 

5. Identification of hardware, oper:
ating system, and telecommuni:
cations environment in which 
the system will be used. 
Requirements may be independ:
ent of these, however, an 
assessment of the effect of 
these components on system 
requirements is essential to the 
development effort. 
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6. Identification of a clear set of 
roles and responsibilities, rela:
tionships and interdependencies 
with respect to all aspects of the 
system development process. 
There are activities that clearly 
are the responsibility of a specif:
ic group, for example develop:
ers are responsible for develop:
ment and quality assurance (QA) 
staff are responsible for the 
preparation of QA require:
ments, but the responsibility for 
other activities may be more 

ambiguous, such as testing or 
preparation of training, especial:
ly if the desired training format 
is computer-based. 

7. Development of a comprehen:
sive and integrated acceptance 
test program should be estab:
lished as part of the require:
ments process. Although devel:
oped in concert with 
requirements gathering, its pur:
pose will be to independently 
validate and verify that software 

and systems are accurately 

interpreted and meet user 

needs. Users may play a vital 

role in the construction of test 

cases and in carrying out the 

testing process. The success of 

an acceptance test program 

ensures the requirements are 

functionally sound, and that 

they integrate with other decen:

nial components without 

adverse impact on existing 

operations. 
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8. Actions to Date 

Some positive first steps have been 
taken following Census 2000 
towards planning for the imple:
mentation of the recommendation. 
The Census Bureau has developed 
a project management program in 
conjunction with George 
Washington University with an 
emphasis on automation projects 
that is preparing staff to under-
stand and manage software/sys:
tem development projects more 
effectively. The program acknowl:
edges the importance of the 
requirements process, the human 
factors, as well as, the technical 
aspects of the process, and 
demonstrates a commitment to 
changing business practices. 

The decennial management staff 
sponsored a well-attended series 

of software engineering classes 
(provided by The Learning Tree 
Corporation) that emphasizes 
understanding the requirements 
process, the quality assurance 
process for software development, 
software testing, and other critical 
development areas, again demon:
strating a recognition of the impor:
tance and commitment to improv:
ing software/system development 
efforts. In addition to training 
staff, a formal requirements defini:
tion, management, and acceptance 
process has been initiated for the 
2004 Census Test systems. To 
support these efforts, the Census 
Bureau has established the Census 
Software Engineering Process 
Group (SEPG). The SEPG is an inter-
directorate group that facilitates 

the development, use, and mainte:
nance of the Census Software 
Process and acts as the coordinat:
ing body for improving software 
development and maintenance 
business processes throughout the 
Census Bureau. 

The Census Bureau is also under-
taking a 2010 Census enterprise 
architecture project to comprehen:
sively map out all the business 
processes and relationships 
(inputs/outputs/data flows) of the 
decennial census so that documen:
tation of a sound logical and physi:
cal architecture can be prepared. 
This should lead to the develop:
ment of a coherent and compatible 
set of systems for the 2010 
Census. 
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9. Summary 

In the summary report prepared by 
Titan, there is an excellent state:
ment of the system development 
environment at the Census Bureau. 
It is thought provoking and worth 
inclusion in this report for that rea:
son. 

Unlike most other federal 
agencies that develop systems 
in response to long term 
needs, the Census Bureau's 
decennial systems are 
designed for a specific event. 
This contributes to a rather 
unique development environ:
ment and a mind set that often 
views decennial systems as 
being one-time ‘throw away' 
applications, because they are 
operational over a very brief 
period. The typical federal 
system has an extended life-
cycle and time to evolve . . . 
but decennial systems only 
have one chance to ‘get it 
right.' . . . many decennial 
systems involve nationwide 
data processing activities and 
have unusual demands in 
terms of the massive amounts 
of data that are captured and 
processed within a very short 
time frame. Thus, the need for 
an effective planning process 
is essential. 

Because these unique consider:
ations have impacted develop:
ment efforts in the past, the 
collection of recommendations 
. . . need to be viewed in the 
context of the Census Bureau's 
environment and its reliance 
on human capital. The latter 

has proven to be a highly valu:
able asset that has tended to 
compensate for lack of a 
methodical approach to system 
development. The Census 
Bureau needs to retain as 
much of this base of intellectu:
al knowledge and census expe:
rience as possible, but it can-
not be relied upon as a 
substitute for adequate sys:
tems planning 

Given the high probability of 
increased reliance on automat:
ed systems in 2010 and the 
rapid pace of technological 
change . . . an effective 
requirements definition 
process will be a key element 
underlying system develop:
ment activities for the 2010 
Census. Accordingly, a major 
effort will be required to pro-
mote this process and educate 
Census Bureau staff about its 
importance and benefits. 

The lack of a consistent, meaning:
ful requirements definition and/or 
management process is the com:
mon thread running through nearly 
all of the automated systems 
requirements studies and opera:
tional assessments. This lack 
takes many forms depending on 
the application, developer, and/or 
method of development/implemen:
tation. It is clear, however, that 
there are serious negative conse:
quences that emanate from this 
process flaw; these may affect indi:
viduals, directly or indirectly, the 
automated systems themselves, 
along with their 

operational/administrative func:
tions. An even basic requirements 
management process would not 
only allow for more measured 
internally fulfilled automated sys:
tem implementations, but would 
also provide a vehicle for making 
better decisions on the wisdom 
and risk associated with outsourc:
ing various applications. The 
introduction of consistency in the 
systems development process has 
the added advantages of ensuring 
common understanding of partici:
pants in diverse ways: as they 
define the activity schedules fol:
lowing the system life cycle to 
monitor progress, as they develop 
comprehensive requirements for 
each system, and as they develop 
test plans to measure performance 
of systems, to name a few. 

Just as "system requirements" justi:
fied the 12 studies, they are also 
the foundation the Census Bureau 
can, and must, build upon. The 
studies and assessments provided 
a valuable set of recommendations 
from which focus and direction can 
be taken. As progress is made to 
achieving improvements in this 
process, attention can be directed 
towards other proposed changes. 
At the same time, the development 
staff also needs to be involved in 
changing its culture to know what 
to do when and if they meet the 
upstream cultural change which 
produces consistently complete, 
timely, and managed requirements 
as the necessary and only founda:
tion for real systems change and 
systems excellence. 
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Appendix 

The following is the draft list of 
questions developed for interview
ing key personnel involved in the 
Telephone Questionnaire 
Assistance (TQA) System. The 
objective of the study is to "deter-
mine if proper system functionality 
was defined." The initial set of 
questions was used for all system 
evaluations; those identified as 
system specific apply to the TQA 
system only. A similar set of spe
cific questions was prepared for 
each system. 

TQA Question Set for 
Census System Evaluations 

Requirements Definition 
Process: 

1. How was the need to develop 
the system identified? 

• Enhancement to existing sys
tem? 

• Past census experience and 
lessons learned from earlier 
efforts? 

• Federal mandate? 

• Feedback from the public? 

2. What percentage of the overall 
system development effort was 
devoted to requirements defini
tion? 

3. Who was involved in the require
ments definition process for this 
system? 

• Census management? 

• Other system managers within 
Census? 

• Other federal agencies? 

• System developers? • On-going maintenance? 

• Other? Please explain. 9. How would you define the effec
tiveness of the requirements 

4. How was the requirements 
definition process? 

process planned? 
• Needs were fully defined with-

5. How were the actual require- in the documented require
ments generated? ments? 

6. How were the resulting require- • Needs were partially defined
ments documented? within the documented 

7. Were standards and guidelines requirements? If yes, why 

available to assist in the plan- were only some of the known 

ning, specification, and docu- requirements included for 

mentation processes? Were development? 

these used during requirements 10. Of those requirements docu
definition? mented and forwarded for sys

• If yes, what was the source for tem development, what per-

this guidance documentation? centage were actually included 

Were these guidelines effective in the deployed system? 

in providing direction for the • If less than 100 percent, why 
requirements definition were some requirements not 
process? If not, how could the implemented (due to changes
guidelines be improved? in management direction, time 

8. How were the following issues and budget constraints, or 

addressed during requirements technology limitations)? Are 

definition? these requirements being con
sidered in future enhance

• System capacity (i.e. system ments? 
demand and data volume

requirements)? 11. What was the most successful


aspect of the requirements def
• System availability (i.e. uptime inition process? 

requirements and failure con

tingencies)? 12. What was the least successful


aspect of the requirements def
• Data quality? inition process? 

• System security (i.e. physical Align System with Business 
and data security require- Processes: 
ments)? 

13. Did the requirements definition 
• Training? process take into consideration 

• Documentation? 
be impacted, and how, before 
what business processes would 

• System scaleability (i.e. growth 
requirements)? were initiated? 

system development activities 
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14. To what extent were the opera
tional issues associated with 
these business processes con
sidered during requirements 
definition? 

15. Once deployed, how successful 
was the system in supporting 
these business processes? 

16. Did the implementation and 
use of the system require 
changes to the associated busi
ness processes? 

• If yes, were these changes 
improvements to workflow and 
processing efficiencies (i.e. a 
benefit of system implementa
tion) or were these changes 
process workarounds neces
sary to use the system in a 
production environment? 

17. Was any aspect of the business 
process neglected in terms of 
system support? 

• If yes, how much of an impact 
did this lack of support have 
on conducting the census? 

18. Was any aspect of the business 
process over-emphasized in 
terms of system support? 

• If yes, how much of an impact 
did this over-emphasis of sup-
port have on conducting the 
census (i.e. unnecessary steps 
or tasks, increased training, 
etc.)? 

19. Using 100 as a perfect score, 
what rating would this system 
receive in terms of being the 
"right system for the job"? 

• If less than 80, what measures 
could have been taken to 
improve the ability of the sys
tem to support the actual busi
ness processes? 

System Inadequacies/ 
Deficiencies: 

20. Did the system achieve 
improvements in the BOC's 
responsiveness to user's 
needs? 

21. Was the information generated 
by the system for management 
purposes satisfactory (i.e. did 
it enhance improved decision 
making and awareness of 
progress)? Was the information 
provided complete and useful, 
and was it made available in an 
effective format? 

22. Did the system user interface 
function as designed? If not, 
what was the impact on opera
tional efficiencies? 

23. Was the timeline (contract mile-
stones) appropriately defined 
by BOC and found to be con
sistent with the technical sup-
port requirements and data 
collection priorities? 

24. Did the system meet stated 
requirements for adequate con
fidentiality and security related 
to system access or file stor
age? 

25. Was system reliability deficient 
in any respect? Did the tech
nology accomplish what it was 
supposed to do in terms of fre
quency and accuracy? 

26. Was the technology successful 
in integrating with other prod
ucts, platforms, systems, or 
operations? 

27. Were system costs appropriate 
in comparision with the bene
fits received? 

28. Were adequate training require
ments developed? Was the 
necessary training provided by 
the vendor? 

29. What was the most significant 
inadequacy/deficiency noted in the 
system and how did this impact 
census operations? 

Contract Management Process: 

30. Were the requirements defined 
in a manner that was timely 
enough to enable full develop
ment of the statement of work? 
If no, what was the impact on 
contract management effective
ness given the lack of specific 
requirements until very late in 
the cycle? 

31. Did the contract (s) succeed in 
terms of acquiring expertise, 
knowledge, and abilities need
ed by the Census Bureau 
(BOC)? 

32. Were contract programmers 
technically qualified and effec
tive in terms of performing 
system development activities? 

33. What best describes the con-
tractor's (i.e. provider of devel
opment, programmatic, or 
operational support) on-the-job 
performance? Apply scale of: 
excellent, very good, good, 
average, and below average. 

34. Is there any risk posed by rely
ing on outsourcing, especially 
the potential for losing "corpo
rate knowledge," by giving sys
tem development responsibility 
to contractors? 

35. How well was work exchanged 
or coordinated between con-
tractors and with the BOC? 

36. Did the contractor produce the 
products/services outlined in 
the statement of work (SOW) 
and in accordance with the 
contract delivery schedule? If 
not, what corrective actions 
were taken? 

37. Were adequate quality assur
ance mechanisms stipulated in 

24 Automation of Census 2000 Processes U.S. Census Bureau 



the contract by BOC and were 
those mechanisms applied by 
the contractor? How did the 
BOC measure the contractor's 
effectiveness? 

38. Was the work performed within 
the projected cost parameters? 

39. Did BOC's contracting staff 
have an effective process for 
dealing with contractors and 
the BOC subject matter staff 
responsible for overseeing the 
development and operation of 
the system (i.e. the program 
office)? 

40. Conversely, did the program 
office have an effective process 
for dealing with the contrac
tors and BOC's contracting 
staff? 

41. How well did the program 
office manage the contract(s)? 
How effective was contract 
management with respect to 

dealing with changing require

ments? 

42. Are additional skills needed to 

improve the effectiveness of 

contract management activi

ties? If so, what specific skills 

are needed? 

43. What "lessons learned" can 

help to improve future contract 

management activities and/or 

contribute to the development 

of "best practices"? 

TQA System-Specific Issues-Did 

the requirements definition 

and system planning process

es give sufficient considera

tion to: 

44. Establishing accurate require

ments for the Operator Support 

System (OSS)? 

45. Establishing accurate require

ments for the Interactive Voice 

Response (IVR) System? 

46. Identification of criteria used to 
assess scope of system (num
ber of call centers, number of 
operators, telecom network)? 

47. Identification of design issues 
associated with integration of 
technology and human opera-
tor response? 

48. Assessing potential impacts on 
coverage and response rates 
(considerations used to 
increase response and accept
ance)? 

49. Implementing seamless call 
routine in accordance with 
actual TQA needs? 

50. Providing for the information 
capture process (types of calls 
by call center and in the aggre
gate) and transmission to BOC? 

51. Defining metrics for the TQA 
Performance Measures matrix? 

52. Transcription and fulfillment 
center functions? 
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EXECUTIVE SUMMARY 
 
This evaluation report provides information on data quality, specifically data 
completeness, for the 100 percent person and housing unit items (relationship, sex, age, 
Hispanic origin, race, and tenure) from Census 2000.  For this report, data completeness 
is measured by imputation.  Imputation is divided into three categories.  The categories 
are based on the process used to impute the data.  The categories also represent the level 
of confidence we have in the imputed data representing the "true" value.  This analysis is 
performed to document and to give a wider perspective of the potential differences in the 
level of data completeness for the breakdowns within return characteristics.  This will 
provide insight into the factors that may be influencing the respondent when completing 
the questionnaire. 
 
It should be noted that the definition of imputation is sometimes interpreted in various 
ways across the Census Bureau depending on the scope of a particular analysis.  This 
could lead to different methods of computing imputation rates, and may potentially lead 
to conflicting rates between reports on the same topic within the Census Bureau.  
Therefore, when comparing imputation rates across reports, it is imperative to understand 
the way the rates are computed to make sure that they are, in fact, comparable. 
 
This report focuses on item assignment rates, item allocation rates, and substitution rates.  
These three types of imputation - assignments, allocations, and substitutions - are defined 
as follows: 
 
• An assignment is performed when a response for a data item is either missing or 

not consistent with other responses, and an item value can be determined based on 
information provided by that same person.  For the tenure item, the item value is 
determined based on long form information provided by that same housing unit. 

 
• Allocations are performed when a response for a data item is either missing or not 

consistent with other responses, and an item value CANNOT be determined based 
on information provided from within that same person or housing unit.  An 
allocation uses a response from another person within the household or from a 
person in a nearby household.  For the tenure item, an allocation uses a response 
from a nearby household.  This type of imputation can occur for one or more of 
the 100 percent person characteristics.  When every 100 percent characteristic for 
a person requires allocation, the case can be handled in one of two ways.  A 
person is considered totally allocated when at least one person within the 
household has data that do not require allocation.  However, when every item for 
every person in the household requires allocation then it is covered by 
substitution. 

  
• A substitution occurs when all the 100 percent characteristics for every person in 

the household are either missing or not consistent with other responses.  To 
remedy this, a nearby housing unit with complete 100 percent data is selected to 
represent the missing or inconsistent person data items.  This nearby housing unit 
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is selected using the nearest neighbor hot deck.  This is also called a whole 
household substitution. 

 
In addition to these three types of imputation rates, a data completeness statistic is 
produced to determine the number of 100 percent population items within each person 
that are not imputed. 
 
This analysis report excludes group quarters.  Numbers presented in this report represent 
occupied housing units and persons within these units. As well, the allocation rates 
presented in the Background section of this evaluation from the 1980 and 1990 censuses 
may not be directly comparable to Census 2000 imputation rates.  Caution should be used 
when making comparisons with these numbers. 
 
As part of this analysis, imputation rates were examined by different subgroups such as 
long versus short, enumerator versus self, by individual mode of response, etc.  With 
some of the comparisons, the observed difference in the rates is solely a function of the 
comparison, for example long versus short.  However, for other comparisons, the 
observed differences may also be a function of the type of respondent and their ability to 
complete the questionnaire.  For instance, persons who complete their questionnaire over 
the Internet may be more likely to provide all requested data.  Therefore, the reader 
should be careful about conclusions made from the review of the data presented in this 
report such as the Internet providing more complete data.  What this report provides is an 
understanding of the enumeration process for Census 2000 and the quality of the data that 
are obtained. 
 
The key findings of the evaluation follow. 
 
• A total of 1,464,793 households were substituted nationwide in Census 2000.  

These represent 1.39 percent of the 105.5 million occupied housing units.  Within 
these substituted households, there were 3,441,154 substituted persons.  These 
persons account for 1.26 percent of the 273.6 million housing unit persons in the 
nation. 

 
• Total item imputation rates for the 100 percent person data items in Census 2000 

range from a low of 1.98 percent for the sex item to a high of 5.08 percent for the 
age item.  The tenure item imputation rate was 5.48 percent. 

 
• In general, short forms have data that are more complete than long forms.  This 

was especially evident with the tenure item where the short form total imputation 
rates were 9.53 percentage points lower than long form rates.  The only item 
where the short form total imputation rate was higher than the long form rate was 
for the race item, and this difference was minimal (0.15 percentage points). 

 
• In general, self responses have data that are more complete than enumerator 

returns.  Total imputation rates show that this is true for all items except Hispanic 
origin, where enumerator returns have a rate of imputation that is 0.37 percentage 
points lower than self responses. 
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• In general, when looking at item imputation rates, the form language breakdown 

shows that English forms have more complete data than forms designed for other 
languages.  Korean forms also seem to have relatively complete data.  
Conversely, Tagalog forms have high imputation rates. 

 
• For all items, data for owners are more complete than for renters. 
 
• The breakdown by form source shows that data from the Internet and the 

Telephone Questionnaire Assistance operation have, by far, the most complete 
data when compared to other form sources.  Data from United States Postal 
Service Delivery also appear to be of somewhat high quality.  On Internet forms, 
data on all items are very good when looking at item imputation rates.  On the 
other hand, Be Counted imputation rates are consistently high.  This is also true 
with forms from the Remote Alaska and Coverage Improvement Followup 
operations. 

 
• On enumerator returns, household members have lower item imputation rates than 

proxy respondents for all items. 
 
• In general, when looking at the check-in date for self responses, the total 

imputation rates for all items increase over time following a similar trend.  For 
enumerator returns, the total imputation rates seem to follow the timing of 
specific operations.  Rates appear high during the time of the Remote Alaska, 
List/Enumerate, and Update/Enumerate operations, and also near the end of the 
Nonresponse Followup operation and at the beginning of the Coverage 
Improvement Followup operation.  As well, the rates seem to climb within some 
of the operations, signaling a possible lack of cooperation by the public over time.   

 
• Overall, the data completeness statistic shows that about 97 percent of             

non-substituted person records have at least four of the five 100 percent 
population items with non-imputed data.  Looking at the response mode 
breakdown, it seems to confirm that self responses have more complete data than 
enumerator returns. 
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1. BACKGROUND 
 
This evaluation report provides information on data quality, specifically data 
completeness, for the 100 percent person and housing unit items from Census 2000.  For 
this report, data completeness is measured by imputation.  Imputation is divided into 
three categories.  The categories are based on the process used to impute the data.  The 
categories also represent the level of confidence we have in the imputed data representing 
the "true" value.  The rates of imputation are reported at a national level broken down by 
characteristics of the return, for example short forms versus long forms or self response 
returns versus enumerator completed returns.  The characteristics of the return examined 
in this report are form type, response mode, language of the questionnaire, data collection 
operation, type of respondent, tenure, and date of enumeration.  Some of the breakdowns 
within return characteristics are subject to interpretation.  This analysis is performed to 
document and to give a wider perspective of the potential differences in the level of data 
completeness for the breakdowns within return characteristics.  This will provide insight 
into the factors that may be influencing the respondent when completing the 
questionnaire. 
 
The analysis in this report looks at the relationship, sex, age, Hispanic origin, race, and 
tenure items.  The universe in the body of the report includes all stateside occupied 
housing units and persons within these units.  Group quarters records are excluded.  The 
results for Puerto Rico are documented seperately in the appendix. 
 
According to American FactFinder, “when information is missing or inconsistent, the 
Census Bureau uses a method called imputation to assign values.  Imputation relies on 
the statistical principle of ‘homogeneity,’ or the tendency of households within a small 
geographic area to be similar in most characteristics.”  It should be noted, however, that 
the definition of imputation is sometimes interpreted in various ways across the Census 
Bureau depending on the scope of a particular analysis.  This could lead to different 
methods of computing imputation rates, and may potentially lead to conflicting rates 
between reports on the same topic within the Census Bureau.  Therefore, when 
comparing imputation rates across reports, it is imperative to understand the way the rates 
are computed to make sure that they are, in fact, comparable. 
 
1.1 Imputation definitions 
 
There are three types of imputation for Census 2000 - assignments, allocations, and 
substitutions. 
 
• An assignment is performed when a response for a data item is either missing or 

not consistent with other responses, and an item value can be determined based on 
information provided by that same person.  For the tenure item, the item value is 
determined based on long form information provided by that same housing unit. 

 
• Allocations are performed when a response for a data item is either missing or not 

consistent with other responses, and an item value CANNOT be determined based 
on information provided from within that same person or housing unit.  An 
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allocation uses a response from another person within the household or from a 
person in a nearby household.  For the tenure item, an allocation uses a response 
from a nearby household.  This type of imputation can occur for one or more of 
the 100 percent person characteristics.  When every 100 percent characteristic for 
a person requires allocation, the case can be handled in one of two ways.  A 
person is considered totally allocated when at least one person within the 
household has data that does not require allocation.  However, when every item 
for every person in the household requires allocation then it is covered by 
substitution. 

  
• A substitution occurs when all the 100 percent characteristics for every person in 

the household are either missing or not consistent with other responses.  To 
remedy this, a nearby housing unit with complete 100 percent data is selected to 
represent the missing or inconsistent person data items.  This nearby housing unit 
is selected using the nearest neighbor hot deck.  This is also called a whole 
household substitution. 

 
If the response for a data item does not require imputation, it is considered to be “as 
reported”.  This means that other data are not used to determine a response for the item.  
However, pre-edits may have been done on the data to standardize it.  An example of this 
might be where a race item write-in box was filled, but the write-in response actually 
corresponded to a race check box category. 
 
1.2 Previous censuses 
 
Imputation rates are documented from past censuses.  However, caution should be used 
with these historical imputation rates because they may not be directly comparable to the 
imputation rates presented in the Results section of this evaluation. 
 
In a memorandum for the record produced by Love and Dalzell (U.S. Census Bureau, 
2001a), substitution rates similar to the rates in this evaluation can be computed.  In 1990, 
there were 598,225 households substituted out of 91,947,410 total occupied housing 
units.  This results in a substitution rate of 0.65 percent.  Within these substituted 
households, there were 1,600,756 substituted persons.  These 1.6 million substituted 
persons are about 0.66 percent of the 242,012,129 housing unit persons in the nation in 
1990. 
 
Allocation rates from 1980 and 1990 were also reported in the Love and Dalzell 
memorandum (Table A).  The universe to compute allocation rates for the sex, age, 
Hispanic origin, and race items in 1980 and 1990 includes persons in group quarters 
(GQs).  In this evaluation, the universe to compute allocation rates for these four items 
only includes housing unit persons.  For the relationship item, the Love/Dalzell allocation 
rates are comparable with rates in this evaluation since persons in group quarters are not 
asked the relationship question and are therefore not part of the universe.  The allocation 
rates for the tenure item are also comparable with this evaluation since both represent 
total occupied housing units.  However, due to definitional differences, allocation rates 
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for sex, age, Hispanic origin, and race in Table A are most comparable to total imputation 
rates for each of these same items in the Results section of this evaluation. 
 

Table A.  1980 and 1990 Census Allocation 
Rates for 100 Percent Person and Housing 
Unit Items (in percent) 

Item 1980 1990 
Relationship 2.1 2.6 
Sex 0.8 1.2 
Age 2.9 2.4 
Hispanic origin 4.2 10.0 
Race 1.5 2.0 
Tenure 2.0 2.4 
Source:  U.S. Census Bureau (2001a) 

 
Allocation rates for the 1980 and 1990 censuses were also published in a book called 
Modernizing the U.S. Census (National Research Council, 1995).  The rates for the 
relationship, sex, age, Hispanic origin, and race items are consistent with the rates in 
Table A.  The tenure item was not reported in that publication.  According to this book, 
“if a respondent did not provide answers to each question to the census, special 
procedures were made by the Census Bureau to impute (or allocate) the response.”  It 
notes that the higher allocation rates in 1990, when compared to those in the 1980 census, 
were partially caused by cut backs (due to budget constraints) on field followup for short 
form questionnaires in the 1990 census. 
 
1.3 Comparison to item nonresponse (Evaluation B.1.b) 
 
Item nonresponse rates, which look at incoming data on the form, are not analyzed in this 
evaluation.  Evaluation B.1.b (Analysis of Item Nonresponse Rates for the 100 Percent 
Housing and Population Items from Census 2000) specifically looks at Census 2000 item 
nonresponse rates.  When comparing rates between the item nonresponse and the 
imputation evaluations, a measure can be gained as to how much assigning and allocating 
of the data was done where respondent information was provided but was not considered 
good.  Note, however, that the universe in Evaluation B.1.b does not contain the totally 
allocated people in the rates that Evaluation B.1.a does. 
 
1.4 Other reports/sources of interest 
 
A report comparing results of general demographic and housing characteristics between 
the Census 2000 Supplementary Survey (C2SS) to Census 2000 was produced as part of 
the American Community Survey development program.  The C2SS/Census 2000 
comparison also looks at item level imputation rates by collection mode for the six items 
analyzed in this evaluation.  However, use caution as different methods are used in 
computing rates between the C2SS/Census comparison and this evaluation. 



  4

2. METHODOLOGY 
 
2.1 Data files for evaluation 
 
The following data files were used to determine the universe and compute the statistics 
for this report.  Data from these three files were linked together using a unique housing 
unit identifier variable (MAFID).  Refer to Appendix A through Appendix C for specific 
variable and variable values used to determine the universe for each of the scenarios. 
 
2.1.1 Hundred Percent Census Edited File with the reinstated housing units (HCEF_D’)  
 
The base data file for calculating imputation rates for this report is the HCEF_D’.  The 
HCEF_D’ contains the edited and imputed 100 percent data from the census housing 
units, group quarters and persons.  This file includes housing units that were originally 
thought to be duplicates of other units in the census, but were later reinstated after they 
were determined to reflect other situations such as mover households or instances of 
questionnaire misdelivery.  Appendix D contains a list of selected HCEF_D’ variable 
definitions. 
 
2.1.2 Hundred Percent Census Unedited File (HCUF) 
 
The HCUF is a hierarchical file containing records for collection blocks, housing units, 
group quarters, persons and returns.  It contains 100 percent data as well as sample long 
form data used for editing the 100 percent items.  Selected variables taken from the 
HCUF were merged with the base file, the HCEF_D’.  Detailed information on the layout 
and contents of the HCUF is given in Appendix E. 
 
2.1.3 Decennial Response File - Stage 2 (DRF2) 
 
The DRF2 is the file representing the capture of questionnaire data from Census 2000.  
The DRF2 return level records for housing units were used.  Selected variables taken 
from the DRF2 were merged with a combined HCEF_D’/HCUF data file.  The 
definitions of selected DRF2 variables can be found in Appendix F. 
 
2.2 Statistics being produced 
 
The rates corresponding to the three imputation categories (substitutions, allocations, 
assignments), as well as the “as reported” rate and data completeness statistic, are 
computed using the HCEF_D’, HCUF, and DRF2 below.  Note that the ordering of the 
imputation rate definitions in this section, as well as the presentation of rates in the 
Results section, is in a different order than the imputation definitions in the Background 
section.  This is done because the imputation concepts definitionally build on each other.  
However, in the Results section, the rates are presented in a different order since part of 
the universe is excluded after the presentation of substitution rates. 
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2.2.1 Substitution rate 
 
A substitution rate is produced by taking the number of substituted records and dividing 
by the total number of people or households.  This ratio is then multiplied by 100 and 
rounded to two decimal places: 
 
     (# of substitutions) 
                                 *100 
          (# of “as reported” records) + (# of assignments) + (# of allocations) + (# of substitutions) 
 
A housing unit is considered substituted when all persons within that unit are not data 
defined and have been substituted by the edit.  Persons are substituted when the data 
defined person variable (QDDP) is equal to ‘2’.  The ‘substituted values’ category in 
Appendix A shows the values that were used to determine a substitution. 
 
2.2.2 Allocation rate 
 
For the person items (relationship, sex, age, Hispanic origin, race), an allocation rate is 
produced by taking the number of allocated records and dividing by the total number of 
people that were not substituted.  This ratio is then multiplied by 100 and rounded to two 
decimal places: 
 
     (# of allocations) 
                   *100 
  (# of “as reported” records) + (# of assignments) + (# of allocations) 
 
For the housing unit item (tenure), an allocation rate is produced by taking the number of 
allocated records and dividing by the total number of households.  This ratio is then 
multiplied by 100 and rounded to two decimal places: 
 
     (# of allocations) 
                                 *100 
          (# of “as reported” records) + (# of assignments) + (# of allocations) + (# of substitutions) 
 
An item allocation is determined by looking at the edit/allocation flag variables for each 
of the six items.  Appendix A shows the values that were used to determine an allocation 
for each item.  The following conditions, by item, are allocated (verbiage taken from 
edit/allocation flag variables in HCEF_D’ documentation): 
 

• Relationship - housing unit person is on a GQ form or person is in a GQ; allocated 
from hot deck; allocated due to consistency check 

• Sex - allocated from hot deck; allocated due to consistency check 
• Age - allocated from hot deck 
• Hispanic Origin - mixed Hispanic and non-Hispanic response blanked; allocated 

from within household; allocated from hot deck (surname used); allocated from 
hot deck (surname not used) 

• Race - allocated from within household; allocated from hot deck 
• Tenure - allocated from hot deck 
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When a person is not data defined and is imputed by the edit according to the data 
defined person variable (QDDP=’1’), the person is considered totally allocated.  Totally 
allocated people exist in a housing unit with one or more data defined people.  The 
concept of a totally allocated person falls under the item based category of allocation.  
When breaking out allocations by item, the number of totally allocated people is the same 
for each person item. 
 
As stated above, for this report, totally allocated people were determined based on the 
data defined person variable (QDDP=’1’).  Another approach would be to examine the 
edit/allocation flags for the five person items.  If all five items are allocated according to 
these flag variables, the person would also be totally allocated.  However, some totally 
allocated persons (defined by QDDP=’1’) have person characteristics that are not 
considered allocated when examining the flag variables. 
 
2.2.3 Assignment rate 
 
For the person items, an assignment rate is produced by taking the number of assigned 
records and dividing by the total number of people that were not substituted.  This ratio is 
then multiplied by 100 and rounded to two decimal places: 
 
     (# of assignments) 
                   *100 
  (# of “as reported” records) + (# of assignments) + (# of allocations) 
 
For the housing unit item, an assignment rate is produced by taking the number of 
assigned records and dividing by the total number of households.  This ratio is then 
multiplied by 100 and rounded to two decimal places: 
 
     (# of assignments) 
                                 *100 
          (# of “as reported” records) + (# of assignments) + (# of allocations) + (# of substitutions) 
 
An item assignment is determined by looking at the edit/allocation flag variables for each 
of the six items.  Appendix A shows the values that were used to determine an 
assignment for each item.  The following conditions, by item, are assigned (verbiage 
taken from edit/allocation flag variables in HCEF_D’ documentation): 
 

• Relationship - value changed for household consistency 
• Sex - from first name; value edited for household consistency 
• Age - inconsistent age and date of birth  
• Hispanic Origin - assign Hispanic from race code 
• Race - code changed through consistency edit; classified from race response in 

Hispanic question 
• Tenure - assigned by consistency check 
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2.2.4 “As Reported” rate 
 
For the person items, an “as reported” rate is produced by taking the number of “as 
reported” records and dividing by the total number of people that were not substituted.  
This ratio is then multiplied by 100 and rounded to two decimal places: 
 
           (# of “as reported” records) 
                   *100 
  (# of “as reported” records) + (# of assignments) + (# of allocations) 
 
For the housing unit item, an “as reported” rate is produced by taking the number of “as 
reported” records and dividing by the total number of households.  This ratio is then 
multiplied by 100 and rounded to two decimal places: 
 
           (# of “as reported” records) 
                                 *100 
          (# of “as reported” records) + (# of assignments) + (# of allocations) + (# of substitutions) 
 
An item is determined “as reported” by looking at the edit/allocation flag variables for 
each of the six items.  The ‘non-imputed values’ category in Appendix A shows the 
values that were used to determine what is “as reported” for each item.  The following 
conditions, by item, are “as reported” (verbiage taken from edit/allocation flag variables 
in HCEF_D’ documentation): 
 

• Relationship - as reported from code box; as reported from write-in 
• Sex - as reported 
• Age - consistent as reported; age only, date of birth only 
• Hispanic Origin - 1 reported origin; multiple response given a unique Hispanic or 

non-Hispanic code 
• Race - as reported 
• Tenure - as reported 

 
2.2.5 Data completeness statistic 
 
The data completeness statistic is a person level summary of the total number of “as 
reported” responses to the five 100 percent population items (relationship, sex, age, 
Hispanic origin, race).  It is meant to give an idea of the completeness of data by person.  
This statistic can range from zero (all person level items imputed) to five (no person level 
items imputed).  It is broken out by response mode (self response, enumerator return) and 
form type (long, short).  Appendix C explains how the data completeness statistic is 
computed. 
 
2.2.6 Breakdown of rates 
 
The universe is restricted to occupied housing units and non-substituted persons.  
(Persons in group quarters are not included.)  Rates are produced for each of the 100 
percent person and housing unit data items - relationship, sex, age, Hispanic origin, race, 
and tenure.  Rates are also broken down by the following characteristics: 
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• Form Type – The RFT variable (form type) from the HCEF_D’ is used to classify 

forms into short and long.  (Note:  The RFT variable from the DRF2 was used 
when there was a blank value for RFT on the HCUF.  See Limitations section.) 
- The following are considered short forms: 

D-1 and D-1(UL)   Short Form Mail Return 
D-1(E) Short Form Enumerator Questionnaire 
D-10 Be Counted 
D-15A Individual Census Questionnaire, Short 
D-20A Individual Census Record, Short 
D-1(E)SUPP Enumerator Supplement, Short 
D-1(E)(ccf) Short Form Enumerator Questionnaire converted to 

continuation 
  
 - The following are considered long forms: 

D-2 and D-2(UL)   Long Form Mail Return 
D-2(E) Long Form Enumerator Questionnaire 
D-15B Individual Census Questionnaire, Long 
D-20B Individual Census Record, Long 
D-2(E)SUPP Enumerator Supplement, Long 
D-2(E)(ccf) Long Form Enumerator Questionnaire converted to 

continuation 
  

• Form Language – The RBC17 (printed bar code character 17 - language) and 
RJIC1C2 variables (just-in-case #1, character 2) from the DRF2 are used to 
determine the language of the form. 
- A form is English if RBC17 is English-US or English-PR, or if RBC17 is 

transcribed or translated from foreign language and RJIC1C2 is English-PR. 
- A form is Spanish if RBC17 is Spanish-US or Spanish-PR, or if RBC17 is 

transcribed or translated from foreign language and RJIC1C2 is Spanish-US or 
Spanish-PR. 

- A form is Chinese if RBC17 is transcribed or translated from foreign language 
and RJIC1C2 is Chinese. 

- A form is Korean if RBC17 is transcribed or translated from foreign language 
and RJIC1C2 is Korean. 

- A form is Tagalog if RBC17 is transcribed or translated from foreign language 
and RJIC1C2 is Tagalog. 

- A form is Vietnamese if RBC17 is transcribed or translated from foreign 
language and RJIC1C2 is Vietnamese. 

- A form is “not determined” if RBC17 has no bar code, is Chinese, Korean, 
Tagalog, or Vietnamese, or if RBC17 is transcribed or translated from foreign 
language and RJIC1C2 has no response. 
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• Tenure – The STENURE variable (“Is this house, apartment, or mobile home…”) 
from the HCEF_D’ is used to determine owner or renter status.  (Note:  The 
edited value for tenure was used to distinguish this breakdown.) 
- A form is considered to be from an owner if the structure is owned by someone 

in the household with or without a mortgage or loan. 
- A form is considered to be from a renter if the structure is rented for cash rent or 

occupied without payment of cash rent. 
 

• Household Membership – The RHHMEM variable (respondent household 
member?) from the HCEF_D’ is used to classify the respondent as a household 
member or proxy.  The respondent household member question is asked only on 
enumerator questionnaires. 
- A form is considered to be from a household member when the respondent lived 

at the structure on April 1, 2000. 
- A form is considered to be from a proxy when the respondent moved into the 

structure after April 1, 2000, or if the respondent is a neighbor or other. 
   

• Response Mode – The RSOURCE variable (source of return) from the HCUF is 
used to determine whether a form is from a self response or is an enumerator 
return. (Note:  The RSOURCE variable from the DRF2 was used when there was 
a blank value for RSOURCE on the HCUF.  See Limitations section.) 
- The following are considered self response.  This category includes forms filled 

out by respondents with no enumerator assistance and returned through the mail 
or via the Internet. 

United States Postal Service (USPS) delivery - Paper mail back questionnaires 
from mail out, from Telephone Questionnaire Assistance (TQA) mail out 
with no identification, and from Request for Foreign Language 

Local Census Office (LCO) delivery - Undeliverable As Addressed (UAA) - 
Paper mail back questionnaires from mail out 

Update/Leave (U/L) - Paper mail back questionnaires from U/L, from U/L 
Adds, and from U/L Substitutes (replacement forms) 

Urban Update/Leave (UU/L) - Paper mail back questionnaires from UU/L, 
from UU/L Adds, and from UU/L Substitutes (replacement forms) 

Internet - Electronic short forms from Internet Data Collection (IDC) 
Be Counted - Paper mail back questionnaires from Be Counted Form (BCF) 

whole households and from BCF partial households 
 
- The following are considered enumerator returns.  This includes all forms filled 

out by enumerators, as well as forms where the final enumeration for the 
household was done by a telephone agent. 

Coverage Edit Followup (CEFU) – Electronic CEFU from long or short 
forms, from BCFs for whole household, and from IDC 

TQA – Electronic TQA reverse-Computer Assisted Telephone Interview 
(reverse-CATI) short forms, reverse-CATI BCFs for whole household, 
and reverse-CATI BCFs for partial household 

Nonresponse Followup (NRFU) - Paper enumerator questionnaires from 
NRFU, from NRFU Adds, from NRFU Substitutes (replacement forms), 
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from NRFU Whole Household Usual Home Elsewhere, and from NRFU 
In-Mover 

Coverage Improvement Followup (CIFU) - Paper enumerator questionnaires 
from CIFU, from CIFU Adds, and from CIFU Substitutes (replacement 
forms) 

Update/Enumerate (U/E) - Paper enumerator questionnaires from U/E, from 
U/E Adds, and from U/E Substitutes (replacement forms) 

List/Enumerate (L/E) – Paper enumerator questionnaires from L/E 
Remote Alaska – Paper enumerator questionnaires from L/E 
Other:  Transient-Night (T-Night), “orphans” – Paper enumerator 

questionnaires from T-Night and paper enumerator continuation forms: 
unlinked “orphans” 

GQ Enumerations – Paper enumerator questionnaires for Usual Home 
Elsewhere from Service-based enumeration (Individual Census 
Questionnaires), from GQ enumeration (Individual Census Reports), from 
Military GQ enumeration (Military Census Reports), and from Shipboard 
GQ enumeration (Shipboard Census Reports) 

 
Within each of these response modes (self response and enumerator returns), rates are 
produced by: 
 
• Form Type – short form versus long form (see above for variable explanation) 
 
• Check-In Date – The REPDATE variable (earliest form processing date from 

Census 2000 data capture system) from the HCEF_D’ is used to determine the 
check-in date of the form.  This date is grouped by week. 

 
• Form Source – The RSOURCE variable (source of return) from the HCUF, the 

UAA variable (undeliverable as addressed) from the HCEF_D’, and the TEA 
variable (type of enumeration area) from the HCEF_D’ are used to determine the 
source of the form. 
- The following form sources are considered self response: 

USPS delivery 
LCO delivery – UAA 
U/L 
UU/L 
Internet 
Be Counted 

 
- The following form sources are considered enumerator returns: 

CEFU* 
TQA* 
NRFU 
CIFU 
U/E 
L/E 
Remote Alaska 



  11

Other (T-Night, “orphans”) 
GQ Enumerations 

*Note that forms with a source of CEFU or TQA are classified as enumerator 
returns.  The CEFU forms started as self response forms, but there was agent 
interaction resulting in the final enumeration for the household.  For the TQA 
forms, a respondent called for assistance in completing their form.  Based on the 
interaction between the respondent and agent, the agent determined the 
respondent probably would not complete the questionnaires thus having to be 
enumerated in NRFU.  Due to the agent interaction in both CEFU and TQA, these 
forms are considered enumerator returns. 

 
2.2.7 Discussion of definitional differences 
 
It should be noted that imputation is viewed in different ways across the Census Bureau.  
Therefore, the categorization of rates is specific to this report and may differ from other 
reports.  For the general purposes of this report, imputation consists of assignments, 
allocations, and substitutions.  However, for a majority of the analysis, substituted 
persons are excluded from the universe.  Therefore, after the substitution numbers have 
been presented in Results section 4.1, population item imputation rates will refer only to 
assignments and allocations.  This is done strictly for ease of reading. 
 

3. LIMITATIONS 
 

• Allocation rates presented in the Background section of this evaluation from the 
1980 and 1990 censuses may not be directly comparable to Census 2000 
imputation rates.  Caution should be used when making comparisons with these 
numbers. 

 
• This analysis report excludes group quarters.  Numbers presented in the Results 

section of this report represent occupied housing units and persons within these 
units. 

 
• For the RSOURCE variable (source of return), a value of blank on the HCUF 

means not computed.  For these cases only, we go to the DRF2 to find a value for 
RSOURCE. 

 
• For the RFT variable (form type), a value of "00" on the HCEF_D’ means that 

there was no return form selected.  For these cases only, we go to the DRF2 to 
find a value for RFT. 
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4. RESULTS 
 

The Results section below presents imputation rates for the United States from Census 
2000.  (Results for Puerto Rico are in Appendix P through Appendix U.)  A substitution 
rate is presented at a national level followed by assignment and allocation rates for each 
of the 100 percent person and housing unit data items – relationship, sex, age, Hispanic 
origin, race, and tenure.  Within each item, assignment and allocation rates are examined 
by several characteristics.  Additionally, a national level data completeness statistic is 
presented at a person level to look at the frequency of non-imputed responses to the five 
100 percent items within a person. 
 
As part of this analysis, imputation rates were examined by different subgroups such as 
long versus short, enumerator versus self, by individual mode of response, etc.  With 
some of the comparisons, the observed difference in the rates is solely a function of the 
comparison, for example long versus short.  However, for other comparisons, the 
observed differences may also be a function of the type of respondent and their ability to 
complete the questionnaire.  For instance, persons who complete their questionnaire over 
the Internet may be more likely to provide all requested data.  Therefore, the reader 
should be careful about conclusions made from the review of the data presented in this 
report such as the Internet providing more complete data.  What this report provides is an 
understanding of the enumeration process for Census 2000 and the quality of the data that 
are obtained. 
 
(Note:  Differences of rates in some tables may be slightly off due to rounding error.) 
 
4.1 Substitution rate 
 
Table 1 shows the number and percent of occupied housing unit and person substitutions 
in the United States.  In Census 2000, there were a total of 105,480,101 occupied housing 
units nationwide.  These housing units contained 273,643,273 persons.  Of the 
approximately 105.5 million housing units, 1.39 percent (1,464,793 housing units) were 
whole household substitutions.  A whole household substitution occurs when no data 
characteristics were provided for an entire housing unit.  Within these substituted 
households, there were 3,441,154 substituted persons.  These 3.4 million substituted 
persons are nearly 1.26 percent of the 273.6 million housing unit persons in the nation. 
 

Table 1.  Number and Percent of Occupied Housing Unit and 
Person Substitutions 

 
Occupied 

Housing Units  Persons 
 Number Percent  Number Percent 

TOTAL 105,480,101 100.00 273,643,273 100.00 
  � substituted 1,464,793 1.39 3,441,154 1.26 
  � not substituted 104,015,308 98.61 270,202,119 98.74 
Source:  HCEF_D’ 
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For the remaining tables in this analysis report, substituted persons will not be included in 
calculating rates.  Thus, the person base to determine rates for the five person-level items 
(relationship, sex, age, Hispanic origin, and race) will be 270,202,119.  For the tenure 
item, an occupied housing unit base of 105,480,101 will be used to compute the 
assignment and allocation rates.  In addition, imputation will refer only to assignment and 
allocation for the remainder of this report. 
 
4.2 Imputation rates (assignment and allocation rates) 
 
(For an explanation of how allocation and assignment rates are computed, refer back to 
Methodology sections 2.2.2 and 2.2.3 of this report.) 
 
Table 2 breaks down imputation rates by item.  In looking only at the population items, 
total imputation rates range from a low of 1.98 percent for the sex characteristic to a high 
of 5.08 for the age characteristic.  For the relationship, race, and Hispanic origin items, 
the total imputation rates are 2.57 percent, 3.96 percent, and 4.37 percent, respectively.  
For all population items, the majority of total imputation is due to allocation.  However, 
assignment plays a more substantial role in imputation rates for age and sex in 
comparison to the other items.  This is likely due to the fact that these two items can be 
assigned using other responses within the same person record – age can be assigned by 
date of birth and sex can be assigned by name. 
 
For tenure, a housing item, the total imputation rate is 5.48 percent.  Of this rate,  
4.82 percentage points is due to allocation. 
 

Table 2.  Imputation Rates by Item (in percent) 
   Imputed 

Item 
As 

Reported  Total Assigned Allocated 
Relationship 97.43  2.57 0.39 2.18 
Sex 98.02   1.98 0.88 1.10 
Age 94.92   5.08 1.45 3.63 
Hispanic origin 95.63   4.37 0.15 4.22 
Race 96.04   3.96 0.02 3.94 
Tenure* 94.52  5.48 0.66 4.82 
Source:  HCEF_D’ Person Base:  270,202,119

*Housing Unit Base:  105,480,101  
 

The following sections (4.2.1 through 4.2.5) contain analysis of imputation rates for each 
of the 100 percent person data items by form type, response mode, form type and 
response mode, form language, tenure, form source, and household membership.   
Section 4.2.6 contains analysis of imputation rates for the 100 percent housing unit data 
item (tenure) by form type, response mode, form type and response mode, form language, 
form source, and household membership.  Section 4.2.7 contains analysis of imputation 
rates for all the 100 percent person and housing unit data items by check-in date. 
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4.2.1 Relationship item 
 
(For an explanation of how allocation and assignment rates are computed, refer back to 
Methodology sections 2.2.2 and 2.2.3 of this report.) 
 
Table 3 gives imputation rates for the relationship item by form type (short versus long) 
as well as imputation rates by response mode (self versus enumerator).  Looking at form 
type, the short form total imputation rate for relationship is 2.45 percent.  This is  
0.72 percentage points lower than the long form total imputation rate of 3.17 percent.  
Long form assignment and allocation rates (0.50 percent and 2.67 percent, respectively) 
are both higher than the short form item assignment and allocation rates of 0.37 percent 
and 2.08 percent, respectively. 
 
Exploring imputation rates by response mode, the relationship item is imputed over twice 
as often for data collected by enumerators than for self responses.  The relationship item 
total imputation rate for self responses is 1.99 percent while the enumerator rate is  
4.13 percent, a difference of about 2.13 percentage points.  Enumerator assignment and 
allocation rates (0.69 percent and 3.44 percent, respectively) for relationship are both 
higher than the self response item assignment and allocation rates of 0.28 percent and 
1.71 percent, respectively.  Universe counts corresponding to Table 3 appear in  
Appendix I, Table I-1. 
 

Table 3.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Relationship Item (in percent) 
   Imputed 

 
As 

Reported  Total Assigned Allocated 
TOTAL 97.43 2.57 0.39 2.18 
  � short form 97.55 2.45 0.37 2.08 
  � long form 96.83 3.17 0.50 2.67 
Difference 0.72 -0.72 -0.13 -0.59 
  � self 98.01   1.99 0.28 1.71 
  � enumerator 95.87   4.13 0.69 3.44 
Difference 2.13  -2.13 -0.41 -1.73 
Sources:  HCEF_D’, HCUF TOTAL Person Base:  270,202,119

 
Figure 1 shows imputation rates by response mode and form type for the relationship 
item.  Overall, self response short forms have the lowest total imputation rate at just 
under two percent while enumerator long forms have the highest at about 4.5 percent.  
All four combinations between response mode and form type show that the majority of 
imputation is caused by allocation rather than assignment. 
 
Within each response mode, short forms are imputed less often than long forms.  For self 
responses, short forms are imputed less than two percent of the time for relationship 
while long forms are imputed at around 2.5 percent.  Similarly, for enumerator returns, 
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the relationship item imputation rate for short forms is just over four percent, lower than 
the approximately 4.5 percent long form imputation rate.  
 
In looking at response mode within form type, the relationship item imputation rates for 
enumerators are higher than the imputation rates for self responses.  The enumerator long 
form imputation rate is nearly 4.5 percent while the self response long form rate is only 
about 2.5 percent.  Likewise, the enumerator short form imputation rate for relationship is 
just above four percent compared to the imputation rate of less than two percent for self 
response short forms.  Tables of imputation rates by response mode and form type for the 
relationship item appear in Appendix G, Table G-1.  Universe counts corresponding to 
Figure 1 appear in Appendix I, Table I-2. 
 
 

Figure 1.  Imputation Rates by Response Mode and Form 
Type for Relationship Item (in percent)
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Sources:  HCEF_D’, HCUF 

 
Table 4 displays imputation rates by form language for the relationship item.  The “not 
determined” category indicates rates for records where the form language could not be 
established using information on the data files.  This category represents just over  
2.4 million of the 270 million non-substituted persons nationwide. 
 
Overall, the lowest total imputation rates occurred on English forms (2.46 percent) while 
the highest rates are seen on Tagalog forms (10.09 percent).  For Korean language forms, 
the total imputation rate is the closest to English forms at 3.62 percent.  For Chinese, 
Spanish, and Vietnamese, the difference is substantially greater.  The total imputation 
rate for forms that are “not determined” is 8.15 percent.  For all form languages, 
allocation accounts for a greater part of imputation than assignments.  Universe counts 
corresponding to Table 4 appear in Appendix I, Table I-3. 
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Table 4.  Imputation Rates by Form Language for Relationship Item 
(in percent) 

   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 97.43  2.57 0.39 2.18 
  � English 97.54   2.46 0.38 2.08 
  � Spanish 93.06   6.94 0.55 6.39 
  � Chinese 94.00   6.00 0.57 5.42 
  � Korean 96.38   3.62 0.69 2.93 
  � Tagalog 89.91   10.09 1.29 8.81 
  � Vietnamese 92.39   7.61 0.26 7.34 
  � not determined 91.85   8.15 1.28 6.87 
Sources:  HCEF_D’, DRF2 TOTAL Person Base:  270,202,119 

 
Table 5 gives imputation rates by tenure (owner versus renter) for the relationship item.  
The total imputation rate for relationship is 1.42 percentage points lower for owners than 
for renters.  The relationship data for owners are imputed at a rate of 2.12 percent while 
relationship for renters is imputed 3.54 percent of the time.  Both of these rates are driven 
by allocation rather than by assignment, meaning it was rare to have other available data 
to assign a value for relationship.  Universe counts corresponding to Table 5 appear in 
Appendix I, Table I-4. 
 

Table 5.  Imputation Rates by Tenure for Relationship Item (in 
percent) 

   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 97.43 2.57 0.39 2.18 
  � owner 97.88   2.12 0.33 1.80 
  � renter 96.46   3.54 0.54 3.01 
Difference 1.42  -1.42 -0.21 -1.21 
Source:  HCEF_D’ TOTAL Person Base:  270,202,119

 
Table 6 presents imputation rates for relationship by form source within each response 
mode.  Across all form sources, both the highest and lowest total imputation rates for the 
relationship item are seen in the self response mode.  The rate for Internet responses is 
1.28 percent while responses from Be Counted have an extremely poor imputation rate of 
nearly 18 percent.  The total imputation rates for USPS Delivery, UU/L, and LCO 
Delivery-UAA are all between 2.0 and 2.5 percent. All form sources within self response 
mode have allocation rates that are higher than assignment rates. 
 
The total imputation rates of the relationship item by form sources within enumerator 
response mode range from 2.88 percent (TQA) to 12.55 percent (Remote Alaska).  The 
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imputation rate of relationship for U/E and NRFU are both 3.93 percent.  CEFU, L/E, and 
CIFU impute the relationship item 4.33, 4.51, and 6.29 percent of the time, respectively.  
The “other” category, which includes responses from any remaining form sources such as  
T-Night and unlinked “orphan” forms, has a total imputation rate of 10.10 percent for 
relationship.  This “other” category is also the only form source where the assignment 
rate (5.55 percent) is greater than the allocation rate (4.55 percent).  Universe counts 
corresponding to Table 6 appear in Appendix I, Table I-5. 
 
Table 6.  Imputation Rates by Form Source for Relationship Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 98.01   1.99 0.28 1.71 
  � USPS Delivery 97.97   2.03 0.28 1.77 
  � LCO Delivery - UAA 97.54   2.46 0.32 2.15 
  � Update/Leave 98.32   1.68 0.26 1.42 
  � Urban Update/Leave 97.73   2.27 0.34 1.94 
  � Internet 98.72   1.28 0.18 1.12 

Se
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  � Be Counted 82.04   17.96 4.79 13.52 
TOTAL – Enumerator Returns 95.87   4.13 0.69 3.44 
  � Coverage Edit Followup 95.67   4.33 0.68 3.65 
  � Telephone Questionnaire Assistance 97.12   2.88 1.07 1.81 
  � Nonresponse Followup 96.07   3.93 0.68 3.24 
  � Coverage Improvement Followup 93.71   6.29 0.81 5.47 
  � Update/Enumerate 96.07   3.93 0.51 3.43 
  � List/Enumerate 95.49   4.51 0.46 4.05 
  � Remote Alaska 87.45   12.55 0.31 12.24 
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  � Other: T-Night, Orphans 89.90   10.10 5.55 4.55 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 

Enumerator Person Base:  72,262,628  
 
Table 7 displays imputation rates for the relationship item by household membership 
(household member versus proxy).  Note that the rates in this table refer to a subset of 
enumerator returns since there is no household membership question on self response 
forms.  The person base is 63.8 million for this table and only includes returns from the 
NRFU, CIFU, U/E, L/E, and Remote Alaska operations. 
 
Household members give more complete data for the relationship item than do proxy 
respondents.  The total imputation rate for household members is 3.34 percent,  
5.78 percentage points lower than the proxy imputation rate.  In both cases, the allocation 
rates are substantially higher than the assignment rates.  Universe counts corresponding 
to Table 7 appear in Appendix I, Table I-6. 
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Table 7.  Imputation Rates by Household Membership* for 
Relationship Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 95.97 4.03 0.68 3.35 
  � household member 96.66   3.34 0.63 2.70 
  � proxy 90.88   9.12 1.01 8.11 
Difference 5.78  -5.78 -0.38 -5.40 
Source:  HCEF_D’ TOTAL Person Base:  63,813,958

 
4.2.2 Sex item 
 
(For an explanation of how allocation and assignment rates are computed, refer back to 
Methodology sections 2.2.2 and 2.2.3 of this report.) 
 
Table 8 gives imputation rates for the sex item by form type as well as imputation rates 
by response mode.  Looking at form type, the short form total imputation rate for sex is 
1.97 percent while the long form total imputation rate is 2.05 percent.  The long form 
assignment rate of 0.71 percent for the sex item is lower than the short form item 
assignment rate of 0.92 percent, while the allocation rate for long forms (1.34 percent) is 
higher than the short form allocation rate of 1.06 percent.  Short forms, therefore, had a 
larger proportion of imputation for the sex item due to assignment than did long forms. 
 
Exploring imputation rates by response mode, the sex item is imputed over one 
percentage point more for enumerator returns than for self response.  The sex item total 
imputation rate for self response is 1.70 percent while the enumerator rate is 2.76 percent.  
Enumerator assignment and allocation rates (1.18 percent and 1.59 percent, respectively) 
for sex are both higher than the self response item assignment rate, 0.77 percent, and 
allocation rate, 0.93 percent.  Universe counts corresponding to Table 8 appear in 
Appendix J, Table J-1. 

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Table 8.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Sex Item (in percent) 
   Imputed 

 
As 

Reported  Total Assigned Allocated 
TOTAL 98.02   1.98 0.88 1.10 
  � short form 98.03   1.97 0.92 1.06 
  � long form 97.95   2.05 0.71 1.34 
Difference 0.08  -0.08 0.21 -0.29 
  � self 98.30   1.70 0.77 0.93 
  � enumerator 97.24   2.76 1.18 1.59 
Difference 1.06  -1.06 -0.40 -0.66 
Sources:  HCEF_D’, HCUF TOTAL Person Base:  270,202,119

 
Figure 2 graphs imputation rates by response mode and form type for the sex item.  
Overall, self response long forms have the lowest total imputation rate at just under  
1.5 percent while enumerator long forms have the highest at just over three percent.  
Three of the four combinations between response mode and form type clearly show that 
the majority of imputation is caused by allocation rather than assignment.  The self 
response short form imputation rate appears to be almost evenly distributed between 
assignment and allocation. 
 
Within self response mode, short forms are surprisingly imputed more often than long 
forms.  When looking back at imputation rates for sex by response mode in Table 8, short 
forms have a slightly lower rate than long forms.  For the self response category, short 
forms are imputed about 1.75 percent of the time for sex while long forms are imputed at 
under 1.5 percent.  For enumerator returns, the sex item imputation rate for short forms is 
just over 2.50 percent compared to the long form imputation rate of over three percent.  
 
In looking at response mode within form type, the sex item imputation rates for data 
collected by enumerators are higher than the imputation rates for self response.  The 
enumerator long form imputation rate is more than three percent while the self response 
long form rate is 1.5 percent.  Likewise, the enumerator long form imputation rate for sex 
is just above three percent compared to the imputation rate for enumerator short forms at 
just above 2.5 percent.  Tables of imputation rates by response mode and form type for 
the sex item appear in Appendix G, Table G-2.  Universe counts corresponding to  
Figure 2 appear in Appendix J, Table J-2. 
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Figure 2.  Imputation Rates by Response Mode and 
Form Type for Sex Item (in percent)
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Sources:  HCEF_D’, HCUF   

 
Table 9 displays imputation rates by form language for the sex item.  Overall, the lowest 
total imputation rates occurred on English forms (1.90 percent) while the highest rates are 
seen on Tagalog forms (7.10 percent).  For Korean language forms, the total imputation 
rate is the closest to English forms at about 0.5 percentage point difference.  For Chinese, 
Vietnamese, and Spanish forms, the difference was substantially greater.  The total 
imputation rate for forms that are “not determined” is 5.22 percent.  For all form 
languages, allocation accounts for a greater part of imputation than do assignments.  
Universe counts corresponding to Table 9 appear in Appendix J, Table J-3. 
 

Table 9.  Imputation Rates by Form Language for Sex Item (in 
percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 98.02   1.98 0.88 1.10 
  � English 98.10   1.90 0.86 1.04 
  � Spanish 93.67   6.33 2.36 3.98 
  � Chinese 95.83   4.17 1.20 2.97 
  � Korean 97.63   2.37 1.08 1.29 
  � Tagalog 92.90   7.10 1.90 5.20 
  � Vietnamese 94.45   5.55 1.61 3.94 
  � not determined 94.78   5.22 1.09 4.13 
Sources:  HCEF_D’, DRF2 TOTAL Person Base:  270,202,119

 
Table 10 gives imputation rates by tenure for the sex item.  The total imputation rate for 
sex is 0.89 percentage point lower for owners than for renters.  The sex item for owners is 
imputed at a rate of 1.71 percent while the same item for renters is imputed 2.60 percent 
of the time.  The item allocation rate is slightly higher than the assignment rate for 
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owners and considerably higher for renters.  Universe counts corresponding to Table 10 
appear in Appendix J, Table J-4. 
 

Table 10.  Imputation Rates by Tenure for Sex Item (in percent) 
   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 98.02   1.98 0.88 1.10 
  � owner 98.29   1.71 0.80 0.91 
  � renter 97.40   2.60 1.07 1.53 
Difference 0.89  -0.89 -0.27 -0.62 
Source:  HCEF_D’ TOTAL Person Base:  270,202,119

 
Table 11 presents imputation rates for sex by form source within each response mode.  
Across all form sources, both the highest and lowest total imputation rates for the sex 
item are seen in the enumerator response mode.  The rate for TQA responses is  
0.54 percent while responses from the Remote Alaska operation have a very high 
imputation rate of over 12 percent.  The sex item total imputation rates for NRFU, the 
“other” category, U/E, CEFU, L/E, and CIFU are all between 2.55 and 4.28 percent. All 
form sources within the enumerator response mode, except for TQA, have allocation 
rates that are higher than assignment rates. 
 
The total imputation rates of form sources within self response modes range from  
1.16 percent (Internet) to 7.77 percent (Be Counted) for the sex item.  The imputation 
rates of sex for U/L, USPS Delivery, UU/L, and LCO Delivery-UAA range from  
1.59 to 2.19 percent.  U/L and UU/L are the only self response mode form sources where 
the assignment rate is higher than the allocation rate.  Universe counts corresponding to 
Table 11 appear in Appendix J, Table J-5. 
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Table 11.  Imputation Rates by Form Source for Sex Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 98.30   1.70 0.77 0.93 
  � USPS Delivery 98.29   1.71 0.76 0.95 
  � LCO Delivery - UAA 97.94   2.06 0.94 1.11 
  � Update/Leave 98.41   1.59 0.84 0.74 
  � Urban Update/Leave 97.81   2.19 1.13 1.07 
  � Internet 98.84   1.16 0.39 0.77 

Se
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  � Be Counted 92.23   7.77 1.25 6.52 
TOTAL – Enumerator Returns 97.24   2.76 1.18 1.59 
  � Coverage Edit Followup 96.65   3.35 1.56 1.79 
  � Telephone Questionnaire Assistance 99.46   0.54 0.36 0.17 
  � Nonresponse Followup 97.45   2.55 1.12 1.43 
  � Coverage Improvement Followup 95.72   4.28 1.38 2.90 
  � Update/Enumerate 96.91   3.09 1.23 1.86 
  � List/Enumerate 96.24   3.76 0.96 2.80 
  � Remote Alaska 87.78   12.22 0.65 11.57 
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  � Other: T-Night, Orphans 97.22   2.78 1.11 1.67 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 

Enumerator Person Base:  72,262,628  
 
Table 12 displays imputation rates for the sex item by household membership.  Note that 
the rates in this table refer to a subset of enumerator returns since there is no household 
membership question on self response forms.  The person base is 63.8 million for this 
table and only includes returns from the NRFU, CIFU, U/E, L/E, and Remote Alaska 
operations. 
 
Household members give more complete data for the sex item than do proxy respondents.  
The total imputation rate for household members is 2.16 percent, nearly four percentage 
points lower than the proxy imputation rate.  Within proxy respondents, the allocation 
rate for the sex item is substantially higher than the assignment rate.  For household 
members, however, these two rates (assignment and allocation) are both 1.08 percent.  
Universe counts corresponding to Table 12 appear in Appendix J, Table J-6. 
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Table 12.  Imputation Rates by Household Membership* for Sex 
Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 97.36   2.64 1.11 1.53 
  � household member 97.84   2.16 1.08 1.08 
  � proxy 93.88   6.12 1.29 4.84 
Difference 3.96  -3.96 -0.20 -3.76 
Source:  HCEF_D’ TOTAL Person Base:  63,813,958

 
4.2.3 Age item 
 
(For an explanation of how allocation and assignment rates are computed, refer back to 
Methodology sections 2.2.2 and 2.2.3 of this report.) 
 
Table 13 gives imputation rates for the age item by form type as well as imputation rates 
by response mode.  Looking at form type, the short form total imputation rate for age is 
4.96 percent.  This is 0.76 percentage point lower than the long form total imputation 
rate.  The short and long form assignment rates for the age item are virtually the same 
(1.45 percent and 1.46 percent, respectively).  The age item allocation rate for long 
forms, however, is about 0.75 percentage points higher than the short form allocation 
rate. 
 
Exploring imputation rates by response mode, the age item is imputed nearly eight 
percentage points more for enumerator returns than for self response.  The age item total 
imputation rate for self response is 2.95 percent while the enumerator rate is  
10.92 percent.  Enumerator assignment and allocation rates (1.89 percent and  
9.03 percent, respectively) for age are both higher than the self response item assignment 
and allocation rates of 1.29 percent and 1.66 percent, respectively.  Universe counts 
corresponding to Table 13 appear in Appendix K, Table K-1. 
 

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Table 13.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Age Item (in percent) 
   Imputed 

 
As 

Reported  Total Assigned Allocated 
TOTAL 94.92   5.08 1.45 3.63 
  � short form 95.04   4.96 1.45 3.51 
  � long form 94.29   5.71 1.46 4.26 
Difference 0.76  -0.76 0.00 -0.75 
  � self 97.05   2.95 1.29 1.66 
  � enumerator 89.08   10.92 1.89 9.03 
Difference 7.97  -7.97 -0.60 -7.38 
Sources:  HCEF_D’, HCUF TOTAL Person Base:  270,202,119

 
Figure 3 graphs imputation rates by response mode and form type for the age item.  
Overall, self response short forms have the lowest total imputation rate at about three 
percent while enumerator short forms have the highest at about 11 percent.  All four 
combinations between response mode and form type show that the majority of imputation 
is caused by allocation rather than assignment. 
 
Within self response mode, data for the age item on short forms are imputed only slightly 
less often than long forms.  The imputation rates of self response short and long forms are 
both around three percent.  Conversely, for enumerators, the age item imputation rate for 
short forms is about 11 percent, slightly higher than the long form imputation rate of 
about 10.5 percent.  
 
In looking at response mode within form type, the age item imputation rates for 
enumerators are much higher than the imputation rates for self response.  The enumerator 
long form imputation rate is above 10 percent while the self response long form rate is 
only about three percent.  Likewise, the self response short form imputation rate for age 
is near three percent compared to the imputation rate of around 11 percent for enumerator 
short forms.  Tables of imputation rates by response mode and form type for the age item 
appear in Appendix G, Table G-3.  Universe counts corresponding to Figure 3 appear in 
Appendix K, Table K-2. 
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Figure 3.  Imputation Rates by Response Mode and 
Form Type for Age Item (in percent)
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Sources:  HCEF_D’, HCUF   

 
Table 14 displays imputation rates by form language for the age item.  Overall, the lowest 
total imputation rates occurred on Korean forms (3.01 percent) while the highest rates are 
seen on forms that are “not determined” (10.30 percent).  The total imputation rate for 
English forms is about two percentage points higher than Korean forms.  This is a shift 
from what is seen for the relationship and sex items where English forms had the lowest 
total imputation rate.  Chinese and Vietnamese forms have total imputation rates that are 
about 2.5 and 3.5 percentage points greater than Korean forms.  The differences for 
Tagalog and Spanish forms are much greater.  For all form languages, allocation accounts 
for a much greater part of the total imputation than do assignments.  Universe counts 
corresponding to Table 14 appear in Appendix K, Table K-3. 
 

Table 14.  Imputation Rates by Form Language for Age Item (in 
percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 94.92   5.08 1.45 3.63 
  � English 95.02   4.98 1.44 3.54 
  � Spanish 90.37   9.63 2.26 7.37 
  � Chinese 94.54   5.46 1.17 4.29 
  � Korean 96.99   3.01 1.13 1.88 
  � Tagalog 90.43   9.57 1.82 7.75 
  � Vietnamese 93.44   6.56 1.34 5.22 
  � not determined 89.70   10.30 1.54 8.76 
Sources:  HCEF_D’, DRF2 TOTAL Person Base:  270,202,119

 
Table 15 gives imputation rates by tenure for the age item.  The total imputation rate for 
age is over three percentage points lower for owners than for renters.  The age data for 
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owners is imputed at a rate of 4.14 percent for the age item while the age data for renters 
is imputed 7.17 percent of the time.  Item allocation rates are higher than item assignment 
rates for both owners and renters.  Universe counts corresponding to Table 15 appear in 
Appendix K, Table K-4. 
 

Table 15.  Imputation Rates by Tenure for Age Item (in percent) 
   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 94.92   5.08 1.45 3.63 
  � owner 95.86   4.14 1.31 2.83 
  � renter 92.83   7.17 1.77 5.40 
Difference 3.03  -3.03 -0.46 -2.57 
Source:  HCEF_D’ TOTAL Person Base:  270,202,119

 
Table 16 presents imputation rates for age by form source within each response mode.  
Across all form sources, the lowest total imputation rate for the age item is seen in self 
response mode (Internet, 1.47 percent).  Self response mode total imputation rates go up 
to a high of 9.16 percent from Be Counted.  The imputation rates for U/L, USPS 
Delivery, UU/L, and LCO Delivery-UAA range from 2.72 to 3.78 percent.  Only Internet 
and U/L total imputation rates fall below the self response mode average of 2.95 percent.  
For all form sources, the allocation rates are higher than the assignment rates. 
 
Total imputation rates for enumerators by form source range from 2.89 to 21.61 percent.  
CIFU, at 21.61 percent, also has the highest total imputation rate for a form source across 
response modes.  Total imputation rates for TQA (2.89 percent), U/E (6.81 percent), L/E 
(7.26 percent), CEFU (9.69 percent), and NRFU (10.40 percent) all show better quality 
than the overall enumerator imputation rate of 10.92 percent.  The total imputation rates 
for the “other” category, Remote Alaska, and CIFU are considerably higher than the 
enumerator average.  All form sources within the enumerator response mode have 
allocation rates that are higher than assignment rates.  Universe counts corresponding to 
Table 16 appear in Appendix K, Table K-5. 
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Table 16.  Imputation Rates by Form Source for Age Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 97.05   2.95 1.29 1.66 
  � USPS Delivery 97.02   2.98 1.31 1.67 
  � LCO Delivery - UAA 96.22   3.78 1.51 2.28 
  � Update/Leave 97.28   2.72 1.19 1.52 
  � Urban Update/Leave 96.69   3.31 1.40 1.91 
  � Internet 98.53   1.47 0.33 1.14 
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  � Be Counted 90.84   9.16 1.42 7.74 
TOTAL – Enumerator Returns 89.08   10.92 1.89 9.03 
  � Coverage Edit Followup 90.31   9.69 1.33 8.35 
  � Telephone Questionnaire Assistance 97.11   2.89 0.04 2.85 
  � Nonresponse Followup 89.60   10.40 1.99 8.42 
  � Coverage Improvement Followup 78.39   21.61 1.66 19.95 
  � Update/Enumerate 93.19   6.81 1.99 4.82 
  � List/Enumerate 92.74   7.26 1.56 5.69 
  � Remote Alaska 84.74   15.26 1.36 13.90 
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  � Other: T-Night, Orphans 88.43   11.57 1.72 9.85 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491

Enumerator Person Base:  72,262,628  
 
Table 17 displays imputation rates for the age item by household membership.  Note that 
the rates in this table refer to a subset of enumerator returns since there is no household 
membership question on self response forms.  The person base is 63.8 million for this 
table and only includes returns from the NRFU, CIFU, U/E, L/E, and Remote Alaska 
operations. 
 
Household members give more complete data for the age item than do proxy respondents.  
The total imputation rate for household members is 6.66 percent, over 36 percentage 
points lower than the proxy imputation rate.  Within household members, the allocation 
rate for the age item is over double the assignment rate.  For proxy respondents, the 
assignment rate is less than one percent while the allocation rate is almost 42 percent.  
These rates suggest that proxy respondents seldom provide data for the age item.  
Universe counts corresponding to Table 17 appear in Appendix K, Table K-6. 
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Table 17.  Imputation Rates by Household Membership* for Age 
Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 89.04  10.96 1.95 9.01 
  � household member 93.34   6.66 2.09 4.57 
  � proxy 57.31   42.69 0.92 41.77 
Difference 36.03  -36.03 1.17 -37.20 
Source:  HCEF_D’ TOTAL Person Base:  63,813,958

 
4.2.4 Hispanic origin item 
 
(For an explanation of how allocation and assignment rates are computed, refer back to 
Methodology sections 2.2.2 and 2.2.3 of this report.) 
 
Table 18 gives imputation rates for the Hispanic origin item by form type as well as 
imputation rates by response mode.  Looking at form type, the short form total imputation 
rate for Hispanic origin is 4.33 percent.  This is 0.25 percentage point lower than the long 
form total imputation rate.  The short and long form assignment rates for the Hispanic 
origin item are virtually the same (0.16 percent and 0.15 percent, respectively).  The 
allocation rate for Hispanic origin on long forms is about 0.25 percentage points higher 
than the short form allocation rate of 4.18 percent. 
 
Exploring imputation rates by response mode, the Hispanic origin item is imputed more 
often for self response than for enumerators.  This could be due, in part, to the conscious 
choice for a respondent who is not Hispanic to skip the question.  Enumerators, on the 
other hand, are able to explain to the respondent that the question requires a response.  
The Hispanic origin item total imputation rate for self response is 4.47 percent while the 
enumerator rate is 4.10 percent.  The self response assignment rate (0.13 percent) is 
slightly lower than the enumerator assignment rate of 0.21 percent and the self response 
allocation rate of 4.34 percent is about 0.45 percentage point higher than the rate for 
enumerator returns for the Hispanic origin item.  Universe counts corresponding to  
Table 18 appear in Appendix L, Table L-1. 

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Table 18.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Hispanic Origin Item (in percent) 
   Imputed 

 As 
Reported  Total Assigned Allocated 

TOTAL 95.63   4.37 0.15 4.22 
  � short form 95.67   4.33 0.16 4.18 
  � long form 95.42   4.58 0.15 4.43 
Difference 0.25  -0.25 0.01 -0.26 
  � self 95.53   4.47 0.13 4.34 
  � enumerator 95.90   4.10 0.21 3.88 
Difference -0.37  0.37 -0.08 0.45 
Sources:  HCEF_D’, HCUF TOTAL Person Base:  270,202,119

 
Figure 4 graphs imputation rates by response mode and form type for the Hispanic origin 
item.  Overall, enumerator short forms have the lowest total imputation rate at about four 
percent while enumerator long forms have the highest at nearly five percent.  All four 
combinations between response mode and form type show that almost all of the 
imputation is caused by allocation. 
 
Within the self response mode, short forms are imputed only slightly less often than long 
forms.  The imputation rates of self response short and long forms are both around  
4.5 percent.  Enumerator imputation rates for short forms are also lower than long forms.  
The Hispanic origin item imputation rate for enumerator short forms is about four percent 
while the enumerator long form imputation rate is over 4.5 percent.  
 
In looking at response mode within short forms, the Hispanic origin item shows that 
imputation rates are higher for self responses than for enumerators.  Self response short 
forms are imputed at about 4.5 percent compared to the enumerator rate of under four 
percent.  Conversely, within long forms, self response imputation rates appear lower than 
rates for enumerators in the graph.  Total imputation rates for both self and enumerator 
long forms are approximately 4.5 percent.  Tables of imputation rates by response mode 
and form type for the Hispanic origin item appear in Appendix G, Table G-4.  Universe 
counts corresponding to Figure 4 appear in Appendix L, Table L-2. 
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Figure 4.  Imputation Rates by Response Mode and 
Form Type for Hispanic Origin Item (in percent)
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Table 19 displays imputation rates by form language for the Hispanic origin item.  
Overall, the lowest total imputation rates occurred on English forms (4.29 percent) while 
the highest rates are seen on Vietnamese forms (20.72 percent).  Chinese forms are also 
imputed at a very high rate of 20.50 percent.  Forms that were “not determined”, Spanish 
forms, Korean forms, and Tagalog forms all have total imputation rates that are more 
than 2.75 percentage points higher than English forms.  For all form languages, allocation 
accounts for a greater part of imputation than do assignments.  Spanish forms show a 
much higher assignment rate than the other form languages.  Universe counts 
corresponding to Table 19 appear in Appendix L, Table L-3. 
 

Table 19.  Imputation Rates by Form Language for Hispanic Origin 
Item (in percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 95.63   4.37 0.15 4.22 
  � English 95.71   4.29 0.14 4.14 
  � Spanish 91.91   8.09 1.36 6.73 
  � Chinese 79.50   20.50 0.01 20.49 
  � Korean 91.14   8.86 0.01 8.85 
  � Tagalog 86.74   13.26 0.18 13.08 
  � Vietnamese 79.28   20.72 0.01 20.72 
  � not determined 92.93   7.07 0.16 6.91 
Sources:  HCEF_D’, DRF2 TOTAL Person Base:  270,202,119

 
Table 20 gives imputation rates by tenure for the Hispanic origin item.  The total 
imputation rate for Hispanic origin is 1.69 percentage points lower for owners than for 
renters.  The Hispanic origin item for owners is imputed at a rate of 3.85 percent while 
the same item for renters is imputed 5.54 percent of the time.  For both owners and 
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renters, the item allocation rate is much higher than the assignment rate.  Universe counts 
corresponding to Table 20 appear in Appendix L, Table L-4. 
 

Table 20.  Imputation Rates by Tenure for Hispanic Origin Item (in 
percent) 

   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 95.63   4.37 0.15 4.22 
  � owner 96.15   3.85 0.10 3.74 
  � renter 94.46   5.54 0.27 5.27 
Difference 1.69  -1.69 -0.16 -1.53 
Source:  HCEF_D’ TOTAL Person Base:  270,202,119

 
Table 21 presents imputation rates for Hispanic origin by form source within each 
response mode.  Across all form sources, both the highest and lowest total imputation 
rates for the Hispanic origin item are seen in the enumerator response mode.  The rate for 
TQA responses is 1.70 percent while responses from the Remote Alaska operation have a 
very high imputation rate of over 12 percent.  Compared to the 4.10 percent overall 
enumerator imputation rate, the NRFU and U/E rates (3.56 percent, and 3.58 percent, 
respectively) are the only form sources (along with TQA) that have better quality.  The 
total imputation rates for L/E, CIFU, CEFU are between 4.43 and 6.78 percent. Forms 
that fell into the “other” category were imputed at a rate of 8.91 percent.  All form 
sources within enumerator response mode have allocation rates that are much higher than 
assignment rates. 
 
The total imputation rates of form sources within self response modes range from  
3.02 percent (Internet) to 12.45 percent (Be Counted) for the Hispanic origin item.  
Internet (3.02 percent) and USPS Delivery (4.43 percent) are the only two form sources 
for the Hispanic origin item within self response mode that have total imputation rates 
which fall below the overall self response imputation rate.  U/L, UU/L, and LCO 
Delivery-UAA are all within one percentage point of each other, ranging from 4.58 to 
5.53 percent.  All self response mode form sources have allocation rates that are higher 
than assignment rates.  Universe counts corresponding to Table 21 appear in Appendix L, 
Table L-5. 
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Table 21.  Imputation Rates by Form Source for Hispanic Origin Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 95.53   4.47 0.13 4.34 
  � USPS Delivery 95.57   4.43 0.15 4.28 
  � LCO Delivery - UAA 94.47   5.53 0.12 5.41 
  � Update/Leave 95.42   4.58 0.06 4.52 
  � Urban Update/Leave 94.57   5.43 0.11 5.32 
  � Internet 96.98   3.02 0.09 2.94 
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  � Be Counted 87.55   12.45 0.28 12.16 
TOTAL – Enumerator Returns 95.90   4.10 0.21 3.88 
  � Coverage Edit Followup 93.22   6.78 0.50 6.28 
  � Telephone Questionnaire Assistance 98.30   1.70 0.25 1.44 
  � Nonresponse Followup 96.44   3.56 0.19 3.38 
  � Coverage Improvement Followup 93.29   6.71 0.17 6.54 
  � Update/Enumerate 96.42   3.58 0.09 3.49 
  � List/Enumerate 95.57   4.43 0.07 4.36 
  � Remote Alaska 87.35   12.65 0.01 12.64 
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  � Other: T-Night, Orphans 91.09   8.91 0.32 8.59 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 

Enumerator Person Base:  72,262,628  
 
Table 22 displays imputation rates for the Hispanic origin item by household 
membership.  Note that the rates in this table refer to a subset of enumerator returns since 
there is no household membership question on self response forms.  The person base is 
63.8 million for this table and only includes returns from the NRFU, CIFU, U/E, L/E, and 
Remote Alaska operations. 
 
Household members give better quality data for the Hispanic origin item than do proxy 
respondents.  The total imputation rate for household members is 2.63 percent, nearly 
nine percentage points lower than the proxy imputation rate.  For both household member 
and proxy respondents, the allocation rate for the Hispanic origin item is substantially 
higher than the assignment rate.  Compared to the overall assignment rate of 0.18 percent, 
the proxy respondent rate is lower while household members show a higher rate when 
compared to the average.  Universe counts corresponding to Table 22 appear in  
Appendix L, Table L-6. 
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Table 22.  Imputation Rates by Household Membership* for 
Hispanic Origin Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 96.30  3.70 0.18 3.52 
  � household member 97.37   2.63 0.19 2.44 
  � proxy 88.41   11.59 0.14 11.46 
Difference 8.97  -8.97 0.05 -9.02 
Source:  HCEF_D’ TOTAL Person Base:  63,813,958

 
4.2.5 Race item 
 
(For an explanation of how allocation and assignment rates are computed, refer back to 
Methodology sections 2.2.2 and 2.2.3 of this report.) 
 
Table 23 gives imputation rates for the race item by form type as well as imputation rates 
by response mode.  Looking at form type, the short form total imputation rate for race is 
3.98 percent.  This is 0.15 percentage point higher than the long form total imputation 
rate.  The allocation rate for long forms is 0.14 percentage points lower than the short 
form allocation rate of 3.96 percent.  Assignment rates for both short and long forms are 
near zero. 
 
Exploring imputation rates by response mode, the race item is imputed about  
0.5 percentage points more for enumerators than for self responses.  The race item total 
imputation rate for self responses is 3.83 percent, while the enumerator rate is  
4.31 percent.  The enumerator allocation rate (4.29 percent) for race is higher than the 
self response item allocation rate of 3.81 percent.  Assignment rates for both self and 
enumerator response modes are about zero.  Universe counts corresponding to Table 23 
appear in Appendix M, Table M-1. 

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Table 23.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Race Item (in percent) 
   Imputed 

 
As 

Reported  Total Assigned Allocated 
TOTAL 96.04   3.96 0.02 3.94 
  � short form 96.02   3.98 0.02 3.96 
  � long form 96.17   3.83 0.01 3.82 
Difference -0.15  0.15 0.01 0.14 
  � self 96.17   3.83 0.02 3.81 
  � enumerator 95.69   4.31 0.02 4.29 
Difference 0.48  -0.48 0.00 -0.47 
Sources:  HCEF_D’, HCUF TOTAL Person Base:  270,202,119

 
Figure 5 graphs imputation rates by response mode and form type for the race item.  
Overall, self response long forms have the lowest total imputation rate at about  
3.5 percent while enumerator long forms have the highest at about 4.5 percent.  All four 
combinations between response mode and form type show that nearly all of the 
imputation is caused by allocation rather than assignment. 
 
Within self response mode, short forms are imputed more often than long forms for the 
race item.  The imputation rate for self response short forms is just under four percent 
while the long form rate is around 3.5 percent.  Conversely, for enumerators, the race 
item imputation rate for short forms is a little more than four percent.  This is lower than 
the enumerator long form imputation rate of about 4.5 percent.  
 
In looking at response mode within form type, the race item imputation rates for 
enumerators are higher than the imputation rates for self responses.  The enumerator long 
form imputation rate is about one percentage point more than the self response long form 
imputation rate.  The enumerator short form imputation rate for race is only slightly 
higher than the self response short form imputation rate, both of which are around four 
percent.  Tables of imputation rates by response mode and form type for the race item 
appear in Appendix G, Table G-5.  Universe counts corresponding to Figure 5 appear in 
Appendix M, Table M-2. 
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Figure 5.  Imputation Rates by Response Mode and 
Form Type for Race Item (in percent)
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Sources:  HCEF_D’, HCUF  

 
Table 24 displays imputation rates by form language for the race item.  Overall, the 
lowest total imputation rates occurred on Korean forms (1.80 percent) while the highest 
rates are seen on Spanish forms (17.51 percent).  Chinese forms have a total imputation 
rate closest to Korean forms at about 1.8 percentage point difference.  The total 
imputation rate for English forms is about two percentage points different from the 
Korean forms.  For Vietnamese and Tagalog forms, the difference is substantially greater. 
The total imputation rate for forms that are “not determined” is 6.67 percent.  For all form 
languages, allocation accounts for nearly all of the total imputation.  The Spanish 
allocation rate for race is especially high.  This is likely because most people filling out 
Spanish forms are Hispanic, and they often leave race blank since they answered the 
Hispanic origin item.  Universe counts corresponding to Table 24 appear in Appendix M, 
Table M-3. 
 

Table 24.  Imputation Rates by Form Language for Race Item (in 
percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 96.04   3.96 0.02 3.94 
  � English 96.22   3.78 0.02 3.76 
  � Spanish 82.49   17.51 0.02 17.50 
  � Chinese 96.39   3.61 0.04 3.57 
  � Korean 98.20   1.80 0.03 1.77 
  � Tagalog 93.78   6.22 0.09 6.13 
  � Vietnamese 94.77   5.23 0.06 5.17 
  � not determined 93.33   6.67 0.01 6.66 
Sources:  HCEF_D’, DRF2 TOTAL Person Base:  270,202,119
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Table 25 gives imputation rates by tenure for the race item.  The total imputation rate for 
race is 2.28 percentage points lower for owners than for renters.  Owners are imputed at a 
rate of 3.25 percent for the race item while renters are imputed 5.53 percent of the time.  
Allocation makes up almost all of the imputation for owners and renters.  Universe 
counts corresponding to Table 25 appear in Appendix M, Table M-4. 
 

Table 25.  Imputation Rates by Tenure for Race Item (in percent) 
   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 96.04   3.96 0.02 3.94 
  � owner 96.75   3.25 0.01 3.23 
  � renter 94.47   5.53 0.02 5.51 
Difference 2.28  -2.28 -0.01 -2.27 
Source:  HCEF_D’ TOTAL Person Base:  270,202,119

 
Table 26 presents imputation rates for race by form source within each response mode.  
Across all form sources, both the highest and lowest total imputation rates for the race 
item are seen in the enumerator response mode.  The rate for TQA responses is  
2.15 percent, while responses from the Remote Alaska operation have a very high 
imputation rate of about 12 percent.  Imputation rates for U/E (3.22 percent), NRFU (3.36 
percent), and L/E (4.27 percent), along with the TQA rate, all fall below the overall 
enumerator imputation rate of 4.31 percent.  The total imputation rates for CIFU and 
CEFU are 6.33 percent and 10.87 percent, respectively. The “other” category is imputed 
at a rate of 5.48 percent.  All form sources within enumerator response mode, except 
CEFU, have assignment rates that are close to zero.  Therefore, allocation accounts for 
nearly all of the total imputation for enumerator form sources – rarely are data available 
to assign a value for the race item. 
 
The total imputation rates of form sources within self response mode range from  
2.60 percent (U/L) to 11.73 percent (Be Counted) for the race item.  The U/L imputation 
rate and the Internet rate (3.25 percent) are the only two rates that fall below the overall 
self response rate.  The imputation rates for USPS Delivery, LCO Delivery-UAA, and 
UU/L are all slightly higher than the 3.83 percent overall self response imputation rate, 
ranging from 4.07 to 4.47 percent.  For all self response form sources, all assignment 
rates are near zero.  Thus, allocation makes up nearly all of the total imputation for self 
response form sources.  Universe counts corresponding to Table 26 appear in  
Appendix M, Table M-5. 
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Table 26.  Imputation Rates by Form Source for Race Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 96.17   3.83 0.02 3.81 
  � USPS Delivery 95.93   4.07 0.02 4.06 
  � LCO Delivery - UAA 95.78   4.22 0.02 4.20 
  � Update/Leave 97.40   2.60 0.01 2.59 
  � Urban Update/Leave 95.53   4.47 0.02 4.45 
  � Internet 96.75   3.25 0.01 3.24 
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  � Be Counted 88.27   11.73 0.03 11.70 
TOTAL – Enumerator Returns 95.69   4.31 0.02 4.29 
  � Coverage Edit Followup 89.13   10.87 0.10 10.77 
  � Telephone Questionnaire Assistance 97.85   2.15 0.01 2.14 
  � Nonresponse Followup 96.64   3.36 0.01 3.35 
  � Coverage Improvement Followup 93.67   6.33 0.01 6.32 
  � Update/Enumerate 96.78   3.22 <0.01 3.22 
  � List/Enumerate 95.73   4.27 <0.01 4.27 
  � Remote Alaska 88.01   11.99 0.01 11.99 
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  � Other: T-Night, Orphans 94.52   5.48 0.02 5.47 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 

Enumerator Person Base:  72,262,628  
 
Table 27 displays imputation rates for the race item by household membership.  Note that 
the rates in this table refer to a subset of enumerator returns since there is no household 
membership question on self response forms.  The person base is 63.8 million for this 
table and only includes returns from the NRFU, CIFU, U/E, L/E, and Remote Alaska 
operations. 
 
Household members give much better quality data for the race item than do proxy 
respondents.  For household members, the total imputation rate is 2.46 percent.  This is 
over 8.5 percentage points lower than the proxy imputation rate.  Within both household 
member and proxy respondents, the assignment rates are near zero, thus causing the 
allocation rates to be almost identical to the total imputation rates.  Universe counts 
corresponding to Table 27 appear in Appendix M, Table M-6. 
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Table 27.  Imputation Rates by Household Membership* for Race 
Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 96.51  3.49 0.01 3.48 
  � household member 97.54   2.46 0.01 2.46 
  � proxy 88.97   11.03 0.01 11.02 
Difference 8.56  -8.56 0.00 -8.56 
Source:  HCEF_D’ TOTAL Person Base:  63,813,958

 
4.2.6 Tenure item 

 
(For an explanation of how allocation and assignment rates are computed, refer back to 
Methodology sections 2.2.2 and 2.2.3 of this report.) 
 
Table 28 gives imputation rates for the tenure item by form type as well as imputation 
rates by response mode.  Looking at form type, the short form total imputation rate for 
tenure is 3.71 percent.  This is 9.53 percentage points lower than the long form total 
imputation rate of 13.24 percent.  The assignment and allocation rates for the tenure item 
on long forms are 3.92 percent and 9.32 percent, respectively.  For short forms, the tenure 
item allocation rate is 3.71 percent.  The short form assignment rate for tenure is zero 
because there are no other housing unit items that can be used to assign a value for tenure 
on short forms.  An assignment for the tenure item only uses long form data. 
 
Exploring imputation rates by response mode, the tenure item is imputed over four times 
as often for enumerators than for self responses.  The tenure item total imputation rate for 
self responses is 2.95 percent, while the enumerator rate is 12.17 percent, a difference of 
about 9.22 percentage points.  Enumerator assignment and allocation rates (0.88 percent 
and 11.29 percent, respectively) for tenure are both higher than the self response item 
assignment and allocation rates of 0.58 percent and 2.37 percent, respectively.  Universe 
counts corresponding to Table 28 appear in Appendix N, Table N-1. 

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Table 28.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Tenure Item (in percent) 
   Imputed 

 
As 

Reported  Total Assigned Allocated 
TOTAL 94.52   5.48 0.66 4.82 
  � short form 96.29   3.71 0.00 3.71 
  � long form 86.76   13.24 3.92 9.32 
Difference 9.53  -9.53 -3.92 -5.61 
  � self 97.05   2.95 0.58 2.37 
  � enumerator 87.83   12.17 0.88 11.29 
Difference 9.22  -9.22 -0.29 -8.93 
Sources:  HCEF_D’, HCUF TOTAL Housing Unit Base:  105,480,101

 
Figure 6 graphs imputation rates by response mode and form type for the tenure item.  
Note that the item assignment rates for short forms (both self response and enumerator 
returns) are zero because there are no housing unit data items on short forms that can be 
used to assign the tenure item. 
 
Overall, self response short forms have the lowest total imputation rate at about two 
percent while enumerator long forms have the highest at over 23 percent. 
   
Within self response mode, short forms are imputed less often than long forms.  The 
imputation rate of self response short forms is around two percent while the self response 
long form rate is about eight percent.  Enumerator imputation rates for short forms are 
also lower than long forms.  The tenure item imputation rate for enumerator short forms 
is about nine percent while the enumerator long form rate is over 23 percent.  
 
In looking at response mode within short forms, the tenure item shows that imputation 
rates are higher for enumerator returns than for self response forms.  Self response short 
forms are imputed at about two percent compared to the enumerator imputation rate of 
about nine percent.  Similarly, within long forms, self response imputation rates are lower 
than rates for enumerators in the graph.  Total imputation rates for self response long 
forms are around eight percent while enumerator long forms are approximately  
23 percent.  Tables of imputation rates by response mode and form type for the tenure 
item appear in Appendix G, Table G-6.  Universe counts corresponding to Figure 6 
appear in Appendix N, Table N-2. 
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Figure 6.  Imputation Rates by Response Mode and Form Type 
for Tenure Item (in percent)
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Sources:  HCEF_D’, HCUF  

 
Table 29 displays imputation rates by form language for the tenure item.  Overall, the 
lowest total imputation rates occurred on Chinese forms (4.75 percent) while the highest 
rates are seen on forms that were “not determined” (26.73 percent).  English forms have a 
total imputation rate closest to Chinese forms at about half a percentage point difference.  
For Tagalog, Spanish, Vietnamese, and Korean forms, the difference is somewhat 
greater.  For all form languages, allocation accounts for a majority of the total imputation.  
Universe counts corresponding to Table 29 appear in Appendix N, Table N-3. 

 
Table 29.  Imputation Rates by Form Language for Tenure Item (in 
percent) 

   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 94.52   5.48 0.66 4.82 
  � English 94.77   5.23 0.65 4.58 
  � Spanish 93.53   6.47 1.36 5.11 
  � Chinese 95.25   4.75 1.40 3.35 
  � Korean 91.87   8.13 1.49 6.64 
  � Tagalog 94.28   5.72 1.32 4.40 
  � Vietnamese 92.88   7.12 2.04 5.08 
  � not determined 73.27   26.73 0.48 26.25 
Sources:  HCEF_D’, DRF2 TOTAL Housing Unit Base:  105,480,101

 
Table 30 presents imputation rates for tenure by form source within each response mode.  
Across all form sources, both the highest and lowest total imputation rates for the tenure 
item are seen in the enumerator response mode.  The rate for TQA responses is  
0.81 percent while responses on GQ Enumeration forms are imputed 100 percent of the 
time.  Imputation rates for Remote Alaska (3.70 percent), CEFU (6.91 percent), L/E (9.89 
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percent), U/E (10.11 percent), and NRFU (11.43 percent), along with the TQA rate, all 
fall below the overall enumerator imputation rate of 12.17 percent.  The total imputation 
rate for CIFU is 22.84 percent. For the “other” category, this rate is 46 percent.  All form 
sources within enumerator response mode have allocation rates that are higher than 
assignment rates, although the difference between the assignment and allocation rate for 
Remote Alaska is only 0.16 percentage points. 
 
The total imputation rates of form sources within self response mode range from  
1.39 percent (Internet) to 4.12 percent (LCO Delivery-UAA) for the tenure item.  The 
Internet imputation rate and the USPS Delivery rate (2.76 percent) are the only two rates 
that fall below the overall self response rate.  The imputation rates for UU/L, Be Counted, 
and U/L are all a bit higher than the 2.95 percent overall self response imputation rate, 
ranging from 3.38 to 3.79 percent.  For all self response form sources, all assignment 
rates are less than one percent.  Allocation accounts for the majority of imputation for all 
self response modes.  Universe counts corresponding to Table 30 appear in Appendix N, 
Table N-4. 
 

Table 30.  Imputation Rates by Form Source for Tenure Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 97.05   2.95 0.58 2.37 
  � USPS Delivery 97.24   2.76 0.50 2.26 
  � LCO Delivery - UAA 95.88   4.12 0.63 3.50 
  � Update/Leave 96.21   3.79 0.96 2.83 
  � Urban Update/Leave 96.62   3.38 0.66 2.72 
  � Internet 98.61   1.39 0.00 1.39 

Se
lf

 

  � Be Counted 96.41   3.59 0.00 3.59 
TOTAL – Enumerator Returns 87.83   12.17 0.88 11.29 
  � Coverage Edit Followup 93.09   6.91 1.13 5.77 
  � Telephone Questionnaire Assistance 99.19   0.81 0.00 0.81 
  � Nonresponse Followup 88.57   11.43 0.80 10.63 
  � Coverage Improvement Followup 77.16   22.84 1.56 21.28 
  � Update/Enumerate 89.89   10.11 0.94 9.17 
  � List/Enumerate 90.11   9.89 1.14 8.75 
  � Remote Alaska 96.30   3.70 1.77 1.93 
  � Other: T-Night, Orphans 54.00   46.00 0.85 45.15 

E
nu

m
er

at
or

 

  � Group Quarter Enumerations 0.00  100.00 0.00 100.00 
Sources:  HCEF_D’, HCUF Self Housing Unit Base:  78,299,626  

Enumerator Housing Unit Base:  26,992,873  
 
Table 31 displays imputation rates for the tenure item by household membership.  Note 
that the rates in this table refer to a subset of enumerator returns since there is no 
household membership question on self response forms.  The housing unit base is  
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25 million for this table and only includes returns from the NRFU, CIFU, U/E, L/E, and 
Remote Alaska operations. 
 
Household members give more complete data for the tenure item than do proxy 
respondents.  The total imputation rate for household members is 7.32 percent, nearly  
23 percentage points lower than the proxy imputation rate.  Within both household 
member and proxy respondents, the allocation rate for the tenure item is substantially 
higher than the assignment rate.  Compared to the overall assignment and allocation rates 
of 0.87 percent and 10.72 percent, respectively, the proxy respondent rates are higher 
than the overall rates while household members show a lower rate when compared to the 
average.  Universe counts corresponding to Table 31 appear in Appendix N, Table N-5. 
 

Table 31.  Imputation Rates by Household Membership* for Tenure 
Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 88.41   11.59 0.87 10.72 
  � household member 92.68   7.32 0.69 6.63 
  � proxy 69.91   30.09 1.61 28.48 
Difference 22.77  -22.77 -0.92 -21.85 
Source:  HCEF_D’ TOTAL Housing Unit Base:  25,047,589

 
4.2.7 Check-in date 
 
The check-in date is the earliest processing date for a Census 2000 form.  It represents the 
month and day that the form was read by the Census 2000 data capture system.  In 
Figures 7 and 8, these dates are grouped into week intervals.  For visual comparison 
purposes, these two figures are graphed on the same page and have similar total 
imputation rate ranges.   
 
Figure 7 graphs total imputation rates for self responses by check-in date.  The graph 
plots rates for each of the 100 percent population and housing unit data items.  The areas 
of this graph prior to March 5 and after August 12 includes every week interval which 
checked-in less than 10,000 people (less than 3,900 housing units). 
 
Overall, Figure 7 shows that the rates seem to follow the same general trend over time.  
Imputation rates for all items seem to show that self responses during March are the most 
complete.  Looking at specific items, Hispanic origin appears to almost consistently have 
the highest total imputation rates within self responses when compared to the other items.  
The imputation rate for Hispanic origin is highest during the week of June 25 to July 1 
when it peaked at about nine percent.  The sex item, on the other hand, seems to 
                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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consistently have the lowest total imputation rates over time in comparison to the other 
items.  The sex item imputation rates by week all appear to be less than four percent, and 
mostly ranging between two and four percent.  Tables of imputation rates for self 
responses by check-in date for all items appear in Appendix H, Tables H-1 through H-6. 
 
Figure 8 displays total imputation rates for enumerator returns by check-in date.  The area 
of this graph after September 2 includes every week interval which checked-in less than 
10,000 people (less than 3,900 housing units).  To make this graph comparable to  
Figure 7, the graph is only displayed up to a total imputation rate of 16 percent.  Due to 
this cut off, some values for the age and tenure items are not visible in Figure 8.  The age 
item total imputation rates for the week periods from July 16 and September 2 range from 
between about 20 and 28 percent.  The total imputation rates for the tenure item for the 
weeks from July 16 to August 19 and for the week from August 27 to September 2 range 
from about 17 to 22 percent. 
 
There is no general trend that appears for all items over the entire time.  This is likely a 
function of more than one operation happening at a time.  However, a common trend can 
be seen for the relationship, Hispanic origin, race, and sex items from early May to 
September.  Looking at early to mid-March, the imputation rates seem to rise and stay 
relatively constant until sometime in May.  This time frame coincides with the timing of 
the “enumerate” operations (Remote Alaska, L/E, U/E).  In June, another spike in the 
rates start to appear, especially for the age and tenure items.  This is likely due to the end 
of the NRFU operation and the start of the CIFU operation.  These rates climb through 
about the middle of August – a possible sign of lack of cooperation by the public over 
time.  Tables of imputation rates for enumerator returns by check-in date for all items 
appear in Appendix H, Tables H-7 through H-12. 
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Figure 7.  Total Imputation Rates for Self Responses
by Check-In Date (in percent)
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       Sources:  HCEF_D’, HCUF      
 

Figure 8.  Total Imputation Rates for Enumerator Returns 
by Check-In Date (in percent)
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4.3 Data completeness statistic 
 
Tables 32 through 35 give an idea of how often the responses for the five 100 percent 
population items (relationship, age, sex, Hispanic origin, and race) are “as reported” for a 
person.  The greater the number of data items that are non-imputed, the better the chance 
of quality data.  The following tables use a non-substituted person base of 270,202,119. 
 
Table 32 shows the number and percent of persons by the sum of non-imputed responses 
to the 100 percent person items.  In looking at the table, the responses for all five items 
are not imputed 88.11 percent of the time.  Persons whose data reflected at least four “as 
reported” responses account for 97.26 percent.  In other words, 97 percent of the time, a 
person provided data requiring no assignment or allocation to four or more of the five 
population items. 
 

Table 32.  Data Completeness Statistic: Number and 
Percent of Persons by Sum of Non-Imputed Responses to 
100 Percent Person Items 
Number of 
Characteristics 
Reported Number Percent 

Cumulative 
Percent 

TOTAL 270,202,119 100.00  
  � 5 of 5 238,071,569 88.11 88.11 
  � 4 of 5 24,734,641 9.15 97.26 
  � 3 of 5 3,322,714 1.23 98.49 
  � 2 of 5 1,487,397 0.55 99.04 
  � 1 of 5 235,963 0.09 99.13 
  � 0 of 5 2,349,835 0.87 100.00 
Source:  HCEF_D’ 

 
Table 33 displays the number and percent of persons by the sum of non-imputed 
responses to the 100 percent population items and form type.  This table shows the same 
information presented in Table 33, but broken down between short and long forms. 
 
Similar to the results we see in Table 33, the responses for all five items are not imputed 
about 88 percent of the time for both short and long forms.  As well, at least four of the 
five responses needed no assignment or allocation about 97 percent of the time for both 
short and long forms.  Universe counts corresponding to Table 33 appear in Appendix O, 
Table O-1. 
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Table 33.  Data Completeness Statistic: Percent of Persons by Sum of Non-Imputed 
Responses to 100 Percent Person Items and Form Type 
 TOTAL  short form  long form 
Number of 
Characteristics 
Reported Percent 

Cumulative 
Percent  Percent 

Cumulative 
Percent  Percent 

Cumulative 
Percent 

TOTAL 100.00  100.00  100.00  
  � 5 of 5  88.11 88.11 88.07 88.07 88.31 88.31 
  � 4 of 5 9.15 97.26 9.29 97.36 8.48 96.78 
  � 3 of 5 1.23 98.49 1.25 98.61 1.12 97.90 
  � 2 of 5 0.55 99.04 0.49 99.10 0.86 98.76 
  � 1 of 5 0.09 99.13 0.08 99.18 0.13 98.90 
  � 0 of 5 0.87 100.00 0.82 100.00 1.10 100.00 
Source:  HCEF_D’ Short Form Person Base:  225,589,359

Long Form Person Base:  44,612,760
 
Table 34 displays the number and percent of persons by the sum of non-imputed 
responses to the 100 percent population items and response mode.  This table shows the 
same information presented in Table 33, but broken down between self response and 
enumerator returns.  The data completeness statistic shows self response forms are likely 
to have more complete data on the five population items than enumerator returns.  Within 
self responses, all five items were non-imputed 89.91 percent of the time while 
enumerator returns were non-imputed 83.17 percent.  Within self response, 97.86 percent 
of the responses to four or more of the five characteristics were “as reported”.  On 
enumerator returns, only 95.63 percent of the responses to four or more of the five items 
did not need to be assigned or allocated.  Universe counts corresponding to Table 34 
appear in Appendix O, Table O-2. 
 
Table 34.  Data Completeness Statistic: Percent of Persons by Sum of Non-Imputed 
Responses to 100 Percent Person Items and Response Mode 
 TOTAL  self  enumerator 
Number of 
Characteristics 
Reported Percent 

Cumulative 
Percent  Percent 

Cumulative 
Percent  Percent 

Cumulative 
Percent 

TOTAL 100.00  100.00   100.00  
  � 5 of 5  88.11 88.11 89.91 89.91  83.17 83.17 
  � 4 of 5 9.15 97.26 7.95 97.86  12.46 95.63 
  � 3 of 5 1.23 98.49 1.05 98.91  1.71 97.34 
  � 2 of 5 0.55 99.04 0.24 99.15  1.40 98.74 
  � 1 of 5 0.09 99.13 0.06 99.21  0.17 98.91 
  � 0 of 5 0.87 100.00 0.79 100.00  1.09 100.00 
Source:  HCEF_D’ Self Person Base:  197,939,491

Enumerator Person Base:  72,262,628
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Table 35 displays the number and percent of persons by the sum of non-imputed 
responses to the 100 percent person items, form type, and response mode.  This table 
shows the interaction between form type and response mode for the data completeness 
statistic. 
 
The percent of “as reported” responses to the five data items is similar across short and 
long forms.  Within self response, the responses to all five items on the short form were 
not imputed 89.79 percent of the time.  On self response long forms, 90.64 percent of the 
responses on all five items were “as reported”.  For enumerator return short forms, the 
responses to all five items needed no assignment or allocation 82.96 percent of the time. 
This same rate for enumerator return long forms was 83.94 percent.  The numbers stay 
similarly consistent across form type when four or more responses to the five items are 
“as reported”. 
 
Comparing the percentages across response mode and within form type, self response 
forms appear to have more complete data than enumerator returns.  Within short forms, 
the percent of self response with all five items non-imputed is nearly seven percentage 
points more than for enumerator returns.  Within long forms, this same pattern can be 
seen.  The five items require imputation about seven percentage points more often on 
enumerator returns when compared to self response forms.  Universe counts 
corresponding to Table 35 appear in Appendix O, Table O-3. 

 
Table 35.  Data Completeness Statistic: Percent of Persons 
by Sum of Non-Imputed Responses to 100 Percent Person 
Items, Form Type, and Response Mode 
 short form  long form 
Number of 
Characteristics 
Reported Percent 

Cumulative 
Percent  Percent 

Cumulative 
Percent 

self 100.00  100.00  
  � 5 of 5  89.79 89.79 90.64 90.64 
  � 4 of 5 8.10 97.89 7.08 97.72 
  � 3 of 5 1.06 98.95 0.99 98.71 
  � 2 of 5 0.24 99.19 0.23 98.94 
  � 1 of 5 0.05 99.24 0.07 99.01 
  � 0 of 5 0.76 100.00 0.99 100.00 
enumerator 100.00  100.00  
  � 5 of 5  82.96 82.96 83.94 83.94 
  � 4 of 5 12.83 95.78  11.10 95.04 
  � 3 of 5 1.81 97.59 1.36 96.40 
  � 2 of 5 1.23 98.82 2.03 98.43 
  � 1 of 5 0.15 98.97 0.26 98.69 
  � 0 of 5 1.03 100.00 1.31 100.00 
Source:  HCEF_D’ Self Person Base:  197,939,491

Enumerator Person Base:  72,262,628  
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5. CONCLUSIONS 
 
• Nationwide, there were 1,464,793 whole household substitutions.  These 

represent 1.39 percent of the 105.5 million occupied housing units.  Within these 
substituted households, there were 3,441,154 substituted persons.  These persons 
account for 1.26 percent of the 273.6 million housing unit persons in the nation. 

 
• In general, data on short forms are more complete than on long forms.  Looking at 

total imputation rates, the relationship, sex, age, Hispanic origin, and tenure items 
all had short form rates that were less than long form rates.  The only item with a 
higher short form rate was race, and this was only 0.15 percentage points greater 
than the long form imputation rate. 

 
• In general, self responses generate more complete data than enumerator returns.  

Total imputation rates show that this is true for all items except Hispanic origin.  
For the Hispanic origin item, enumerator returns show a total imputation rate that 
is 0.37 percentage points lower than self responses. 

 
• In general, the breakdown by form language shows that data on English forms are 

more complete than the other languages.  English has the lowest total imputation 
rates for relationship, sex, and Hispanic origin.  It has the second lowest rate for 
age and tenure, and the third lowest rate for race when compared to the other 
languages.  Korean forms also have relative complete data.  The age and race 
items show Korean forms to have the lowest total imputation rates when 
compared to the other languages.  Korean forms also have the second lowest rates 
for relationship and sex.  Data on Tagalog forms show a low level of 
completeness, having the worst total imputation rate for relationship and sex.  
Tagalog also has worse than average imputation rates for the other four items. 

 
• In all cases, data for owners are more complete than for renters.  The total 

imputation rates for every item show that owners have consistently lower rates. 
 
• The breakdown by form source shows that Internet and TQA have, by far, the 

most complete data.  Internet has the lowest total imputation rate for the 
relationship, sex, and age items, while TQA gives the lowest rates for Hispanic 
origin, race, and tenure.  Data completeness on Internet forms for all items is 
excellent.  Data from USPS Delivery also have relatively low imputation rates.  
On the other end, Be Counted consistently shows high imputation rates.  The 
Remote Alaska and CIFU operations also give poor data, in general. 

 
• On enumerator returns, data for household members are more complete than for 

proxy respondents in all cases.  Every item showed household members to have 
lower total imputation rates than proxies. 

 
• In general, when looking at check-in date by week for self responses, the total 

imputation rates for all items increase over time following a similar trend.  For 
self responses, the sex item has the lowest rates across all weeks while Hispanic 
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origin has the highest.  The graph of check-in date for enumerator returns shows 
that rates seem to follow the timing of specific operations.  Rates appear high 
during the Remote Alaska, L/E, and U/E operations, and also around the end of 
the NRFU operation and during the beginning of the CIFU operation.  
Additionally, the rates seem to climb within some of the operations, signaling a 
possible lack of cooperation by the public over time. 

 
• Overall, the data completeness statistic shows that about 97 percent of  

non-substituted person records have at least four of the five 100 percent 
population items with non-imputed data.  Looking at the breakdown by response 
mode, it seems to confirm that self responses have more complete data than 
enumerator returns. 
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Appendix A:  Classification of Edit/Allocation Flag Variables Into Categories from the 
Hundred Percent Census Edited File with the Reinstated Housing Units (HCEF_D’) 
 

Item 
Variable 

(Variable Number) Category Values 

Non-imputed values 0 = As reported from code box 
1 = As reported from write-in 

Assigned values 2 = Value change for household consistency 
3 = Housing unit person is on a GQ form or 
Person is in a GQ 

Allocated values 4 = Allocated from hot deck 
5 = Allocated due to consistency check 

Relationship 
 

FREL (3028) 
 
Possible values: 
0, 1, 2, 3, 4, 5, 7 
 

Substituted values 7 = Substituted 

Non-imputed values 0 = As reported 

Assigned values 1 = From first name 
2 = Value edited for household consistency 

Allocated values 4 = Allocated from hot deck 
5 = Allocated due to consistency check 

Sex 
 

FSEX (3029) 
 
Possible values: 
0, 1, 2, 4, 5, 7 

Substituted values 7 = Substituted 

Non-imputed values 0 = Consistent as reported 
1 = Age only 
2 = Date of birth only 

Assigned values 3 = Inconsistent age and date of birth 

Allocated values 4 = Allocated from hot deck 

Age 
 

FAGE (3030) 
 
Possible values: 
0, 1, 2, 3, 4, 7 

Substituted values 7 = Substituted 

Non-imputed values 0 = 1 reported origin 
2 = Multiple response given a unique Hispanic 
or non-Hispanic code 

Assigned values 3 = Assign Hispanic from race code 

Allocated values 1 = Mixed Hispanic and non-Hispanic response 
blanked (replaced by 4-6 on HCEF_D’) 
4 = Allocated from within household 
5 = Allocated from hot deck (surname used) 
6 = Allocated from hot deck (surname not used) 

Hispanic 
origin 
 

FSPAN (3032) 
 
Possible values: 
0, 1, 2, 3, 4, 5, 6, 7 

Substituted values 7 = Substituted 

 - Continued on next page - 
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Item 
Variable 

(Variable Number) Category Values 

Non-imputed values 0 = As reported 

Assigned values 1 = Code changed through consistency edit 
3 = Classified from race response in Hispanic 
question 

Allocated values 4 = Allocated from within household 
5 = Allocated from hot deck 

Race 
 

FRACE (3033) 
 
Possible values: 
0, 1, 3, 4, 5, 7 

Substituted values 7 = Substituted 

Non-imputed values 0 = As reported 

Assigned values 1 = Assigned by consistency check 

Allocated values 4 = Allocated from hot deck 

Tenure 
 
Note: 
vacants 
included 

FTENURE (2031) 
 
Possible values: 
0, 1, 4 

Substituted values None 
 
* NOTE:  The data defined person variable (QDDP) is used in addition to the logic above.  As stated in the 
Methodology section of this report, a person record is considered totally allocated when it is not data 
defined and is imputed by the edit according to the QDDP variable.  However, some totally allocated 
persons have individual characteristics that are not considered allocated when examining the flag variables.
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Appendix B:  Variable and Variable Values for Scenarios Analyzed from the Hundred 
Percent Census Edited File with the Reinstated Housing Units (HCEF_D’) 
 

Response Mode Universe 

 (1A) RT=2 

long form (1B) RT=2 and RFT=02,04,06,10,12,18,20 Form Type 

short form (1C) RT=2 and RFT=01,03,05,07,09,11,17,19 

English (1D) RT=2 and *RBC17=0,6 or *RBC17=8,9 
and *RJIC1C2=6 

Spanish (1E) RT=2 and *RBC17=1,7 or *RBC17=8,9 
and *RJIC1C2=1,7 

Chinese (1F) RT=2 and *RBC17=8,9 and *RJIC1C2=2 

Korean (1G) RT=2 and *RBC17=8,9 and *RJIC1C2=3 

Tagalog (1H) RT=2 and *RBC17=8,9 and *RJIC1C2=4 

Vietnamese (1I) RT=2 and *RBC17=8,9 and *RJIC1C2=5 

Form Language 

not determined (1J) RT=2 and *RBC17=[-1],2,3,4,5 or 
*RBC=8,9 and *RJIC1C2=blank 

owner (1K) RT=2 and STENURE=1, 2 Tenure 
 
Note: 
imputed value used so that 
no blanks appear 

renter (1L) RT=2 and STENURE=3, 4 

HH member (1M) 3G, 3H, 3I, 3J, 3K and RHHMEM=1 

TOTAL 

 

Household Membership§ 
 
Note: 
blanks excluded in 
calculation 

proxy (1N) 3G, 3H, 3I, 3J, 3K and RHHMEM=2, 3 

 - Continued on next page - 
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Response Mode Universe 

TOTAL (2A) RT=2 and †RSOURCE=01, 03, 04, 05, 06, 
07, 08, 09, 10, 11, 12, 30 

long form (2B) 2A and RFT=02,04,10,12 Form Type 

short form (2C) 2A and RFT=01,03,07,09,11 

Check-In Date by week (2D) 2A and †REPDATE 

United States Postal Service delivery (2E) RT=2 and †RSOURCE=01 and 
UAA=0,1,2,3,4,6,7,8 or †RSOURCE=03,10 

Local Census Office delivery (UAA) (2F) RT=2 and †RSOURCE=01 and UAA=5 

Update/Leave (2G) RT=2 and †RSOURCE=04,05,06 

Urban Update/Leave (2H) RT=2 and †RSOURCE=07,08,09 

Internet (2I) RT=2 and †RSOURCE=30 

Self 

 

Form 
Source 

Be Counted (2J) RT=2 and †RSOURCE=11,12 

TOTAL (3A) RT=2 and †RSOURCE=blank, 13, 14, 15, 
16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 
28, 29, 31, 32, 33, 34, 35, 36, 37 

long form (3B) 3A and RFT=06,18,20 Form Type 

short form (3C) 3A and RFT=05,17,19 

Check-In Date by week (3D) RT=2 and †REPDATE 

Coverage Edit Followup (3E) RT=2 and †RSOURCE=34,35,36 

Telephone Questionnaire Assistance (3F) RT=2 and †RSOURCE=31,32,33 

Nonresponse Followup (3G) RT=2 and †RSOURCE=17,18,19,20,21 

Coverage Improvement Followup (3H) RT=2 and †RSOURCE=22,23,24 

Update/Enumerate (3I) RT=2 and †RSOURCE=14,15,16 

List/Enumerate (3J) RT=2 and †RSOURCE=13 and TEA=3 

Remote Alaska 

error checks 
where TEA ≠ 3,4 

(3K) RT=2 and †RSOURCE=13 and TEA=4 

Other (T-Night, “orphans”) (3L) RT=2 and †RSOURCE=25,37 

Enumerator 

 
 
 

Form 
Source 

Group Quarter Enumerations (3M) RT=2 and †RSOURCE=26,27,28,29 
*  Variable comes from the DRF2. 
 †  Variable comes from the HCUF. 
 §  The analysis of Household Membership only includes records from the Nonresponse Followup, 

Coverage Improvement Followup, Update/Enumerate, List/Enumerate, and Remote Alaska operations. 
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Appendix C:  Scenarios Analyzed for the Data Completeness Statistic 
 
Response 

Mode  Universe 

TOTAL Use “Non-imputed values” from the Category column in Appendix A and 1A 
from the Universe column in Appendix B 

long form Use “Non-imputed values” from the Category column in Appendix A and 1B 
from the Universe column in Appendix B 

TOTAL 

short form Use “Non-imputed values” from the Category column in Appendix A and 1C 
from the Universe column in Appendix B 

TOTAL Use “Non-imputed values” from the Category column in Appendix A and 2A 
from the Universe column in Appendix B 

long form Use “Non-imputed values” from the Category column in Appendix A and 2B 
from the Universe column in Appendix B 

Self 

short form Use “Non-imputed values” from the Category column in Appendix A and 2C 
from the Universe column in Appendix B 

TOTAL Use “Non-imputed values” from the Category column in Appendix A and 3A 
from the Universe column in Appendix B 

long form Use “Non-imputed values” from the Category column in Appendix A and 3B 
from the Universe column in Appendix B 

Enumerator 

short form Use “Non-imputed values” from the Category column in Appendix A and 3C 
from the Universe column in Appendix B 



  56

Appendix D:  Hundred Percent Census Edited File with the Reinstated Housing Units 
(HCEF_D’) Variable Definitions 
 
RT   RECORD TYPE 

1 = Block record 
2 = Housing unit record 
3 = Housing unit person record 
 

ST   COLLECTION FIPS STATE CODE (Right justified, zero filled) 
The state code for this block at the point in time when the collection blocks 
are numbered. 

 
COU   COLLECTION FIPS COUNTY CODE (Right justified, zero filled) 

The county code for this block at the point in time when the collection 
blocks are numbered. 

    
BKN   COLLECTION BLOCK NUMBER (Right justified, blank filled) 

This field must be used in conjunction with fields ST and COU. 
 
BKP   BLOCK PART 

blank = No block part 
alpha = Block part 

 
TEA   TYPE OF ENUMERATION AREA 

1 = Mailout Mailback 
2 = Update Leave 
3 = List Enumerate 
4 = Remote Alaska 
5 = “Rural” Update Enumerate (from TEA 2) 
6 = Military in Update Leave Area 
7 = Urban Update Leave 
8 = “Urban” Update Enumerate (converted from TEA 1) 
9 = Update Leave (converted from TEA 1) 

 
LCO   LOCAL CENSUS OFFICE CODE 
 
TRACT   NONRESPONSE FOLLOW-UP TRACT (This is the 1990 tract adjusted to 2000 

collection block boundaries.) 
This field must be used in conjunction with fields ST and. 
Implied decimal after 1st 4 digits. 

 
MAFID   MAF AND DMAF ID (EXCLUDING THE 2 CHARACTER CHECK DIGIT) 

characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

 



  57

UAA   UNDELIVERABLE AS ADDRESSED (UAA) 
0 = No UAA check-in 
1 = UAA check-in in NPC only 
2 = UAA check-in in NPC; in LCO check-in; no LCO check-out 
3 = UAA check-in in NPC; no LCO check-in; in LCO check-out 
4 = UAA check-in in NPC; in LCO check-in; in LCO check-out 
5 = No UAA check-in in NPC; in LCO check-in; no LCO check-out 
6 = No UAA check-in in NPC; no LCO check-in; in LCO check-out 
7 = No UAA check-in in NPC; in LCO check-in; in LCO check-out 
8 = Not enough Address information - Excluded from the Mailout 

 
RFT   FORM TYPE 

00  = No return record selected by DRF2 processing 
01  = D-1  (Short Form MR) 
02  = D-2  (Long Form MR) 
03  = D-1(UL)  (Short Form MR) 
04  = D-2(UL)  (Long Form MR) 
05  = D-1(E)  (Short Form EQ) 
06  = D-2(E)  (Long Form EQ) 
07  = D-10  (Be Counted) 
08  = (not used) 
09  = D-15A  (ICQ, Short) 
10  = D-15B  (ICQ, Long) 
11  = D-20A  (ICR, Short 
12  = D-20B  (ICR, Long) 
13  = (not used) 
14  = D-21  (MCR) 
15  = (not used) 
16  = D-23  (SCR) 
17  = D-1(E)SUPP (Enumerator Supplement, short) 
18  = D-2(E)SUPP (Enumerator Supplement, long) 
19  = D-1(E)(ccf) (Short EQ converted to continuation) 
20  = D-2(E)(ccf) (Long EQ converted to continuation) 

 
RHHMEM   RESPONDENT HOUSEHOLD MEMBER? [EQ only] 

blank = No response or not in universe 
1 = Lived here on April 1, 2000 [household member] 
2 = Moved in after April 1, 2000 
3 = Is neighbor or other 
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STENURE   “IS THIS HOUSE, APARTMENT, OR MOBILE HOME--” (This is the edited 
value of the RTENURE variable from the HCUF.) 
0 = Not in universe (vacant) 
1 = Owned by you or someone in this household with a mortgage or loan 
2 = Owned by you or someone in this household free and clear (without a 
mortgage or loan) 
3 = Rented for cash rent 
4 = Occupied without payment of cash rent 

 
FTENURE   STENURE EDIT/ALLOCATION FLAG 

0 = As reported 
1 = Assigned by consistency check 
4 = Allocated from hot deck 

 
PUID   UNIT ID NUMBER 

characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

 
QDDP   DATA DEFINED PERSON 

0 = Yes (The person is on the HCUF.) 
1 = No--imputed by the edit (Not a data defined person in a housing unit 
with a data defined person) 
2 = No--substituted by the edit 

 
FREL   QREL EDIT/ALLOCATION FLAG 

0 = As reported from code box 
1 = As reported from write-in 
2 = Value changed for household consistency 
3 = Housing unit person is on a GQ form or Person is in a GQ 
4 = Allocated from hot deck 
5 = Allocated due to consistency check 
7 = Substituted (QDDP=2) 

 
FSEX   QSEX EDIT/ALLOCATION FLAG 

0 = As reported 
1 = From first name 
2 = Value edited for household consistency 
4 = Allocated from hot deck 
5 = Allocated due to consistency check 
7 = Substituted (QDDP=2) 
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FAGE   QAGE EDIT/ALLOCATION FLAG 
0 = Consistent as reported 
1 = Age only 
2 = Date of birth only 
3 = Inconsistent age and date of birth 
4 = Allocated from hot deck 
7 = Substituted (QDDP=2) 

 
FSPAN   HISPANIC ORIGIN (QSPAN) EDIT/ALLOCATION FLAG 

0 = 1 reported origin 
1 = Mixed Hispanic and non-Hispanic response blanked (This value only 
applies to the pre-edited file; on the edited file [the HCEF] this value will be 
replaced by a 4-6.) 
2 = Multiple response given a unique Hispanic or Non-Hispanic code 
3 = Assign Hispanic from race code 
4 = Allocated from within household 
5 = Allocated from hot deck (surname used) 
6 = Allocated from hot deck (surname not used) 
7 = Substituted (QDDP=2) 
 

FRACE   RACE (QRACE1-QRACE8) EDIT/ALLOCATION FLAG 
0 = As reported 
1 = Code changed through consistency edit 
3 = Classified from race response in Hispanic question 
4 = Allocated from within household 
5 = Allocated from hot deck 
7 = Substituted (QDDP=2) 
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Appendix E:  Hundred Percent Census Unedited File (HCUF) Variable Definitions 
 
RT   RECORD TYPE 

2 = Housing unit record 
 
MAFID   MAF AND DMAF ID (EXCLUDING THE 2 CHARACTER CHECK DIGIT) 

characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

 
REPDATE   EARLIEST FORM PROCESSING DATE (from DCS2000 capture system) 

blank  = Date not captured 
0101-1231 = Earliest date (month and day) 

 
RSOURCE   SOURCE OF RETURN (RECODE) (From DRF2 Processing) 

blank = Not computed 
01 = Paper mail back questionnaire from mail out 
02 = (not used) 
03 = Paper mail back questionnaire from TQA mail out with NO ID  
04 = Paper mail back questionnaire from Update Leave 
05 = Paper mail back questionnaire from Update Leave ADD 
06 = Paper mail back questionnaire from Update Leave SUBSTITUTE 
07 = Paper mail back questionnaire from Urban Update Leave 
08 = Paper mail back questionnaire from Urban Update Leave ADD 
09 = Paper mail back questionnaire from Urban Update Leave SUBSTITUTE 
10 = Paper mail back questionnaire from Request for Foreign Language 
11 = Paper mail back questionnaire from BCF marked as whole household 
12 = Paper mail back questionnaire from BCF partial household (i.e., NOT marked as whole household) 
13 = Paper enumerator questionnaire from List Enumerate 
14   = Paper enumerator questionnaire from Update Enumerate 
15 = Paper enumerator questionnaire from Update Enumerate ADD  
16 = Paper enumerator questionnaire from Update Enumerate SUBSTITUTE  
17 = Paper enumerator questionnaire from Nonresponse Follow-up (NRFU) 
18 = Paper enumerator questionnaire from NRFU ADD 
19 = Paper enumerator questionnaire from NRFU SUBSTITUTE 
20 = Paper enumerator questionnaire from NRFU Whole Household Usual Home Elsewhere (WHUHE) 
21 = Paper enumerator questionnaire from NRFU In-mover 
22 = Paper enumerator questionnaire from Coverage Improvement Follow-up (CIFU) 
23 = Paper enumerator questionnaire from CIFU ADD 
24 = Paper enumerator questionnaire from CIFU SUBSTITUTE 
25 = Paper enumerator questionnaire from T-Night 
26 = Paper questionnaire for UHE from Service-based Enumeration (SBE) (ICQ) 
27 = Paper questionnaire for UHE from Group Quarters (GQ) enumeration (ICR) 
28 = Paper questionnaire for UHE from Military GQ enumeration (MCR) 
29 = Paper questionnaire for UHE from Shipboard GQ enumeration (SCR) 
30 = Electronic short form from IDC 
31 = Electronic TQA reverse-CATI short form 
32 = Electronic TQA reverse-CATI BCF for whole household 
33 = Electronic TQA reverse-CATI BCF for partial household 
34 = Electronic Coverage Edit Follow-up (CEFU) from long or short form 
35 = Electronic CEFU from BCF for whole household 
36 = Electronic CEFU from IDC 
37 = Paper enumerator continuation form – unlinked “orphan” 
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Appendix F:  Decennial Response File – Stage 2 (DRF2) Variable Definitions 
 
Record Types 2 and 3: Return-Level Record for Housing Units 
 
RUID   UNIT ID NUMBER (DMAF) 

characters 1-2 = state (when MAF ID was assigned) 
characters 3-5 = county 
characters 6-12 = sequence ID 

 
RFT   FORM TYPE (DRF2) 

1  = D-1  (Short Form MR) 
2  = D-2  (Long Form MR) 
3  = D-1(UL)  (Short Form MR) 
4  = D-2(UL)  (Long Form MR) 
5  = D-1(E)  (Short Form EQ) 
6  = D-2(E)  (Long Form EQ) 
7  = D-10  (Be Counted) 
8  = (not used) 
9  = D-15A  (ICQ, Short) 
10  = D-15B  (ICQ, Long) 
11  = D-20A  (ICR, Short 
12  = D-20B  (ICR, Long) 
13  = (not used) 
14  = D-21  (MCR) 
15  = (not used) 
16  = D-23  (SCR) 
17  = D-1(E)SUPP (Enumerator Supplement, short) 
18  = D-2(E)SUPP (Enumerator Supplement, long) 
19  = D-1(E)(ccf) (Short EQ converted to continuation) 
20  = D-2(E)(ccf) (Long EQ converted to continuation) 

 
RBC17  PRINTED BAR CODE CHARACTER 17 – Language (DRF2) 

-1 = No bar code 
0 = English (US) 
1 = Spanish (US) 
2 = Chinese 
3 = Korean 
4 = Tagalog 
5 = Vietnamese 
6 = English (PR) 
7 = Spanish (PR) 
8 = Transcribed from foreign language 
9 = Translated from foreign language 
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RSOURCE   SOURCE OF RETURN (Recode) (DRF2) 
-1 = Not computed 
1 = Paper mail back questionnaire from mail out 
2 = (not used) 
3 = Paper mail back questionnaire from TQA mail out with NO ID  
4 = Paper mail back questionnaire from Update Leave 
5 = Paper mail back questionnaire from Update Leave ADD 
6 = Paper mail back questionnaire from Update Leave SUBSTITUTE 
7 = Paper mail back questionnaire from Urban Update Leave 
8 = Paper mail back questionnaire from Urban Update Leave ADD 
9 = Paper mail back questionnaire from Urban Update Leave SUBSTITUTE 
10 = Paper mail back questionnaire from Request for Foreign Language 
11 = Paper mail back questionnaire from BCF marked as whole household 
12 = Paper mail back questionnaire from BCF partial household (i.e., NOT marked as whole household) 
13 = Paper enumerator questionnaire from List Enumerate 
14   = Paper enumerator questionnaire from Update Enumerate 
15 = Paper enumerator questionnaire from Update Enumerate ADD  
16 = Paper enumerator questionnaire from Update Enumerate SUBSTITUTE  
17 = Paper enumerator questionnaire from Nonresponse Follow-up (NRFU) 
18 = Paper enumerator questionnaire from NRFU ADD 
19 = Paper enumerator questionnaire from NRFU SUBSTITUTE 
20 = Paper enumerator questionnaire from NRFU Whole Household Usual Home Elsewhere (WHUHE) 
21 = Paper enumerator questionnaire from NRFU In-mover 
22 = Paper enumerator questionnaire from Coverage Improvement Follow-up (CIFU) 
23 = Paper enumerator questionnaire from CIFU ADD 
24 = Paper enumerator questionnaire from CIFU SUBSTITUTE 
25 = Paper enumerator questionnaire from T-Night 
26 = Paper questionnaire for UHE from Service-based Enumeration (SBE) (ICQ) 
27 = Paper questionnaire for UHE from Group Quarters (GQ) enumeration (ICR) 
28 = Paper questionnaire for UHE from Military GQ enumeration (MCR) 
29 = Paper questionnaire for UHE from Shipboard GQ enumeration (SCR) 
30 = Electronic short form from IDC 
31 = Electronic TQA reverse-CATI short form 
32 = Electronic TQA reverse-CATI BCF for whole household 
33 = Electronic TQA reverse-CATI BCF for partial household 
34 = Electronic Coverage Edit Follow-up (CEFU) from long or short form 
35 = Electronic CEFU from BCF for whole household 
36 = Electronic CEFU from IDC 
37 = Paper enumerator continuation form – unlinked “orphan” 

 
RPRSTAT  RETURN AND PSA HOUSEHOLD STATUS  (PSA) 

-1 = Not computed 
1 = Basic return for primary PSA household 
2 = Other return for primary PSA household 
3 = Basic return for non-primary PSA household 
4 = Other return for non-primary PSA household 
5 = Redundant 
6 = Ineligible 

 
RJIC1C2   JUST-IN-CASE #1, CHARACTER 2 [bcdef] 

on MR:  Language From Which Transcribed or Translated 
on EQ:  Interview Summary Item L – JIC1, Just-in-case #1, character 2 

blank = No response 
1 = Spanish (US) 
2 = Chinese 
3 = Korean 
4 = Tagalog 
5 = Vietnamese 
6 = English (PR) 
7 = Spanish (PR) 
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Appendix G:  Imputation Rates by Response Mode and Form Type for All Items 
 

Table G-1.  Imputation Rates by Response Mode and Form Type for Relationship Item 
(in percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 98.01  1.99 0.28 1.71 

  � short form 98.10   1.90 0.26 1.65 

  � long form 97.48   2.52 0.44 2.08 Se
lf

 

Difference 0.62  -0.62 -0.18 -0.44 

TOTAL – Enumerator Returns 95.87  4.13 0.69 3.44 

  � short form 95.94   4.06 0.71 3.35 

  � long form 95.62   4.38 0.62 3.76 E
nu

m
 

Difference 0.32  -0.32 0.09 -0.41 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491

Enumerator Person Base:  72,262,628
 
 

Table G-2.  Imputation Rates by Response Mode and Form Type for Sex Item (in 
percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 98.30  1.70 0.77 0.93 

  � short form 98.26   1.74 0.84 0.90 

  � long form 98.55   1.45 0.38 1.07 Se
lf

 

Difference -0.29  0.29 0.46 -0.17 

TOTAL – Enumerator Returns 97.24  2.76 1.18 1.59 

  � short form 97.35   2.65 1.14 1.51 

  � long form 96.83   3.17 1.31 1.86 E
nu

m
 

Difference 0.52  -0.52 -0.17 -0.35 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491

Enumerator Person Base:  72,262,628
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Table G-3.  Imputation Rates by Response Mode and Form Type for Age Item (in percent) 

       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 97.05  2.95 1.29 1.66 

  � short form 97.08   2.92 1.28 1.64 

  � long form 96.87   3.13 1.35 1.78 Se
lf

 

Difference 0.21  -0.21 -0.07 -0.14 

TOTAL – Enumerator Returns 89.08  10.92 1.89 9.03 

  � short form 88.98   11.02 1.96 9.07 

  � long form 89.44   10.56 1.65 8.91 E
nu

m
 

Difference -0.47  0.47 0.30 0.16 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 

Enumerator Person Base:  72,262,628 
 
 
Table G-4.  Imputation Rates by Response Mode and Form Type for Hispanic Origin Item 
(in percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 95.53  4.47 0.13 4.34 

  � short form 95.53   4.47 0.14 4.33 

  � long form 95.50   4.50 0.12 4.38 Se
lf

 

Difference 0.03  -0.03 0.02 -0.05 

TOTAL – Enumerator Returns 95.90  4.10 0.21 3.88 

  � short form 96.07   3.93 0.22 3.71 

  � long form 95.27   4.73 0.20 4.53 E
nu

m
 

Difference 0.80  -0.80 0.02 -0.82 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 

Enumerator Person Base:  72,262,628 
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Table G-5.  Imputation Rates by Response Mode and Form Type for Race Item (in 
percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 96.17  3.83 0.02 3.81 

  � short form 96.09   3.91 0.02 3.89 

  � long form 96.61   3.39 0.01 3.38 Se
lf

 

Difference -0.52  0.52 0.01 0.51 

TOTAL – Enumerator Returns 95.69  4.31 0.02 4.29 

  � short form 95.79   4.21 0.02 4.19 

  � long form 95.34   4.66 0.01 4.65 E
nu

m
 

Difference 0.45  -0.45 0.01 -0.46 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491

Enumerator Person Base:  72,262,628
 
 
Table G-6.  Imputation Rates by Response Mode and Form Type for Tenure Item (in 
percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 97.05  2.95 0.58 2.37 

  � short form 97.95   2.05 0.00 2.05 

  � long form 91.96   8.04 3.88 4.16 Se
lf

 

Difference 5.99   -5.99 -3.88 -2.11 

TOTAL – Enumerator Returns 87.83  12.17 0.88 11.29 

  � short form 91.04   8.96 0.00 8.96 

  � long form 76.44   23.56 3.99 19.57 E
nu

m
 

Difference 14.61  -14.61 -3.99 -10.61 
Sources:  HCEF_D’, HCUF Self Housing Unit Base:  78,299,626  

Enumerator Housing Unit Base:  26,992,873
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Appendix H:  Imputation Rates by Check-In Date for All Items 
 

Table H-1.  Self Response Imputation Rates by Check-In Date for 
Relationship Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Self Response 98.01  1.99 0.28 1.71 

  � Feb 27 – Mar 4 100.00  0.00 0.00 0.00 
  � Mar 5 – Mar 11 98.85  1.15 0.21 0.94 
  � Mar 12 – Mar 18 98.66  1.34 0.22 1.12 
  � Mar 19 – Mar 25 98.48  1.52 0.24 1.28 
  � Mar 26 – Apr 1 97.92  2.08 0.30 1.78 

  � Apr 2 – Apr 8 97.18  2.82 0.36 2.46 
  � Apr 9 – Apr 15 96.88  3.12 0.41 2.72 
  � Apr 16 – Apr 22 95.53  4.47 0.49 3.99 
  � Apr 23 – Apr 29 94.43  5.57 0.57 5.01 
  � Apr 30 – May 6 95.19  4.81 0.43 4.38 

  � May 7 – May 13 94.53  5.47 0.43 5.03 
  � May 14 – May 20 94.07  5.93 0.51 5.42 
  � May 21 – May 27 94.23  5.77 0.44 5.33 
  � May 28 – Jun 3 94.39  5.61 0.45 5.16 
  � Jun 4 – Jun 10 94.21  5.79 0.39 5.39 

  � Jun 11 – Jun 17 93.70  6.30 0.42 5.88 
  � Jun 18 – Jun 24 92.96  7.04 0.40 6.64 
  � Jun 25 – Jul 1 92.06  7.94 0.48 7.47 
  � Jul 2 – Jul 8 93.00  7.00 0.38 6.61 
  � Jul 9 – Jul 15 92.93  7.07 0.40 6.67 

  � Jul 16 – Jul 22 93.51  6.49 0.30 6.19 
  � Jul 23 – Jul 29 93.18  6.82 0.42 6.41 
  � Jul 30 – Aug 5 92.76  7.24 0.40 6.84 
  � Aug 6 – Aug 12 93.41  6.59 0.50 6.09 
  � Aug 13 – Aug 19 93.01  6.99 0.42 6.57 

  � Aug 20 – Aug 26 92.10  7.90 0.39 7.50 
  � Aug 27 – Sep 2 93.10  6.90 0.38 6.52 
  � Sep 3 – Sep 9 93.89  6.11 0.38 5.73 
  � After Sep 9 94.04  5.96 0.12 5.83 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 
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Table H-2.  Self Response Imputation Rates by Check-In Date for Sex 
Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Self Response 98.30   1.70 0.77 0.93 

  � Feb 27 – Mar 4 99.54   0.46 0.46 0.00 
  � Mar 5 – Mar 11 98.68   1.32 0.82 0.50 
  � Mar 12 – Mar 18 98.72   1.28 0.66 0.62 
  � Mar 19 – Mar 25 98.59   1.41 0.69 0.72 
  � Mar 26 – Apr 1 98.12   1.88 0.82 1.07 

  � Apr 2 – Apr 8 97.50   2.50 0.97 1.54 
  � Apr 9 – Apr 15 97.47   2.53 1.00 1.53 
  � Apr 16 – Apr 22 97.60   2.40 1.07 1.33 
  � Apr 23 – Apr 29 97.68   2.32 1.07 1.25 
  � Apr 30 – May 6 97.84   2.16 1.05 1.11 

  � May 7 – May 13 97.28   2.72 1.14 1.58 
  � May 14 – May 20 97.08   2.92 1.03 1.89 
  � May 21 – May 27 97.06   2.94 0.99 1.95 
  � May 28 – Jun 3 97.07   2.93 0.98 1.95 
  � Jun 4 – Jun 10 96.87   3.13 0.87 2.26 

  � Jun 11 – Jun 17 96.84   3.16 0.93 2.23 
  � Jun 18 – Jun 24 96.20   3.80 0.96 2.84 
  � Jun 25 – Jul 1 96.24   3.76 1.20 2.56 
  � Jul 2 – Jul 8 96.53   3.47 1.41 2.06 
  � Jul 9 – Jul 15 96.42   3.58 1.29 2.30 

  � Jul 16 – Jul 22 96.94   3.06 1.24 1.82 
  � Jul 23 – Jul 29 96.90   3.10 1.22 1.88 
  � Jul 30 – Aug 5 96.89   3.11 1.04 2.07 
  � Aug 6 – Aug 12 97.16   2.84 1.07 1.77 
  � Aug 13 – Aug 19 96.76   3.24 0.97 2.27 

  � Aug 20 – Aug 26 96.21   3.79 1.43 2.36 
  � Aug 27 – Sep 2 96.90   3.10 1.43 1.67 
  � Sep 3 – Sep 9 97.78   2.22 1.14 1.08 
  � After Sep 9 98.64   1.36 0.12 1.24 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 

 



  68

 
Table H-3.  Self Response Imputation Rates by Check-In Date for Age 
Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Self Response 97.05   2.95 1.29 1.66 

  � Feb 27 – Mar 4 100.00   0.00 0.00 0.00 
  � Mar 5 – Mar 11 97.73   2.27 1.18 1.09 
  � Mar 12 – Mar 18 97.61   2.39 1.23 1.16 
  � Mar 19 – Mar 25 97.44   2.56 1.24 1.32 
  � Mar 26 – Apr 1 96.87   3.13 1.32 1.81 

  � Apr 2 – Apr 8 96.04   3.96 1.42 2.54 
  � Apr 9 – Apr 15 95.92   4.08 1.43 2.64 
  � Apr 16 – Apr 22 95.82   4.18 1.51 2.66 
  � Apr 23 – Apr 29 95.75   4.25 1.50 2.76 
  � Apr 30 – May 6 95.93   4.07 1.49 2.58 

  � May 7 – May 13 95.45   4.55 1.48 3.07 
  � May 14 – May 20 94.86   5.14 1.57 3.57 
  � May 21 – May 27 94.73   5.27 1.55 3.72 
  � May 28 – Jun 3 94.61   5.39 1.57 3.82 
  � Jun 4 – Jun 10 94.38   5.62 1.52 4.10 

  � Jun 11 – Jun 17 94.08   5.92 1.51 4.41 
  � Jun 18 – Jun 24 93.54   6.46 1.49 4.97 
  � Jun 25 – Jul 1 93.50   6.50 1.60 4.90 
  � Jul 2 – Jul 8 93.63   6.37 1.75 4.61 
  � Jul 9 – Jul 15 93.75   6.25 1.54 4.72 

  � Jul 16 – Jul 22 94.43   5.57 1.74 3.83 
  � Jul 23 – Jul 29 94.15   5.85 1.81 4.04 
  � Jul 30 – Aug 5 93.58   6.42 1.72 4.70 
  � Aug 6 – Aug 12 94.47   5.53 1.50 4.03 
  � Aug 13 – Aug 19 94.33   5.67 1.48 4.19 

  � Aug 20 – Aug 26 92.96   7.04 1.32 5.72 
  � Aug 27 – Sep 2 94.10   5.90 1.62 4.28 
  � Sep 3 – Sep 9 95.24   4.76 1.51 3.24 
  � After Sep 9 94.54   5.46 1.74 3.72 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 
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Table H-4.  Self Response Imputation Rates by Check-In Date for 
Hispanic Origin Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Self Response 95.53   4.47 0.13 4.34 

  � Feb 27 – Mar 4 100.00   0.00 0.00 0.00 
  � Mar 5 – Mar 11 96.42   3.58 0.04 3.53 
  � Mar 12 – Mar 18 96.45   3.55 0.10 3.45 
  � Mar 19 – Mar 25 96.07   3.93 0.10 3.83 
  � Mar 26 – Apr 1 95.11   4.89 0.15 4.74 

  � Apr 2 – Apr 8 94.15   5.85 0.22 5.63 
  � Apr 9 – Apr 15 94.04   5.96 0.21 5.76 
  � Apr 16 – Apr 22 94.03   5.97 0.22 5.75 
  � Apr 23 – Apr 29 93.87   6.13 0.21 5.93 
  � Apr 30 – May 6 93.35   6.65 0.18 6.47 

  � May 7 – May 13 91.49   8.51 0.16 8.35 
  � May 14 – May 20 92.53   7.47 0.15 7.32 
  � May 21 – May 27 92.91   7.09 0.18 6.91 
  � May 28 – Jun 3 93.52   6.48 0.17 6.31 
  � Jun 4 – Jun 10 93.45   6.55 0.15 6.40 

  � Jun 11 – Jun 17 93.21   6.79 0.21 6.58 
  � Jun 18 – Jun 24 92.65   7.35 0.17 7.19 
  � Jun 25 – Jul 1 91.16   8.84 0.19 8.65 
  � Jul 2 – Jul 8 92.10   7.90 0.20 7.70 
  � Jul 9 – Jul 15 92.62   7.38 0.13 7.26 

  � Jul 16 – Jul 22 93.00   7.00 0.17 6.84 
  � Jul 23 – Jul 29 92.60   7.40 0.07 7.33 
  � Jul 30 – Aug 5 92.01   7.99 0.10 7.89 
  � Aug 6 – Aug 12 93.05   6.95 0.19 6.77 
  � Aug 13 – Aug 19 92.79   7.21 0.00 7.21 

  � Aug 20 – Aug 26 92.21   7.79 0.11 7.68 
  � Aug 27 – Sep 2 92.63   7.37 0.13 7.25 
  � Sep 3 – Sep 9 93.92   6.08 0.05 6.03 
  � After Sep 9 93.18   6.82 0.00 6.82 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 
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Table H-5.  Self Response Imputation Rates by Check-In Date for Race 
Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Self Response 96.17   3.83 0.02 3.81 

  � Feb 27 – Mar 4 99.54   0.46 0.00 0.46 
  � Mar 5 – Mar 11 97.99   2.01 0.01 2.01 
  � Mar 12 – Mar 18 96.97   3.03 0.01 3.02 
  � Mar 19 – Mar 25 96.85   3.15 0.01 3.13 
  � Mar 26 – Apr 1 95.80   4.20 0.02 4.18 

  � Apr 2 – Apr 8 94.33   5.67 0.02 5.65 
  � Apr 9 – Apr 15 94.32   5.68 0.02 5.66 
  � Apr 16 – Apr 22 94.23   5.77 0.02 5.75 
  � Apr 23 – Apr 29 93.72   6.28 0.03 6.25 
  � Apr 30 – May 6 94.94   5.06 0.03 5.04 

  � May 7 – May 13 95.02   4.98 0.03 4.95 
  � May 14 – May 20 94.70   5.30 0.03 5.27 
  � May 21 – May 27 94.42   5.58 0.03 5.56 
  � May 28 – Jun 3 94.64   5.36 0.02 5.34 
  � Jun 4 – Jun 10 94.29   5.71 0.02 5.69 

  � Jun 11 – Jun 17 93.74   6.26 0.02 6.23 
  � Jun 18 – Jun 24 93.53   6.47 0.02 6.45 
  � Jun 25 – Jul 1 93.38   6.62 0.05 6.57 
  � Jul 2 – Jul 8 93.90   6.10 0.03 6.07 
  � Jul 9 – Jul 15 93.89   6.11 0.03 6.09 

  � Jul 16 – Jul 22 93.75   6.25 0.00 6.25 
  � Jul 23 – Jul 29 94.34   5.66 0.02 5.64 
  � Jul 30 – Aug 5 94.72   5.28 0.02 5.26 
  � Aug 6 – Aug 12 94.62   5.38 0.04 5.34 
  � Aug 13 – Aug 19 94.40   5.60 0.04 5.56 

  � Aug 20 – Aug 26 95.14   4.86 0.00 4.86 
  � Aug 27 – Sep 2 95.14   4.86 0.02 4.84 
  � Sep 3 – Sep 9 96.24   3.76 0.11 3.65 
  � After Sep 9 94.29   5.71 0.25 5.46 
Sources:  HCEF_D’, HCUF Self Person Base:  197,939,491 
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Table H-6.  Self Response Imputation Rates by Check-In Date for Tenure 
Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Self Response 97.05   2.95 0.58 2.37 

  � Feb 27 – Mar 4 98.88   1.12 0.00 1.12 
  � Mar 5 – Mar 11 97.70   2.30 0.56 1.74 
  � Mar 12 – Mar 18 97.99   2.01 0.34 1.67 
  � Mar 19 – Mar 25 97.49   2.51 0.51 2.00 
  � Mar 26 – Apr 1 96.76   3.24 0.68 2.56 

  � Apr 2 – Apr 8 95.56   4.44 0.90 3.54 
  � Apr 9 – Apr 15 95.42   4.58 0.83 3.75 
  � Apr 16 – Apr 22 95.11   4.89 0.87 4.02 
  � Apr 23 – Apr 29 95.04   4.96 0.87 4.10 
  � Apr 30 – May 6 94.64   5.37 1.02 4.35 

  � May 7 – May 13 94.43   5.57 0.99 4.57 
  � May 14 – May 20 94.14   5.86 1.34 4.52 
  � May 21 – May 27 93.94   6.06 1.45 4.62 
  � May 28 – Jun 3 93.73   6.27 1.46 4.80 
  � Jun 4 – Jun 10 93.60   6.40 1.60 4.79 

  � Jun 11 – Jun 17 93.83   6.17 1.48 4.69 
  � Jun 18 – Jun 24 93.02   6.98 1.89 5.08 
  � Jun 25 – Jul 1 94.13   5.87 1.28 4.59 
  � Jul 2 – Jul 8 95.16   4.84 0.52 4.32 
  � Jul 9 – Jul 15 94.80   5.20 0.89 4.31 

  � Jul 16 – Jul 22 94.08   5.92 1.20 4.72 
  � Jul 23 – Jul 29 95.23   4.77 0.67 4.10 
  � Jul 30 – Aug 5 93.46   6.54 1.30 5.24 
  � Aug 6 – Aug 12 95.42   4.58 0.76 3.82 
  � Aug 13 – Aug 19 94.08   5.92 1.10 4.82 

  � Aug 20 – Aug 26 93.77   6.23 0.47 5.77 
  � Aug 27 – Sep 2 95.41   4.59 0.63 3.96 
  � Sep 3 – Sep 9 94.91   5.09 0.56 4.54 
  � After Sep 9 96.47   3.53 0.59 2.94 
Sources:  HCEF_D’, HCUF Self Housing Unit Base:  78,299,626 
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Table H-7.  Enumerator Response Imputation Rates by Check-In Date for 
Relationship Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Enumerator Returns 95.87   4.13 0.69 3.44 

  � Feb 27 – Mar 4 97.32   2.68 0.87 1.81 
  � Mar 5 – Mar 11 94.79   5.21 0.60 4.60 
  � Mar 12 – Mar 18 95.45   4.55 0.64 3.91 
  � Mar 19 – Mar 25 95.57   4.43 0.67 3.76 
  � Mar 26 – Apr 1 95.73   4.27 0.68 3.59 

  � Apr 2 – Apr 8 95.85   4.15 0.67 3.48 
  � Apr 9 – Apr 15 95.74   4.26 0.66 3.60 
  � Apr 16 – Apr 22 94.15   5.85 0.62 5.24 
  � Apr 23 – Apr 29 94.79   5.21 0.61 4.59 
  � Apr 30 – May 6 95.19   4.81 0.64 4.17 

  � May 7 – May 13 96.93   3.07 0.64 2.44 
  � May 14 – May 20 96.88   3.12 0.66 2.46 
  � May 21 – May 27 97.03   2.97 0.63 2.34 
  � May 28 – Jun 3 96.87   3.13 0.64 2.49 
  � Jun 4 – Jun 10 96.58   3.42 0.67 2.75 

  � Jun 11 – Jun 17 95.68   4.32 0.72 3.60 
  � Jun 18 – Jun 24 94.26   5.74 0.78 4.95 
  � Jun 25 – Jul 1 94.84   5.16 0.72 4.44 
  � Jul 2 – Jul 8 94.56   5.44 0.75 4.69 
  � Jul 9 – Jul 15 94.55   5.45 0.76 4.69 

  � Jul 16 – Jul 22 93.74   6.26 0.76 5.50 
  � Jul 23 – Jul 29 93.10   6.90 0.78 6.11 
  � Jul 30 – Aug 5 91.17   8.83 0.90 7.93 
  � Aug 6 – Aug 12 90.57   9.43 0.93 8.50 
  � Aug 13 – Aug 19 91.02   8.98 1.08 7.90 

  � Aug 20 – Aug 26 91.58   8.42 1.00 7.43 
  � Aug 27 – Sep 2 91.78   8.22 0.83 7.40 
  � Sep 3 – Sep 9 94.40   5.60 0.76 4.84 
  � After Sep 9 89.79   10.21 0.59 9.62 
Sources:  HCEF_D’, HCUF Enumerator Person Base:  72,262,628 
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Table H-8.  Enumerator Response Imputation Rates by Check-In Date for Sex 
Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Enumerator Returns 97.24   2.76 1.18 1.59 

  � Feb 27 – Mar 4 99.14   0.86 0.60 0.26 
  � Mar 5 – Mar 11 95.63   4.37 1.30 3.06 
  � Mar 12 – Mar 18 96.44   3.56 1.40 2.16 
  � Mar 19 – Mar 25 96.64   3.36 1.43 1.93 
  � Mar 26 – Apr 1 96.74   3.26 1.51 1.75 

  � Apr 2 – Apr 8 96.68   3.32 1.70 1.62 
  � Apr 9 – Apr 15 96.60   3.40 1.53 1.86 
  � Apr 16 – Apr 22 95.00   5.00 1.48 3.52 
  � Apr 23 – Apr 29 95.72   4.28 1.23 3.05 
  � Apr 30 – May 6 96.16   3.84 1.33 2.51 

  � May 7 – May 13 98.11   1.89 0.78 1.11 
  � May 14 – May 20 98.14   1.86 0.74 1.12 
  � May 21 – May 27 98.23   1.77 0.94 0.83 
  � May 28 – Jun 3 98.04   1.96 1.03 0.93 
  � Jun 4 – Jun 10 97.80   2.20 1.11 1.09 

  � Jun 11 – Jun 17 97.12   2.88 1.26 1.62 
  � Jun 18 – Jun 24 96.06   3.94 1.45 2.49 
  � Jun 25 – Jul 1 96.39   3.61 1.47 2.14 
  � Jul 2 – Jul 8 96.26   3.74 1.40 2.34 
  � Jul 9 – Jul 15 96.45   3.55 1.31 2.24 

  � Jul 16 – Jul 22 95.62   4.38 1.43 2.95 
  � Jul 23 – Jul 29 95.18   4.82 1.46 3.36 
  � Jul 30 – Aug 5 93.74   6.26 1.73 4.53 
  � Aug 6 – Aug 12 93.18   6.82 1.76 5.06 
  � Aug 13 – Aug 19 93.73   6.27 1.79 4.47 

  � Aug 20 – Aug 26 94.52   5.48 1.89 3.59 
  � Aug 27 – Sep 2 94.74   5.26 1.25 4.01 
  � Sep 3 – Sep 9 96.82   3.18 1.13 2.04 
  � After Sep 9 90.62   9.38 3.09 6.29 
Sources:  HCEF_D’, HCUF Enumerator Person Base:  72,262,628 
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Table H-9.  Enumerator Response Imputation Rates by Check-In Date for Age 
Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Enumerator Returns 89.08   10.92 1.89 9.03 

  � Feb 27 – Mar 4 97.41   2.59 0.02 2.57 
  � Mar 5 – Mar 11 92.53   7.47 1.19 6.28 
  � Mar 12 – Mar 18 91.46   8.54 1.26 7.28 
  � Mar 19 – Mar 25 91.08   8.92 1.28 7.64 
  � Mar 26 – Apr 1 90.47   9.53 1.32 8.20 

  � Apr 2 – Apr 8 89.12   10.88 1.40 9.48 
  � Apr 9 – Apr 15 90.07   9.93 1.39 8.54 
  � Apr 16 – Apr 22 89.10   10.90 1.58 9.32 
  � Apr 23 – Apr 29 90.79   9.21 1.44 7.77 
  � Apr 30 – May 6 90.62   9.38 1.54 7.83 

  � May 7 – May 13 93.91   6.09 2.09 4.00 
  � May 14 – May 20 93.09   6.91 2.07 4.84 
  � May 21 – May 27 92.31   7.69 2.07 5.61 
  � May 28 – Jun 3 91.58   8.42 2.01 6.40 
  � Jun 4 – Jun 10 90.24   9.76 2.02 7.73 

  � Jun 11 – Jun 17 86.95   13.05 1.94 11.11 
  � Jun 18 – Jun 24 84.16   15.84 1.81 14.03 
  � Jun 25 – Jul 1 88.13   11.87 1.85 10.02 
  � Jul 2 – Jul 8 85.02   14.98 1.85 13.13 
  � Jul 9 – Jul 15 85.37   14.63 1.78 12.86 

  � Jul 16 – Jul 22 78.20   21.80 1.65 20.15 
  � Jul 23 – Jul 29 76.68   23.32 1.65 21.67 
  � Jul 30 – Aug 5 72.37   27.63 1.61 26.03 
  � Aug 6 – Aug 12 72.49   27.51 1.82 25.69 
  � Aug 13 – Aug 19 77.25   22.75 2.08 20.67 

  � Aug 20 – Aug 26 80.19   19.81 2.03 17.77 
  � Aug 27 – Sep 2 78.24   21.76 1.90 19.86 
  � Sep 3 – Sep 9 86.61   13.39 1.82 11.57 
  � After Sep 9 56.41   43.59 0.59 42.99 
Sources:  HCEF_D’, HCUF Enumerator Person Base:  72,262,628 
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Table H-10.  Enumerator Response Imputation Rates by Check-In Date for 
Hispanic Origin Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Enumerator Returns 95.90   4.10 0.21 3.88 

  � Feb 27 – Mar 4 97.87   2.13 0.24 1.89 
  � Mar 5 – Mar 11 93.27   6.73 0.14 6.59 
  � Mar 12 – Mar 18 93.63   6.37 0.40 5.97 
  � Mar 19 – Mar 25 93.32   6.68 0.41 6.27 
  � Mar 26 – Apr 1 93.28   6.72 0.49 6.23 

  � Apr 2 – Apr 8 93.44   6.56 0.64 5.92 
  � Apr 9 – Apr 15 93.68   6.32 0.52 5.81 
  � Apr 16 – Apr 22 92.61   7.39 0.43 6.95 
  � Apr 23 – Apr 29 93.52   6.48 0.29 6.19 
  � Apr 30 – May 6 93.21   6.79 0.25 6.54 

  � May 7 – May 13 97.34   2.66 0.17 2.49 
  � May 14 – May 20 97.23   2.77 0.18 2.59 
  � May 21 – May 27 97.34   2.66 0.17 2.48 
  � May 28 – Jun 3 97.19   2.81 0.17 2.64 
  � Jun 4 – Jun 10 96.91   3.09 0.16 2.93 

  � Jun 11 – Jun 17 95.86   4.14 0.17 3.97 
  � Jun 18 – Jun 24 94.54   5.46 0.19 5.27 
  � Jun 25 – Jul 1 95.42   4.58 0.24 4.34 
  � Jul 2 – Jul 8 94.81   5.19 0.24 4.95 
  � Jul 9 – Jul 15 94.96   5.04 0.27 4.77 

  � Jul 16 – Jul 22 93.37   6.63 0.17 6.46 
  � Jul 23 – Jul 29 92.70   7.30 0.16 7.14 
  � Jul 30 – Aug 5 91.43   8.57 0.14 8.43 
  � Aug 6 – Aug 12 91.54   8.46 0.17 8.29 
  � Aug 13 – Aug 19 92.12   7.88 0.25 7.64 

  � Aug 20 – Aug 26 92.96   7.04 0.29 6.75 
  � Aug 27 – Sep 2 93.60   6.40 0.21 6.19 
  � Sep 3 – Sep 9 94.78   5.22 0.15 5.07 
  � After Sep 9 87.05   12.95 0.48 12.47 
Sources:  HCEF_D’, HCUF Enumerator Person Base:  72,262,628 

 



  76

 
Table H-11.  Enumerator Response Imputation Rates by Check-In Date for 
Race Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Enumerator Returns 95.69   4.31 0.02 4.29 

  � Feb 27 – Mar 4 97.29   2.71 0.01 2.70 
  � Mar 5 – Mar 11 94.19   5.81 0.04 5.77 
  � Mar 12 – Mar 18 89.22   10.78 0.12 10.66 
  � Mar 19 – Mar 25 89.37   10.63 0.12 10.51 
  � Mar 26 – Apr 1 89.43   10.57 0.09 10.49 

  � Apr 2 – Apr 8 89.23   10.77 0.07 10.71 
  � Apr 9 – Apr 15 90.58   9.42 0.05 9.38 
  � Apr 16 – Apr 22 90.47   9.53 0.04 9.49 
  � Apr 23 – Apr 29 92.17   7.83 0.04 7.79 
  � Apr 30 – May 6 93.16   6.84 0.03 6.81 

  � May 7 – May 13 97.61   2.39 0.01 2.38 
  � May 14 – May 20 97.47   2.53 0.01 2.52 
  � May 21 – May 27 97.58   2.42 0.01 2.41 
  � May 28 – Jun 3 97.43   2.57 0.01 2.56 
  � Jun 4 – Jun 10 97.14   2.86 0.01 2.85 

  � Jun 11 – Jun 17 96.09   3.91 0.01 3.90 
  � Jun 18 – Jun 24 94.77   5.23 0.01 5.21 
  � Jun 25 – Jul 1 95.53   4.47 0.01 4.46 
  � Jul 2 – Jul 8 94.87   5.13 0.01 5.12 
  � Jul 9 – Jul 15 95.06   4.94 0.01 4.94 

  � Jul 16 – Jul 22 93.71   6.29 0.01 6.28 
  � Jul 23 – Jul 29 93.20   6.80 0.01 6.79 
  � Jul 30 – Aug 5 92.00   8.00 0.01 7.99 
  � Aug 6 – Aug 12 91.87   8.13 0.02 8.10 
  � Aug 13 – Aug 19 92.62   7.38 0.02 7.35 

  � Aug 20 – Aug 26 93.66   6.34 0.03 6.32 
  � Aug 27 – Sep 2 95.00   5.00 0.02 4.99 
  � Sep 3 – Sep 9 95.61   4.39 0.00 4.39 
  � After Sep 9 89.31   10.69 0.00 10.69 
Sources:  HCEF_D’, HCUF Enumerator Person Base:  72,262,628 
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Table H-12.  Enumerator Response Imputation Rates by Check-In Date for 
Tenure Item (in percent) 
   Imputed 
Check-In Date 
(by week) 

As 
Reported  Total Assigned Allocated 

TOTAL – Enumerator Returns 87.83   12.17 0.88 11.29 

  � Feb 27 – Mar 4 99.08   0.92 0.00 0.92 
  � Mar 5 – Mar 11 94.77   5.23 1.30 3.94 
  � Mar 12 – Mar 18 95.21   4.79 0.68 4.11 
  � Mar 19 – Mar 25 93.79   6.21 1.05 5.16 
  � Mar 26 – Apr 1 93.18   6.82 1.16 5.65 

  � Apr 2 – Apr 8 91.81   8.19 1.45 6.74 
  � Apr 9 – Apr 15 92.01   7.99 1.37 6.62 
  � Apr 16 – Apr 22 90.70   9.30 1.26 8.04 
  � Apr 23 – Apr 29 89.08   10.92 0.56 10.36 
  � Apr 30 – May 6 86.71   13.29 0.78 12.51 

  � May 7 – May 13 92.96   7.04 0.50 6.53 
  � May 14 – May 20 92.90   7.10 0.52 6.58 
  � May 21 – May 27 91.63   8.37 0.58 7.79 
  � May 28 – Jun 3 91.04   8.96 0.65 8.32 
  � Jun 4 – Jun 10 90.48   9.52 0.59 8.93 

  � Jun 11 – Jun 17 86.90   13.10 0.93 12.17 
  � Jun 18 – Jun 24 80.45   19.55 1.41 18.14 
  � Jun 25 – Jul 1 80.15   19.85 1.86 17.99 
  � Jul 2 – Jul 8 81.83   18.17 1.08 17.09 
  � Jul 9 – Jul 15 82.59   17.41 1.14 16.27 

  � Jul 16 – Jul 22 76.66   23.34 1.54 21.79 
  � Jul 23 – Jul 29 75.28   24.72 1.48 23.24 
  � Jul 30 – Aug 5 68.48   31.52 1.55 29.97 
  � Aug 6 – Aug 12 67.46   32.54 1.33 31.20 
  � Aug 13 – Aug 19 64.35   35.65 0.89 34.76 

  � Aug 20 – Aug 26 74.04   25.96 1.22 24.74 
  � Aug 27 – Sep 2 77.98   22.02 1.67 20.34 
  � Sep 3 – Sep 9 81.36   18.64 1.80 16.83 
  � After Sep 9 60.81   39.19 1.71 37.47 
Sources:  HCEF_D’, HCUF Enumerator Housing Unit Base:  26,992,873  
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Appendix I:  Number of Imputed Persons for Relationship Item with Allocation 
Breakdown 
 
Table I-1.  Imputation Counts by Form Type and Imputation Counts by Response Mode for 
Relationship Item 
   Imputed 
      Allocated 
 As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 263,269,187   6,932,932 1,055,675  5,877,257 2,333,112 3,544,145 

  � short form 220,070,000   5,519,359 832,107  4,687,252 1,844,779 2,842,473 
  � long form 43,199,187   1,413,573 223,568  1,190,005 488,333 701,672 

  � self 193,990,677   3,948,814 557,785  3,391,029 1,553,206 1,837,823 
  � enumerator 69,278,510   2,984,118 497,890  2,486,228 779,906 1,706,322 

Source:  HCEF_D’, HCUF 
 
 

Table I-2.  Imputation Counts by Form Type and Response Mode for Relationship Item 
       Imputed 

       Allocated 

  
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 193,990,677   3,948,814 557,785 3,391,029 1,553,206 1,837,823

  � short form 165,635,631   3,215,299 430,658 2,784,641 1,265,842 1,518,799Se
lf

 

  � long form 28,355,046   733,515 127,127 606,388 287,364 319,024

TOTAL – Enumerator Returns 69,278,510   2,984,118 497,890 2,486,228 779,906 1,706,322

  � short form 54,434,369   2,304,060 401,449 1,902,611 578,937 1,323,674

E
nu

m
 

  � long form 14,844,141   680,058 96,441 583,617 200,969 382,648

Source:  HCEF_D’, HCUF 
 
 

Table I-3.  Imputation Counts by Form Language for Relationship Item 
   Imputed 
      Allocated 

Form Language 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 263,269,187   6,932,932 1,055,675  5,877,257 2,333,112 3,544,145 

  � English 257,830,078   6,500,540 1,005,920  5,494,620 2,118,391 3,376,229 
  � Spanish 2,835,520   211,360 16,748  194,612 110,529 84,083 
  � Chinese 163,058   10,401 991  9,410 4,696 4,714 
  � Korean 106,219   3,993 762  3,231 1,185 2,046 
  � Tagalog 11,037   1,239 158  1,081 553 528 
  � Vietnamese 109,842   9,042 314  8,728 4,430 4,298 
  � not determined 2,213,433   196,357 30,782  165,575 93,328 72,247 

Sources:  HCEF_D’, DRF2 
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Table I-4.  Imputation Counts by Tenure for Relationship Item 
   Imputed 
      Allocated 

Tenure 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 263,269,187   6,932,932 1,055,675  5,877,257 2,333,112 3,544,145 

  � owner 182,232,934   3,955,642 605,336  3,350,306 1,353,386 1,996,920 
  � renter 81,036,253   2,977,290 450,339  2,526,951 979,726 1,547,225 

Sources:  HCEF_D’ 
 
 

Table I-5.  Imputation Counts by Form Source for Relationship Item 
       Imputed 

       Allocated 

 Form Source 
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 193,990,677   3,948,814 557,785 3,391,029 1,553,206 1,837,823

  � USPS Delivery 158,592,901   3,282,165 446,845 2,835,320 1,314,874 1,520,446

  � LCO Delivery - UAA 568,209   14,309 1,889 12,420 5,062 7,358

  � Update/Leave 34,052,694   580,300 90,980 489,320 207,372 281,948

  � Urban Update/Leave 320,772   7,440 1,116 6,324 2,760 3,564

  � Internet 171,077   2,214 320 1,894 1,238 656

Se
lf

 

  � Be Counted 285,024   62,386 16,635 45,751 21,900 23,851

TOTAL – Enumerator Returns 69,278,510   2,984,118 497,890 2,486,228 779,906 1,706,322

  � Coverage Edit Followup 6,918,767   312,824 48,880 263,944 88,802 175,142

  � Telephone Questionnaire Assistance 151,211   4,484 1,659 2,825 238 2,587

  � Nonresponse Followup 55,729,884   2,278,412 396,889 1,881,523 559,736 1,321,787

  � Coverage Improvement Followup 4,297,305   288,240 37,292 250,948 82,425 168,523

  � Update/Enumerate 1,563,032   63,991 8,237 55,754 27,036 28,718

  � List/Enumerate 534,549   25,251 2,573 22,678 14,757 7,921

  � Remote Alaska 48,302   6,930 169 6,761 6,351 410

E
nu
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  � Other: T-Night, Orphans 35,460   3,986 2,191 1,795 561 1,234

Source:  HCEF_D’, HCUF 
 
 

Table I-6.  Imputation Counts by Household Membership for Relationship Item 
   Imputed 
      Allocated 
Household 
Membership 

As 
Reported 

 
Total Assigned  Total Totally Other 

TOTAL 61,242,623   2,571,335 433,792  2,137,543 662,829 1,474,714 

  � household member 54,313,663   1,876,139 356,552  1,519,587 463,117 1,056,470 
  � proxy 6,928,960   695,196 77,240  617,956 199,712 418,244 

Sources:  HCEF_D’ 
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Appendix J:  Number of Imputed Persons for Sex Item with Allocation Breakdown 
 
Table J-1.  Imputation Counts by Form Type and Imputation Counts by Response Mode for Sex Item 
   Imputed 
      Allocated 
 As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 264,840,365   5,361,754 2,380,750  2,981,004 2,333,112 647,892 

  � short form 221,141,777   4,447,582 2,065,676  2,381,906 1,844,779 537,127 
  � long form 43,698,588   914,172 315,074  599,098 488,333 110,765 

  � self 194,573,178   3,366,313 1,530,686  1,835,627 1,553,206 282,421 
  � enumerator 70,267,187   1,995,441 850,064  1,145,377 779,906 365,471 

Source:  HCEF_D’, HCUF 
 
 

Table J-2.  Imputation Counts by Form Type and Response Mode for Sex Item 
       Imputed 

       Allocated 

  
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 194,573,178   3,366,313 1,530,686 1,835,627 1,553,206 282,421

  � short form 165,907,127   2,943,803 1,418,949 1,524,854 1,265,842 259,012Se
lf

 

  � long form 28,666,051   422,510 111,737 310,773 287,364 23,409

TOTAL – Enumerator Returns 70,267,187   1,995,441 850,064 1,145,377 779,906 365,471

  � short form 55,234,650   1,503,779 646,727 857,052 578,937 278,115

E
nu

m
 

  � long form 15,032,537   491,662 203,337 288,325 200,969 87,356

Source:  HCEF_D’, HCUF 
 
 

Table J-3.  Imputation Counts by Form Language for Sex Item 
   Imputed 
      Allocated 

Form Language 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 264,840,365   5,361,754 2,380,750  2,981,004 2,333,112 647,892 

  � English 259,304,894   5,025,724 2,277,237  2,748,487 2,118,391 630,096 
  � Spanish 2,853,865   193,015 71,856  121,159 110,529 10,630 
  � Chinese 166,226   7,233 2,077  5,156 4,696 460 
  � Korean 107,603   2,609 1,185  1,424 1,185 239 
  � Tagalog 11,405   871 233  638 553 85 
  � Vietnamese 112,286   6,598 1,917  4,681 4,430 251 
  � not determined 2,284,086   125,704 26,245  99,459 93,328 6,131 

Sources:  HCEF_D’, DRF2 
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Table J-4.  Imputation Counts by Tenure for Sex Item 
   Imputed 
      Allocated 

Tenure 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 264,840,365   5,361,754 2,380,750  2,981,004 2,333,112 647,892 

  � owner 183,010,121   3,178,455 1,485,937  1,692,518 1,353,386 339,132 
  � renter 81,830,244   2,183,299 894,813  1,288,486 979,726 308,760 

Sources:  HCEF_D’ 
 
 

Table J-5.  Imputation Counts by Form Source for Sex Item 
       Imputed 

       Allocated 

 Form Source 
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 194,573,178   3,366,313 1,530,686 1,835,627 1,553,206 282,421

  � USPS Delivery 159,107,087   2,767,979 1,224,015 1,543,964 1,314,874 229,090

  � LCO Delivery - UAA 570,544   11,974 5,499 6,475 5,062 1,413

  � Update/Leave 34,082,846   550,148 292,451 257,697 207,372 50,325

  � Urban Update/Leave 321,014   7,198 3,696 3,502 2,760 742

  � Internet 171,279   2,012 678 1,334 1,238 96

Se
lf

 

  � Be Counted 320,408   27,002 4,347 22,655 21,900 755

TOTAL – Enumerator Returns 70,267,187   1,995,441 850,064 1,145,377 779,906 365,471

  � Coverage Edit Followup 6,989,085   242,506 112,883 129,623 88,802 40,821

  � Telephone Questionnaire Assistance 154,860   835 565 270 238 32

  � Nonresponse Followup 56,531,583   1,476,713 647,220 829,493 559,736 269,757

  � Coverage Improvement Followup 4,389,281   196,264 63,308 132,956 82,425 50,531

  � Update/Enumerate 1,576,775   50,248 19,936 30,312 27,036 3,276

  � List/Enumerate 538,768   21,032 5,357 15,675 14,757 918

  � Remote Alaska 48,484   6,748 358 6,390 6,351 39
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  � Other: T-Night, Orphans 38,351   1,095 437 658 561 97

Source:  HCEF_D’, HCUF 
 
 

Table J-6.  Imputation Counts by Household Membership for Sex Item 
   Imputed 
      Allocated 
Household 
Membership 

As 
Reported 

 
Total Assigned  Total Totally Other 

TOTAL 62,132,240   1,681,718 706,812  974,906 662,829 312,077 

  � household member 54,974,856   1,214,946 608,701  606,245 463,117 143,128 
  � proxy 7,157,384   466,772 98,111  368,661 199,712 168,949 

Sources:  HCEF_D’ 
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Appendix K:  Number of Imputed Persons for Age Item with Allocation Breakdown 
 
Table K-1.  Imputation Counts by Form Type and Imputation Counts by Response Mode for Age 
Item 
   Imputed 
      Allocated 
 As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 256,469,050   13,733,069 3,926,165  9,806,904 2,333,112 7,473,792 

  � short form 214,404,990   11,184,369 3,276,549  7,907,820 1,844,779 6,063,041 
  � long form 42,064,060   2,548,700 649,616  1,899,084 488,333 1,410,751 

  � self 192,100,573   5,838,918 2,559,704  3,279,214 1,553,206 1,726,008 
  � enumerator 64,368,477   7,894,151 1,366,461  6,527,690 779,906 5,747,784 

Source:  HCEF_D’, HCUF 
 
 

Table K-2.  Imputation Counts by Form Type and Response Mode for Age Item 
       Imputed 

       Allocated 

  
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 192,100,573   5,838,918 2,559,704 3,279,214 1,553,206 1,726,008

  � short form 163,921,639   4,929,291 2,166,483 2,762,808 1,265,842 1,496,966Se
lf

 

  � long form 28,178,934   909,627 393,221 516,406 287,364 229,042

TOTAL – Enumerator Returns 64,368,477   7,894,151 1,366,461 6,527,690 779,906 5,747,784

  � short form 50,483,351   6,255,078 1,110,066 5,145,012 578,937 4,566,075

E
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  � long form 13,885,126   1,639,073 256,395 1,382,678 200,969 1,181,709

Source:  HCEF_D’, HCUF 
 
 

Table K-3.  Imputation Counts by Form Language for Age Item 
   Imputed 
      Allocated 

Form Language 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 256,469,050   13,733,069 3,926,165  9,806,904 2,333,112 7,473,792 

  � English 251,161,010   13,169,608 3,815,194  9,354,414 2,118,391 7,236,023 
  � Spanish 2,753,512   293,368 68,716  224,652 110,529 114,123 
  � Chinese 163,981   9,478 2,033  7,445 4,696 2,749 
  � Korean 106,899   3,313 1,245  2,068 1,185 883 
  � Tagalog 11,101   1,175 223  952 553 399 
  � Vietnamese 111,084   7,800 1,597  6,203 4,430 1,773 
  � not determined 2,161,463   248,327 37,157  211,170 93,328 117,842 

Sources:  HCEF_D’, DRF2 
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Table K-4.  Imputation Counts by Tenure for Age Item 
   Imputed 
      Allocated 

Tenure 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 256,469,050   13,733,069 3,926,165  9,806,904 2,333,112 7,473,792 

  � owner 178,481,373   7,707,203 2,439,537  5,267,666 1,353,386 3,914,280 
  � renter 77,987,677   6,025,866 1,486,628  4,539,238 979,726 3,559,512 

Sources:  HCEF_D’ 
 
 

Table K-5.  Imputation Counts by Form Source for Age Item 
       Imputed 

       Allocated 

 Form Source 
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 192,100,573   5,838,918 2,559,704 3,279,214 1,553,206 1,726,008

  � USPS Delivery 157,043,839   4,831,227 2,127,325 2,703,902 1,314,874 1,389,028

  � LCO Delivery - UAA 560,479   22,039 8,785 13,254 5,062 8,192

  � Update/Leave 33,692,592   940,402 413,493 526,909 207,372 319,537

  � Urban Update/Leave 317,351   10,861 4,580 6,281 2,760 3,521

  � Internet 170,737   2,554 574 1,980 1,238 742

Se
lf

 

  � Be Counted 315,575   31,835 4,947 26,888 21,900 4,988

TOTAL – Enumerator Returns 64,368,477   7,894,151 1,366,461 6,527,690 779,906 5,747,784

  � Coverage Edit Followup 6,531,081   700,510 96,364 604,146 88,802 515,344

  � Telephone Questionnaire Assistance 151,199   4,496 62 4,434 238 4,196

  � Nonresponse Followup 51,974,421   6,033,875 1,151,468 4,882,407 559,736 4,322,671

  � Coverage Improvement Followup 3,594,621   990,924 76,061 914,863 82,425 832,438

  � Update/Enumerate 1,516,283   110,740 32,326 78,414 27,036 51,378

  � List/Enumerate 519,184   40,616 8,750 31,866 14,757 17,109

  � Remote Alaska 46,806   8,426 750 7,676 6,351 1,325
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  � Other: T-Night, Orphans 34,882   4,564 680 3,884 561 3,323

Source:  HCEF_D’, HCUF 
 
 

Table K-6.  Imputation Counts by Household Membership for Age Item 
   Imputed 
      Allocated 
Household 
Membership 

As 
Reported 

 
Total Assigned  Total Totally Other 

TOTAL 56,818,698   6,995,260 1,244,368  5,750,892 662,829 5,088,063 

  � household member 52,449,168   3,740,634 1,174,119  2,566,515 463,117 2,103,398 
  � proxy 4,369,530   3,254,626 70,249  3,184,377 199,712 2,984,665 

Sources:  HCEF_D’ 
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Appendix L:  Number of Imputed Persons for Hispanic Origin Item with Allocation 
Breakdown 
 

Table L-1.  Imputation Counts by Form Type and Imputation Counts by Response Mode for Hispanic 
Origin Item 
   Imputed 
      Allocated 
 As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 258,386,433   11,815,686 417,786  11,397,900 2,333,112 9,064,788 

  � short form 215,817,061   9,772,298 352,609  9,419,689 1,844,779 7,574,910 
  � long form 42,569,372   2,043,388 65,177  1,978,211 488,333 1,489,878 

  � self 189,085,963   8,853,528 263,026  8,590,502 1,553,206 7,037,296 
  � enumerator 69,300,470   2,962,158 154,760  2,807,398 779,906 2,027,492 

Source:  HCEF_D’, HCUF 
 
 

Table L-2.  Imputation Counts by Form Type and Response Mode for Hispanic Origin Item 
       Imputed 

       Allocated 

  
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 189,085,963   8,853,528 263,026 8,590,502 1,553,206 7,037,296

  � short form 161,306,596   7,544,334 228,376 7,315,958 1,265,842 6,050,116Se
lf

 

  � long form 27,779,367   1,309,194 34,650 1,274,544 287,364 987,180

TOTAL – Enumerator Returns 69,300,470   2,962,158 154,760 2,807,398 779,906 2,027,492

  � short form 54,510,465   2,227,964 124,233 2,103,731 578,937 1,524,794

E
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  � long form 14,790,005   734,194 30,527 703,667 200,969 502,698

Source:  HCEF_D’, HCUF 
 
 

Table L-3.  Imputation Counts by Form Language for Hispanic Origin Item 
   Imputed 
      Allocated 

Form Language 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 258,386,433   11,815,686 417,786  11,397,900 2,333,112 9,064,788 

  � English 253,003,305   11,327,313 372,548  10,954,765 2,118,391 8,836,374 
  � Spanish 2,800,423   246,457 41,326  205,131 110,529 94,602 
  � Chinese 137,898   35,561 25  35,536 4,696 30,840 
  � Korean 100,448   9,764 9  9,755 1,185 8,570 
  � Tagalog 10,648   1,628 22  1,606 553 1,053 
  � Vietnamese 94,247   24,637 8  24,629 4,430 20,199 
  � not determined 2,239,464   170,326 3,848  166,478 93,328 73,150 

Sources:  HCEF_D’, DRF2 
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Table L-4.  Imputation Counts by Tenure for Hispanic Origin Item 
   Imputed 
      Allocated 

Tenure 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 258,386,433   11,815,686 417,786  11,397,900 2,333,112 9,064,788 

  � owner 179,027,930   7,160,646 194,175  6,966,471 1,353,386 5,613,085 
  � renter 79,358,503   4,655,040 223,611  4,431,429 979,726 3,451,703 

Sources:  HCEF_D’ 
 
 

Table L-5.  Imputation Counts by Form Source for Hispanic Origin Item 
       Imputed 

       Allocated 

 Form Source 
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 189,085,963   8,853,528 263,026 8,590,502 1,553,206 7,037,296

  � USPS Delivery 154,705,340   7,169,726 240,510 6,929,216 1,314,874 5,614,342

  � LCO Delivery - UAA 550,300   32,218 714 31,504 5,062 26,442

  � Update/Leave 33,047,721   1,585,273 20,311 1,564,962 207,372 1,357,590

  � Urban Update/Leave 310,382   17,830 362 17,468 2,760 14,708

  � Internet 168,052   5,239 149 5,090 1,238 3,852

Se
lf

 

  � Be Counted 304,168   43,242 980 42,262 21,900 20,362

TOTAL – Enumerator Returns 69,300,470   2,962,158 154,760 2,807,398 779,906 2,027,492

  � Coverage Edit Followup 6,741,191   490,400 36,383 454,017 88,802 365,215

  � Telephone Questionnaire Assistance 153,051   2,644 397 2,247 238 2,009

  � Nonresponse Followup 55,940,403   2,067,893 108,059 1,959,834 559,736 1,400,098

  � Coverage Improvement Followup 4,277,878   307,667 7,989 299,678 82,425 217,253

  � Update/Enumerate 1,568,748   58,275 1,437 56,838 27,036 29,802

  � List/Enumerate 535,023   24,777 366 24,411 14,757 9,654

  � Remote Alaska 48,245   6,987 4 6,983 6,351 632
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  � Other: T-Night, Orphans 35,931   3,515 125 3,390 561 2,829

Source:  HCEF_D’, HCUF 
 
 

Table L-6.  Imputation Counts by Household Membership for Hispanic Origin Item 
   Imputed 
      Allocated 
Household 
Membership 

As 
Reported 

 
Total Assigned  Total Totally Other 

TOTAL 61,453,947   2,360,011 115,470  2,244,541 662,829 1,581,712 

  � household member 54,713,809   1,475,993 104,835  1,371,158 463,117 908,041 
  � proxy 6,740,138   884,018 10,635  873,383 199,712 673,671 

Sources:  HCEF_D’ 
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Appendix M:  Number of Imputed Persons for Race Item with Allocation Breakdown 
 

Table M-1.  Imputation Counts by Form Type and Imputation Counts by Response Mode for Race 
Item 
   Imputed 
      Allocated 
 As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 259,510,273   10,691,846 45,486  10,646,360 2,333,112 8,313,248 

  � short form 216,607,096   8,982,263 40,218  8,942,045 1,844,779 7,097,266 
  � long form 42,903,177   1,709,583 5,268  1,704,315 488,333 1,215,982 

  � self 190,359,025   7,580,466 32,578  7,547,888 1,553,206 5,994,682 
  � enumerator 69,151,248   3,111,380 12,908  3,098,472 779,906 2,318,566 

Source:  HCEF_D’, HCUF 
 
 

Table M-2.  Imputation Counts by Form Type and Response Mode for Race Item 
       Imputed 

       Allocated 

  
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 190,359,025   7,580,466 32,578 7,547,888 1,553,206 5,994,682

  � short form 162,256,521   6,594,409 29,422 6,564,987 1,265,842 5,299,145Se
lf

 

  � long form 28,102,504   986,057 3,156 982,901 287,364 695,537

TOTAL – Enumerator Returns 69,151,248   3,111,380 12,908 3,098,472 779,906 2,318,566

  � short form 54,350,575   2,387,854 10,796 2,377,058 578,937 1,798,121

E
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  � long form 14,800,673   723,526 2,112 721,414 200,969 520,445

Source:  HCEF_D’, HCUF 
 
 

Table M-3.  Imputation Counts by Form Language for Race Item 
   Imputed 
      Allocated 

Form Language 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 259,510,273   10,691,846 45,486  10,646,360 2,333,112 8,313,248 

  � English 254,348,339   9,982,279 44,468  9,937,811 2,118,391 7,819,420 
  � Spanish 2,513,221   533,659 553  533,106 110,529 422,577 
  � Chinese 167,189   6,270 70  6,200 4,696 1,504 
  � Korean 108,231   1,981 33  1,948 1,185 763 
  � Tagalog 11,513   763 11  752 553 199 
  � Vietnamese 112,665   6,219 74  6,145 4,430 1,715 
  � not determined 2,249,115   160,675 277  160,398 93,328 67,070 

Sources:  HCEF_D’, DRF2 
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Table M-4.  Imputation Counts by Tenure for Race Item 
   Imputed 
      Allocated 

Tenure 
As 

Reported 
 

Total Assigned  Total Totally Other 
TOTAL 259,510,273   10,691,846 45,486  10,646,360 2,333,112 8,313,248 

  � owner 180,143,241   6,045,335 25,102  6,020,233 1,353,386 4,666,847 
  � renter 79,367,032   4,646,511 20,384  4,626,127 979,726 3,646,401 

Sources:  HCEF_D’ 
 
 

Table M-5.  Imputation Counts by Form Source for Race Item 
       Imputed 

       Allocated 

 Form Source 
As 

Reported  Total Assigned 
 

Total Totally Other 
TOTAL – Self Response 190,359,025   7,580,466 32,578 7,547,888 1,553,206 5,994,682

  � USPS Delivery 155,281,115   6,593,951 29,086 6,564,865 1,314,874 5,249,991

  � LCO Delivery - UAA 557,929   24,589 100 24,489 5,062 19,427

  � Update/Leave 33,732,117   900,877 3,191 897,686 207,372 690,314

  � Urban Update/Leave 313,535   14,677 79 14,598 2,760 11,838

  � Internet 167,662   5,629 20 5,609 1,238 4,371

Se
lf

 

  � Be Counted 306,667   40,743 102 40,641 21,900 18,741

TOTAL – Enumerator Returns 69,151,248   3,111,380 12,908 3,098,472 779,906 2,318,566

  � Coverage Edit Followup 6,445,614   785,977 7,087 778,890 88,802 690,088

  � Telephone Questionnaire Assistance 152,355   3,340 13 3,327 238 3,089

  � Nonresponse Followup 56,061,405   1,946,891 5,314 1,941,577 559,736 1,381,841

  � Coverage Improvement Followup 4,295,496   290,049 407 289,642 82,425 207,217

  � Update/Enumerate 1,574,597   52,426 56 52,370 27,036 25,334

  � List/Enumerate 535,889   23,911 22 23,889 14,757 9,132

  � Remote Alaska 48,608   6,624 3 6,621 6,351 270
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  � Other: T-Night, Orphans 37,284   2,162 6 2,156 561 1,595

Source:  HCEF_D’, HCUF 
 
 

Table M-6.  Imputation Counts by Household Membership for Race Item 
   Imputed 
      Allocated 
Household 
Membership 

As 
Reported 

 
Total Assigned  Total Totally Other 

TOTAL 61,588,443   2,225,515 5,521  2,219,994 662,829 1,557,165 

  � household member 54,805,094   1,384,708 4,767  1,379,941 463,117 916,824 
  � proxy 6,783,349   840,807 754  840,053 199,712 640,341 

Sources:  HCEF_D’ 
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Appendix N:  Number of Imputed Households for Tenure Item 
 

Table N-1.  Imputation Counts by Form Type and Imputation Counts by 
Response Mode for Tenure Item 
   Imputed 
 As 

Reported 
 

Total Assigned Allocated 
TOTAL 99,699,281   5,780,820 691,733 5,089,087 

  � short form 84,382,134   3,252,501 0 3,252,501 
  � long form 15,317,147   2,337,768 691,733 1,646,035 

  � self 75,990,872   2,308,754 455,498 1,853,256 
  � enumerator 23,708,409   3,284,464 236,235 3,048,229 

Source:  HCEF_D’, HCUF 
 
 

Table N-2.  Imputation Counts by Form Type and Response Mode for Tenure Item 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 75,990,872   2,308,754 455,498 1,853,256 

  � short form 65,195,553   1,364,993 0 1,364,993 Se
lf

 

  � long form 10,795,319   943,761 455,498 488,263 

TOTAL – Enumerator Returns 23,708,409   3,284,464 236,235 3,048,229 

  � short form 19,186,581   1,887,508 0 1,887,508 

E
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  � long form 4,521,828   1,394,007 236,235 1,157,772 

Source:  HCEF_D’, HCUF 
 
 

Table N-3.  Imputation Counts by Form Language for Tenure Item 
   Imputed 

Form Language 
As 

Reported 
 

Total Assigned Allocated 
TOTAL 99,699,281   5,780,820 691,733 5,089,087 

  � English 98,098,903   5,411,164 675,226 4,735,938 
  � Spanish 616,772   42,694 8,981 33,713 
  � Chinese 47,082   2,350 692 1,658 
  � Korean 31,579   2,796 513 2,283 
  � Tagalog 2,934   178 41 137 
  � Vietnamese 25,810   1,980 568 1,412 
  � not determined 876,201   319,658 5,712 313,946 

Sources:  HCEF_D’, DRF2 
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Table N-4.  Imputation Counts by Form Source for Tenure Item 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 75,990,872   2,308,754 455,498 1,853,256 

  � USPS Delivery 62,254,554   1,769,719 321,541 1,448,178 

  � LCO Delivery - UAA 257,286   11,066 1,685 9,381 

  � Update/Leave 13,165,725   518,067 131,395 386,672 

  � Urban Update/Leave 128,914   4,510 877 3,633 

  � Internet 63,435   891 0 891 

Se
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  � Be Counted 120,958   4,501 0 4,501 

TOTAL – Enumerator Returns 23,708,409   3,284,464 236,235 3,048,229 

  � Coverage Edit Followup 1,165,443   86,451 14,206 72,245 

  � Telephone Questionnaire Assistance 60,896   495 0 495 

  � Nonresponse Followup 20,111,870   2,594,631 180,808 2,413,823 

  � Coverage Improvement Followup 1,621,618   479,961 32,736 447,225 

  � Update/Enumerate 511,872   57,566 5,363 52,203 

  � List/Enumerate 205,912   22,591 2,594 19,997 

  � Remote Alaska 15,822   608 291 317 

  � Other: T-Night, Orphans 14,976   12,759 237 12,522 
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  � Group Quarter Enumerations 0  29,402 0 29,402 

Source:  HCEF_D’, HCUF 
 
 

Table N-5.  Imputation Counts by Household Membership for Tenure Item 
   Imputed 
Household 
Membership 

As 
Reported 

 
Total Assigned Allocated 

TOTAL 22,145,022   2,902,567 217,144 2,685,423 

  � household member 18,864,280   1,490,450 141,451 1,348,999 
  � proxy 3,280,742   1,412,117 75,693 1,336,424 

Sources:  HCEF_D’ 
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Appendix O:  Data Completeness Statistic Number of Persons 
 

Table O-1.  Data Completeness Statistic: Number of Persons by 
Sum of Non-Imputed Responses to 100 Percent Population Items 
and Form Type 
Number of 
Characteristics 
Reported TOTAL  short form  long form 
TOTAL 270,202,119 225,589,359 44,612,760
  � 5 of 5  238,071,569 198,675,425 39,396,144
  � 4 of 5 24,734,641 20,953,600 3,781,041
  � 3 of 5 3,322,714 2,821,890 500,824
  � 2 of 5 1,487,397 1,103,782 383,615
  � 1 of 5 235,963 176,165 59,798
  � 0 of 5 2,349,835 1,858,497 491,338
Source:  HCEF_D’ 

 
 

Table O-2.  Data Completeness Statistic: Number of Persons by 
Sum of Non-Imputed Responses to 100 Percent Population Items 
and Response Mode 
Number of 
Characteristics 
Reported TOTAL  self  enumerator 
TOTAL 270,202,119 197,939,491 72,262,628
  � 5 of 5  238,071,569 177,973,207 60,098,362
  � 4 of 5 24,734,641 15,732,840 9,001,801
  � 3 of 5 3,322,714 2,083,664 1,239,050
  � 2 of 5 1,487,397 475,627 1,011,770
  � 1 of 5 235,963 109,775 126,188
  � 0 of 5 2,349,835 1,564,378 785,457
Source:  HCEF_D’ 
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Table O-3.  Data Completeness Statistic: Number of 
Persons by Sum of Non-Imputed Responses to 100 
Percent Population Items, Form Type, and Response 
Mode 
Number of 
Characteristics 
Reported short form  long form 
self 168,850,930 29,088,561
  � 5 of 5  151,608,015 26,365,192
  � 4 of 5 13,674,518 2,058,322
  � 3 of 5 1,794,636 289,028
  � 2 of 5 407,331 68,296
  � 1 of 5 90,797 18,978
  � 0 of 5 1,275,633 288,745
enumerator 56,738,429 15,524,199
  � 5 of 5  47,067,410 13,030,952
  � 4 of 5 7,279,082 1,722,719
  � 3 of 5 1,027,254 211,796
  � 2 of 5 696,451 315,319
  � 1 of 5 85,368 40,820
  � 0 of 5 582,864 202,593
Source:  HCEF_D’ 
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Appendices P:  Puerto Rico Imputation Rates for Relationship Item 
 

Table P-1.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Relationship Item (in percent) 
   Imputed 

 As 
Reported  Total Assigned Allocated 

TOTAL 97.13  2.87 0.37 2.49 
  � short form 97.30  2.70 0.36 2.34 
  � long form 96.26  3.74 0.45 3.29 
Difference 1.04  -1.04 -0.09 -0.95 
  � self 97.02  2.98 0.33 2.65 
  � enumerator 97.29  2.71 0.44 2.27 
Difference -0.26  0.26 -0.12 0.38 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  

 
Table P-2.  Imputation Rates by Response Mode and Form Type for Relationship 
Item (in percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 97.02  2.98 0.33 2.65 

  � short form 97.29  2.71 0.30 2.41 
  � long form 95.34  4.66 0.48 4.18 Se

lf
 

Difference 1.95  -1.95 -0.18 -1.77 
TOTAL – Enumerator Returns 97.29  2.71 0.44 2.27 

  � short form 97.32  2.68 0.45 2.23 
  � long form 97.16  2.84 0.41 2.43 E
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Difference 0.16  -0.16 0.04 -0.20 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table P-3.  Imputation Rates by Form Language for Relationship 
Item (in percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 97.13  2.87 0.37 2.49 
  � English 97.43  2.57 0.43 2.14 
  � Spanish 97.07  2.93 0.33 2.60 
  � not determined 95.79  4.21 0.48 3.73 
Sources:  HCEF_D’, DRF2   Person Base:  3,711,142 
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Table P-4.  Imputation Rates by Tenure for Relationship Item (in 
percent) 

   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 97.13  2.87 0.37 2.49 
  � owner 97.26  2.74 0.36 2.38 
  � renter 96.78  3.22 0.42 2.80 
Difference 0.48  -0.48 -0.06 -0.42 
Source:  HCEF_D’ Person Base:  3,711,142  

 
Table P-5.  Imputation Rates by Form Source for Relationship Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 97.02  2.98 0.33 2.65 
  � USPS Delivery 94.74  5.26 0.00 5.26 
  � Update/Leave 97.03  2.97 0.33 2.65 
  � Internet 100.00  0.00 0.00 0.00 
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  � Be Counted 88.93  11.07 3.99 7.08 
TOTAL – Enumerator Returns 97.29  2.71 0.44 2.27 
  � Coverage Edit Followup 97.26  2.74 0.35 2.38 
  � Telephone Questionnaire Assistance 97.33  2.67 0.22 2.44 
  � Nonresponse Followup 97.47  2.53 0.42 2.10 
  � Coverage Improvement Followup 95.70  4.30 0.53 3.76 E
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  � Other: T-Night, Orphans 49.77  50.23 44.52 5.71 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table P-6.  Imputation Rates by Household Membership* for 
Relationship Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 97.33  2.67 0.43 2.24 
  � household member 97.63  2.37 0.42 1.95 
  � proxy 94.11  5.89 0.58 5.31 
Difference 3.52  -3.52 -0.17 -3.36 
Source:  HCEF_D’ Person Base:  1,415,534

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Appendices Q:  Puerto Rico Imputation Rates for Sex Item 
 

Table Q-1.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Sex Item (in percent) 
   Imputed 

 As 
Reported  Total Assigned Allocated 

TOTAL 96.86  3.14 1.80 1.34 
  � short form 96.78  3.22 1.90 1.32 
  � long form 97.27  2.73 1.25 1.49 
Difference -0.48  0.48 0.66 -0.17 
  � self 96.74  3.26 1.62 1.64 
  � enumerator 97.03  2.97 2.06 0.91 
Difference -0.29  0.29 -0.44 0.73 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  

 
Table Q-2.  Imputation Rates by Response Mode and Form Type for Sex Item (in 
percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 96.74  3.26 1.62 1.64 

  � short form 96.64  3.36 1.79 1.57 
  � long form 97.41  2.59 0.48 2.11 Se

lf
 

Difference -0.78  0.78 1.32 -0.54 
TOTAL – Enumerator Returns 97.03  2.97 2.06 0.91 

  � short form 97.01  2.99 2.08 0.91 
  � long form 97.12  2.88 2.00 0.88 E
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Difference -0.11  0.11 0.07 0.04 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table Q-3.  Imputation Rates by Form Language for Sex Item (in 
percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 96.86  3.14 1.80 1.34 
  � English 97.16  2.84 2.07 0.77 
  � Spanish 96.79  3.21 1.62 1.59 
  � not determined 95.62  4.38 1.79 2.59 
Sources:  HCEF_D’, DRF2   Person Base:  3,711,142 
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Table Q-4.  Imputation Rates by Tenure for Sex Item (in percent) 
   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 96.86  3.14 1.80 1.34 
  � owner 96.97  3.03 1.75 1.27 
  � renter 96.54  3.46 1.91 1.55 
Difference 0.43  -0.43 -0.16 -0.27 
Source:  HCEF_D’ Person Base:  3,711,142  

 
Table Q-5.  Imputation Rates by Form Source for Sex Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 96.74  3.26 1.62 1.64 
  � USPS Delivery 100.00  0.00 0.00 0.00 
  � Update/Leave 96.74  3.26 1.62 1.64 
  � Internet 100.00  0.00 0.00 0.00 
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  � Be Counted 96.31  3.69 1.33 2.36 
TOTAL – Enumerator Returns 97.03  2.97 2.06 0.91 
  � Coverage Edit Followup 96.97  3.03 1.93 1.09 
  � Telephone Questionnaire Assistance 98.00  2.00 1.11 0.89 
  � Nonresponse Followup 97.20  2.80 1.98 0.82 
  � Coverage Improvement Followup 95.48  4.52 2.88 1.64 E

nu
m

er
at

or
 

  � Other: T-Night, Orphans 97.72  2.28 1.83 0.46 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table Q-6.  Imputation Rates by Household Membership* for Sex 
Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 97.09  2.91 2.02 0.89 
  � household member 97.38  2.62 1.95 0.68 
  � proxy 94.00  6.00 2.83 3.16 
Difference 3.37  -3.37 -0.89 -2.49 
Source:  HCEF_D’ Person Base:  1,415,534

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Appendices R:  Puerto Rico Imputation Rates for Age Item 
 

Table R-1.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Age Item (in percent) 
   Imputed 

 As 
Reported  Total Assigned Allocated 

TOTAL 94.96  5.04 1.83 3.21 
  � short form 94.99  5.01 1.85 3.17 
  � long form 94.80  5.20 1.75 3.45 
Difference 0.18  -0.18 0.10 -0.28 
  � self 95.88  4.12 1.65 2.47 
  � enumerator 93.60  6.40 2.09 4.31 
Difference 2.28  -2.28 -0.44 -1.84 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  

 
Table R-2.  Imputation Rates by Response Mode and Form Type for Age Item (in 
percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 95.88  4.12 1.65 2.47 

  � short form 95.98  4.02 1.64 2.38 
  � long form 95.20  4.80 1.77 3.04 Se
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Difference 0.79  -0.79 -0.13 -0.66 
TOTAL – Enumerator Returns 93.60  6.40 2.09 4.31 

  � short form 93.40  6.60 2.18 4.42 
  � long form 94.41  5.59 1.73 3.85 E
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Difference -1.02  1.02 0.45 0.57 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table R-3.  Imputation Rates by Form Language for Age Item (in 
percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 94.96  5.04 1.83 3.21 
  � English 93.77  6.23 2.14 4.09 
  � Spanish 95.82  4.18 1.63 2.55 
  � not determined 93.99  6.01 1.86 4.15 
Sources:  HCEF_D’, DRF2   Person Base:  3,711,142  
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Table R-4.  Imputation Rates by Tenure for Age Item (in percent) 
   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 94.96  5.04 1.83 3.21 
  � owner 95.16  4.84 1.81 3.03 
  � renter 94.38  5.62 1.90 3.72 
Difference 0.78  -0.78 -0.09 -0.69 
Source:  HCEF_D’ Person Base:  3,711,142  

 
Table R-5.  Imputation Rates by Form Source for Age Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 95.88  4.12 1.65 2.47 
  � USPS Delivery 98.25  1.75 1.75 0.00 
  � Update/Leave 95.88  4.12 1.65 2.47 
  � Internet 100.00  0.00 0.00 0.00 
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  � Be Counted 95.50  4.50 1.70 2.80 
TOTAL – Enumerator Returns 93.60  6.40 2.09 4.31 
  � Coverage Edit Followup 92.25  7.75 1.17 6.58 
  � Telephone Questionnaire Assistance 97.78  2.22 0.00 2.22 
  � Nonresponse Followup 94.34  5.66 2.12 3.53 
  � Coverage Improvement Followup 87.21  12.79 2.20 10.59 E
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  � Other: T-Night, Orphans 60.27  39.73 2.05 37.67 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table R-6.  Imputation Rates by Household Membership* for Age 
Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 93.70  6.30 2.12 4.18 
  � household member 95.84  4.16 2.17 1.98 
  � proxy 70.70  29.30 1.57 27.73 
Difference 25.15  -25.15 0.60 -25.75 
Source:  HCEF_D’ Person Base:  1,415,534

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Appendices S:  Puerto Rico Imputation Rates for Hispanic Origin Item 
 

Table S-1.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Hispanic Origin Item (in percent) 
   Imputed 

 As 
Reported  Total Assigned Allocated 

TOTAL 96.86  3.14 0.11 3.03 
  � short form 96.92  3.08 0.11 2.98 
  � long form 96.57  3.43 0.11 3.32 
Difference 0.34  -0.34 0.00 -0.34 
  � self 96.02  3.98 0.14 3.84 
  � enumerator 98.10  1.90 0.05 1.84 
Difference -2.08  2.08 0.09 1.99 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  

 
Table S-2.  Imputation Rates by Response Mode and Form Type for Hispanic 
Origin Item (in percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 96.02  3.98 0.14 3.84 

  � short form 96.14  3.86 0.14 3.72 
  � long form 95.23  4.77 0.16 4.62 Se
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Difference 0.92  -0.92 -0.01 -0.90 
TOTAL – Enumerator Returns 98.10  1.90 0.05 1.84 

  � short form 98.15  1.85 0.05 1.80 
  � long form 97.90  2.10 0.06 2.04 E
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Difference 0.25  -0.25 -0.01 -0.24 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table S-3.  Imputation Rates by Form Language for Hispanic Origin 
Item (in percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 96.86  3.14 0.11 3.03 
  � English 98.30  1.70 0.05 1.65 
  � Spanish 96.06  3.94 0.14 3.80 
  � not determined 95.56  4.44 0.13 4.31 
Sources:  HCEF_D’, DRF2   Person Base:  3,711,142  
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Table S-4.  Imputation Rates by Tenure for Hispanic Origin Item 
(in percent) 

   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 96.86  3.14 0.11 3.03 
  � owner 96.93  3.07 0.10 2.97 
  � renter 96.67  3.33 0.14 3.19 
Difference 0.26  -0.26 -0.04 -0.22 
Source:  HCEF_D’ Person Base:  3,711,142  

 
Table S-5.  Imputation Rates by Form Source for Hispanic Origin Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 96.02  3.98 0.14 3.84 
  � USPS Delivery 100.00  0.00 0.00 0.00 
  � Update/Leave 96.02  3.98 0.14 3.84 
  � Internet 99.28  0.72 0.00 0.72 
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  � Be Counted 94.83  5.17 0.22 4.94 
TOTAL – Enumerator Returns 98.10  1.90 0.05 1.84 
  � Coverage Edit Followup 96.42  3.58 0.18 3.40 
  � Telephone Questionnaire Assistance 97.33  2.67 0.00 2.67 
  � Nonresponse Followup 98.33  1.67 0.05 1.62 
  � Coverage Improvement Followup 96.68  3.32 0.07 3.25 E
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  � Other: T-Night, Orphans 98.40  1.60 0.23 1.37 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142    
 

Table S-6.  Imputation Rates by Household Membership* for 
Hispanic Origin Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 98.20  1.80 0.05 1.75 
  � household member 98.61  1.39 0.05 1.34 
  � proxy 93.83  6.17 0.05 6.12 
Difference 4.78  -4.78 0.00 -4.78 
Source:  HCEF_D’ Person Base:  1,415,534

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Appendices T:  Puerto Rico Imputation Rates for Race Item 
 

Table T-1.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Race Item (in percent) 
   Imputed 

 As 
Reported  Total Assigned Allocated 

TOTAL 95.11  4.89 0.01 4.88 
  � short form 95.08  4.92 0.01 4.91 
  � long form 95.27  4.73 0.01 4.72 
Difference -0.19  0.19 0.00 0.19 
  � self 93.36  6.64 0.01 6.63 
  � enumerator 97.69  2.31 0.01 2.30 
Difference -4.33  4.33 -0.01 4.33 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  

 
Table T-2.  Imputation Rates by Response Mode and Form Type for Race Item (in 
percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 93.36  6.64 0.01 6.63 

  � short form 93.43  6.57 0.01 6.56 
  � long form 92.91  7.09 0.01 7.09 Se
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Difference 0.52  -0.52 0.00 -0.52 
TOTAL – Enumerator Returns 97.69  2.31 0.01 2.30 

  � short form 97.71  2.29 0.01 2.28 
  � long form 97.59  2.41 0.02 2.39 E
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Difference 0.11  -0.11 0.00 -0.11 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table T-3.  Imputation Rates by Form Language for Race Item (in 
percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 95.11  4.89 0.01 4.88 
  � English 97.99  2.01 0.01 1.99 
  � Spanish 93.42  6.58 0.01 6.58 
  � not determined 93.34  6.66 0.01 6.64 
Sources:  HCEF_D’, DRF2 Person Base:  3,711,142   
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Table T-4.  Imputation Rates by Tenure for Race Item (in percent) 
   Imputed 

Tenure 
As 

Reported  Total Assigned Allocated 
TOTAL 95.11  4.89 0.01 4.88 
  � owner 95.26  4.74 0.01 4.73 
  � renter 94.68  5.32 0.02 5.30 
Difference 0.58  -0.58 -0.01 -0.57 
Source:  HCEF_D’ Person Base:  3,711,142  

 
Table T-5.  Imputation Rates by Form Source for Race Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 93.36  6.64 0.01 6.63 
  � USPS Delivery 96.49  3.51 0.00 3.51 
  � Update/Leave 93.36  6.64 0.01 6.64 
  � Internet 98.55  1.45 0.00 1.45 
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  � Be Counted 95.28  4.72 0.07 4.65 
TOTAL – Enumerator Returns 97.69  2.31 0.01 2.30 
  � Coverage Edit Followup 93.35  6.65 0.01 6.64 
  � Telephone Questionnaire Assistance 94.67  5.33 0.00 5.33 
  � Nonresponse Followup 98.07  1.93 0.01 1.92 
  � Coverage Improvement Followup 96.01  3.99 0.01 3.97 E
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  � Other: T-Night, Orphans 98.63  1.37 0.00 1.37 
Sources:  HCEF_D’, HCUF Person Base:  3,711,142  
 

Table T-6.  Imputation Rates by Household Membership* for Race 
Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 97.91  2.09 0.01 2.07 
  � household member 98.38  1.62 0.01 1.60 
  � proxy 92.88  7.12 0.01 7.10 
Difference 5.50  -5.50 0.00 -5.50 
Source:  HCEF_D’ Person Base:  1,415,534  

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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Appendices U:  Puerto Rico Imputation Rates for Tenure Item 
 

Table U-1.  Imputation Rates by Form Type and Imputation Rates by 
Response Mode for Tenure Item (in percent) 
   Imputed 

 As 
Reported  Total Assigned Allocated 

TOTAL 92.83  7.17 0.78 6.40 
  � short form 94.62  5.38 0.00 5.38 
  � long form 86.34  13.66 4.78 8.88 
Difference 8.29  -8.29 -4.78 -3.51 
  � self 94.69  5.31 0.70 4.62 
  � enumerator 91.20  8.80 0.91 7.89 
Difference 3.48  -3.48 -0.21 -3.27 
Sources:  HCEF_D’, HCUF Housing Unit Base:  1,261,325  

 
Table U-2.  Imputation Rates by Response Mode and Form Type for Tenure Item 
(in percent) 
       Imputed 

  
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 94.69  5.31 0.70 4.62 

  � short form 95.91  4.09 0.00 4.09 
  � long form 86.91  13.09 5.09 7.99 Se

lf
 

Difference 9.00  -9.00 -5.09 -3.91 
TOTAL – Enumerator Returns 91.20  8.80 0.91 7.89 

  � short form 92.58  7.42 0.00 7.42 
  � long form 85.77  14.23 4.47 9.76 E

nu
m

 

Difference 6.81  -6.81 -4.47 -2.34 
Sources:  HCEF_D’, HCUF Housing Unit Base:  1,261,325 
 

Table U-3.  Imputation Rates by Form Language for Tenure Item (in 
percent) 
   Imputed 

Form Language 
As 

Reported  Total Assigned Allocated 
TOTAL 92.83  7.17 0.78 6.40 
  � English 91.13  8.87 0.93 7.94 
  � Spanish 94.75  5.25 0.70 4.56 
  � not determined 86.12  13.88 0.61 13.27 
Sources:  HCEF_D’, DRF2   Housing Unit Base:  1,261,325 
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Table U-4.  Imputation Rates by Form Source for Tenure Item (in percent) 
       Imputed 

 Form Source 
As 

Reported  Total Assigned Allocated 
TOTAL – Self Response 94.69  5.31 0.70 4.62 
  � USPS Delivery 95.65  4.35 4.35 0.00 
  � Update/Leave 94.68  5.32 0.70 4.62 
  � Internet 100.00  0.00 0.00 0.00 

Se
lf

 

  � Be Counted 98.18  1.82 0.00 1.82 
TOTAL – Enumerator Returns 91.20  8.80 0.91 7.89 
  � Coverage Edit Followup 93.38  6.62 0.92 5.70 
  � Telephone Questionnaire Assistance 100.00  0.00 0.00 0.00 
  � Nonresponse Followup 92.54  7.46 0.88 6.57 
  � Coverage Improvement Followup 80.20  19.80 1.09 18.71 E

nu
m

er
at

or
 

  � Other: T-Night, Orphans 13.81  86.19 0.42 85.77 
Sources:  HCEF_D’, HCUF Housing Unit Base:  1,261,325 
 

Table U-5.  Imputation Rates by Household Membership* for 
Tenure Item (in percent) 

  Imputed 
Household 
Membership 

As 
Reported  Total Assigned Allocated 

TOTAL 91.69  8.31 0.91 7.40 
  � household member 94.71  5.29 0.94 4.35 
  � proxy 71.78  28.22 0.74 27.48 
Difference 22.93  -22.93 0.20 -23.13 
Source:  HCEF_D’  Housing Unit Base:  487,982

 
 

                                                 
* Household membership refers to whether responses for a household were given by a household member 
or a proxy respondent.  Since self response forms are filled out by a household member by definition, the 
household membership characteristic applies only to a subset of enumerator returns.  This changes the 
person base for household membership and ends up producing different TOTAL rates in the table. 
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EXECUTIVE SUMMARY

The goal of this evaluation is to determine the extent of item nonresponse for the Census 2000
hundred percent items (relationship, sex, age, Hispanic origin, race and tenure) which are
collected for every resident and housing unit in the United States.  Item nonresponse occurs when
there is no answer provided to an item on the questionnaire.  Inconsistent responses are not
considered nonresponse. The universe for this evaluation is restricted to the housing unit
population.  People residing in group quarters are not included.  The data for Puerto Rico was
excluded from the analysis.  Vacant housing units were excluded from the analysis.  Rates are
reported for each of the 100 percent household population items and tenure classified by form
type (long versus short) and  response mode (self versus enumerator).  In addition, results of the
Internet returns are reported.  Some of the breakdowns within return characteristics are subject to
interpretation.  This analysis is performed to document and to give a wider perspective of the
potential differences in the level of data completeness for the breakdowns within return
characteristics.  This will provide insight into the factors that may be influencing the respondent
when completing the questionnaire.  The reader should note that the questionnaires underwent
processing including data capture and the Primary Selection Algorithm (PSA) prior to analysis
that may effect the level of item nonresponse discussed in this report.  For this analysis, persons
are defined as Census 2000 data defined persons based on a housing unit enumeration record.  A
data defined person is a person record containing a predefined minimum amount of 100 percent
data (U.S. Census Bureau, 2000b).  People who did not answer the minimum amount of the 100
percent data are excluded from the analysis.  These people are the totally allocated and whole
household substitutions (See Census 2000 Evaluation B.1.a, Analysis of Imputation Rates for the
100 Percent Person and Housing Unit Data Items from Census 2000, for the analysis of these
cases).  The item nonresponse rates and rates apply only to the enumeration record for each
housing unit (i.e., the 'return of record' as opposed to all census returns) so that comparisons
between the item nonresponse and the imputation results could be performed.  Examination of
item nonresponse provides information about data quality.  It may also suggest areas for
improvement for the 2010 Census.

It should be noted, that the definition of item nonresponse is sometimes interpreted in various
ways across the Census Bureau depending on the scope of a particular analysis.  This could lead
to different methods of computing item nonresponse rates, and may potentially lead to conflicting
rates between reports on the same topic within the Census Bureau.  Therefore, when comparing
item nonresponse rates across reports, it is imperative to understand the way the rates are
computed to make sure that they are, in fact, comparable.

Major findings include:

• Item nonresponse for the Census 2000 100 percent items ranged from 1.13 percent for the
sex item to 4.14 percent for the tenure item.  

• Generally item nonresponse was higher for enumerator returns than for self-responses and
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higher for long forms versus short forms.  For both short and long forms, item
nonresponse for all questions except Hispanic origin was higher for enumerator returns. 
The tenure and age items had the largest absolute differences in item nonresponse rates
between response modes.  The absolute differences were 6.22 and 6.91 percentage points,
respectively.

• Tenure had a relatively higher overall nonresponse rate compared to other items. 
Specifically, long form tenure nonresponse rates are high perhaps due to the placement of
tenure after all long form items for Person 1.

• Age had differentially higher nonresponse for enumerator returns, which may be due to
the use of proxy in personal visit interviews.  It is also possible that enumerators may
have obtained date of birth and not age.  From date of birth you can compute age.  For
this evaluation, date of birth was not considered when doing the analysis.

• For the Hispanic origin item, nonresponse was higher for self-responses.  The lowest
nonresponse for Hispanic origin is associated with enumerator short forms.  It appears
that self respondents do not understand the difference between race and Hispanic origin,
so they answer the race question and leave Hispanic origin blank.

• Item nonresponse for both the sex and race items was higher for enumerator long than
enumerator short forms.  When looking at form type by mode there is no consistent
pattern for high and low item nonresponse.  The low item nonresponse is mostly
associated with self-response but jumps around short and long forms.  The high item
nonresponse is mostly associated with enumerator returns but jumps around short and
long forms.

Recommendations include:

• Review the procedures and debriefings of field staff to see if they can provide useful
information about problems that could have lead to item nonresponse.

• Review the results of previous testing and continue to test question wording and
placement.

• Investigate ways to reduce item nonresponse such as looking at item nonresponse in
conjunction with the National Content Survey (NCS) to shed some light on reasons for
high item nonresponse.

• Review the results of the Analysis of the Imputation Process for 100 percent Household
Population Items, Evaluation B.1.a, in conjunction with the results of this report, to
obtain a more comprehensive view of data quality.

• Investigate census content followup for relatively high item nonresponse items.
• Future analysis should look at the age item in combination with the date of birth item.
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1. BACKGROUND

This report presents item nonresponse rates for the 100 percent items from Census 2000.  The 
100 percent questions are collected from both the short form and the long form for every resident
and housing unit in the United States.  The 100 percent person characteristic items ask about
relationship, sex, age, Hispanic origin, and race for persons in the housing unit.  Tenure is a
housing unit level 100 percent item.  Item nonresponse occurs when there is no answer provided
to an item on the questionnaire.  Inconsistent responses are not considered nonresponse.  

Item nonresponse rates detailed in this report are an indication of the Census 2000 data quality
prior to imputation.  These rates can be used as one measure of respondent cooperation.  The
reader should note that the questionnaires underwent processing prior to analysis that may effect
the level of item nonresponse discussed in this report (see Section 3. Limitations).  Another
measure of respondent cooperation is imputation rates, which are not addressed in this report
(See Census 2000 Evaluation B.1.a, Analysis of Imputation Rates for the 100 Percent Person and
Housing Unit Data Items from Census 2000).  There are three components that comprise the
imputation process for Census 2000: assignment, allocation and substitution.  The item
nonresponse results can be used in conjunction with imputation rates to give data users a more
complete picture of data quality.  For this analysis, persons are defined as Census 2000 data
defined persons based on a housing unit enumeration record.  A data defined person is a person
record containing a predefined minimum amount of 100 percent data (U.S. Census Bureau,
2000b).  People who did not answer the minimum amount of the 100 percent data are excluded
from the analysis.  These people are the totally allocated and whole household substitutions (See
Census 2000 Evaluation B.1.a, Analysis of Imputation Rates for the 100 Percent Person and
Housing Unit Data Items from Census 2000, for the analysis of these cases).  The item
nonresponse rates and imputation rates apply only to the enumeration record for each housing
unit (i.e., the 'return of record' as opposed to all census returns) so that comparisons between the
item nonresponse and the imputation results could be performed.

The universe for this evaluation is restricted to the housing unit population.  People residing in
group quarters are not included.  The data for Puerto Rico was excluded from the analysis. 
Vacant housing units were excluded from the analysis.  Rates are reported for each of the 100
percent household population items and tenure classified by form type (long versus short) and 
response mode (self versus enumerator).  In addition, results of the Internet returns are reported. 
Some of the breakdowns within return characteristics are subject to interpretation.  This analysis
is performed to document and to give a wider perspective of the potential differences in the level
of data completeness for the breakdowns within return characteristics.  This will provide insight
into the factors that may be influencing the respondent when completing the questionnaire. 

It should be noted, that the definition of item nonresponse is sometimes interpreted in various
ways across the Census Bureau depending on the scope of a particular analysis.  This could lead
to different methods of computing item nonresponse rates, and may potentially lead to conflicting
rates between reports on the same topic within the Census Bureau.  Therefore, when comparing
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item nonresponse rates across reports, it is imperative to understand the way the rates are
computed to make sure that they are, in fact, comparable.  

1.1 Previous censuses

No direct comparison can be made to previous censuses because no documents or data exist that
provide item nonresponse rates from previous censuses.

1.2 Census 2000 Dress Rehearsal

The Census 2000 Dress Rehearsal analysis regarding data completeness determined item
allocation rates for the 100 percent data items (U.S. Census Bureau, 2000b).  It also reported
form level rates for valid responses on the six 100 percent items.  The tally rates showed the rates
for responses from zero to six out of six 100 percent items.  The tally rates were given for each
Dress Rehearsal site by form return type (e.g., self-response), and form length (e.g., short form). 
Of these items, only form type had a significant effect on the tally rates.  

The Dress Rehearsal analysis showed that the data from self-responses were more complete than
data from the enumerator returns.  The percentage of self-response questionnaires with response
on all six 100 percent items was greater than that of enumerator return questionnaires. 
Percentages for enumerator return questionnaires with at least five responses on the 100 percent
items fell short of the rates of the self-response form percentages.  These differences may have
been a result of the problems associated with the inability of the data capture system to correctly
capture markings from the pencils used by enumerators (U.S. Census Bureau, 2000b).

1.3  100 Percent Items

The universe for this evaluation is restricted to the housing unit population.  People residing in 
group quarters are not included.  Rates are produced for each of the 100 percent household
population items and tenure classified by form type (long and short).  Analysis by response mode
is also reported.  In addition, results of the Internet returns are reported.  Note that for any
analysis involving self-response forms, Internet responses are included.  

The 100 percent person characteristics questions ask about relationship, sex, age, Hispanic
origin, and race for persons in housing units.  The relationship question asks respondents to mark
their relationship to the householder.  The householder is a member of a household who lives at a
housing unit and owns, is buying, or rents the housing unit.  The sex question asks respondents to
mark male or female.  The age question asks respondents to supply age on April 1, 2000 and their
date of birth.  The Hispanic origin question asks respondents to mark whether they are one of
four Hispanic groups or not of Hispanic origin and provides a write-in category, if necessary. 
The race question asks respondents to mark one or more race and provides fifteen individual



1The Decennial Management Division Glossary and Abbreviation/Acronym List provides
detailed information about Census 2000 terminology and definitions (U.S. Census Bureau,
2002b).

2 The Internet and Telephone Questionnaire Assistance (TQA) forms had only a short
form version. 

3 For information about Nonresponse Followup versus other operations see the Analysis
of Imputation Rates for the 100 Percent Person and Housing Unit Data Items from Census 2000,
Evaluation B.1.a.
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categories and three write-in categories.  The household tenure question asks households to mark
if the unit is owned or rented1.  See Appendix A for an image of the first page of the short form.  

For Census 2000 respondents were enumerated primarily in two ways: they either received a
questionnaire that they could complete and mail back to the Census Bureau (the final mail return
rate as of December 31, 2000 was 78.4 percent) or they were visited by an enumerator who filled
out and returned a census form for the household (U.S. Census Bureau, 2002a).  A small number
of respondents filled out a questionnaire on the Internet.  Internet returns are classified as 
self-responses.  The mail-response and enumerator return questionnaires had both short and long
forms versions2.  The short form asked a limited number of basic questions.  These questions are
asked of all people and housing units, and are referred to as 100 percent questions because they
are asked of the entire population.  The long form asks more detailed information from
approximately a one in six sample, and includes the 100 percent questions as well as questions
relating to the social, economic, and housing characteristics of each individual and household. 
Information derived only from the long form is referred to as sample data.  This report will not
provide item nonresponse rates for the sample data.

2. METHODS

Item nonresponse rates for each of the 100 percent items are calculated at the national level,
excluding Puerto Rico, broken down by the following characteristics:
• form type (long versus short)
• response mode 

� self-response mode - United States Postal Service (USPS) delivery, Local Census
Office (LCO) delivery – Undeliverable As Addressed (UAA), Update/Leave,
Urban Update/Leave, Internet Data Collection, Be Counted Form; 

� enumerator return mode - Coverage Edit Followup, Telephone Questionnaire
Assistance, Nonresponse Followup, Coverage Improvement Followup,
Update/Enumerate, List/Enumerate, Remote Alaska, other3

• form type by response mode
• Internet data collection



4Allocations are performed when a response for a data item is either missing or not
consistent to other responses, and an item value CANNOT be determined based on provided
information from that same person.  An allocation is done using a response from another person
within the household or from a person in a nearby household.  The type of imputation can occur
for one or more of the 100 percent person characteristics.  When every 100 percent
characteristics for a person requires allocation, the cases can be handled in one of two ways.  A
person is considered totally allocated when at least one person within the household has some of
their 100 percent data reported; thus not requiring allocation.  However, when every item for
every person in the household requires allocation then it is covered by substitution.

A substitution occurs when all the 100 percent characteristics for every person in the household
are either missing or not consistent to other responses.  To remedy this, a nearby housing unit
with complete 100 percent data is selected to represent the missing or inconsistent person data
items.  This nearby housing unit is selected using the nearest neighbor hot deck.  This is also
called a whole household substitution.

4

These rates are computed based on the enumeration record for each housing unit.  The
enumeration record is the official Census 2000 return (or compilation of returns); when more
than one return was received for a housing unit, only one was selected as the official
questionnaire.

2.1 Item Nonresponse Rate Definition

Item nonresponse rate ( INR) is a measure of Census 2000 data quality.  It refers to the number of
blank question items for all persons enumerated on the questionnaire.  The calculation of these
rates is restricted to persons living in housing units.

Item nonresponse rates are calculated according to the following formula:

INR =[Nmiss / Nuniv] *100;

where Nmiss is the number of missing responses for a given universe and Nuniv is the count of all
items in a given universe.  

Nuniv includes the age item, date of birth is not considered with age.  Nuniv excludes relationship
for Person 1 since that person is the reference person.  Nuniv also excludes vacant households,
totally allocated people, and substituted people.4
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2.2 Data for Evaluation

The main source of data for calculating the item nonresponse rates is the Census 2000 Hundred
percent Census Unedited File (HCUF).  The HCUF is a hierarchical file containing enumeration
records for collection blocks, housing units (HUs), group quarters (GQs), and persons.  Detailed
information on the layout and contents of the HCUF is given in Appendix B.  Appendix C
provides information about variable recoding.

HCUF data are grouped into three types of records: block level records, housing unit level
records, and person level records.  These three record types were merged to produce the analysis
files for this evaluation.  The block level records and housing unit level records were merged. 
Then the substituted cases and vacant households were removed to produce the housing unit
level file.  After the housing unit level file was produced, it was merged with the HCUF person
level records to produce the person level file.  

2.2.1 Household-Level Records

For this analysis, households are defined as data defined households for which a form was
received.  A data defined household is a household record containing a predefined minimum
amount of 100 percent data (U.S. Census Bureau, 2000b).  The tenure items comes from the
household-level file.  

2.2.2 Person-Level Records

For this analysis, persons are defined as Census 2000 data defined persons based on a housing
unit enumeration record.  A data defined person is a person record containing a predefined
minimum amount of 100 percent data (U.S. Census Bureau, 2000b).  The relationship, age, sex,
race, and Hispanic origin items come from the person level files.

2.3 Applying Quality Assurance Procedures

We applied quality assurance procedures throughout the creation of this report.  They
encompassed how we determined evaluation methods, created specifications for the project
procedures and software, designed and reviewed computer systems, developed clerical and
computer procedures, analyzed data, and prepared this report.

3. LIMITS

The following limitations associated with this evaluation should be noted:

• The national rates do not include Puerto Rico.  Separate tables for Puerto Rico are
provided in Appendix G.  The data are not analyzed in this report.



5These duplicates are housing units that were identified as a results of the housing unit
unduplication program. They were determined to be duplicated of other housing units already in
the HCUF and are not included in subsequent files (see U.S. Census Bureau, 2000c and 2000d
for more details).
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• Persons residing in group quarters are not included in the analysis.

• Selected enumeration records were removed from this analysis.  Vacant housing units
were removed.  There were 1,371,320 duplicate records for housing units removed from
this analysis5. All totally allocated persons are excluded from the analysis (See the Census
2000 Evaluation B.1.a, Analysis of Imputation Rates for the 100 Percent Person and
Housing Unit Data Items from Census 2000 for a detailed definition of totally allocated). 
All whole household substitution cases were removed from the tenure and person item
analysis.  These are cases that were deemed valid households but had no person records
associated with the housing unit enumeration record.  An additional three cases were
removed from analysis for this evaluation because it was determined that they were
reclassified as imputed cases in the subsequent census file.

• No direct comparison can be made between Census 2000 and 1990 Census item
nonresponse, since 1990 Census item nonresponse rates are not available.  Direct
comparison to 1990 data is limited because 1990 data provide allocation rates rather than
item missing data rates.  Allocation rates include item missing data as well as all other
data that required editing, such as out-of-range responses.  

• Inconsistent responses are treated as responses.  The Analysis of Imputation Rates for the
100 Percent Person and Housing Unit Data Items from Census 2000, Evaluation B.1.a,
will provide additional information about imputation rates for Census 2000 (U.S. Census
Bureau, 2001).

4. RESULTS

The results section answers questions at the national level concerning the extent of item
nonresponse for Census 2000.  Note that the national rates do not include Puerto Rico.  The five
100 percent person level items are reported in the order that they appear in the census
questionnaires.  In addition, tenure is also reported.

Table 1 shows the distribution of totally allocated people for Census 2000.  To compare the
numbers produced in the Analysis of the Imputation Process for 100 percent Household
Population Items, Evaluation B.1.a, to this report, add the number of totally allocated people to
the universe used for this analysis and consider those cases as item nonresponse for each person
characteristic.   See Appendix D for the distribution of persons and households by response mode
and form type.
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Table 1:  Distribution of Totally Allocated People by Response Mode and Form Type 

Response Mode

Form Type

Total Short Long

Total 2,333,112 1,844,779 488,333

Self 1,553,206 1,265,842 287,364

Enumerator 779,906 578,937 200,969
Data source: Census 2000 Evaluation Report B.1.a          Table excludes data for Puerto Rico 

4.1 Overall Item Nonresponse Rates

Table 2 contains the overall item nonresponse for the five 100 percent person items and housing
unit tenure.  Item nonresponse ranged from 1.13 percent to 4.14.  Tenure has the highest item
nonresponse with 4.14 percent.  Age has the highest nonresponse rate among person items.

Table 2: Overall Item Nonresponse Rates for the 100 Percent Items

Item Percent Item Nonresponse

Relationship 1.33

Sex 1.13

Age 3.74

Hispanic Origin 3.11

Race 2.93

Tenure 4.14
Data source: HCUF  Table excludes data for Puerto Rico
Table includes only data-defined persons

4.2 Item Nonresponse Rates by Form Type

Table 3 contain a comparison of the item nonresponse by form type (short vs. long) for the five
100 percent items and tenure.  The difference column is calculated by subtracting the long form
rates from the short form rates.  For relationship, age, Hispanic origin and tenure, the rate of item
nonresponse is lower for the short form then for the long form.  For sex and race, the long forms
had lower levels of nonresponse than the short forms.  For each of the person items the absolute
difference is small, all less than 0.5 percentage points.  For tenure the absolute difference is 6.55
percentage points.  A possible reason for such a large difference in item nonresponse rate



6 An interview in which the respondent is not a member of the household being
enumerated is a proxy interview. The respondent might be a neighbor or some other
knowledgeable person.
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between the two forms is the placement of the tenure question on the long form.  The tenure
question comes after all long form questions for Person 1.  It is directly after the income question
which may be a sensitive item for some respondents.

Table 3:  Item Nonresponse Rate by Form Type for the 100 Percent Items

Form Type

Item Total Short Long Difference

Relationship 1.33 1.26 1.66 -0.40 

Sex 1.13 1.16 0.96  0.20 

Age 3.74 3.67 4.12 -0.45 

Hispanic Origin 3.11 3.10 3.16 -0.06 

Race 2.93 2.99 2.63  0.36 

Tenure 4.14 3.05 9.60 -6.55 
      Data source: HCUF       Table excludes data for Puerto Rico
      Table includes only data-defined persons

4.3 Item Nonresponse Rates by Response Mode

Table 4 contains a comparison of the item nonresponse by response mode (self-response vs.
enumerator return) for the five 100 percent person items and tenure.  The difference column is
calculated by subtracting the enumerator return rates from the self-response rates.  For age, the
absolute difference between self-responses and enumerator returns is almost seven percentage
points.  The large age differences might be due to the use of proxy in a personal visit interview6. 
Also, the enumerator may have obtained date of birth and not age.  However, from date of birth
you can compute age.  The Census 2000 Evaluation B.1.a, Analysis of Imputation Rates for the
100 Percent Person and Housing Unit Data Items from Census 2000 reports the allocation rate,
which is percentage of returns where age could not be determined based on information provided
on the form about the same person for age as 9.03 percent, which is close to the 8.81 percent 
item nonresponse rate in this report.  Therefore, proxy interviews seem to be the most likely
explanation for the relatively large item nonresponse rates for age as compared to the other items. 
For this evaluation date of birth was not considered when doing the analysis. For relationship,
sex, age, race and tenure, the rate of item nonresponse is lower for the self-responses than for the
enumerator returns.  For relationship, sex, Hispanic origin, and race, the absolute differences
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ranged from 0.34 to 1.05.  For tenure, the absolute difference between the self-responses and the
enumerator returns is over six percentage points.  The large tenure differences might be due to
the use of proxy in a personal visit interview. The large differences for the tenure item could also
indicate that interviewer training should spend more time on these questions.  

Table 4:  Item Nonresponse Rate by Response Mode for the 100 Percent Items

Response Mode

Item Total Self Enumerator Difference

Relationship 1.33 1.05 2.10 -1.05

Sex 1.13 0.92 1.70 -0.78

Age 3.74 1.90 8.81 -6.91

Hispanic Origin 3.11 3.24 2.74 0.50

Race 2.93 2.84 3.18 -0.34

Tenure 4.14 2.60 8.82 -6.22
      Data source: HCUF   Table excludes data for Puerto Rico
      Table includes only data-defined persons

4.4 Item Nonresponse Rates by Response Mode and Form Type 

Tables 5 through 10 contain comparison of the item nonresponse by response mode 
(self-response vs. enumerator return) and form type (short vs. long) for the five 100 percent
person items and tenure.  The difference row is calculated by subtracting enumerator returns
(total, short or long) from self-responses (total, short or long, respectively).  The difference
column is calculated by subtracting long forms (total, self-response or enumerator return) from
short forms (total, self-response or enumerator return, respectively).

For the relationship item, there are no large differences when comparing item nonresponse by
response mode and form type.  For self-responses, the item nonresponse rates differ by less than
0.4 percentage points between long and short forms.  For enumerator returns, the item
nonresponse rates between the two form types differ by 0.13 percentage points.  Similar to the
results for Table 3, for both response modes, short forms had lower nonresponse rates than long
forms.  Similar to the results for Table 4 for both form types, self-responses did better than
enumerator returns.  The response mode/forms types with the largest and smallest item
nonresponse rates, respectively, were enumerator return long forms at 2.20 percent and 
self-response short forms at 0.99 percent.  See Appendix D for the distribution of persons and
households by response mode and form type.
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Table 5:  Item Nonresponse Rate by Response Mode and Form Type for the Relationship Item

Response Mode

Form Type

Total Short Long Difference

Total 1.33 1.26 1.66 -0.40

Self 1.05 0.99 1.37 -0.38

Enumerator 2.10 2.07 2.20 -0.13

Difference -1.05 -1.08 -0.83
  Data source: HCUF             Table excludes data for Puerto Rico 
  Table includes only data-defined persons

In Table 6 for the sex item, the differences when comparing item nonresponse rates by response
mode and form type are relatively small.  The absolute differences range from 0.20 to 1.43
percentage points.  The largest difference in item nonresponse rates at 1.43 percentage points is
between self-responses and enumerator returns for long forms.  The response mode/form types
with the largest and smallest item nonresponse rates, respectively, were enumerator return long
forms at 1.90 percent and self-response long forms at 0.47 percent.  See Appendix D for the
distribution of persons and households by response mode and form type.

Table 6:  Item Nonresponse Rate by Response Mode and Form Type for the Sex Item

Response Mode

Form Type

Total Short Long Difference

Total 1.13 1.16 0.96 0.20

Self 0.92 1.00 0.47 0.53

Enumerator 1.70 1.65 1.90 -0.25

Difference -0.78 -0.65 -1.43
  Data source: HCUF                Table excludes data for Puerto Rico
  Table includes only data-defined persons

In Table 7 for the age item, there are some large differences when comparing item nonresponse
by response mode and form type.  The absolute differences range from 0.03 to 7.03 percentage
points.  The largest difference in item nonresponse rates indicates that age was better reported on
self-response than on enumerator return questionnaires regardless of form length.  For 
self-responses, there is relatively no difference in the item nonresponse rates between long and
short forms.  The items with the largest and smallest item nonresponse rates, respectively, were
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enumerator return short forms at 8.93 percent and self-response long forms at 1.87 percent.  See
Appendix D for the distribution of persons and households by response mode and form type.

Table 7: Item Nonresponse Rate by Response Mode and Form Type for the Age Item

Response Mode

Form Type

Total Short Long Difference

Total 3.74 3.67 4.12 -0.45

Self 1.90 1.90 1.87 0.03

Enumerator 8.81 8.93 8.36 0.57

Difference -6.91 -7.03 -6.49
    Data source: HCUF       Table excludes data for Puerto Rico
    Table includes only data-defined persons

In Table 8 for the Hispanic origin item, the differences when comparing item nonresponse rates
by response mode and form type are relatively small because the four rates are all relatively the
same.  The absolute differences range from 0.08 to 0.65 percentage points.  For self-responses,
the item nonresponse rates differ by 0.13 percentage points between long and short forms.  The
largest difference in item nonresponse rates at 0.65 percentage points is between self-responses
and enumerator returns for short forms.  The items with the largest and smallest item
nonresponse rates, respectively, were self-response short forms at 3.26 percent and enumerator
return short forms at 2.61 percent.  See Appendix D for the distribution of persons and
households by response mode and form type.

Table 8: Item Nonresponse Rate by Response Mode and Form Type for the Hispanic Origin Item

Response Mode

Form Type

Total Short Long Difference

Total 3.11 3.10 3.16 -0.06

Self 3.24 3.26 3.13 0.13

Enumerator 2.74 2.61 3.21 -0.60

Difference 0.50 0.65 -0.08
Data source: HCUF   Table excludes data for Puerto Rico
Table includes only data-defined persons

In Table 9 for the race item, the differences when comparing item nonresponse rates by response
mode and form type are relatively small because the four rates are all relatively the same.  The
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absolute differences range from 0.19 to 1.10 percentage points.  The largest difference in item
nonresponse rates at 1.10 (absolute) percentage points is between self-responses and enumerator
returns for long forms.  All the other differences are less than one percentage point.  The items
with the largest and smallest item nonresponse rates, respectively, were enumerator return long
forms at 3.35 percent and self-response long forms at 2.25 percent.  See Appendix D for the
distribution of persons and households by response mode and form type.

Table 9:  Item Nonresponse Rate by Response Mode and Form Type for the Race Item

Response Mode

Form Type

Total Short Long Difference

Total 2.93 2.99 2.63 0.36

Self 2.84 2.95 2.25 0.70

Enumerator 3.18 3.14 3.35 -0.21

Difference -0.34 -0.19 -1.10
  Data source: HCUF Table excludes data for Puerto Rico
  Table includes only data-defined persons

In Table 10 for the tenure item, the differences when comparing item nonresponse rates by
response mode and form type are relatively large.  The absolute differences range from 3.65 to
12.09 percentage points.  The largest difference in item nonresponse rates at 12.09 percentage
points is between self-responses and enumerator returns for long forms.  For enumerator returns,
the item nonresponse rates between the form types differ by 11.45 percentage points.  The
driving factor of these two results is the large rate for enumerator forms at 17.79 percent.  For
both response modes, similar to Table 2, short forms did better than long forms.  For short forms,
the item nonresponse rates differ by 4.29 percentage points between self-responses and
enumerator returns.  The items with the largest and smallest item nonresponse rates, respectively,
were enumerator-response long forms at 17.79 and self-response short forms at 2.05.  See
Appendix D for the distribution of persons and households by response mode and form type.
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Table 10:  Item Nonresponse Rate by Response Mode and Form Type for the Tenure Item

Response Mode

Form Type

Total Short Long Difference

Total 4.14 3.05 9.60 -6.55

Self 2.60 2.05 5.70 -3.65

Enumerator 8.82 6.34 17.79 -11.45

Difference -6.22 -4.29 -12.09
  Data source: HCUF                                        Table excludes data for Puerto Rico 
  Table includes only data-defined persons
 
4.5 Item Nonresponse Rates for the Internet Items

Table 11, contains the overall item nonresponse for the five 100 percent person items and tenure
for all self-response short form respondents and Internet respondents.  The difference is
calculated by subtracting Internet rates from the rates for all self-response short form rates (which
include Internet returns).  Since only short forms could be submitted over the Internet, the
analysis for this section is limited to all self-response short forms.  Note, for any analysis
involving self-response forms, Internet responses are included, however, they represent a
relatively small percent of the self-response universe.  Therefore, inclusion of Internet returns
with the self-responses should not affect the comparison analysis.     

Looking at Table 11, the overall Internet item nonresponse was generally low for the 100 percent
items (relationship, sex, age, Hispanic origin, race and tenure).  For all items, Internet response
was better than for all self-response short form responses.  The differences ranged from 0.55
percent to 1.41 percent.  Since there was no advertising about the availability of the Internet as a
response option, the low Internet nonresponse rates may be explained by the fact that people who
responded by Internet were highly motivated to do so.  See Appendix E for the distribution of
persons and households by Internet response mode and form type.  See Appendix F for the
distribution of persons and households by the Internet response mode and self/short response
mode.
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Table 11:  Item Nonresponse Rate by the Internet Response Mode

Item

Response Mode

All Self/ Short Form
Respondents Internet Difference

Relationship 0.99 0.36 0.63

Sex 1.00 0.45 0.55

Age 1.90 0.87 1.03

Hispanic Origin 3.26 2.08 1.18

Race 2.95 1.88 1.07

Tenure 2.05 0.64 1.41
        Data source: HCUF       Table excludes data for Puerto Rico
        Table includes only data-defined persons
        Note: Internet data were only collected for the short form and was reported by the
        respondent

5. CONCLUSIONS AND RECOMMENDATIONS

Item nonresponse is important in assessing data quality for Census 2000.  It may reveal areas for
improvement for items for the 2010 census.  Major findings include:

• Item nonresponse for the Census 2000 100 percent items ranged from 1.13 percent for the
sex item to 4.14 percent for the tenure item.  

• Generally item nonresponse was higher for enumerator returns than for self-responses and
higher for long forms versus short forms.  For both short and long forms, item
nonresponse for all questions except Hispanic origin was higher for enumerator returns. 
The tenure and age items had the largest absolute differences in item nonresponse rates
between response modes.  The absolute differences were 6.22 and 6.91 percentage points,
respectively.

• Tenure had a relatively higher overall nonresponse rate compared to other items. 
Specifically, long form tenure nonresponse rates are high perhaps due to the placement of
tenure after all long form items for Person 1.

• Age had differentially higher nonresponse for enumerator returns, which may be due to
the use of proxy in personal visit interviews.  It is also possible that enumerators may
have obtained date of birth and not age.  From date of birth you can compute age.  For
this evaluation, date of birth was not considered when doing the analysis.
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• For the Hispanic origin item, nonresponse was higher for self-responses.  The lowest
nonresponse for Hispanic origin is associated with enumerator short forms.  It appears
that self respondents do not understand the difference between race and Hispanic origin,
so they answer the race question and leave Hispanic origin blank.

• Item nonresponse for both the sex and race items was higher for enumerator long than
enumerator short forms.  When looking at form type by mode there is no consistent
pattern for high and low item nonresponse.  The low item nonresponse is mostly
associated with self-response but jumps around short and long forms.  The high item
nonresponse is mostly associated with enumerator returns but jumps around short and
long forms.

Recommendations include:

• Review the procedures and debriefings of field staff to see if they can provide useful
information about problems that could have lead to item nonresponse.

• Review the results of previous testing and continue to test question wording and
placement.

• Investigate ways to reduce item nonresponse such as looking at item nonresponse in
conjunction with the National Content Survey (NCS) to shed some light on reasons for
high item nonresponse.

• Review the results of the Analysis of the Imputation Process for 100 percent Household
Population Items, Evaluation B.1.a, in conjunction with the results of this report, to
obtain a more comprehensive view of data quality.

• Investigate census content followup for relatively high item nonresponse items.
• Future analysis should look at the age item in combination with the date of birth item.



16

REFERENCES

U.S. Census Bureau, 1991, The 1990 Alternative Questionnaire Experiment: Preliminary Report
of the 100 Percent Items, 1990 Preliminary Research Evaluation Memorandum #108, U.S.
Census Bureau internal memorandum, December 9, 1991.

U.S. Census Bureau, 2000a, Specifications for Identifying Census Continuation Forms and
Setting the expected return Population Count on the Decennial Response File. DSSD Census
2000 Procedures and Operations Memorandum Series #C-5, October 18, 2000.

U.S. Census Bureau, 2000b, Data Completeness Analysis using Item Allocation Rates for the 100
Percent Data Items in the Census 2000 Dress Rehearsal, DSSD Census 2000 Procedures and
Operations Memorandum Series (Y series), 2000 (Draft).

U.S. Census Bureau, 2000c, Specifications for Eliminating Duplicate Records on the Hundred
Percent Census Unedited File. DSSD Census 2000 Procedures and Operations Memorandum
Series #D-10, November 7, 2000.

U.S. Census Bureau, 2000d, Specification for Reinstating Addresses Flagged as Deletes on the
Hundred percent Census Unedited File (HCUF). DSSD Census 2000 Procedures and Operations
Memorandum Series #D-11, November 7, 2000.

U.S. Census Bureau, 2001, Analysis of the Imputation Process for 100 Percent Household
Population Items, DSSD Census 2000 Procedures and Operations Memorandum Series #Y-1,
October 1, 2001.

U.S. Census Bureau, 2002a, Census 2000 Response and Return Rates-National and State by
From Type, DSSD Census 2000 Procedures and Operations Memorandum Series #L-10,
February 12, 2002.

U.S. Census Bureau, 2002b, Decennial Management Division Glossary and
Abbreviation/Acronym List, Decennial Directorate 2010 Census Planning No.12, August 12,
2002. 



17

APPENDIX A: CENSUS 2000 SHORT FORM
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APPENDIX B: HUNDRED PERCENT CENSUS UNEDITED FILE  (HCUF)

BLOCK RECORD (Record Type 1)

RT  RECORD TYPE  
                             1 = Block record

   ST   COLLECTION FIPS STATE CODE (Right justified, zero filled)
The state code for this block at the point in time when the 

collection blocks are numbered.

COU   COLLECTION FIPS COUNTY CODE (Right justified, zero filled)
The county code for this block at the point in time when the 
collection blocks are numbered. 

BKN   COLLECTION BLOCK NUMBER (Right justified, blank filled)
This field must be used in conjunction with fields ST and COU 

BKP   BLOCK PART
blank = No block part
alpha = Block part

LCO   LOCAL CENSUS OFFICE CODE
2111-3289

TRACT   NONRESPONSE FOLLOW-UP TRACT  (This is the 1990 tract    
adjusted to 2000 collection block boundaries.) 
This field must be used in conjunction with fields ST and    
COU.



19

HOUSING UNIT RECORD (Record Type 2)

RT   RECORD TYPE
2 = Housing unit record

MAFID   MAF AND DMAF ID (EXCLUDING THE 2 CHARACTER CHECK 
DIGIT)

characters 1-2    = state code when the MAF ID was assigned
characters 3-5    = county code when the MAF ID was assigned
characters 6-12 = control ID

INP   NO. OF PERSONS AT THIS HU OR GQ                   
(Number of Persons at the HU or GQ for the HCEF)

00000= None 
00001-99999= Persons at this unit (00001-00097 if a housing    

unit)

RFT   FORM TYPE
01 = D-1 (Short Form MR)
02 = D-2 (Long Form MR)
03 = D-1(UL) (Short Form MR)
04 = D-2(UL) (Long Form MR)
05 = D-1(E) (Short Form EQ)
06 = D-2(E) (Long Form EQ)
07 = D-10 (Be Counted)
08 = (not used)
09 = D-15A (ICQ, Short)
10 = D-15B (ICQ, Long)
11 = D-20A (ICR, Short
12 = D-20B (ICR, Long)
13 = (not used)
14 = D-21 (MCR)
15 = (not used)
16 = D-23 (SCR)
17 = D-1(E)SUPP (Enumerator Supplement, short)
18 = D-2(E)SUPP (Enumerator Supplement, long)
19 = D-1(E)(ccf) (Short EQ converted to continuation)
20 = D-2(E)(ccf) (Long EQ converted to continuation)
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RSOURCE   SOURCE OF RETURN (RECODE) 
(From DRF2 Processing)

blank = Not computed
01 = Paper mail back questionnaire from mail out
02 = (not used)
03 =Paper mail back questionnaire from TQA mail out with NO ID 
04 =Paper mail back questionnaire from Update Leave
05 =Paper mail back questionnaire from Update Leave ADD
06 =Paper mail back questionnaire from Update Leave SUBSTITUTE
07 =Paper mail back questionnaire from Urban Update Leave
08 =Paper mail back questionnaire from Urban Update Leave ADD
09 =Paper mail back questionnaire from Urban Update Leave SUBSTITUTE
10 =Paper mail back questionnaire from Request for Foreign Language
11 =Paper mail back questionnaire from BCF marked as whole household
12 = Paper mail back questionnaire from BCF partial household (i.e., NOT marked 

as whole household)
13 = Paper enumerator questionnaire from List Enumerate
14  = Paper enumerator questionnaire from Update Enumerate
15 = Paper enumerator questionnaire from Update Enumerate ADD 
16 = Paper enumerator questionnaire from Update Enumerate SUBSTITUTE 
17 = Paper enumerator questionnaire from Nonresponse Follow-up (NRFU)
18 = Paper enumerator questionnaire from NRFU ADD
19 = Paper enumerator questionnaire from NRFU SUBSTITUTE
20 = Paper enumerator questionnaire from NRFU Whole Household Usual Home 

Elsewhere (WHUHE)
21 = Paper enumerator questionnaire from NRFU In-mover
22 = Paper enumerator questionnaire from Coverage Improvement Follow-up 

(CIFU)
23 = Paper enumerator questionnaire from CIFU ADD
24 = Paper enumerator questionnaire from CIFU SUBSTITUTE
25 = Paper enumerator questionnaire from T-Night
26 = Paper questionnaire for UHE from Service-based Enumeration (SBE) 

(Individual Census Questionnaire (ICQ))
27 = Paper questionnaire for UHE from Group Quarters (GQ) enumeration 

(Individual Census Report (ICR))
28 = Paper questionnaire for UHE from Military GQ enumeration (Military Census 

Report (MCR))
29 = Paper questionnaire for UHE from Shipboard GQ enumeration (Shipboard 

Census Report (SCR))
30 = Electronic short form from IDC
31 = Electronic TQA reverse-CATI short form
32 = Electronic TQA reverse-CATI BCF for whole household
33 = Electronic TQA reverse-CATI BCF for partial household
34 = Electronic Coverage Edit Follow-up (CEFU) from long or short form
35 = Electronic CEFU from BCF for whole household
36 = Electronic CEFU from IDC
37 = Paper enumerator continuation form – unlinked “orphan”
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RTENURE   “IS THIS HOUSE, APARTMENT, OR MOBILE HOME --”
blank = No response
1 = Owned by you or someone in this household with a 

mortgage or loan
2 = Owned by you or someone in this household free and 

clear (without a mortgage or loan)
3 = Rented for cash rent
4 = Occupied without payment of cash rent
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PERSON RECORD (Record Types 3 & 5)

RT   RECORD TYPE
3 = Housing unit person record
5 = Group quarters person record

PUID   UNIT ID NUMBER
characters 1-2 = state code when the MAF ID was assigned
characters 3-5 = county code when the MAF ID was assigned
characters 6-12 = control ID

PRT   PERSON RECORD (FORM) TYPE
4 = Short form person record 
5 = Long form person record 

PFT   FORM TYPE
01 = D-1 (Short Form MR)
02 = D-2 (Long Form MR)
03 = D-1(UL) (Short Form MR)
04 = D-2(UL) (Long Form MR)
05 = D-1(E) (Short Form EQ)
06 = D-2(E) (Long Form EQ)
07 = D-10 (Be Counted)
08 = (not used)
09 = D-15A (ICQ, Short)
10 = D-15B (ICQ, Long)
11 = D-20A (ICR, Short)
12 = D-20B (ICR, Long)
13 = (not used)
14 = D-21 (MCR)
15 = (not used)
16 = D-23 (SCR)
17 = D-1(E)SUPP (Enumerator Supplement, short)
18 = D-2(E)SUPP (Enumerator Supplement, long)
19 = D-1(E)(ccf) (Short EQ converted to continuation)
20 = D-2(E)(ccf) (Long EQ converted to continuation) 
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PNE   ENUMERATED PERSON NUMBER (FROM PERSON AREA ON HU 
FORM, FOUO ITEM B: PN ON GQ FORM) [For housing units, this field
comes from the DCS2000 Capture System.]
blank= Blank
00001-99999= Person number within this return (00001-00097 for 

              Hus)

PREL   Relationship (relationship from check box on form)
blank = No response (For HUs, if PNE=1 and PPRELSUP=blank,     

then this is the reference person.)
01 = Not used
02 = Husband/wife
03 = Natural-born son/daughter
04 = Adopted son/daughter
05 = Stepson/stepdaughter
06 = Brother/sister
07 = Father/mother
08 = Grandchild
09 = Parent-in-law
10 = Son-in-law/daughter-in-law
11 = Other relative
12 = Roomer, boarder
13 = Housemate/roommate
14 = Unmarried partner
15 = Foster child
16 = Other nonrelative
20 = Person is on a GQ form or Person is in a GQ
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PPRELSUP   SUPPLEMENTAL RELATIONSHIP (RELATIONSHIP FROM  
PSA AND DRF2 PROCESSING) 

blank = No response or this is a GQ ID (For HUs, if PNE=1 and      
PPRELSUP=blank, then this is the reference person.)

01 = Not used
02 = Husband/wife
03 = Natural-born son/daughter
04 = Adopted son/daughter
05 = Stepson/stepdaughter
06 = Brother/sister
07 = Father/mother
08 = Grandchild
09 = Parent-in-law
10 = Son-in-law/daughter-in-law
11 = Other relative
12 = Roomer, boarder
13 = Housemate/roommate
14 = Unmarried partner
15 = Foster child
16 = Other nonrelative
17 = Person comes from another form during linking
18 = Person comes from another return during PSA
20 = Person is on a GQ form or Person is in a GQ
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PSEX   SEX
blank = No response
1 = Male
2 = Female

PAGE   AGE
blank = No response
000-999 = Age

PSPAN01   HISPANIC ORIGIN - NO, NOT SPANISH/HISPANIC/LATINO 
CHECK BOX 

blank = Box not marked
1 = Box marked

PSPAN02   HISPANIC ORIGIN - YES, MEXICAN, MEXICAN-AM, 
CHICANO CHECK BOX

blank = Box not marked
1 = Box marked

PSPAN03   HISPANIC ORIGIN - YES, PUERTO RICAN CHECK BOX
blank = Box not marked
1 = Box marked

PSPAN04   HISPANIC ORIGIN - YES, CUBAN CHECK BOX
blank = Box not marked
1 = Box marked

PSPAN05   HISPANIC ORIGIN - YES, OTHER SPANISH/HISPANIC/LATINO    
CHECK BOX

blank = Box not marked
1 = Box marked

PSPANWI   SPANISH ORIGIN WRITE-IN

        PRACE01   RACE - WHITE CHECK BOX
blank = Box not marked
1 = Box marked

PRACE02   RACE - BLACK, AFRICAN AM., OR NEGRO CHECK BOX
blank = Box not marked
1 = Box marked
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PRACE03   RACE - AMERICAN INDIAN OR ALASKA NATIVE CHECK BOX
blank = Box not marked
1 = Box marked

PRACE04   RACE - ASIAN INDIAN CHECK BOX
blank = Box not marked
1 = Box marked

PRACE05   RACE - CHINESE CHECK BOX
blank = Box not marked
1 = Box marked

PRACE06   RACE - FILIPINO CHECK BOX
blank = Box not marked
1 = Box marked

PRACE07   RACE - JAPANESE CHECK BOX
blank = Box not marked
1 = Box marked

PRACE08   RACE - KOREAN CHECK BOX
blank = Box not marked
1 = Box marked

PRACE09   RACE - VIETNAMESE CHECK BOX
blank = Box not marked
1 = Box marked

PRACE10   RACE - OTHER ASIAN CHECK BOX
blank = Box not marked
1 = Box marked

PRACE11   RACE - NATIVE HAWAIIAN CHECK BOX
blank = Box not marked
1 = Box marked

PRACE12   RACE - GUAMANIAN OR CHAMORRO CHECK BOX
blank = Box not marked
1 = Box marked

PRACE13   RACE - SAMOAN CHECK BOX
blank = Box not marked
1 = Box marked



27

PRACE14   RACE - OTHER PACIFIC ISLANDER CHECK BOX
blank = Box not marked
1 = Box marked

PRACE15   RACE - SOME OTHER RACE CHECK BOX
blank = Box not marked
1 = Box marked

PRACEWI1   RACE WRITE-IN 1
If WI1IND=1 then this is the General Race write-in (field       

PRACEWIGEN from the DRF2); the codes for this write-in appear      
in fields PRACEWI1CODE1 and PRACEWI1CODE2.  If 

        WI1IND=2 then this is the American Indian or Alaska Native Tribe
write-in (field PRACEWI1 from the DRF2).

PRACEWI2   RACE WRITE-IN 2 – ASIAN OR PACIFIC ISLANDER
[form MR, BCF, ICQ, ICR, MCR, or SCR]

PRACEWI3   Race Write-in 3 – Other race
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APPENDIX C:  HUNDRED PERCENT CENSUS UNEDITED FILE  (HCUF)
VARIABLE RECODES

Item Variable (Variable Number)

Housing Unit Record Type RT,    (2001)
Possible Values
 2   (2001)

RT=2 Housing Unit
Record

Person Record Type RT, (3001)
Possible Values
 3, 5   

RT=3 Housing Unit
Person record

Form Type RFT, (2080)
Possible Values
01-20

RFT=01,03,05,07,09,
11,17,19

Short Form

RFT=02,04,06,10,12,
18,20

Long Form

Response Mode RSOURCE,   (2082)
Possible Values
01-37

RSOURCE=01, 03,
04, 05, 06, 07, 08, 09,
10, 11, 12, 30

Self- Response

RSOURCE=blank, 13,
14, 15, 16, 17, 18, 19,
20, 21, 22, 23, 24, 25,
26, 27, 28, 29, 31, 32,
33, 34, 35, 36, 37

Enumerator-
Response

Internet RSOURCE, (2082)
Possible Values
01-37 

RSOURCE=30 Self- Response

RSOURCE=36 Enumerator-
Response

Relationship PREL, (3023)
Possible Values  
 02-16, 20

PPRELSUP, (3024)
Possible Values
02-18, 20

PNE, (3013)
Possible Values
00001-99999

Person 1when PNE="00001"
and pprelsup=blank 

Blank Nonresponse

Not Blank Response



Item Variable (Variable Number)

29

Sex PSEX, (3027)
1,2

Blank Nonresponse

Not Blank Response

Age PAGE, (3028)
000-999

Blank Nonresponse

Not Blank Response

Hispanic Origin PSPAN01-PSPAN05, (3033-
3037)
Possible values
1
PSPANWI, (3038)
Possible values
write-in

Blank Nonresponse

Not Blank Response

Race PRACE01-PRACE15, (3041-
3055)
Possible Values,
1
PRACEWI1-PRACEWI3,
(3057, 3060, 3063)
Possible Values
write-in

Blank Nonresponse

Not Blank Response

Tenure RTENURE (2118)

Possible Values:
1, 2, 3, 4

Blank Nonresponse

Not Blank Response
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APPENDIX D: DISTRIBUTION OF RESPONSE MODE BY FORM TYPE

Table D-1.  Distribution of Response Mode by Form Type for All Items
Except Tenure

Form Type

Response Mode Total Short Long

Total 267,869,007 223,744,580 44,124,427

Self 196,386,285 167,585,088 28,801,197

Enumerator 71,482,722 56,159,492 15,323,230
   Data source: HCUF    Table excludes data for Puerto Rico

               Table includes only data-defined persons

Table D-2.  Distribution of Response Mode by Form Type for the Tenure Item

Form Type

Response Mode Total Short Long

Total 104,015,308 86,699,157 17,316,151

Self 78,220,756 66,487,315 11,733,441

Enumerator 25,794,552 20,211,842 5,582,710
   Data source: HCUF       Table excludes data for Puerto Rico
   Table includes only data-defined persons
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APPENDIX E:  DISTRIBUTION OF INTERNET RESPONSE MODE AND
FORM TYPE 

Table E-1.  Distribution of Internet Response Mode and  Form Type for All
Item’s Except Tenure

Response Mode and Form Type

Response Mode Self/Short

Total 167,585,088

Internet 178,256

Non-Internet 167,406,832
Data Source: HCUF                      Table excludes data for Puerto Rico 
Table includes only data-defined persons
Note: Internet data were only collected for the short form and were reported by the
respondent.

Table E-2.  Distribution of Internet Response Mode and Form Type for the
Tenure Item

Response Mode and Form Type

Response Mode Self/Short

Total 66,487,315

Internet 64,583

Non-Internet 66,422,732
Data Source: HCUF                   Table excludes data for Puerto Rico
Table includes only data-defined persons
Note: Internet data were only collected for the short form and were reported by the
respondent.
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APPENDIX F: DISTRIBUTION OF ITEM NONRESPONSE BY THE
INTERNET AND SELF/SHORT RESPONSE MODE

Table F-1.  Distribution of Item Nonresponse by the Internet and Short/ Self-
Response Mode

Self/Short Response Mode

Item
All Self/Short
Respondents Internet Non-Internet

Relationship 1,661,847 639 1,661,208

Sex 1,677,773 810 1,676,963

Age 3,192,363 1,551 3,190,812

Hispanic Origin 5,468,854 3,713 5,465,141

Race 4,936,889 3,349 4,933,540

Tenure 1,364,301 413 1,363,888
        Data Source: HCUF                            Table excludes data for Puerto Rico
        Table includes only data-defined persons
        Note: Internet data were only collected for the short form and were reported by the
        respondent.
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Appendix G: Puerto Rico Data

Table G-1: Overall Item Nonresponse Rates for the 100 Percent Items for Puerto
Rico

Item Percent Item Nonresponse

Relationship 1.32

Sex 2.12

Age 3.86

Hispanic Origin 1.01

Race 3.79

Tenure 6.15
Data source: HCUF      Table includes only data-defined persons

Table G-2:  Item Nonresponse Rate by Form Type for the 100 Percent
Items  for Puerto Rico

Form Type

Item Total Short Long Difference

Relationship 1.32 1.21 1.92 -0.71

Sex 2.12 2.24 1.49 0.75

Age 3.86 3.91 3.61 0.30

Hispanic Origin 1.01 0.95 1.33 -0.38

Race 3.79 3.85 3.44 0.41

Tenure 6.15 5.35 10.26 -4.91
Data source: HCUF                    Table includes only data-defined persons
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Table G-3:  Item Nonresponse Rate by Response Mode for the 100 Percent
Items for Puerto Rico

Response Mode

Item Total Self Enumerator Difference

Relationship 1.32 1.24 1.43 -0.19

Sex 2.12 1.93 2.39 -0.46

Age 3.86 3.35 4.59 -1.24

Hispanic Origin 1.01 0.97 1.06 -0.09

Race 3.79 5.25 1.69 3.56

Tenure 6.15 4.85 8.00 -3.15
         Data source: HCUF        Table includes only data-defined persons

Table G-4 :  Item Nonresponse Rate by Response Mode and Form Type for
the Relationship Item for Puerto Rico

Response Mode

Form Type

Total Short Long Difference

Total 1.32 1.21 1.92 -0.71

Self 1.24 1.09 2.27 -1.18

Enumerator 1.43 1.39 1.59 -0.20

Difference -0.19 -0.30 0.68
 Data source: HCUF          Table includes only data-defined persons



35

Table G-5:  Item Nonresponse Rate by Response Mode and Form Type for
the Sex Item  for Puerto Rico

Response Mode

Form Type

Total Short Long Difference

Total 2.12 2.24 1.49 0.75

Self 1.93 2.13 0.65 1.48

Enumerator 2.39 2.42 2.29 0.13

Difference -0.46 -0.29 -1.64
Data source: HCUF       Table includes only data-defined persons

Table G-6: Item Nonresponse Rate by Response Mode and Form Type for
the Age Item for Puerto Rico

Response Mode

Form Type

Total Short Long Difference

Total 3.86 3.91 3.61 0.30

Self 3.35 3.38 3.13 0.25

Enumerator 4.59 4.72 4.07 0.65

Difference -1.24 -1.34 -0.94
Data source: HCUF       Table includes only data-defined persons



36

Table G-7:  Item Nonresponse Rate by Response Mode and Form Type for the
Hispanic Origin Item for Puerto Rico

Response Mode

Form Type

Total Short Long Difference

Total 1.01 0.95 1.33 -0.38

Self 0.97 0.91 1.40 -0.49

Enumerator 1.06 1.01 1.26 -0.25

Difference -0.09 -0.10 0.14
     Data source: HCUF       Table includes only data-defined persons

Table G-8:  Item Nonresponse Rate by Response Mode and Form Type for the
Race Item for Puerto Rico

Form Type

Response Mode Total Short Long Difference

Total 3.79 3.85 3.44 0.41

Self 5.25 5.26 5.15 0.11

Enumerator 1.69 1.67 1.78 -0.11

Difference 3.56 3.59 3.37
     Data source: HCUF                   Table includes only data-defined persons
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Table G-9:  Item Nonresponse Rate by Response Mode and Form Type for the
Tenure Item for Puerto Rico

Response Mode

Form Type

Total Short Long Difference

Total 6.15 5.35 10.26 -4.91

Self 4.85 4.08 9.82 -5.74

Enumerator 8.00 7.34 10.70 -3.36

Difference -3.15 -3.26 -0.88
    Data source: HCUF       Table includes only data-defined persons

Table G-10:  Item Nonresponse Rate by the Internet Response Mode for Puerto
Rico

Item

Response
Mode

All Self/ Short Form
Respondents Internet Difference

Relationship 1.09 0.00 1.09

Sex 2.13 0.34 1.79

Age 3.38 0.34 3.04

Hispanic Origin 0.91 0.69 0.22

Race 5.26 1.72 3.54

Tenure 4.08 0.00 4.08
   Data source: HCUF         Table includes only data-defined persons
   Note: Internet data were only collected for the short form and were reported by the respondent
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Table G-11.  Distribution of Response Mode by Form Type for All Items Except
Tenure for Puerto Rico

Form Type

Response Mode Total Short Long

Total 3,743,493 3,150,343 593,150

Self 2,204,871 1,913,231 291,640

Enumerator 1,538,622 1,237,112 301,510
   Data source: HCUF                    Table includes only data-defined persons

Table G-12.  Distribution of Response Mode by Form Type for the Tenure Item for
Puerto Rico

Form Type

Response Mode Total Short Long

Total 1,276,669 1,070,625 206,044

Self 753,067 650,958 102,109

Enumerator 523,602 419,667 103,935
   Data source: HCUF Table includes only data-defined persons

Table G-13.  Distribution of Internet Response Mode and  Form Type for All
Item’s Except Tenure for Puerto Rico

Response Mode and Form Type

Response Mode Self/Short

Total 1,913,231

Internet 290

Non-Internet 191,112,941
   Data source: HCUF     Table includes only data-defined persons
   Note: Internet data were only collected for the short form and were reported by the
   respondent.
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Table G-14.  Distribution of Internet Response Mode and Form Type for the
Tenure Item for Puerto Rico

Response Mode and Form Type

Response Mode Self/Short

Total 650,958

Internet 104

Non-Internet 650,854
Data source: HCUF  Table includes only data-defined persons
Note: Internet data were only collected for the short form and were reported by the             
respondent.

Table G-15.  Distribution of Item Nonresponse by the Internet and Short/ Self-
Response Mode for Puerto Rico

Self/Short Response Mode

Item
All Self/Short
Respondents Internet Non-Internet

Relationship 20,799 0 20,799

Sex 40,723 1 40,722

Age 64,719 1 64,718

Hispanic Origin 17,356 2 17,354

Race 100,715 5 100,710

Tenure 26,532 0 26,532
Data source: HCUF       Table includes only data-defined persons
Note: Internet data were only collected for the short form and were reported by the
respondent.
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EXECUTIVE SUMMARY 

Data on race from most federal surveys currently reflect a collection methodology of asking 
respondents to mark only one category. Census 2000 was the first decennial census to ask 
respondents to “mark one or more races.” Some users of the Census 2000 data on race may want 
to compare the race distribution from Census 2000 with those of other data sources where 
respondents were asked to mark only one race for each person in a household. The Office of 
Management and Budget (OMB) has referred to this comparison as “bridging.” 

The objective of the Census Quality Survey (CQS) is to enable users to make comparisons 
between race data obtained using “mark one race” and “mark one or more races” methods. The 
CQS attempts to meet this objective by collecting race data using both methods from the same 
people. That is, each respondent in the sample was asked in separate interviews to report “one or 
more races” and to report a single race. Thus, the CQS can be used to evaluate how multiple 
race reporters respond when asked to report a single race. The data can be used to answer 
questions of the sort, “What fraction of people who report as ‘White and Black’ when asked to 
report one or more races, report as ‘Black’ when asked to report only one race?” The results can 
be applied to bridge the two methods by constructing statistical adjustments to race distributions 
obtained using one method to make them more comparable to race distributions obtained using 
the other. 

The Census Quality Survey was designed with the primary objective of producing a data file that 
could be used to bridge between “single” and “one or more races” distributions. This document, 
created to accompany the Census Quality Survey data file, provides the following information: 

< the background on the reporting of Two or more races,

< the methods and limits of the Census Quality Survey,

< some results produced from the file, and

< a data dictionary (file layout) of the variables contained on the Census Quality Survey


public-use data file. 

Data file users are encouraged to read the Office of Management and Budget’s 2000 
“Provisional Guidance on the Implementation of the 1997 Standards for Federal Data on Race 
and Ethnicity” for more background on comparing racial data and bridging methods. This, and 
several related documents, is available at 
<http://www.whitehouse.gov/omb/inforeg/statpolicy.html#dr>. 

The Census Quality Survey has a nationally representative design with two data collection 
points. Respondents were asked at one point to “mark one race” and at another point to “mark 
one or more races.” The sample is split into two panels. Panel A received the “mark one or 
more races” instruction at the initial contact, whereas Panel B received the “mark one race” 
instruction first. During the second contact, or the re-contact, each panel received the alternate 
instruction. Data from these two contacts can be used to produce “bridging parameters” to 
compare race distributions collected under single race and one or more race methodologies. In 
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addition, Census Quality Survey respondents were matched to their Census 2000 responses (with 
a match success rate of 86 percent) and these data can also be used to produce bridging 
parameters. 

What were the housing unit response rates? 

Initially about 27,500 housing unit addresses were designated to be in the sample for each panel. 
Of the eligible (occupied) addresses, 97 percent completed an interview in the initial contact. In 
the re-contact, sample housing units were only contacted if an initial contact questionnaire was 
completed. Of the eligible re-contact addresses, 87 percent completed an interview in Panel A 
and 94 percent completed an interview in Panel B. 

Was the Census Quality Survey representative of Census 2000 data? 

The results from the question on race suggest that each panel appears to be representative of 
Census 2000. Aggregated reporting of race among non-Hispanic respondents to the “mark one 
or more races” instruction closely resembles Census 2000 reporting of race for each panel. No 
race group appears to be significantly different from Census 2000 (p < 0.1 level) in either panel, 
including the Two or more races population. Reporting of race for Hispanic respondents is also 
similar to that in Census 2000, though in Panel A a smaller proportion of Hispanics chose White 
as a single race and a larger proportion chose Some other race compared with Census 2000 data. 

Was reporting of race consistent between Census 2000 and the Census Quality Survey? 

Only 40 percent of the non-Hispanic respondents in Panel A who reported two or more races in 
Census 2000 also reported Two or more races in the initial contact (“mark one or more races” 
instruction). Similarly, only 41 percent of those in Panel B who reported two or more races in 
the census also reported Two or more races in the re-contact. The other 60 percent went on to 
report a single race. The generally low level of consistency in the reporting of Two or more 
races has several consequences, including: 

< The effective sample size for computing bridging parameters is reduced and the 
parameters are sensitive to which data are used to compute them. 

< The stability of bridging parameters may be unclear given the observed instability in 
reporting two or more races. 

In contrast, 97 percent to 98 percent of those who reported a single race of White, Black, or 
Asian in Census 2000 reported the same race in the Census Quality Survey. For American 
Indian or Alaska Natives, Native Hawaiian or Other Pacific Islanders, and Some other race 
respondents, the reporting of race consistency ranges from 55 percent to 58 percent in Panel A, 
and 72 percent to 78 percent in Panel B. 
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How do people who reported Two or more races respond to a “mark one race” instruction? 

We cross-tabulated the “mark one or more races” data collection contact with the “mark one 
race” contact to assess how individuals respond when asked to choose a single race for people 
for whom multiple races has been reported. Even with the “mark one race” instruction, a 
significant portion of respondents reported Two or more races. This portion was greatly 
reduced, though, when the followup race probe was used in the Panel A re-contact. Users of the 
data file will need to determine how best to treat these reluctant cases when computing bridging 
parameters. This treatment may depend on the particular purpose and uses of the file. 
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1. BACKGROUND 

1.1 Evaluation objectives 

Data on race from most federal surveys currently reflect a collection methodology of asking 
respondents to mark only one category. Census 2000 was the first decennial census to ask 
respondents to “mark one or more races.” Some users of the Census 2000 data on race may want 
to compare the race distribution from Census 2000 with those of other data sources where 
respondents were asked to mark only one race for each person in a household. The Office of 
Management and Budget (OMB) has referred to this comparison as “bridging.” 

The objective of the Census Quality Survey (CQS) is to enable users to make comparisons 
between race data obtained using “mark one race” and “mark one or more races” methods. The 
CQS attempts to meet this objective by collecting race data using both methods from the same 
people. That is, each respondent in the sample was asked in separate interviews to report “one or 
more races” and to report a single race. Thus, the CQS can be used to evaluate how multiple 
race reporters respond when asked to report a single race. The data can be used to answer 
questions of the sort, “What fraction of people who report as ‘White and Black’ when asked to 
report one or more races, report as ‘Black’ when asked to report only one race?” The results can 
be applied to bridge the two methods by constructing statistical adjustments to race distributions 
obtained using one method to make them more comparable to race distributions obtained using 
the other. 

The primary goal is to improve comparisons between 1990 and Census 2000 race distributions at 
national and lower geographic levels. Other goals are to facilitate comparisons between data on 
race from Census 2000 and current Census Bureau surveys which instruct respondents to mark 
one race, and with data from the vital records system, which uses census data to calculate such 
indicators as birth and death rates. 

Users of the data file are strongly encouraged to read OMB’s 2000 “Provisional Guidance on the 
Implementation of the 1997 Standards for Federal Data on Race and Ethnicity1.” This provides 
information on comparing racial data collected under the 1977 standards and the new standards 
which allow for the reporting of more than one race. The report also introduces various bridging 
tabulation methods, some of which do not require the use of auxiliary data such as that produced 
by the Census Quality Survey. This document, created to accompany the CQS public-use data 
file release, also includes information on the background and methods of the CQS, some results 
produced from the file, and a data dictionary (file layout) of the variables contained on the CQS 
public-use data file. 

1The OMB report, and several related documents, is available on OMB’s website at 
<http://www.whitehouse.gov/omb/inforeg/statpolicy.html#dr>. 
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1.2 The concept of race 

Throughout U.S. history, the meanings, measurements, and categories defining racial groups 
have changed. Beginning with the first decennial census in 1790, the categories reflected both 
anthropological and biological connotations. Enumerators, based on their subjective view of the 
phenotypical features of respondents, determined the racial category to which individuals were 
assigned. Over the years, both the scientific and the popular understandings of race and the 
categories used to measure race have changed. As discussed in the 1997 Office of Management 
and Budget standards on collecting data on race and ethnicity, the current categories used to 
collect data on race are socio-political constructs and do not reflect any anthropological or 
genetic definitions. Additionally, the method by which these data are collected is based on self-
identification. 

Numerous studies have revealed that people may have several racial and ethnic identifications, 
and that these identifications may change over time and across circumstances, and thus 
inconsistent responses from interview to follow-up may occur. In 1974, Johnson found a lack of 
consistent reporting in ethnicity when 34 percent of people reporting had different ethnicity 
during a survey conducted in 1971 and 1972. Further, Hahn (1993) proposed that the more 
heterogeneous one perceives one’s ancestry to be, the more one’s self-identification is likely to 
change over time. He found that the proportion of people reporting different ancestries in initial 
and follow-up surveys increased in people reporting one (40 percent), two (58 percent), three (66 
percent), and four (75 percent) ethnic backgrounds. Thus, it is difficult to conclude that ethnic 
identification is a fixed and singular characteristic for people in the United States. Instead, we 
recognize that self-identification of race and ethnicity is fluid for some people, and self-
perception changes. 

Because of the fluid nature of the concept of race, the reporting of race by some respondents may 
be influenced by minor deviations in question wording or mode of data collection. Any time 
lapse, modification to the questions, presence of an interviewer, or simple response variance can 
influence reporting of race patterns. Additionally, the introduction of the reporting of more than 
one race in Census 2000 may contribute to the fluidity in the reporting of race. 

1.3 Reporting of race and ethnicity in the federal government 

In response to legislative, programmatic, and administrative requirements in the federal 
government, the Office of Management and Budget (OMB) in 1977 issued the “Race and Ethnic 
Standards for Federal Statistics and Administrative Reporting,” set forth in Statistical Policy 
Directive No. 15. These standards were used for more than two decades in decennial censuses, 
in national surveys of the population, and in data collections to meet statutory requirements. 
Data on race and ethnicity are needed to monitor equal access to housing, education, 
employment opportunities, and so forth for population groups that historically have experienced 
discrimination and differential treatment because of their race or ethnicity. The categories that 
were developed represent a social-political construct designed to be used in the collection of data 
on the race and ethnicity of major broad population groups in this country, and they are not 

-2-




anthropologically or scientifically based. The four basic race categories specified in Directive 
No. 15 were: “American Indian or Alaska Native,” “Asian or Pacific Islander,” “Black,” and 
“White.” The two specified ethnic categories were: “Hispanic origin” and “not of Hispanic 
origin.” The federal government treats race and Hispanic origin as two separate and distinct 
concepts. Hence, people of Hispanic origin may be of any race. 

During the 1980's the standards in Directive No. 15 came under increasing criticism.  Some 
individuals who reported data about themselves and various users of the data believed that the 
categories no longer adequately reflected the increasing racial and ethnic diversity of the 
population of the United States. As a result of these concerns, the OMB initiated a 
comprehensive review of Directive No. 15 and solicited comments from the public on the 
usefulness of the Directive. 

After a lengthy review process, on October 30, 1997, the OMB issued revised standards that all 
federal agencies, beginning with Census 2000, were to use to collect, tabulate, and present data 
on race and ethnicity. Included in these standards is the identification of five racial categories: 
“White,” “Black or African American,” “American Indian or Alaska Native,” “Asian,” and 
“Native Hawaiian or Other Pacific Islander.” For respondents unable to identify with any of 
these five race categories, the OMB approved a sixth category - “Some other race” (SOR) - on 
the Census 2000 questionnaire. The category “Some other race” was used in Census 2000 and is 
also used in a few other federal data collection activities. Respondents who provided write-in 
entries to the race question such as Moroccan, South African, Belizean, or a Hispanic origin (for 
example, Mexican, Puerto Rican, or Cuban) are included in the SOR category. The 
overwhelming majority (97 percent) of the 15.4 million people who reported SOR alone in 
Census 2000 were Hispanic. However, of all combinations of Two or more races that included 
SOR, only 59 percent were Hispanic. A large majority (90 percent) of the population identified 
as “SOR alone or in combination with one or more other races” was also Hispanic. 

The 1997 standards also include changes in the terminology used for each group and the 
sequencing of the questions on race and Hispanic origin. In the 1990 census, the question on 
race preceded the question on Hispanic origin with two intervening questions. For Census 2000, 
the question on Hispanic origin was placed immediately before the question on race with a note 
to respondents to answer both questions. But perhaps the most profound change to the standards 
was asking respondents to mark one or more races. Many census data users, both governmental 
and non-governmental, need to understand how the Census 2000 race distributions compare with 
race distributions from other data sources where respondents are asked to report only one race. 

1.4 Data on interracial families and reporting of race prior to Census 2000 

Some of the impetus for the OMB to ask for the reporting of one or more races came from the 
increasing number of interracial marriages and “multiracial” births in the past three decades. 
Prior census data suggest that individuals from smaller racial population groups are more likely 
to form interracial unions with individuals outside their race than are individuals from the larger 
White and Black populations. Since the White population composes a large proportion of the 
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total population, most interracial marriages have one partner who is White; similarly, for most 
children with parents of different races, one parent is White. 

The 1970 census identified about 321,000 interracial married couples. By 1980, the number had 
increased to about 1 million, and by 1990 to about 1.5 million interracial couples2. In 1990, all 
but 8 percent of these interracial couples included one spouse (or unmarried partner) who was 
White. In 14 percent of all interracial couples, the non-White spouse was Black; in 22 percent, 
American Indian or Alaska Native; in 31 percent, Asian or Pacific Islander; and in 25 percent, 
Other race (most of whom were of Hispanic origin). 

Census data indicate that the number of children in interracial families grew from less than one-
half million in 1970 to about two million in 1990. In 1990, for interracial families with one 
White partner, the other parent was Black for about 20 percent of all children, the other 
parent was Asian for 45 percent, and the other parent was American Indian and Alaska Native 
for about 34 percent. 

Data from the National Center for Health Statistics on reporting of race on birth certificates 
indicate that the number of children of mixed racial parentage varies with the racial 
combinations of the parents involved. In 1968, for two percent of the births with at least one 
Black parent, the second parent was reported as White on the birth certificates (N=8,800). This 
percentage increased to 9 percent in 1994 (N=63,000). Analysis of the change in the number of 
births where one parent is Black and the other parent is of a different race is complicated by the 
increasing number of births for which the race of the second parent, usually the father, is not 
given on the birth certificate - 40 percent in 1994, compared with 24 percent in 1968. 

Among births of American Indian and Alaska Native children, the percentages of births in which 
the second parent was listed as White was 28 percent (N=6,900) in 1968 and 45 percent 
(N=23,000) in 1994. Among births of Asian and Pacific Islander children, the percentages were 
28 percent in 1968 and 26 percent in 1994. 

1.5 Related studies on reporting of race for “multiracial” individuals 

Since 1990, the Census Bureau has conducted three major studies to evaluate the feasibility of 
collecting data for people reporting more than one race. The first was the May 1995 Race and 
Ethnicity Supplement to the Current Population Survey, which was conducted jointly with the 
Bureau of Labor Statistics (BLS) (OMB, 1997a). This supplement was designed to test the 
effect of asking questions about race and Hispanic origin with and without a “multiracial” 
response option. The sample size for the May 1995 CPS Supplement was about 60,000 
households. Data from this supplement indicated that, nationally, a little more than 1.5 percent 
of respondents identified as “multiracial.” American Indians and Alaska Natives were more 
likely to report multiple races both using a separate “multiracial” response category and without 

2The Census 2000 special report “Married-Couple and Unmarried-Partner Households: 2000" was released 
in February 2003 and is available online at <http://www.census.gov/prod/2003pubs/censr-5.pdf>. 
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a separate “multiracial” option. The proportions reporting in the White, Black, and Asian and 
Pacific Islander categories were not statistically different when the “multiracial” option was 
used. 

The second study was the 1996 National Content Survey (NCS) (U.S. Census Bureau, 1996). 
The NCS, conducted from March through June 1996, was a mail survey of about 94,500 
households representing about 95 percent of the country. Four of the 13 panels, each with about 
6,000 households, were designed to evaluate the effect of adding a “multiracial” or “biracial” 
category and reversing the sequencing of the questions on race and Hispanic origin. The NCS 
contained a question on race that included a separate “multiracial” or “biracial” response 
category in two of the four panels. The proportion of respondents identifying themselves as 
“multiracial” was less than two percent. The addition of a “multiracial” category had no 
statistically significant effect on the percentage of respondents who reported as White, Black, 
American Indian, or Asian or Pacific Islander. However, the relatively small sample size in the 
NCS might not detect changes that were substantively important for small populations. 

The third study was the 1996 Race and Ethnic Targeted Test (RAETT) (U.S. Census Bureau, 
1997). The RAETT, conducted in the summer of 1996, targeted 112,000 households in areas 
with high concentrations of six specified racial or ethnic groups: White, Black, American Indian, 
Alaska Native, Asian or Pacific Islander, and Hispanic. Respondents in this multipanel 
experiment were able to report their “multiracial” identity in several ways, depending on which 
questionnaire they received. First, they could mark a response box labeled “multiracial” and 
choose to write-in specific races. Second, they could mark two or more boxes in the question on 
race, in response to an instruction to “mark one or more” or “mark all that apply.” Additionally, 
some respondents provided multiple responses even when asked to “mark one race.” No 
differences were detected in the percentages reporting solely as White, Black, or American 
Indian when given the option to report more than one race. However, the percentages of the 
population reporting as Alaska Native and Asian and Pacific Islanders were statistically different 
when given this option. Significant differences were also found in the single race categories of 
Asian and Pacific Islander and of American Indian and Alaska Native when the “multiracial” 
category was used. The percentage for whom race was reported as Asian and Pacific Islander as 
a single race was also statistically different when the “mark all that apply” option was used, but 
not when the “mark one or more” option was given. 

In addition to these studies, data for respondents providing one or more responses to a question 
on race have been collected since 1976 by the National Center for Health Statistics (NCHS) 
through the National Health Interview Survey (NHIS). The NHIS is a multipurpose health 
survey, where information is obtained on a wide range of health and health care topics through 
computer-assisted personal interviews. The current sample size is about 40,000 housing units or 
about 100,000 people with over sampling for Blacks and Hispanics (Madans, 2000). About 1.6 
percent of all responses in the 1993-1995 NHIS included multiple race responses. This 
proportion has remained fairly consistent since 1982. 
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The NHIS also includes a followup question for people who report more than one race to select a 
single race that “best” describes their race. Results from the 1997 NHIS suggest that there are 
reporting differences among the racial combinations. For example, about 82 percent of 
respondents who report as American Indian and White, select White when asked to select a 
single race. Among those who report Asian and White, about 49 percent report as Asian with 
about 13 percent reporting as multiple race. Among respondents who report as Black and White, 
about 50 percent report as Black, and the remaining 50 percent is about evenly split between 
White and multiple race. 

The NHIS also found that the reporting of race is influenced by the age of the individual and the 
region of residence. Respondents who report a single race tend to be older than those who report 
multiple races. According to results from the 1997 NHIS, about 78 percent of people for whom 
race was reported as Black and White were less than 18 years of age, compared with about 34 
percent of people who reported Black only (Lucas, 2000). A similar pattern was observed for 
Asian and Pacific Islanders. In terms of regional variation, about 55 percent of those who 
reported a single race of Black resided in the South in contrast to 25 percent of respondents who 
reported as Black and White. In general, the majority of the reporting of multiple races occurred 
in the West. 

Other researchers (Goldstein and Morning 2000) have also suggested that family composition 
and income help explain reporting among people who report more than one race. Harris (2000) 
presents a comprehensive examination of people who reported two or more races in the National 
Longitudinal Study of Adolescent Health (ADD Health) survey. Harris used these data to 
examine the levels, as well as the socio-demographic characteristics, of racial identity for 
“multiracial youth” compared with their monoracial peers. Harris used three measures of racial 
identification: school race, home race, and parents’ race. School race was defined as the race 
reported by students when administered the survey instrument at school. Home race is the race 
reported by the student while at home, and parents’ race is the racial identity provided by the 
biological parents at home. Harris found that multiracial or multiple response individuals tended 
to be younger, more likely to be female, less likely to live with both biological parents, and more 
likely to live in racially diverse and urban areas in the West region of the country. 

1.6 Background on methodological issues associated with reporting of race 

The objective of this study is to provide users with a data file which permits cross-classification 
of responses using two measurement methods: the Census 2000 question on race that allows 
reporting more than one race, and a “mark one” question on race similar to that used in the 1990 
census. Ideally, the two measurements would be closely comparable, both would be collected 
under identical conditions using comparable methods except for the difference in the “mark one” 
or “mark one or more” question instructions. However, due to practical constraints, this study 
could not control all methodological factors which may influence reporting of race. Differences 
in the methods or conditions under which the measurements were obtained may introduce 
systematic bias or variability in race reports. This section discusses certain methodological 
issues which influenced the design of the survey and may influence the data. These issues 
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should be taken into account by analysts using and interpreting the data, especially when 
comparing them with other sources of race data. Note that a detailed discussion of CQS-specific 
issues is provided in section 2 (Methods) and section 3 (Limits). 

1.6.1 Conceptual confusion and “other race” reporting 

One problem concerns the mismatch between survey and respondent categories for race. 
Although the racial classification system used by the statistical system works well for many 
respondents, there is evidence that many others, including many Hispanics, have difficulty 
understanding the categories and selecting an appropriate response to accurately reflect their 
identity (Gerber, de la Puente, and Levin, 1998). Some  groups fail to find a category that 
expresses their own sense of race, the most important being a substantial fraction of Hispanics. 
In Census 2000, 6.6 percent of people reported as “Some other race,” either alone or in 
combination with another race category (U. S. Census Bureau, 2001). Most were Hispanics, 
who did not find a Hispanic category listed and so marked “Some other race” and/or wrote in 
“Hispanic,” “Latino,” or a specific Hispanic group (e.g., Mexican, Salvadoran). In Census 2000 
42.2 percent of Hispanics were identified as Some other race alone, compared to just 0.2 percent 
of non-Hispanics (see Attachment 4 for the full Census 2000 distribution of race). Many 
Americans see both Hispanicity and race as part of the same global concept. This view seems 
rooted in culture and is given authority by other race questions or representations of data which 
include "Hispanic" among the races. 

In part due to conceptual confusion, “other race” reporting by Hispanics is vulnerable to the 
effects of methodological differences between surveys, including the effects of question order 
and interviewer behavior. 

1.6.2 Order effects 

When race is asked first in a self-administered questionnaire, many Hispanic respondents look 
for but do not find a category to describe themselves, and so report “other race” and/or write in a 
Hispanic group (Kissam, Herrera, and Nakamoto, 1993; Davis et al. 2001). The effect of 
question sequence on Hispanic reporting of race in self-administered mail questionnaires is well-
documented (Bates et al., 1995; U. S. Census Bureau, 1996; 1997). For this reason (and because 
item nonresponse rates are reduced in the Hispanic-first sequence), OMB guidelines require that 
the Hispanic origin question precede the question on race, when they are asked as separate 
questions. An experiment conducted during Census 2000 showed that the fraction of Hispanics 
reporting as “White” is higher by about 10 percentage points, and the fraction reporting as 
“Some other race” is lower by about the same amount, when the Hispanic origin item is asked 
first compared to the reverse order (Martin, de la Puente, and Bennett, 2001). 

For all of the panels in this study, Hispanic origin was asked before race. However, some data 
sources with which an analyst might want to compare these data use the reverse order, including 
the 1990 census. 

-7-




1.6.3 Potential mode effects on reporting of race 

Different modes of survey administration present particular problems for the race question which 
may affect the comparability of data. Mode differences in reporting of race may arise from the 
effects of mode on communication of the race categories and the “one or more” option, or from 
possible interviewer effects, among other factors. 

Because the list is long (15 categories), and because the categories may not correspond to some 
respondents’ own understandings of race, it is usually thought necessary to communicate all the 
categories respondents might choose. In a self-administered questionnaire, it is relatively easy to 
present a long list of categories below the question. In a survey administered in person by an 
interviewer, communicating the list of categories is more awkward: an interviewer may read 
them, or present a flashcard, or both. Sometimes interviewers may abbreviate the list or 
respondents may interrupt them before they have read all of the categories. If a response does 
not fit one of the categories, the interviewer must further classify the response into a category on 
the spot, or offer a choice of categories to ask the respondent to choose one or more which fit. 
Problems can arise when respondents do not find the category with which they identify (e.g., 
some Hispanics or Arabs), or reject categorization of their group within a predefined category 
(e.g., Haitians who do not consider themselves to be “Black, African American, or Negro”), or 
do not know in which category they belong (e.g., Central American Indians). Telephone 
interviews present an even greater challenge because the flashcard is not available to 
communicate the categories; usually the question is modified to use a branching structure, which 
may result in differences in response. 

Another mode-related problem is that in personal interviews the answer to the question about 
race may seem self-evident to both interviewer and respondent, making the question awkward to 
ask in person. In censuses before 1980 enumerators recorded race based on their own 
observation (U.S. Census Bureau 1983), and this practice may still sometimes occur. In the 1980 
census, Hispanics were far less likely to be reported as “other race” in personal visit reinterviews 
than in self-administered census questionnaires (McKenney et al., 1985). The explanation is that 
enumerators recorded as “White” many Hispanics who reported themselves as “Some other 
race” on their census questionnaires. Also, interviewers whose training emphasizes probing 
“other” responses often obtain lower rates of “Some other race” reporting than interviewers who 
were not trained to probe “other” responses (Raglin and Leslie, 2002). 

Thus, the mode of interview affects the manner and completeness with which the race categories 
are communicated, and may well affect responses. In addition, there appears to be a good deal 
of interviewer variability in how the question is asked. One study of personal interviews found 
that interviewers made major changes to the race question in over 40 percent of the interviews 
that were behavior coded, usually by omitting categories (Smiley and Keeley, 1996). (See 
section 2.1.3.) 

The related problem of communicating the intent of the question to elicit reports of one or more 
races may also be affected by mode. Census 2000 was the first census to ask for reports of one 
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or more races, and early cognitive testing (Gerber, de la Puente, and Levin, 1998) showed that 
respondents often did not realize they had the option of marking more than one box, even when 
they had just read the pertinent instruction aloud. People may not notice this novel feature 
because the Census 2000 mail form asked, "What is this person’s race?"  Unless the respondent 
read the instruction where the phrase "one or more" occurs the option is lost. In the CQS, the 
“one or more” option was communicated by the use of a flashcard in personal interviews and by 
a slight rewording of the question in telephone interviews. See sections 2.1, 2.6, and 3.2 for 
discussion of mode and related limits. 

1.6.4 Resistance or reluctance to report one race 

The design of this study required that we ask respondents to answer both a question asking for 
reports of one or more races and a question that requested one race. Some mail respondents 
report more than one race even when asked to report one (almost 1 percent did so in an 
experiment conducted during Census 2000, nearly half the number who reported more than one 
race when invited to do so; Martin, 2002). Evidence suggests that some respondents who 
identify with more than one race may resist providing only one race, resulting in missing data. 
The National Health Interview Survey has for some years accepted reports of more than one 
race, following up with a probe to obtain single race reports. Some groups have high 
nonresponse rates to the follow-up question asking for a single race (23 percent for White/Black 
and 13 percent of White/Asian and Pacific Islander respondents; Lucas et al. 1999). The CQS 
uses a split-panel experimental design to obtain single race reports by asking the “mark one 
race” question in a mail questionnaire or in a telephone reinterview, where interviewers could 
probe respondents who were reluctant to report a single race. (See sections 2.1 and 4.2.) 

1.6.5 Proxy vs. Self Reporting of race 

OMB has established the general principle that “self-identification is the preferred means of 
obtaining information about an individual's race and ethnicity, except in instances where 
observer identification is more practical (e.g., completing a death certificate)" (OMB, 1997b: 
58785). As a practical matter, most household surveys and the census ask a household 
respondent to report the race (or races) each household member “considers himself/herself to 
be.” The decennial census in last resort cases obtains information from non-household proxies 
(e.g., a landlord or a neighbor) whose knowledge of a person’s racial self-identification may be 
limited. A household respondent’s reports may be influenced by his or her own race, 
relationship to other household members, perception of the purpose of the data collection, and 
other factors. Within a household, different respondents may provide different responses to the 
question on race. This may be especially true for people who consider themselves as multiracial. 
In the CQS, every attempt was made to collect responses to both questions on race from the 
same household respondent, in order to reduce variability in reporting of race due to changes in 
respondent. In addition, unlike the census, non-household proxy reports were not accepted in the 
CQS (see sections 2.1.2 and 3.4 for further information). 
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2. METHODS 

The CQS was designed to produce a data file that could be used as a bridge between “single” and 
“one or more races” distributions. The CQS has a nationally representative sample design with 
two data collection points. Respondents were asked at one point to “mark one race” and at 
another point to “mark one or more races.” The sample is split into two panels. Panel A 
received the “mark one or more races” instruction at the CQS initial contact, whereas Panel B 
received the “mark one race” instruction. During the second contact, or the re-contact, each 
panel received the alternate instruction. See Table 1 for an overview of the data collection 
sequence3. Data from these two contacts can be used to produce “bridging parameters” to 
compare race distributions collected under single race and one or more race methodologies. 

Table 1. 
Data Collection Contact 

CQS data collection sequence: race instruction by panel. 

CQS 
Panel 

Census 2000 
(April - August 2000) 

CQS Initial Contact 
(June - August 2001) 

CQS Re-contact 
(August - October 2001) 

A “Mark one or more races” “Mark one or more races” “Choose one race” 

B “Mark one or more races” “Mark one race” “Choose one or more races” 

The following sections provide detailed information on the data collection process (section 2.1), 
the CQS sample design (section 2.2), and linking the CQS data to Census 2000 data (section 
2.3). The latter sections describe the weights assigned to the sample cases and a method for 
estimating variances for CQS estimates (section 2.4), the development of a tract-level contextual 
variable (section 2.5), methodological considerations for comparisons using the Census Quality 
Survey (section 2.6), and the application of quality assurance procedures (section 2.7). 

2.1 Data collection 

The methodology for the evaluation required that the sample households be contacted twice 
during the CQS survey to provide information on race. The evaluation required the 
administration of both a 1990 Census instruction to the question on race, that is, “mark one 
race,” and the Census 2000 instruction to the question on race in a split panel design. A total 
sample of 55,000 addresses were selected, including households containing respondents who 
reported more than one race and households where all respondents reported only a single race in 
Census 2000. 

2.1.1 Initial contact data collection 

3Refer to Attachment 2 for the exact wording of Census 2000 and Census Quality Survey questions on race 
and Hispanic origin. 
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The sample households were mailed an initial questionnaire, which they received in June 2001. 
A second questionnaire was sent in early July 2001 to those households that did not return the 
first questionnaire. Nonresponse followup (NRFU) procedures similar to those used for Census 
2000 were implemented for households that did not respond to the first and second mailings. 
Enumerators visited addresses that did not respond via mail and areas which were not in 
mailout/mailback enumeration areas. For the initial data collection, one panel (Panel A) of about 
27,500 housing units (HUs) was enumerated using a questionnaire with the race and Hispanic 
origin questions identical to Census 2000 (with the wording “mark one or more races” for the 
question on race). The other panel (Panel B) of about 27,500 housing units was enumerated 
using the identical questionnaire, except the instruction to the question on race was to “mark one 
race.” For personal visit interviews in the CQS initial contact, as in Census 2000, the 
enumerators used show cards to help communicate to the respondent the instructions and the 
categories for the questions on race and ethnicity. In the initial contact, about 54 percent 
responded by mail and the remainder were interviewed in personal visits in both panels. 

The CQS survey rules called for enumerating people who lived or were staying at sample units 
on the date of the interview. These may or may not have been the sample people who lived at 
the sample address on April 1, 2000 (Census Day). Every effort was made to capture data for 
people who moved into the sample address (inmovers) and ascertain the previous address at 
which they were enumerated in Census 2000. However, no efforts were made to trace 
outmovers. That is, we did not ask information about people who had moved out of the sample 
addresses since Census 2000. In addition to the race and other short form questions, 
respondents were asked whether a census form had been filled out for the household and, if so, 
who completed the form. This information could be used to assess consistency of reporting when 
race was reported by the same or a different respondent. 

In order to assist the matching process (see section 2.3), we also collected information on the 
address where each person in the household was living on Census Day. The relationship 
question was not asked in the initial contact questionnaires due to space limitations, since the 
census address item was included, but was asked in the re-contact interview. Note that, unlike 
Census 2000, the CQS did not permit non-household proxy respondents. That is, the form was 
intended to be “filled out by a person who lives at this address and is knowledgeable about the 
people living here now.” 

2.1.2 Re-contact data collection 

Four to six weeks after the second mailout, the sample households that responded in the initial 
contact were then re-contacted by telephone to collect data on race from the alternate race 
question and other information on socio-demographic characteristics such as education and 
income. A reverse questionnaire design procedure was used to re-contact housing units that 
participated in the initial data collection. That is, housing units that participated in the initial 
data collection with the mark one or more races instruction (Panel A) were re-contacted by 
telephone and asked to report one race. Those housing units that first received the “mark one 
race” instruction in the initial contact (Panel B) were asked to “choose one or more races” in the 

-11-




re-contact. For housing units for which there was no telephone contact, personal interviews were 
conducted to collect the re-contact information. More than 70 percent of the re-contact 
interviews were conducted by telephone. 

The questions on both of the re-contact questionnaires were similar; only minor modifications 
were made in Panel A to probe for additional information in instances where respondents were 
reluctant to report a single race when asked to do so. During the re-contact, every effort was 
made to speak with the individual who completed the initial questionnaire. To facilitate this 
effort, address and name information from the initial questionnaires were transcribed to the re-
contact questionnaires. 

During the re-contact interview, respondents were asked to provide additional socio-
demographic information such as veteran’s status, educational attainment, household income, 
and language spoken at home. This information was thought to be relevant to the issue of 
differential race bridging parameters. In addition, each person’s relationship to the householder 
was also included in the re-contact. 

2.1.3 Cognitive interviews 

About 150 cognitive interviews were conducted prior to data collection to provide insight into 
potential reporting problems associated with using two separate instruments and using a 
telephone re-contact to obtain additional information about reporting of race (Davis et al., 2001). 
Information collected from the cognitive interviews was used to design and develop the final 
questionnaires (Davis et al., 2002). 

2.1.4 Editing and imputation of collected data 

The procedures for editing CQS data on race and Hispanic origin were very similar to the 
procedures used for editing Census 2000 data on race and Hispanic origin. One major difference 
is that editing procedures for race and Hispanic origin in the CQS, unlike those used in Census 
2000, did not impute for nonresponse except when Hispanic origin could be classified from 
responses to the question on race or race could be obtained from responses to the question on 
Hispanic origin. 

2.2 Sample design 

In this section we present the basic sample design decisions relating to the overall sample size, 
allocation of the sample to form type (Census 2000 short or long form), allocation of the sample 
to panel, and the geographic level for which the sample was designed to provide relatively 
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reliable estimates. We discuss the rationale for these choices and the methods used to 
operationalize these design decisions. Below is a brief summary of the sample design, as 
outlined in the following sections: 

< The final sample size was approximately 50,000 interviewed HUs (see section 2.2.1). 
< 25 percent of the sample was allocated to each of the four cells created by crossing form 

type (short, long) and panel (A or B) (section 2.2.2). 
< Each state was treated as an independent sampling stratum (section 2.2.3). 
< HUs with at least one individual who reported more than one race in Census 2000 were 

oversampled (90 percent of the initial sample) (section 2.2.4). 
< Four distinct sampling strata were identified within each state (section 2.2.5). 

2.2.1 Designated sample size 

The initial designated sample size for this evaluation was 55,000 HUs. It was anticipated that 
approximately 10 percent of the selected housing units would be vacant when the CQS data 
collection phase was completed. Thus, the sample size eligible for interviews was expected to 
be about 50,000 housing units. The sampling frame consisted of all units in the Hundred Percent 
Detail File (HDF), which is a tabulation geography file containing the 100 percent detail data 
and is the source for creating the Public Law 94-171 (redistricting) counts. Note that the group 
quarters population was not included in the CQS universe. 

2.2.2 Sample allocation to panel and form type 

Panel refers to the two distinct methodologies used to collect the data (see section 2.1). As there 
was no a priori information to favor one data collection methodology over the other from a 
precision or validity criterion, the optimum allocation method was to assign half of the sample 
(27,500 HUs) to each panel. 

In discussions concerning the design, methodology, and analysis of the CQS, it was suggested 
that selection of some proportion of the sample from among HUs designated to receive a long 
form questionnaire in Census 2000 could provide valuable background information for internal 
analysis purposes4. Again, based on no a priori information that the evaluation would be 
compromised in any major way (e.g., substantially reduced mail response) by selecting long form 
HUs, half of the sample was allocated to each form type in order to increase the availability of 
such background information. The CQS initial contact questionnaire only included short form 
data items, though, and the re-contact questionnaire had a few long form questions. 

2.2.3 Sample allocation to census division and state 

4Due to disclosure limitations, these long form data cannot be included on the public-use micro-data file. 
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The sample was first allocated to the nine census divisions5 proportional to the square root of the 
Census 2000 count of individuals reporting more than one race. In an effort to provide for the 
possibility of producing state level estimates for those states containing relatively few Two or 
more races individuals, we also allocated the division level sample to states within each division 
proportional to the square root of the state’s Two or more races population. Further, the division 
sample sizes were rounded to the nearest 100 and the state sample sizes were rounded to the 
nearest 50 with the restriction that the minimum state sample size was 300 HUs. In order to 
allow for an expected 10 percent vacancy rate during data collection, the designated sample sizes 
were increased by 10 percent. Thus, the sample design treats each state as an independent 
sampling stratum in anticipation that the sample allocated to each was sufficient to produce 
relatively reliable state level estimates. Of course, the data can always be cumulated to higher 
levels of geography (i.e., census division) if increased reliability is necessary. 

2.2.4 Allocation to housing units containing Two or more races individuals vs. all others 

In order to maximize the likelihood of contacting HUs in CQS that contained individuals 
reporting more than one race, the majority of the sample HUs were selected from among HUs 
containing at least one individual who reported multiple races in Census 2000. In order to ensure 
that every HU (occupied or vacant) enumerated in Census 2000 had a chance to be included in 
the sample, HUs that were vacant and HUs that included only people who reported a single race 
in Census 2000 were allocated a disproportionately lower fraction of the sample. In addition, the 
HUs containing all single race people in Census 2000 may have contained Two or more races 
individuals in the CQS if the household enumerated in Census 2000 moved and was replaced by a 
household containing Two or more races individuals. For the CQS design, 90 percent of the 
sample was allocated to the Census 2000 universe of HUs containing Two or more races 
individuals in order to maximize the yield of such people from the CQS sample. 

Allocation of the sample to the 57 possible combinations of race from Census 2000 was 
accomplished as follows6. There were five combinations of “Some other race” (SOR) and one of 
the five OMB race categories (e.g., “White and SOR”), ten combinations consisting of two OMB 
race categories (e.g., “White and Black”), and 42 categories consisting of three or more race 
categories. Proportional allocation of the sample to the 57 combinations would result in more 
than 42 percent of the sample being allocated to the SOR combinations, including more than 30 
percent to the combination “White and SOR.” Most SOR responses are Hispanic ethnicities, so 

5A division is a grouping of states within a census geographic region, established by the Census Bureau for 
the presentation of census data. The current nine divisions are intended to represent relatively homogenous areas 
that are subdivisions of the four census geographic regions. For a description of each of the divisions, see 
Attachment 1 for the public-use data file layout. 

6The six race categories of Census 2000 (White, Black, American Indian or Alaska Native, Asian, Native 
Hawaiian or Other Pacific Islander, Some other race) can be put together in 57 possible combinations of two, three, 
four, five, or six races. Refer to American Factfinder Census 2000 Summary File 1 Table P3 (Race) for a complete 
population count of all single race and Two or more races combinations. 
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we decided to focus on the OMB race combinations7. Thus, in an effort to provide greater 
reliability for the combinations consisting of two OMB categories excluding SOR, it was decided 
to sample the SOR combinations at one-third the rate of the other combinations. This resulted in 
18 percent of the sample being distributed to the SOR combinations, in contrast to 42 percent 
using proportional allocation8. 

2.2.5 Four sampling strata identified 

In order to allocate state level sample sizes consistent with the design decisions outlined earlier in 
section 2.1, it was necessary to define four sampling strata (SS) as follows: 

<	 SS=1: Consists of HUs containing ALL single race people OR Two or more races people 
where the Two or more races code is based on the Census 2000 edit and imputation 
process. This stratum defines 88.1 percent of the total Census 2000 universe. 

<	 SS=2: Consists of HUs containing one or more individuals having a race code consisting 
of SOR plus another OMB category (e.g., “White and SOR”). This stratum defines 1.1 
percent of the total Census 2000 universe. 

<	 SS=3: Consists of HUs containing one or more individuals having a race code consisting 
of two or more OMB categories including the SOR category if the response consists of 
three or more races. This stratum defines 1.8 percent of the total Census 2000 universe. 

<	 SS=4: Consists of HUs enumerated as vacant in Census 2000. This stratum defines 9.0 
percent of the total Census 2000 universe. 

Ten percent of the overall sample size was allocated to SS=1 and SS=4. The remaining 90 
percent of the sample was allocated to SS=2 and SS=3, and sample HUs in SS=2 were selected at 
one-third the rate of those in SS=3. 

2.3 How sample cases were matched to Census 2000 data 

7Census Bureau research shows that the reporting of “Some other race” (SOR) is highly related to how 
Hispanics report race. Many responses to race are “ethnic” terms. Therefore, the Census Bureau developed a 
method which was called the “90 Percent Rule” to reclassify ethnic responses in the race question into an OMB race 
category. The method is empirically based using 1990 Census sample data as reported and not imputed. Single 
ancestry responses (which are primarily ethnic responses) were cross-tabulated by race responses. If 90 percent or 
more of respondents of a specific ancestry group selected a particular race, then that race was assigned to 
respondents who reported that particular ethnic response in the race question in Census 2000. If less than 90 percent 
of respondents in 1990 selected any particular race category, then SOR was assigned. (For more information on the 
90 percent rule, see Census 2000 Decision Memorandum No. 106, July 6, 2000). 

8Note that on the public-use data file a recoded race variable was created in which Some other race was 
removed from all Two or more races responses (see Attachment 1). 

-15-



In order to make comparisons between Census 2000 and CQS race data, we linked census records 
to CQS records. This controls for inmovers and outmovers since we sampled HUs from Census 
2000 and not individuals. This procedure also provided each panel with another “mark one or 
more races” contact that could be used to produce bridging parameters. The linkage process 
matched a record in the Hundred Percent Census Unedited File (HCUF) to records in the CQS 
file by comparing various fields such as: first name, last name, middle initial, suffix, sex, date of 
birth, age, street name, and zip code. 

2.3.1 Record linkage software 

The Vality Integrity™ (website: http://www.vality.com/news/vality/) record linkage software was 
used to match the CQS and Census 2000 data. The record linkage software generates an 
agreement weight and a disagreement weight for each match field from: (1) the probability the 
fields agree given that the record pair is a match, and (2) the probability the fields agree given 
that the record pair is not a match. A composite weight is generated for each record by adding the 
agreement and disagreement weights from the comparison for each match variable. Weight 
cutoffs, to indicate whether a composite weight score was a match or not, were set based on 
review of record pair listings generated during the development stages. 

2.3.2 Four phase matching process 

The first phase of the matching process involved matching the CQS data from the initial contact 
to the HCUF reference file. The reference file contains all HCUF person-level records for each 
selected housing unit from the sampling results. Six passes were processed as part of the 
reference phase, with different match fields and parameter settings for each pass. The second 
phase matched the CQS residuals (people who did not match to the reference file) to HCUF state 
files. Prior to the third matching phase, name and address corrections from the CQS re-contact 
were used to update the data from the final linked initial contact file. All records were then 
matched again to the HCUF files, using the same process, match parameters, and cutoffs as in the 
initial contact match. Finally, phase 4 involved the linking of the updated CQS residuals to 
HCUF state files. 

2.3.3 Matching results 

Eighty-six percent of the total CQS person records were matched to their respective Census 2000 
data. That is, out of 155,137 records on the data file, 133,086 records have Census 2000 race 
data. Although non-matched individual records are included on the data file, we removed non-
matched cases from all analyses that are provided in this evaluation report (see sections 4.2, 4.3, 
and 4.4). The race and Hispanic origin distributions for matched and non-matched people was 
found to be similar, though. 

2.4 Variance estimation and weighting adjustments 

2.4.1 Variance estimation 

-16-




Given that the CQS design is not a simple random sample, but rather a stratified clustered design, 
CQS variances should be calculated using methods developed for complex survey designs. Using 
the unadjusted simple random sample variance will underestimate the CQS estimates’ variances 
and can result in making the determination that differences are significant, when in fact they are 
not. The standard errors and variances that appear in this report were calculated using the 
stratified jackknife replication approach using the VPLX software available on the Census Bureau 
website (Fay, 1998). 

2.4.2 Weighting adjustments 

Each person record in the CQS data contains two weights to use in creating estimates from the 
CQS data. The first weight, Z_WGT1, is the inverse of the probability of selection, and has a 
nonzero value on all records. The second weight, Z_WGT2, has the same value as Z_WGT1 for 
all cases coming from sampling strata 2 and 3. Cases selected in strata 1 and 4 have a 
Z_WGT2=0. The second weight was created to be used specifically in forming estimates of the 
population reporting two or more races in one or more of the contacts and their single race 
response. Due to the sample design of the CQS, strata 1 and 4 cases were assigned very large 
weights compared to strata 2 and 3, since we oversampled in strata 2 and 3 and highly 
undersampled in strata 1 and 4. Table 2 shows the distribution of the sample across the four 
sampling strata and the extreme variability in the weights by stratum. 

Table 2. Distribution of sample people across sampling strata. 

Stratum 1 Stratum 2 Stratum 3 Stratum 4 

Unweighted Number of Panel A=6,032 
Panel B=5,970 

Panel A=11,134 
Panel B=11,004 

8% 14% 

20,925 

654 

69,004 

173 

18 

577 

Panel A=60,109 
Sample People Panel B=60,185 

Portion of Sample 77% 

Average Weight (Z_WGT1) 51 

Minimum Weight 5 

Maximum Weight 198 

Panel A=352 
Panel B=351 

1% 

17,910 

654 

69,004 

Ordinarily, one would not expect to have individuals from stratum 1 reporting more than one 
race, since by definition stratum 1 is made up of housing units where no members reported more 
than one race in Census 2000. But, due to the effect of inmovers and the instability of reporting 
more than one race, we do have a few sample cases from stratum 1 who reported more than one 
race when given the option (see limits section 3.5). When these cases were included in the 
analysis of people reporting more than one race, they had a sizable effect on the weighted total 
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and the variances. After much deliberation and outside consultation, we decided to create a 
second weight, which gave a weight of zero to all respondents in strata 1 and 4. This had a 
dramatic effect on reducing the variances, increased the reliability of the estimates, and 
eliminated the effects of several outlying weights. Z_WGT2 should be used to evaluate how 
Two or more races individuals respond when asked to report a single race. Z_WGT1 
should be used for other statistical analyses, including estimating the race and Hispanic 
origin distributions. 

2.5 Tract-level contextual variable 

In order to enhance the subnational analyses, we added a single contextual variable to the data 
file, using Census 2000 tract level data. The file contains the variable Z_NHWTRC, which 
indicates whether an address is from a tract where the concentration of the non-Hispanic White 
population is either above or below the state median. This will be useful in producing separate 
bridging parameters for the areas with a low versus a high concentration of non-Hispanic Whites. 

Although there were a large number of contextual variables that we considered adding to the file, 
we were confined to just one variable in order to limit the risk of disclosure. Some of the other 
considerations for tract density variables were: other race variables, Hispanic origin, educational 
attainment, poverty, tenure, unemployment, military experience, and age. After reviewing the 
associations of all the possible variables with responses to a “mark one race” instruction, we 
concluded that Z_NHWTRC was the most useful and most closely associated with the major race 
combinations. 

2.6 Methodological considerations for comparisons using Census Quality Survey 

The different approaches to the collection of data on race using a “mark [choose] one race” and 
“mark [choose] one or more races” instruction are subject to different methodological limitations. 
The CQS design supports six comparisons using the data collection contacts shown in Table 1 
that users of the public-use data file may choose from to allocate responses of more than one race 
to a single race. Users may compare the results with data sources which asked for only reports of 
one race or conduct other methodological or substantive analyses on the reporting of race. 

No one large scale sample survey incorporates all of the ideal data collection methods for meeting 
the objective of the CQS. However, as many components as possible of the ideal criteria of a 
large scale sample survey are met given the timing, cost and complexity of the data collection 
involved. To understand the characteristics of the ideal method, six criteria were identified to be 
used to assess the merits of possible methodologies for the CQS. The criteria and proposed 
design options are given in Attachment 3. After internal Census Bureau discussions and 
consultation outside experts, the methods used in Panels A and B were judged to be those that 
most closely approximate the ideal criteria. 

The comparison methods, along with a discussion of the more important survey methodological 
issues associated with each comparison, follow. The Census Bureau has not evaluated the 
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quality of the data in these various comparisons and hence cannot recommend one 
comparison over another as a source of bridge data.  In Table 3 we describe the sample design 
elements and methodological limitations for each of the six comparisons that the CQS data on 
race will support. The user should consider carefully (and analyze, if possible) the potential 
methodological factors which may affect the use of the data as a source of bridge parameters. 
Please refer to Appendix C, “The Bridge Report: Tabulation Options for Trend Analysis,” of 
OMB’s 2000 “Provisional Guidance on the Implementation of the 1997 Standards for Federal 
Data on Race and Ethnicity” for a further description of the criteria by which different “bridging” 
methods should be evaluated. 

Table 3. * 

Bridging Comparison 

Similar Modes 
of Data 
Collection 

Relatively 
Shorter Time 
Between 
Contacts 

Design 
Incorporates 
“Same 
Respondent” 

Relatively 
Larger Sample 
Size Available 
for Analysis 

Panel A 
(1) Initial vs. Re-contact w/ probe 
(2) Initial vs. Re-contact w/o probe T 

Panel A 
(3) Census vs. Re-contact w/ probe 
(4) Census vs. Re-contact w/o probe T 

Panel B 
(5) Census vs. Initial Contact 

T 

Panel B 
(6) Re-contact vs. Initial Contact 

T 

Methodological limitations for each of the six comparisons using CQS data.

T 

T 

T 

* If a check mark (T) exists in a given cell in Table 2, then that methodological consideration is a favorable aspect for 
that particular bridging comparison. 

One factor that should be considered in the use of the comparisons is that the Panel A re-contact 
attempted to obtain a single race response using an instruction to the respondent to “choose one 
race.” A subsequent followup probe question was asked if the respondent nevertheless chose 
more than one race for a given person in the household. This followup question was asked to 
obtain a single race response. Even so, a significant portion of respondents still reported Two or 
more races. Users of the public-use data file may produce estimates with or without the followup 
probe data using the Panel A re-contact, depending on their particular purpose. 

Another methodological consideration for bridging data on race is whether or not the two data 
contacts had similar modes of data collection. The CQS initial contact and re-contact data 
collection modes differed. The initial contact used mailout/mailback and personal visit methods, 
while the re-contact questionnaire was administered by telephone or personal visit for households 
with no telephone information. The specific effects of mode differences on the estimates are 
unknown. The only comparison with similar modes for the two data contacts is that comparing 
Census 2000 data to the CQS initial contact for Panel B, since the initial contact replicated most 
of the Census 2000 data collection methods and used the Census 2000 questionnaire with only 
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minor modifications. (See section 2.1 for more detail on the data collection, and section 3.2 for 
further discussion on the limits of the different collection methods.) 

A third methodological consideration is whether or not there was a comparable time frame 
between the two data collections. The initial contact and re-contact data were collected relatively 
close in time. This probably reduced such factors as attrition due to households moving, high 
response variance, and the likelihood that real changes occurred in how people respond to the 
race question. On the other hand, the CQS initial contact occurred 15 to 18 months after Census 
2000, introducing unknown effects in how respondents report race. Note that, in addition to the 
time lag, the comparison using Census 2000 and the CQS re-contact for Panel A has the CQS 
initial contact between the two comparative data collection points. 

Another methodological consideration for bridging is whether or not the sample design enabled 
contacting the same household respondent. The initial contact and re-contact questionnaires were 
designed to collect data, to the extent possible, from the same household respondent. Address 
and name information from the initial contact questionnaires were transcribed to the re-contact 
questionnaires. Comparisons which include Census 2000 data on race have an increased 
likelihood of having different household respondents in the two data collections. Note that when 
data is collected from the same respondent in a relatively short time frame, the latter responses 
may be somewhat dependent on earlier responses due to recall and conditioning effects (see 
section 3.3). 

A final consideration that may affect the choice of the comparison to be used is the number of 
sample individuals available in sampling strata 2 and 3 to estimate the “bridging parameters.” 
(Refer to section 2.2 for information on the sample design and section 2.4.2 for information on 
weighting adjustments.) A considerably larger sample is available from the population reporting 
Two or more races for the two comparisons that use Census 2000 data. Thus, users will want to 
weigh the increased reliability of estimates that will occur using these comparisons against the 
potential biasing effects of the survey methods and issues discussed previously. In addition, 
single race information is missing for about one-quarter of individuals for whom Two or more 
races were previously reported, either because of nonresponse or respondents gave another 
multiple race response (see Tables 13 and 14). 

2.7 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. 

3. LIMITS 
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This section outlines the operational and qualitative limits of the evaluation. 

3.1 Census Quality Survey could not repeat the Census 2000 environment 

Many factors associated with the decennial census can affect responses to the question on race. 
Ideally, we want to collect CQS data in that same environment. However, several major elements 
make the census unique and nearly impossible to replicate. One factor is the Census Bureau’s 
extensive Partnership and Marketing Program to promote Census 2000. This program included 
numerous census partnerships, nationwide paid advertising, special methods to encourage 
response from direct mail, as well as a media public relation’s campaign and many other 
promotions and special events. 

3.2 Different collection methods were used in the initial contact and the re-contact 

The initial CQS data collection attempted to replicate, as much as possible, the usual census 
enumeration techniques. This included mailout/mailback of survey forms and personal 
enumeration for addresses where no questionnaire was returned by mail and for areas of the 
country where the mailout/mailback method was not appropriate. The re-contact, however, used 
telephone and personal visit interviewing techniques. Switching from mail to telephone 
interviewing may cause potential mode differences in the responses to the race question. 

3.3 Conditioning effects between initial contact and re-contact 

Response to the question on race using either instruction can be influenced by the response to the 
first race question when both questions are asked of the same respondent in a relatively short time 
frame. That is, the order in which the questions are asked can have an effect. Ideally, we do not 
want the measurement of one question on race (e.g., “mark one race”) to be modified by the 
earlier presence of the other question on race (e.g., “mark one or more races”). For example, it is 
possible that some respondents received the “mark one or more races” instruction first (in Panel 
A) and thus were very reluctant to answer only one race in the “choose one race” re-contact. 

3.4 One household member reports race and Hispanic origin for all members 

Household surveys such as the CQS often rely on a single person to respond for all people in a 
HU. To control for this limitation, we attempted to have the same respondent across all data 
collections in order to increase the consistency of responses. We asked each respondent to recall 
who completed the Census 2000 questionnaire, and then used a name matching process - similar 
to the linkage process described in section 2.3 - to identify whether or not we had the same 
respondent as in Census 2000. About 59 percent of the respondents were found to be the same in 
the CQS initial contact as in Census 2000. Every attempt was also made to have the same person 
respond in both the initial contact and the re-contact. However, we do not have a reliable 
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measure to identify if we interviewed the same respondent from the initial contact to the re-
contact. 

3.5 Effects of movers on size of sample reporting Two or more races 

The CQS was designed to oversample HUs containing people reporting Two or more races in the 
census, but we did not control for families who moved into or out of the sample units. Because of 
this, many HUs in sampling strata 2 and 3 that were expected to have at least one respondent 
reporting Two or more races did not (see section 4.3). In a much smaller set of cases, individuals 
from within the single race sampling stratum reported more than one race. Some of these 
deviations can be explained by general race fluidity and others may be unexplained. 

3.6	 Possible error associated with linking Census 2000 data to Census Quality 
Survey data 

We cannot be absolutely certain that we correctly linked all CQS individuals to their respective 
Census 2000 data. This means that some respondents may actually be “false matches.” Also, we 
did not match some respondents. Even so, given the observed racial distributions as seen in the 
results (section 4), the impact on the results of this evaluation appears to be minimal. 
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4. RESULTS 

In this section, we discuss the final housing unit response rates, the representativeness of the CQS 
sample, the general consistency in reporting of race, and some tabulations from comparing the 
responses of the “mark one or more races” instruction to those of the “mark one race” instruction. 

4.1 Housing unit response rates 

Initially about 27,500 addresses were designated to be in the sample for each panel. Of these, 
approximately 1,770 turned out to be vacant HUs in each panel. Of the remaining eligible 
addresses, 97 percent completed a CQS interview in the initial contact. Fewer than 1 percent 
refused to be interviewed. Other types of noninterviews, including blank returned forms, 
accounted for 1.8 percent and 1.9 percent of the eligible HUs in Panel A and Panel B, 
respectively. See Table 4 for further information on the initial contact data collection outcomes. 

Table 4. Initial contact data collection outcomes. 

Housing Unit Status Panel A (“Mark one or more races”) Panel B (“Mark one race”) 
for Initial Contact 

Number of HUs Percent Number of HUs Percent 

Unit Response 24,976 97.1 24,967 97.0 

Refusal 225 0.9 220 0.8 

Other Noninterview 462 1.8 485 1.9 

Unknown Outcome 62 0.2 59 0.2 

Total 25,725 100.0 25,731 100.0 

In the CQS re-contact, sample HUs were only contacted if an initial contact questionnaire was

previously received. Note that the unit response figures in Table 4 do not equal the totals in

Table 5 because some initial contact respondents were classified as vacant or out-of-scope in the

re-contact. Of the eligible re-contact addresses, 86.9 percent completed a CQS interview in Panel

A and 94.2 percent completed an interview in Panel B. The reason for the significant discrepancy

is mostly due to the disproportionately high number of unknown outcome cases in Panel A (8.2

percent). The outcome information for these HUs, which were concentrated predominately in

Panel A, was erroneously missing and the HUs were not included in the re-contact workload. 

The impact appears to be minimal given the observed similarity of the initial contact and re-

contact race distributions as shown in Tables 6 and 7. 


In addition, fewer than 1 percent refused to be interviewed in each panel. Other types of

noninterviews, including blank returned forms, accounted for 4.4 percent and 4.0 percent of the

eligible HUs in Panel A and Panel B, respectively. See Table 5 for further information on the re-

contact data collection outcomes.
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Table 5. Re-contact data collection outcomes. 

Housing Unit Status Panel A (“Choose one race”) Panel B (“Choose one or more races”) 
for Re-contact 

Number of HUs Percent Number of HUs Percent 

Unit Response 


Refusal 


Other Noninterview 


Unknown Outcome 


Total


21,341 86.9 23,160 94.2 

136 0.6 153 0.6 

1,072 4.4 979 4.0 

2,001 8.2 289 1.2 

24,550 100.0 24,581 100.0 

4.2 Racial distributions and representativeness of the Census Quality Survey 

Analytical results can be biased if the interviewed sample is not representative of the population 
of interest. Table 6 indicates that aggregated reporting of race among non-Hispanic CQS 
respondents to the “mark one or more races” instruction closely resembles Census 2000 reporting 
of race for each panel.9  No race group is significantly different from those in Census 2000 (p< 
0.1 level) in either panel, including the Two or more races population, for the contacts where 
respondents were asked to “mark one or more races” (as highlighted in the tables). A few minor 
differences exist between Panel A and Panel B, such as the percentage of Blacks in the initial 
contact of Panel A (10.3 percent) compared to the Panel B re-contact (12.2 percent), however 
these differences are not significant. 

Note that the standard errors associated with the race data in Tables 6 and 7 are shown in 
parentheses. One-hundred percent data items from the census, such as race and ethnicity, have no 
standard errors associated with them since a decennial census is an enumeration of the entire 
population. But, since the CQS used only a sample of the population, standard errors were 
calculated for each of the estimates for the Census 2000, CQS initial contact, and CQS re-contact 
data on race. 

9Refer to Attachment 4 for Census 2000 data on race for both the non-Hispanic and Hispanic populations. 
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Table 6. Distribution of race using Census 2000, CQS initial contact, and CQS re-contact 
data (for non-Hispanics only).* 

Race 
Panel A Panel B 

Census 
2000** 

CQS Initial 
Contact** 

CQS 
Re-contact 

CQS 
Re-contact 
w/ probe 

Census 
2000** 

CQS 
Initial 
Contact 

CQS 
Re-contact** 

White 

Black or African American 

American Indian and 
Alaska Native 

Asian 

Native Hawaiian and 
Other Pacific Islander 

Some other race 

83.0 
(1.12) 

10.6 
(0.96) 

0.6 
(0.19) 

3.8 
(0.61) 

< 0.1 
(0.01) 

0.2 
(0.10) 

82.0 
(1.16) 

10.3 
(0.96) 

0.6 
(0.14) 

3.9 
(0.61) 

0.1 
(0.02) 

0.4 
(0.14) 

82.2 
(1.25) 

11.5 
(1.09) 

0.6 
(0.13) 

3.8 
(0.62) 

0.1 
(0.02) 

0.2 
(0.07) 

83.0 
(1.22) 

11.6 
(1.09) 

0.7 
(0.15) 

3.8 
(0.62) 

0.1 
(0.02) 

0.2 
(0.07) 

81.4 
(1.26) 

12.5 
(1.18) 

0.7 
(0.16) 

3.4 
(0.53) 

0.1 
(0.03) 

0.2 
(0.14) 

81.3 
(1.26) 

12.3 
(1.17) 

0.8 
(0.17) 

3.2 
(0.48) 

0.1 
(0.03) 

0.8 
(0.27) 

80.8 
(1.35) 

12.2 
(1.22) 

0.7 
(0.17) 

3.8 
(0.66) 

0.1 
(0.03) 

0.3 
(0.09) 

Two or more races 1.8 
(0.18) 

2.0 
(0.33) 

1.4 
(0.32) 

0.4 
(0.13) 

1.6 
(0.16) 

1.0 
(0.20) 

1.6 
(0.24) 

Missing or Uncodable NA 0.7 
(0.20) 

0.3 
(0.09) 

0.3 
(0.09) 

NA 0.5 
(0.14) 

0.5 
(0.15) 

NA = not applicable 
* The data in Table 6 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The estimates were produced using the inverse of the original sampling probabilities with no adjustment 
(Z_WGT1) and the standard errors are shown in parentheses. 
** The respondents in these columns were given the “mark [choose] one or more races” instruction. 

As shown in Table 6, the percentage of Panel A non-Hispanic respondents who reported two or 
more races in the re-contact, when asked to report only one race, was 1.4 percent initially. This 
was not statistically different from the 2 percent who did so in the initial contact. The figure 
decreased to 0.4 percent after these respondents were given the followup race probe. This 
indicates that there is a sizable proportion of people who will persistently report Two or more 
races when asked to report only one race. Note that the followup probe was only intended to be 
asked of Panel A individuals who responded with Two or more races, or used a response such as 
“multiracial” or “biracial,” in the original re-contact race question. The re-contact with followup 
probe race variable is identical to the original re-contact race variable, except for people who 
were eligible for and reported a single race to the probe. 
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In Table 7 we present the race distributions for Hispanics in the CQS sample. Here, Panel B also 
appears to be representative of Census 2000 in that the race distribution for the re-contact looks 
very similar to the Census 2000 data for Panel B respondents matched to the census. But, a few 
differences exist in the race distribution for Panel A’s initial contact compared to Census 2000. 
While a smaller proportion of Hispanics chose White as a single race in the initial contact, it 
appears that a larger proportion chose “Some other race.” Also, the percentage of Hispanics in 
Census 2000 who reported their race as White differs significantly between Panel A and Panel B 
(p < 0.1 level). These results can be explained by some outlying original sample weights (as 
discussed in section 2.4.2) which skewed the Hispanic Census 2000 race distribution for Panel A 
somewhat. However, the distributions are all very similar when the most extreme weights are 
reduced. 

Table 7. Distribution of race using Census 2000, CQS initial contact, and CQS re-contact 
data (for Hispanics only).* 

Race 
Panel A Panel B 

Census 
2000** 

CQS Initial 
Contact** 

CQS 
Re-contact 

CQS 
Re-contact 
w/ probe 

Census 
2000** 

CQS 
Initial 
Contact 

CQS 
Re-contact** 

White 

Black or African American 

American Indian and 
Alaska Native 

Asian 

Native Hawaiian and 
Other Pacific Islander 

Some other race 

57.6 
(4.56) 

1.4 
(1.11) 

1.9 
(1.52) 

0.3 
(0.20) 

< 0.1 
(0.02) 

32.7 
(4.37) 

37.0 
(4.48) 

0.8 
(0.38) 

2.1 
(1.56) 

0.3 
(0.21) 

< 0.1 
(0.01) 

47.0 
(4.86) 

39.3 
(5.04) 

1.5 
(0.66) 

4.1 
(2.30) 

0.3 
(0.22) 

0.1 
(0.03) 

48.2 
(5.08) 

41.6 
(5.02) 

1.6 
(0.66) 

4.2 
(2.30) 

0.3 
(0.22) 

0.1 
(0.03) 

48.8 
(5.06) 

42.7 
(4.88) 

3.4 
(1.93) 

2.4 
(1.62) 

0.4 
(0.35) 

1.3 
(1.27) 

45.4 
(4.99) 

35.9 
(4.51) 

1.9 
(0.92) 

0.1 
(0.02) 

0.1 
(0.04) 

0.1 
(0.05) 

50.9 
(4.83) 

42.0 
(4.63) 

2.4 
(1.78) 

0.1 
(0.02) 

0.1 
(0.03) 

1.5 
(0.64) 

44.1 
(4.59) 

Two or more races 6.1 
(0.92) 

6.5 
(1.81) 

3.6 
(1.16) 

0.4 
(0.15) 

4.5 
(0.48) 

3.9 
(2.13) 

6.3 
(1.75) 

Missing or Uncodable NA 6.2 
(3.48) 

3.0 
(1.47) 

3.0 
(1.47) 

NA 7.1 
(2.56) 

3.4 
(1.54) 

NA = not applicable 
* The data in Table 7 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The estimates were produced using the inverse of the original sampling probabilities with no adjustment 
(Z_WGT1) and the standard errors are shown in parentheses. 
** The respondents in these columns were given the “mark [choose] one or more races” instruction. 
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As with the non-Hispanic data, about 0.4 percent of the Hispanics did not report a single race in 
the re-contact even after the followup probe. In general, unless a probing question is asked, it 
appears that about half of all Two or more race respondents do not give a single race response. 
Nonetheless, the data suggest that the race distributions do not change much with the followup 
probe results. 

As shown in Table 8, the weighted percentage of respondents who reported that they were of 
Hispanic origin was approximately 13 percent in both the initial contact and the re-contact. This 
figure is slightly higher than the CQS respondents reported in Census 2000, but the difference is 
not significantly different. In addition, the data on Hispanic origin was statistically similar 
between Panel A and Panel B. 

Table 8. Distribution of Hispanic origin using Census 2000, CQS initial contact, and CQS 
re-contact data.* 

Hispanic Origin 

Hispanic 

Panel A Panel B 

Census 
2000** 

CQS Initial 
Contact** 

CQS 
Re-contact 

Census 
2000** 

CQS 
Initial 
Contact 

CQS 
Re-contact** 

11.1 
(0.92) 

12.9 
(1.03) 

13.2 
(1.10) 

11.1 
(0.98) 

13.3 
(1.02) 

13.3 
(1.04) 

* The estimates in Table 8 were produced using the inverse of the original sampling probabilities with no adjustment 
(Z_WGT1) and the standard errors are shown in parentheses. 
** The respondents in these columns were given the “mark [choose] one or more races” instruction. 

4.3	 Consistency in reporting of race (Census Quality Survey data from “mark one 
or more races” instruction) 

Of the 1.8 million non-Hispanic10 people in Panel A reporting Two or more races in Census 2000, 
only 40 percent also reported Two or more races in the CQS initial contact (see Tables 9 and 10). 
The other 60 percent reported a single race. This has a significant effect on the number of sample 
cases available for any analysis of the population reporting Two or more races, since the design 
of Panel A relies on the initial contact data for identifying respondents who reported more than 
one race. Instead of having an unweighted sample size of 17,124, Panel A only has 10,013 
individuals reporting Two or more races in the initial contact. Even so, the weighted total of 
people who reported more than one race was similar in Census 2000, 1.8 million, and the CQS 
initial contact, 2.0 million. 

10Note that the data presented in Tables 9-14 of the Results section are shown for illustrative purposes and 
are intended to provide control totals for users of the data file to ensure that they are using the variables correctly. 
Data for comparable Hispanic tables are provided in Attachment 5. 
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Also, the inconsistency with reporting race has a small effect in the opposite direction for the 
unweighted sample. While 36,817 respondents in Panel A reported a single race in Census 2000, 
1,978 of these individuals reported Two or more races in the CQS initial contact. 

Table 9. Consistency in reporting Two or more races for non-Hispanics for Panel A.* 

Census 2000 
Race 

CQS Initial Contact ("Mark one or more races") 

Single race Two or more races TOTAL 

Single race 96,987,813 1,286,746 98,274,559 
n= 34,839 n= 1,978 n= 36,817 

Two or more 1,089,924 724,686 1,814,610 
races n= 9,089 n= 8,035 n= 17,124 

TOTAL 98,077,737 2,011,432 100,089,169 
n= 43,928 n= 10,013 n= 53,941 

* The data in Table 9 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The CQS initial contact Hispanic origin response was used. Additionally, the weighted data were obtained 
using the inverse of the original sampling probabilities with no adjustment (Z_WGT1). 

As Table 9 shows, only 40 percent (724,686/1,814,610) of Panel A respondents reporting Two or 
more races in Census 2000 also reported Two or more races in the CQS initial contact (“mark one 
or more races” instruction). Of this 40 percent, though, more than 85 percent (621,015/724,686) 
reported the same Two or more races in both Census 2000 and the CQS initial contact (e.g., 
reporting “White and Asian” at both contacts). Note that when we limited our analysis to the 
HUs who were identified as having the same respondent in Census 2000 and the CQS initial 
contact, the results were similar. 

In contrast, as shown in Table 10, approximately 97 percent to 98 percent of individuals who 
reported a single race of White, Black, or Asian in Census 2000 reported the same race in the 
CQS initial contact. Of the people from whom their race was reported as American Indian or 
Alaska Native (AIAN), Native Hawaiian or Other Pacific Islander (NHOPI), or Some other race 
(SOR) in Census 2000, only 55 percent to 58 percent go on to report the same race in the initial 
contact. The AIAN and NHOPI populations generally have a higher proportion of individuals 
reporting Two or more races, which may contribute to the lower consistency in the reporting of a 
single race. 
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Table 10. Detailed consistency in reporting of race for non-Hispanics for Panel A.* 
CQS Initial Contact (“Mark one or more races”) 

Census 
2000 
Race White Black AIAN Asian NHOPI SOR Two or TOTAL 

more 

White 81,931,427 130,599 172,418 34,919 666 135,776 792,989 83,198,794 

Black 71,372 10,144,296 1,061 39,007 437 4,372 131,766 10,392,311 

AIAN 37,373 1,015 339,370 413 90 338 211,260 589,859 

Asian 2,489 353 889 3,665,710 15,699 10,592 97,859 3,793,591 

NHOPI 1,478 17 0 90 20,152 20 14,554 36,311 

SOR 41,530 35,062 960 1,412 450 145,961 38,318 263,693 

Two or 628,407 116,519 95,289 152,934 31,721 65,054 724,686 1,814,610 
more 

TOTAL 82,714,076 10,427,861 609,987 3,894,485 69,215 362,113 2,011,432 100,089,169 

* The data in Table 10 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The CQS initial contact Hispanic origin response was used. Additionally, the weighted data were obtained 
using the inverse of the original sampling probabilities with no adjustment (Z_WGT1). 

The consistency in reporting of race is similar between Panel A and Panel B. In Panel B, only 
about 41 percent (565,422/1,391,183) of the individuals who reported Two or more races in 
Census 2000 went on to also report Two or more races in the CQS re-contact (see Tables 11 and 
12). Of this 41 percent, though, more than 76 percent (434,470/565,422) reported the same Two 
or more races in both Census 2000 and the CQS initial contact. Of the single race reporters, a 
small portion reported Two or more races in the re-contact. This inconsistency in reporting Two 
or more races has less of an effect on the Panel B sample size, given that for Panel B one can use 
the census data for identifying multiple race reporters without having to rely on the CQS. Also, 
in Panel B, the weighted total of people who reported more than one race was similar in Census 
2000 (1.4 million) and the CQS re-contact (1.5 million). 

Table 11. Consistency in reporting Two or more races for non-Hispanics for Panel B.* 
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CQS Re-contact ("Choose one or more races") 
Census 2000 
Race Single race Two or more races TOTAL 

Single race 89,881,179 935,610 90,816,789 
n= 32,848 n= 1,476 n= 34,324 

Two or more 825,761 565,422 1,391,183 
races n= 8,994 n= 7,148 n= 16,142 

TOTAL 90,706,940 1,501,032 92,207,972 
n= 41,842 n= 8,624 n= 50,466 

* The data in Table 11 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The CQS initial contact Hispanic origin response was used. Additionally, the weighted data were obtained 
using the inverse of the original sampling probabilities with no adjustment (Z_WGT1). 

In contrast to the lower consistency in reporting Two or more races, as shown in Table 12, 
approximately 97 percent to 99 percent who reported a single race in Census 2000 of White, 
Black, or Asian reported the same race in the re-contact. Among the individuals who reported 
that their race was American Indian or Alaska Native, Native Hawaiian or Other Pacific Islander, 
or Some other race, 72 percent to 78 percent reported the same race in the re-contact. Note that 
this percentage is much higher than the 55 percent to 58 percent who reported the same race in 
the Panel A initial contact and in Census 2000 (from Table 10). This result is interesting in that 
Panel A initial contact statistics are based on the same data collection methods as Census 2000, 
while Panel B used telephone interviewing for the re-contact; yet Panel B has the higher 
consistency in reporting a single race. 
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Table 12. Detailed consistency in reporting of race for non-Hispanics for Panel B.* 
CQS Re-contact (“Choose one or more races”) 

Census 
2000 White Black AIAN Asian NHOPI SOR Two or TOTAL
Race more 

White 74,562,989 172,545 81,577 215,986 46,302 188,638 430,121 75,698,158 

Black 13,447 10,652,593 8,725 307 1,118 2,509 321,107 10,999,806 

AIAN 88,288 1,183 508,101 1,466 4,504 253 102,209 706,004 

Asian 56,139 934 227 3,040,520 3,652 2,763 19,990 3,124,225 

NHOPI 120 53 15 469 49,539 98 12,913 63,207 

SOR 6,604 3,176 307 2,532 646 162,854 49,270 225,389 

Two or 474,088 119,103 46,072 133,512 29,200 23,786 565,422 1,391,183 
more 

TOTAL 75,201,675 10,949,587 645,024 3,394,792 134,961 380,901 1,501,032 92,207,972 

* The data in Table 12 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The CQS initial contact Hispanic origin response was used. Additionally, the weighted data were obtained 
using the inverse of the original sampling probabilities with no adjustment (Z_WGT1). 
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4.4	 Tabulations of “mark one race” responses by specific combinations of “mark 
one or more races” responses 

In preparation for developing “bridging parameters” using the CQS data, Table 13 shows some 
results from comparing the Two or more races responses for Panel A with the single race chosen 
in the re-contact. For Panel A respondents, we compared responses to the initial contact (“mark 
one or more races” instruction) to the race responses from the re-contact (“choose one race”) that 
used the follow-up race probe for those reporting Two or more races. Even with the followup, a 
significant portion of respondents still reported Two or more races. The level of this trend varies 
between each of the specific race pairs. 

Table 13. Tabulations for individuals reporting Two or more races in Panel A (for non-
Hispanics only).* 

CQS Initial CQS Re-contact (“Choose one race”) with followup probe 
Contact 
(“Mark one or White Black AIAN Asian NHOPI SOR Two or Two or Missing TOTAL m more more 

(same) (different) 

White - Black 12,499 35,591 34 14 0 18,315 21,611 1,943 15,214 105,222 

White - AIAN 64,664 909 34,465 198 0 1,333 10,411 1,346 15,774 129,101 

White - Asian 64,519 511 46 42,472 524 6,956 32,301 3,721 23,984 175,034 

White - NHOPI 4,244 48 0 33 5,932 269 1,201 489 1,260 13,476 

White - SOR 22,736 338 0 0 35 3,294 1,173 679 4,378 32,634 

Black - AIAN 43 11,217 2,913 0 0 492 2,521 1,005 2,690 20,880 

Black - Asian 11 8,049 6 1,442 0 524 1,646 749 1,889 14,317 

Black - NHOPI 23 1,575 0 194 511 111 0 185 0 2,598 

Black - SOR 700 11,080 0 628 0 1,612 200 787 535 15,541 

AIAN - Asian 701 57 627 775 52 39 137 58 112 2,559 

AIAN - NHOPI 0 0 20 0 178 0 31 0 29 258 

AIAN - SOR 648 38 217 0 0 70 0 57 288 1,318 

Asian - NHOPI 482 225 0 6,318 11,698 113 2,486 539 3,039 24,900 

Asian - SOR 1,147 364 518 5,758 0 1,274 645 1,269 260 11,234 

NHOPI - SOR 0 1,095 0 405 650 114 0 938 54 3,257 

Three or more 10,721 10,390 2,421 4,681 12,637 7,791 4,436 8,049 11,096 72,221 

TOTAL 183,138 81,487 41,267 62,919 32,217 42,307 78,800 21,813 80,603 624,550 

ore races”) 

* The data in Table 13 were restricted to people who were identified as Two or more races in the initial contact and 
where the races were not imputed for those matched to Census 2000 - that is, only those cases where the final edited 
race was “as reported,” or where the code was changed “through consistency edit.” The CQS initial contact Hispanic 
origin response was used. Additionally, the data were restricted to cases in sampling strata 2 and 3 (Z_WGT2). 
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Table 14 shows some race tabulations for Two or more races individuals in Panel B by the race 
reported in the initial contact. For Panel B respondents, we compared the Census 2000 response 
(“mark one or more races” instruction) to the race responses from the initial contact (“mark one 
race”). Some of the general results are similar to those in Table 13.11 

Table 14. Tabulations for individuals reporting Two or more races in Panel B (for non-
Hispanics only).* 

Census 2000 CQS Initial Contact (“Mark one races”) 
Race 
(“Mark one or 
more races”) White Black AIAN Asian NHOPI SOR	 Two or 

more 
(same) 

Two or 
more 
(different) 

Missing TOTAL 

White - Black 18,305 48,769 117 107 63 21,841 39,935 6,126 1,862 137,126 

White - AIAN 133,746 484 54,952 54 0 2,807 33,070 3,283 2,170 230,566 

White - Asian 53,311 317 262 66,680 675 12,585 65,682 11,093 940 211,546 

White - NHOPI 8,725 0 0 432 7,515 860 4,627 1,910 535 24,604 

White - SOR 130,574 1,139 378 5,076 35 25,297 4,117 4,233 663 171,512 

Black - AIAN 131 24,944 5,094 0 0 651 4,493 1,672 943 37,927 

Black - Asian 295 9,522 89 4,890 32 1,555 6,075 1,619 106 24,183 

Black - NHOPI 0 2,888 0 0 580 181 22 130 0 3,801 

Black - SOR 2,402 39,352 55 1,195 269 8,824 2,235 2,206 0 56,537 

AIAN - Asian 23 90 1,057 5,913 26 686 1,056 586 20 9,458 

AIAN - NHOPI 151 0 172 0 478 104 115 0 0 1,021 

AIAN - SOR 2,037 64 1,572 631 0 537 0 201 0 5,041 

Asian - NHOPI 595 175 0 12,421 9,459 35 9,002 3,527 330 35,543 

Asian - SOR 1,446 541 324 26,337 2,748 3,259 2,082 5,971 23 42,730 

NHOPI - SOR 310 0 0 0 600 232 0 0 0 1,142 

Three or more 11,304 15,222 2,111 7,957 9,993 7,831 7,380 20,072 344 82,215 

TOTAL 363,354 143,506 66,184 131,693 32,475 87,285 179,890 62,629 7,936 1,074,952 

* The data in Table 14 were restricted to matched people who were identified as Two or more races in Census 2000 
and where the races were not imputed - that is, only those cases where the final edited race was “as reported,” or 
where the code was changed “through consistency edit.” The CQS initial contact Hispanic origin response was used. 
Additionally, the data were restricted to cases in sampling strata 2 and 3 (Z_WGT2). 

11Note that the data presented in Tables 9-14 of the Results section are shown for illustrative purposes and 
are intended to provide control totals for users of the data file to ensure that they are using the variables correctly. 
Data for comparable Hispanic tables are provided in Attachment 5. 
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ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 

1 5 Z_ID Sample ID Number 00001 - 49957 
This household level identification variable was 
randomly assigned to each housing unit. 

7 2 Z_PNUM Person Number 01 - 24 

10 19 10 Z_WGT1 Original Sample Weight 
This is the initial mailout weight; that is, the 
inverse of the probability of selection. 

The data user should use Z_WGT1 when 
examining race consistency or general race 
distributions. 
Note that this field is numeric with no leading 
zeros and two decimal places. 

21 30 10 Z_WGT2 Bridging Weight 

For cases where Z_STRAT eq '2' or '3', Z_WGT2 
= the original sample weight. 
Z_STRAT eq '1' or '4', Z_WGT2 = 0. 

The data user should use Z_WGT2 when 
examining race bridging, or allocation 
parameters, to a single race. 
Note that this field is numeric with no leading 
zeros and two decimal places. 

32 32 1 Z_PANEL Panel 
1 = Panel A 
2 = Panel B 

5 

8 

For cases where 

-39-




ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 

34 34 1 Z_STRAT Sample Stratum 

1 = Consists of HUs containing ALL single race 
persons pre-edit/allocation, or HUs enumerated 
as vacant in Census 2000. 
2 = Consists of HUs containing one or more 
persons having a race code consisting of SOR 
plus ONE other OMB category. 
3 = Consists of HUs containing one or more 
persons having a race code consisting of two 
OMB races, or three or more of any race 
(including SOR). 

36 37 2 Z_STFIPS State FIPS Code 

01 - 56 
01 = AL, 02 = AK, 04 = AZ, 05 = AR, 06 = CA, 
08 = CO, 09= CT, 10 = DE, 11 = DC, 12 = FL, 
13 = GA, 15 = HI, 16 = ID, 17 = IL, 18 = IN, 
19 = IA, 20 = KS, 21 = KY, 22 = LA, 23 = ME, 
24 = MD, 25 = MA, 26 = MI, 27 = MN, 28 = MS, 
29 = MO, 30 = MT, 31 = NE, 32 = NV, 33 = NH, 
34 = NJ, 35 = NM, 36 = NY, 37 = NC, 38 = ND, 
39 = OH, 40 = OK, 41 = OR, 42 = PA, 44 = RI, 
45 = SC, 46 = SD, 47 = TN, 48 = TX, 49 = UT, 
50 = VT, 51= VA, 53 = WA, 54 = WV, 55 = WI, 
56 = WY 

39 40 2 Z_STPOST State Postal Abbreviation AL - WY 
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ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 

42 42 1 Z_DIV Census Division 

1 = Northeast 
2 = Middle Atlantic 
3 = South Atlantic 
4 = East South Central 
5 = East North Central 
6 = West South Central 
7 = West North Central 
8 = Mountain 
9 = Pacific 

44 44 1 Z_REGION Census Region 

1 = Northeast 
2 = South 
3 = Midwest 
4 = West 

46 46 1 Z_IMODE 
Data Collection Mode, Initial 
Contact 

1 = Mailout/Mailback 
2 = Personal Visit 

48 48 1 Z_RMODE 
Data Collection Mode, Re-
contact 

1 = Telephone 
2 = Personal Visit 
9 = No re-contact data 

50 50 1 Z_IHISP Hispanic Origin, Initial Contact 

0 = Non-Hispanic 
1 = Hispanic 
9 = Missing, unknown 

52 52 1 Z_RHISP Hispanic Origin, Re-contact 

0 = Non-Hispanic 
1 = Hispanic 
9 = Missing, unknown 
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ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 

54 54 1 Z_CHISP Hispanic Origin, Census 

0 = Non-Hispanic 
1 = Hispanic 
9 = Missing, unknown 

56 56 1 Z_SEX Sex 

1 = Male 
2 = Female 
9 = Missing, unknown 

Note that Z_SEX is a composite edit from the 
Census, Initial Contact, and Re-contact. 

58 59 2 Z_AGE Age Category 

00 = 00-04, 05 = 05-09, 10 = 10-14, 15 = 15-17 
18 = 18-19, 20 = 20-24, 25 = 25-29, 30 = 30-34 
35 = 35-39, 40 = 40-44, 45 = 45-49, 50 = 50-54 
55 = 55-59, 60 = 60-64, 65 = 65-69, 70 = 70-74 
75 = 75-79, 80 = 80-84, 85 = 85+ 
99 = Missing, unknown 

Note that Z_AGE is a composite edit from the 
Census, Initial Contact, and Re-contact. 

61 61 1 Z_EDU Educational Attainment 

1 = Not a HS Graduate 
2 = High School Graduate - diploma or GED 
3 = Some college, no degree 
4 = Associate Degree 
5 = Bachelors Degree 
6 = Graduate or professional Degree 
8 = Not in universe (age <25 or unknown) 
9 = Missing, unknown 

Note that Z_EDU is a composite edit from the 
Census and Re-contact. 
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ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 

63 64 2 Z_RREL 
Relationship to Householder, 
Re-contact 

01 = Householder 
02 = Spouse 
03 = Natural born child 
04 = Adopted child 
05 = Stepchild 
06 = Brother or sister 
07 = Parent 
08 = Grandchild 
09 = Other relative 
10 = Roomer/boarder or foster child 
11 = Housemate/roommate 
12 = Unmarried partner 
13 = Other nonrelative 
14 = Institutional GQ person 
15 = Noninstitutional GQ person 
99 = Missing, unknown 

Note that the respondent is generally assumed 
to be the householder, with some exceptions 
introduced during the editing process. 

66 67 2 Z_CREL 
Relationship to Householder, 
Census (see description for Z_RREL above) 

69 69 1 Z_MILIT Veteran's Status 

1 = No military service 
2 = Served in military, previously or currently 
8 = Not in universe (age <18 or unknown) 
9 = Missing, unknown 

Note that Z_MILIT is a composite edit from the 
Census and Re-contact. 
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ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 

71 71 1 Z_INCOME Household Income 

1 = Less than $10,000 
2 = $10,000 - $24,999 
3 = $25,000 - $34,999 
4 = $35,000 - $49,999 
5 = $50,000 - $69,999 
6 = $70,000 - $99,999 
7 = $100,000 or more 
9 = Missing, unknown 

Note that Z_INCOME is a composite edit from 
the Census and Re-contact. 

73 74 2 Z_IRACE Race, Initial Contact 
01 - 63 
99 = Missing, unknown 

Refer to the Race Code List (Footnote 4) for a 
complete description of race codes 01 - 63. 

76 77 2 Z_RRACE Race, Re-contact 
01 - 63 
99 = Missing, unknown 

See Footnote 4. 

79 80 2 Z_R2RACE 
Race, Re-contact with Followup 
Probe 

01 - 63 
99 = Missing, unknown 

Note that for the majority of the records, 
Z_R2RACE = Z_RRACE. 
probe was only asked of Panel A individuals 
who responded with Two or more races, or 
used a response such as "multiracial" or 
"biracial", in the initial re-contact race question. 
See Footnote 4. 

82 83 2 Z_CRACE Race, Census 
01 - 63 
99 = Missing, unknown 

See Footnote 4. 

The followup race 
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ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 

85 85 1 Z_CRFLAG Census Allocated Race Flag 

0 = As reported 
1 = Code changed through consistency edit 
3 = Classified from race response in Hispanic 
question 
4 = Allocated from within household 
5 = Allocated from hot deck 
9 = Missing, unknown 

87 87 1 Z_CHFLAG 
Census Allocated Hispanic 
Origin Flag 

0 = As reported 
2 = Multiple response given a unique Hispanic or 
Non-Hispanic code 
3 = Assigned Hispanic from race code 
4 = Allocated from within household 
5 = Allocated from hot deck (surname used) 
6 = Allocated from hot deck (surname not used) 
9 = Missing, unknown 

89 90 2 Z_IRSO 
Race, Initial Contact (SOR 
removed) 

01 - 63 
99 = Missing, unknown 

Note that for each of: Z_IRSO, Z_RRSO, 
Z_R2SO, Z_CRSO, Some other race (SOR) 
has been removed from all Two or more race 
responses. 
See Footnote 4. 

92 93 2 Z_RRSO 
Race, Re-contact (SOR 
removed) 

01 - 63 
99 = Missing, unknown 

See Footnote 4. 

95 96 2 Z_R2RSO 
Race, Re-contact with Followup 
Probe (SOR removed) 

01 - 63 
99 = Missing, unknown 

See Footnote 4. 

The single race SOR remains. 
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ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 

98 99 2 Z_CRSO Race, Census (SOR removed) 
01 - 63 
99 = Missing, unknown 

See Footnote 4. 

101 101 1 Z_SMRSP 
Same Respondent, Census to 
Initial Contact 

0 = Not the Same or unknown 
1 = Same 

Note that Z_SMRSP is based on respondent 
self-response of which household member 
filled out the Census form. 

103 103 1 Z_NHWTRC Tract-level, Non-Hispanic White 
0 = 'Low' 
1 = 'High' 

Note that Z_NHWTRC was computed based 
on the state-level medians of the proportion of 
Non-Hispanic Whites in a tract. 

* Footnote 1: For several of the variables, we used a "composite edit." 
This edit incorporated an algorithm which was designed to reconcile discrepant or missing responses among the CQS Initial Contact, Re-contact, and 
Census 2000. 

* Footnote 2: Missing or unknown values for Census 2000 variables indicate that the respondent was not matched to their Census 2000 data. 

* Footnote 3: The character "Z" as a prefix to each of the names is only used for internal purposes to distinguish between the final and original 
variables. 
Users may name the variables as they see fit. 

* Footnote 4: Race Code List 
1 = White 42 = White; Black; AIAN; Asian 
2 = Black 43 = White; Black; AIAN; NHOPI 
3 = American Indian or Alaska 
Native (AIAN) 44 = White; Black; AIAN; SOR 
4 = Asian 45 = White; Black; Asian; NHOPI 
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ATTACHMENT 1 

Census Quality Survey (CQS) Public-use Datafile Layout 

BEG END LEN VARIABLE DESCRIPTION VALUE DESCRIPTION EXPLANATORY NOTE 
5 = Native Hawaiian or Other 
Pacific Islander (NHOPI) 46 = White; Black; Asian; SOR 
6 = Some other race (SOR) 47 = White; Black; NHOPI; SOR 

48 = White; AIAN; Asian; NHOPI 
7 = White; Black 22 = White; Black; AIAN 49 = White; AIAN; Asian; SOR 
8 = White; AIAN 23 = White; Black; Asian 50 = White; AIAN; NHOPI; SOR 
9 = White; Asian 24 = White; Black; NHOPI 51 = White; Asian; NHOPI; SOR 
10 = White; NHOPI 25 = White; Black; SOR 52 = Black; AIAN; Asian; NHOPI 
11 = White; SOR 26 = White; AIAN; Asian 53 = Black; AIAN; Asian; SOR 
12 = Black; AIAN 27 = White; AIAN; NHOPI 54 = Black; AIAN; NHOPI; SOR 
13 = Black; Asian 28 = White; AIAN; SOR 55 = Black; Asian; NHOPI; SOR 
14 = Black; NHOPI 29 = White; Asian; NHOPI 56 = AIAN: Asian; NHOPI; SOR 
15 = Black; SOR 30 = White; Asian; SOR 
16 = AIAN; Asian 31 = White; NHOPI; SOR 57 = White; Black; AIAN; Asian; NHOPI 
17 = AIAN; NHOPI 32 = Black; AIAN; Asian 58 = White; Black; AIAN; Asian; SOR 
18 = AIAN; SOR 33 = Black; AIAN; NHOPI 59 = White; Black; AIAN; NHOPI; SOR 
19 = Asian; NHOPI 34 = Black; AIAN; SOR 60 = White; Black; Asian; NHOPI; SOR 
20 = Asian; SOR 35 = Black; Asian; NHOPI 61 = White; AIAN; Asian; NHOPI; SOR 
21 = NHOPI; SOR 36 = Black; Asian; SOR 62 = Black; AIAN; Asian; NHOPI; SOR 

37 = Black; NHOPI; SOR 
38 = AIAN; Asian; NHOPI 63 = White; Black; AIAN; Asian; NHOPI; SOR 
39 = AIAN; Asian; SOR 
40 = AIAN; NHOPI; SOR 
41 = Asian; NHOPI; SOR 
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ATTACHMENT 2 

Exact Wording of Census 2000 and CQS Questions on Race and Hispanic Origin 

Mail questionnaire for Census 2000 (Both Panels) and CQS Initial Contact Panel A: 

Note: Please answer BOTH Questions 8 and 9.  [Questions 7 and 8 for Census 2000] 

8. Is this person Spanish/Hispanic/Latino?  Mark the “No” box if not 
Spanish/Hispanic/Latino.

Q No, not Spanish/Hispanic/Latino Q Yes, Puerto Rican

Q Yes, Mexican, Mexican Am., Chicano Q Yes, Cuban

Q Yes, other Spanish/Hispanic/Latino -- Print group.


9. What is this person’s race? Mark one or more races to indicate what this person 
considers himself/herself to be.

Q White

Q Black, African Am., or Negro

Q American Indian or Alaska Native -- Print name of enrolled or principal tribe.

Q Asian Indian Q Japanese Q Native Hawaiian

Q Chinese Q Korean Q Guamanian or Chamorro

Q Filipino Q Vietnamese Q Samoan

Q Other Asian -- Print race. Q Other Pacific Islander -- Print race.

Q Some other race -- Print race.


Mail questionnaire for CQS Initial Contact Panel B: 

Note: Please answer BOTH Questions 8 and 9. 

7. Is this personSpanish/Hispanic/Latino?  Mark the “No” box if not 
Spanish/Hispanic/Latino.

Q No, not Spanish/Hispanic/Latino Q Yes, Puerto Rican

Q Yes, Mexican, Mexican Am., Chicano Q Yes, Cuban

Q Yes, other Spanish/Hispanic/Latino -- Print group.


8. What is this person’s race? Mark one race to indicate what this person considers 
himself/herself to be.

Q White

Q Black, African Am., or Negro

Q American Indian or Alaska Native -- Print name of enrolled or principal tribe.

Q Asian Indian Q Japanese Q Native Hawaiian

Q Chinese Q Korean Q Guamanian or Chamorro

Q Filipino Q Vietnamese Q Samoan

Q Other Asian -- Print race. Q Other Pacific Islander -- Print race.

Q Some other race -- Print race.
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ATTACHMENT 2 

Exact Wording of Census 2000 and CQS Questions on Race and Hispanic Origin 

Enumerator questionnaire for Census 2000 (Both Panels) and CQS Initial Contact Panel A: 

(ENUMERATOR NOTE: It is important to answer BOTH questions 4 and 5 and show Cards 1 and 2.)12 

[Questions 5 and 6, and Cards B and C for Census 2000] 
4. Are any of the persons that I have listed Mexican, Puerto Rican, Cuban, or of 

another Hispanic or Latino group?

Q No, not Spanish/Hispanic/Latino Q Yes, Puerto Rican

Q Yes, Mexican, Mexican Am., Chicano Q Yes, Cuban

Q Yes, other Spanish/Hispanic/Latino -- What is this group?


5. Now choose one race for each person. Which race does each person consider 
himself/herself to be?

Q White

Q Black, African Am., or Negro

Q American Indian or Alaska Native -- What is the name of (your/...’s) enrolled or principal tribe?

Q Asian Indian Q Japanese Q Native Hawaiian

Q Chinese Q Korean Q Guamanian or Chamorro

Q Filipino Q Vietnamese Q Samoan

Q Other Asian -- Print race. Q Other Pacific Islander -- What is this race?

Q Some other race -- What is this race?


Enumerator questionnaire for CQS Initial Contact Panel B: 

(ENUMERATOR NOTE: It is important to answer BOTH questions 4 and 5 and show Cards 1 and 2.) 
4. Are any of the persons that I have listed Mexican, Puerto Rican, Cuban, or of 

another Hispanic or Latino group?

Q No, not Spanish/Hispanic/Latino Q Yes, Puerto Rican

Q Yes, Mexican, Mexican Am., Chicano Q Yes, Cuban

Q Yes, other Spanish/Hispanic/Latino -- What is this group?


5. Now choose one or more races for each person. Which race or races does each 
person consider himself/herself to be?

Q White

Q Black, African Am., or Negro

Q American Indian or Alaska Native -- What is the name of (your/...’s) enrolled or principal tribe?

Q Asian Indian Q Japanese Q Native Hawaiian

Q Chinese Q Korean Q Guamanian or Chamorro

Q Filipino Q Vietnamese Q Samoan

Q Other Asian -- Print race. Q Other Pacific Islander -- What is this race?

Q Some other race -- What is this race?


12For personal visit interviews, Census Bureau enumerators use show cards to help communicate to the 
respondent the instructions and the categories for the questions on race and ethnicity. 
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ATTACHMENT 2 

Exact Wording of Census 2000 and CQS Questions on Race and Hispanic Origin 

Telephone and personal visit questionnaires for CQS Re-contact Panel A: 

6a.	 [Are you/is Person #] Spanish, Hispanic or Latino? 
Q Yes (- Ask 6b) 
Q No (- Ask 7a) 

6b.	 Which of the following groups [do you/does Person #] belong to: 
(Read list below. Accept multiple responses.) 
Q Mexican, Mexican American, or Chicano? Q Puerto Rican? Q Cuban? 
Q Some other Spanish, Hispanic, or Latino group?  (- 6c)What group is that? 

7a.	 Now, I’d like you to tell me what race [you consider yourself to be] [he/she considers 
himself/herself to be]. Please choose one of the following 6 race categories: 
(Continue reading list even if respondent breaks in with an answer. Accept multiple responses if offered.)

Q White?

Q Black, African American, or Negro?

Q American Indian or Alaska Native?  (- Ask 7b)

Q Asian?  (- Ask 7c)

Q Native Hawaiian or Other Pacific Islander?  (- Ask 7e)

Q Some other race?  (- Ask 7g)


7b.	 (If American Indian or Alaska Native)  What is the name of [your/his/her] enrolled or 
principal tribe? 

7c.	 (If Asian) Which of the following Asian groups [are you/is he/she]? 
Q Asian Indian? Q Japanese? 
Q Chinese? Q Korean? 
Q Filipino? Q Vietnamese? 
Q Some other Asian group?  (- 7d) What is that group? 

7e. (If NHOPI) Which of the following Native Hawaiian or Other Pacific Islander groups 
[are you/is he/she]?

Q Native Hawaiian? Q Samoan? Q Guamanian or Chamorro?

Q Some other Pacific Islander group?  (- 7f) What group is that?


7g. (If some other race)  What other race group is that? 

8a.	 (Did respondent offer more than one race in 7a or 7g OR use a term such as multiracial/biracial in 7g?) 
Q Yes (- Ask 8b) Q No (- Ask 9) 

8b. When asked to choose only one race from the original list I read you, what [do 
you/does Person #] usually answer? 

8c. Why is that? 
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ATTACHMENT 2 

Exact Wording of Census 2000 and CQS Questions on Race and Hispanic Origin 

Telephone and personal visit questionnaires for CQS Re-contact Panel B: 

6a.	 [Are you/is Person #] Spanish, Hispanic or Latino? 
Q Yes (- Ask 6b) 
Q No (- Ask 7a) 

6b.	 Which of the following groups [do you/does Person #] belong to: 
(Read list below. Accept multiple responses.) 
Q Mexican, Mexican American, or Chicano? Q Puerto Rican? Q Cuban? 
Q Some other Spanish, Hispanic, or Latino group?  (- 6c)What group is that? 

7a.	 Now, I’d like you to tell me what race or races [you consider yourself to be] [he/she 
considers himself/herself to be]. Please choose one or more of the following 6 race 
categories: 
(Continue reading list even if respondent breaks in with an answer.)

Q White?

Q Black, African American, or Negro?

Q American Indian or Alaska Native?  (- Ask 7b)

Q Asian?  (- Ask 7c)

Q Native Hawaiian or Other Pacific Islander?  (- Ask 7e)

Q Some other race?  (- Ask 7g)

(Mark all races mentioned by respondent.)


7b.	 (If American Indian or Alaska Native)  What is the name of [your/his/her] enrolled or 
principal tribe? 

7c.	 (If Asian) Which of the following Asian groups [are you/is he/she]? 
Q Asian Indian? Q Japanese? 
Q Chinese? Q Korean? 
Q Filipino? Q Vietnamese? 
Q Some other Asian group?  (- 7d) What is that group? 

7e. (If NHOPI) Which of the following Native Hawaiian or Other Pacific Islander groups 
[are you/is he/she]?

Q Native Hawaiian? Q Samoan? Q Guamanian or Chamorro?

Q Some other Pacific Islander group?  (- 7f) What group is that?


7g. (If some other race)  What other race group is that? 

7h.	 (Did respondent offer more than one race?) 
Q Yes (- Ask 7b-7g as appropriate - make sure ALL categories that were marked were covered) 
Q No (- Ask 9a) 
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Criteria for the Ideal Measurement for the Evaluation of Responses to the 
Census 2000 Question on Race 

Research Objective 

The objective of the research is to produce data that will improve users’ ability to make 
comparisons between Census 2000 data on race that allowed the reporting of one or more races, 
and data on race from other sources that allow only single race responses. The primary goal is to 
improve comparisons of 1990 and 2000 Census race distributions, at national and lower levels of 
geography. Other goals are to facilitate comparisons between Census 2000 and Census Bureau 
surveys which instruct respondents to mark one race, and with data from the vital records 
system, which uses census data to calculate such indicators as birth and death rates. 

The intent is to provide users with a data file which cross-classifies race responses using two 
measurement methods: the Census 2000 question on race that allows reporting more than one 
race, and a question on race comparable to that used in the 1990 Census. This data file will 
enable users to develop “bridging” methods, including modeling single race distributions using 
Census 2000 data in order to make historical comparisons with previous censuses or with single 
race distributions from other sources. 

The Ideal Survey Method 

For various reasons, the ideal conditions for collecting data to meet the objective do not exist. 
But just the same, we believe that understanding the characteristics of the ideal method would be 
useful in comparing alternative options for conducting the evaluation. With this in mind, we 
identified 6 criteria to be used for the purpose of assessing the merits of proposed options. 

So, ideally, the measurement of responses to a “mark one or more” instruction for the question 
on race and responses to a “mark one” instruction would be collected in such a way as to meet 
the criteria on the following page. 
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6 Criteria for Assessing Design Options: Description of Criteria 

1.	 Simultaneously:  Real changes in how people report race may occur as time passes 
between the two data collections (possibly more so for persons marking more than one 
race). Also, due to other survey methods factors, respondents may report different races 
in the two measurements. Ideally, we want to collect both responses at the same time 
under the same general survey conditions. 

2.	 Independently:  Response to the question on race using either instruction can be 
influenced by the response to the other race question when both questions are asked in 
the same survey instrument. In addition, the ordering of the questions can have an effect. 
Ideally, we do not want the measurement of one question on race to be modified just by 
the presence of the other question on race. 

3.	 In the Census 2000 Environment:  There are many factors associated with Census 2000 
that can affect responses to the question on race. A major factor is the Bureau’s extensive 
promotion and partnership program. Ideally, we want to collect the evaluation data in 
that environment, as well. 

4.	 Using Comparable Methods:  The survey methods used to collect the data can affect 
how people respond to the question on race. This includes the data collection mode (i.e., 
mail, personal visit, telephone, etc.) and the wording and ordering of the questions. 
Ideally, we want to collect the “mark one or more” instruction to the question on race 
using Census 2000 methods and the “mark one” instruction using 1990 Census methods. 

5.	 From the Same Respondent:  Providing responses to the question on race for yourself 
and other household members can be a sensitive issue. Reporting of race for other 
household members by a household respondent can be influenced by the respondents 
race, relationship to other household members, and other factors. Within a household, 
different respondents may provide different responses to the question on race. This may 
be especially true for people who consider themselves as multiracial. Ideally, we want to 
collect responses to both questions on race from the same household respondent. 

6.	 A Representative and Sufficient Sample:  Analytical results can be biased if the 
selected or “interviewed” sample is not representative of the population of interest. 
Using Census 2000 data, we have control over the selection of the sample households. 
An initially representative sample of households will be selected. Of more concern is the 
ability to collect responses from all individuals in our sample households. Ideally, we 
want to collect responses for both questions on race from all individuals in our selected 
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households. Nonresponse to the questions and other factors that depend on the design 
option used can introduce nonsampling error biases. In addition, we want to collect 
sufficient data for each of the reported race combinations of interest to insure that the 
estimates have sufficient reliability to support the research objectives. 

Proposed Design Options 

Several design options have been proposed for collecting information for the questions on race 
that instruct respondents to “mark one or more” or “mark one” race category. A brief 
description of each option follows. 

Option 1: New Collection with Both Measurements in the Same Instrument 

In a new data collection that replicates Census 2000 data collection methods, 
collect both measurements in the SAME questionnaire. A questionnaire with 
both a “mark one or more” and a “mark one“ instruction to the question on race 
would be mailed out or dropped off at the sample addresses. For households not 
returning the questionnaire by mail, a personal visit interview would be conducted 
using a questionnaire containing both questions on race. A telephone item 
nonresponse follow-up operation might be needed for questionnaires returned by 
mail with a missing or invalid response to the “mark one” question on race. 

Option 2: Match Census 2000 to One or More Current Surveys 

Collect both measurements independently in the same general time frame and link 
responses by matching households and individuals. Currently, the Census 
Bureau’s demographic surveys use a “mark one” instruction for the question on 
race. Specifically, this option consists of matching Census 2000 individuals to 
individuals interviewed in Census Bureau surveys conducted during February 
through May of 2000, the same general time frame as the Census 2000 data 
collection. (Note, even if this option is not selected for this evaluation, the match 
will be done for other evaluation purposes.) 

Option 3: One New Collection with New Follow-up Interview Collection 

-54-




ATTACHMENT 3 
(Date written: 7/27/2000) 

Methodological Criteria and Proposed Sample Design Options 

In two separate stages collect new data using both questions on race. The first 
stage is a new data collection that replicates census data collection methods (i.e, 
mailout/drop-off with an in-person nonresponse follow-up operation). The 
second stage is a new data collection in which a follow-up interview is conducted 
(by telephone or in-person otherwise) with the household respondent in the first 
stage. The second stage is conducted a few weeks after the first stage is 
completed. (Issues of the sequence of the measurements and whether first stage 
responses are provided to the respondent at the second stage are being discussed.) 

Option 4: Match Census 2000 Responses to a “Mark One” Measurement 

In two separate stages, collect both measurements. The first stage, the “mark one 
or more” measurement, is the actual Census 2000 data. The second stage is a new 
data collection that replicates census data collection methods and uses a “mark 
one” question on race. The second stage collection requests the Census 2000 
household respondents to respond to the second stage data collection. The 
individuals in the second stage data collection are matched to Census 2000 data 
records and their responses to the two questions on race are compared. 

Option 5: Match Census 2000 to a Personal Visit “Mark One” Measurement 

Identical to Option 4, except the second stage measurement (“mark one”) is 
collected via a personal visit interview that is designed to include additional 
questions to maximize the potential for matching individuals to Census 2000 data 
records. Key design features include providing the interviewers with the names 
of the individuals enumerated at the sample address in Census 2000 and provision 
to collect “census day residence” information for whole household movers. Also, 
an attempt is made to identify and collect the data from the Census 2000 
household respondent. 

Option 6: Two New Independent Collections for Each Measurement 

Select an independent sample to collect each measurement. Both the “mark one or 
more” measurement and the “mark one” measurement would replicate the census 
data collection methods. Unlike the other options, this option does not attempt to 
create a data file that contains both measurements for the same individuals, rather 
it would attempt to use race distributional differences between the two 
measurements to meet the research objective. 
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Discussion of the Options and Additional Issues 

The proposed options meet the six criteria to different degrees of success. Based on the 
discussions at the June 26th meeting and subsequent Census Bureau discussions the most viable 
options have been identified. The other options were deemed to have at least one critical failure 
in meeting the criteria. 

“Viable” Options: 3 and 4 

“Failed” Options: 1, 2, 5, and 6 

Option 1:	 It is believed that substantial, but unmeasurable, interactions will take place 
between the collected data for both measurements with both race questions in the 
same self-response instrument. 

Option 2:	 Even though we will still perform this match for other evaluations, it will not 
provide a sufficient number of households with persons reporting more than one 
race to produce reliable estimates for our purposes. 

Option 5:	 High cost per case associated with conducting all interviews in person would 
reduce the effective sample size. Effect of all data being collected using in-
person interviewing on the “mark one” measurement is also of concern. 

Option 6:	 Estimating the parameters of interest may not be possible. High costs associated 
with larger sample sizes needed to achieve comparable reliability. 

Though everything above is still open for discussion, including any additional thoughts or 
suggestions of alternative options, we have specific issues to address within Options 3 and 4 to 
work out before we can make a decision on the “best” data collection method option. 

Issues within Option 3 

• Ordering of the “mark one or more” and “mark one” measurements 

Should the first stage be the “mark one” measurement with the followup being the “mark 
one or more” measurement or vice versa? 

• Dependent or independent interview in second stage follwup 

Should the household respondent at the second stage be reminded of their first stage 
response to the race question? 
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Points to keep in mind: 

•	 Desire to have “mark one or more” measurement race distribution be consistent with 
Census 2000 race distribution. 

•	 Desire to have “mark one” measurement uninfluenced by “mark one or more” 
measurement. 

• Desire to reduce impact of response variance on the utility of the data file. 

Issues within Option 4 

•	 Effect of whole household movers on our ability to match to Census 2000 data records 
and the consequences for the “representative” criteria. 

•	 Effect of different household respondents and our inability to determine if they are 
different. 

•	 Modifications to the data collection instruments (mailback/enumerator) needed to 
maximize the match rate. 
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Table 15. Census 2000 distribution of race. 
Race Non-Hispanic Percent Hispanic Percent 

White


Black


American Indian & Alaska Native


Asian


Native Hawaiian & Other Pacific Islander


Some Other Race


Two or More Races


79.0 % 47.9 % 

13.8 2.0 

0.8 1.2 

4.1 0.3 

0.1 0.1 

0.2 42.2 

1.9 6.3 
* The data in Table 15 represent the total U.S. population in Census 2000, which includes people living in 
households, as well as in group quarters. Note that the CQS universe is slightly different, as it was restricted to the 
household population. In Census 2000, 2.8 percent of all individuals enumerated lived in group quarters. 
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Table 16. Consistency in reporting Two or more races for Hispanics for Panel A.* 

Census 2000 
Race 

CQS Initial Contact ("Mark one or more races") 

Single race Two or more races TOTAL 

Single race  8,459,619 
n= 4,322 

543,615 
n= 516 

9,003,234 
n= 4,838 

Two or more 
races 

392,662 
n= 2,348 

112,703 
n= 1,126 

505,365 
n= 3,474 

TOTAL	 8,852,281 
n= 6,670 

656,318 
n= 1,642 

9,508,599 
n= 8,312 

* The data in Table 16 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The CQS initial contact Hispanic origin response was used. Additionally, the weighted data were obtained 
using the inverse of the original sampling probabilities with no adjustment (Z_WGT1). 

Table 17. Detailed consistency in reporting of race for Hispanics for Panel A.* 

Census 
2000 
Race 

CQS Initial Contact (“Mark one or more races”) 

White Black AIAN Asian NHOPI SOR Two or 
more 

TOTAL 

White 2,679,570 652 1,083 1,039 185 2,470,120 297,402 5,450,051 

Black 555 32,742 157 0 0 10,312 116,572 160,338 

AIAN 1,660 43 164,332 76 198 3,915 2,193 172,417 

Asian 598 36 167 24,105 203 39,579 2,599 67,287 

NHOPI 631 5 0 41 1,275 341 995 3,288 

SOR 845,374 37,415 42,414 565 812 2,099,419 123,854 3,149,853 

Two or 219,221 12,262 8,049 7,829 883 144,418 112,703 505,365 
more 

TOTAL 3,747,609 83,155 216,202 33,655 3,556 4,768,104 656,318 9,508,599 

* The data in Table 17 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The CQS initial contact Hispanic origin response was used. Additionally, the weighted data were obtained 
using the inverse of the original sampling probabilities with no adjustment (Z_WGT1). 
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Table 18. Consistency in reporting Two or more races for Hispanics for Panel B.* 

CQS Re-contact ("Choose one or more races") 
Census 2000 
Race Single race Two or more races TOTAL 

Single race 9,485,906 555,757 10,041,663 
n= 4,296 n= 420 n= 4,716 

Two or more 336,453 91,160 427,613 
races n= 2,285 n= 802 n= 3,087 

TOTAL 9,822,359 646,917 10,469,276 
n= 6,581 n= 1,222 n= 7,803 

* The data in Table 18 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The CQS initial contact Hispanic origin response was used. Additionally, the weighted data were obtained 
using the inverse of the original sampling probabilities with no adjustment (Z_WGT1). 

Table 19. Detailed consistency in reporting of race for Hispanics for Panel B.* 
CQS Re-contact (“Choose one or more races”) 

Census 
2000 White Black AIAN Asian NHOPI SOR Two or TOTAL
Race more 

White 2,844,747 5,322 1230 430 43,604 1,451,297 233,311 4,579,941 

Black 4,043 203,652 0 18 182 102,554 3,186 313,635 

AIAN 15,208 167 3,217 0 52 174,330 44,531 237,505 

Asian 1,712 0 92 4,598 0 38,957 2,136 47,495 

NHOPI 430 0 0 3006 3,473 202 138,329 145,440 

SOR 1,704,146 44,513 1,479 170 34,524 2,798,551 134,264 4,717,647 

Two or 171,677 14,271 9,562 5,318 3,232 132,393 91,160 427,613 
more 

TOTAL 4,741,963 267,925 15,580 13,540 85,067 4,698,284 646,917 10,469,276 

* The data in Table 19 were restricted to matched people who did not have an imputed race in Census 2000 - that is, 
only those cases where the final edited race was “as reported,” or where the code was changed “through consistency 
edit.” The CQS initial contact Hispanic origin response was used. Additionally, the weighted data were obtained 
using the inverse of the original sampling probabilities with no adjustment (Z_WGT1). 
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Table 20. Tabulations for individuals reporting Two or more races in Panel A (for 
Hispanics only).* 

CQS Initial CQS Re-contact (“Choose one race”) with followup probe 
Contact 
(“Mark one or White Black AIAN Asian NHOPI SOR Two or Two or Missing TOTAL m more more 

(same) (different) 

White - Black 1,007 2,145 0 0 0 2,029 1,165 291 1,529 8,165 

White - AIAN 5,560 0 2,927 0 0 1,802 825 729 2,150 13,991 

White - Asian 5,160 171 0 2,504 0 1,446 1,743 691 3,098 14,813 

White - NHOPI 628 0 0 0 615 97 92 112 125 1,669 

White - SOR 29,601 307 55 18 0 21,425 1,372 464 12,091 65,333 

Black - AIAN 0 745 76 0 0 447 0 30 404 1,702 

Black - Asian 0 742 6 0 0 56 366 19 0 1,191 

Black - NHOPI 0 0 0 0 0 0 0 0 38 38 

Black - SOR 144 5,277 405 0 0 2,826 1,246 665 2,184 12,747 

AIAN - Asian 111 0 640 110 0 401 0 19 58 1,339 

AIAN - NHOPI 0 0 0 0 595 0 0 0 0 595 

AIAN - SOR 543 0 974 0 0 3,125 198 126 553 5,519 

Asian - NHOPI 92 0 0 438 1,053 343 230 113 282 2,551 

Asian - SOR 1,366 0 0 1,458 0 2,586 1,758 411 217 7,795 

NHOPI - SOR 64 0 0 0 687 159 0 20 38 968 

Three or more 3,264 1,964 185 951 4,321 6,402 839 1,541 2,510 21,976 

TOTAL 47,540 11,352 5,269 5,479 7,269 43,142 9,833 5,231 25,276 160,391 

ore races”) 

* The data in Table 20 were restricted to people who were identified as Two or more races in the initial contact and 
where the races were not imputed for those matched to Census 2000 - that is, only those cases where the final edited 
race was “as reported,” or where the code was changed “through consistency edit.” The CQS initial contact 
Hispanic origin response was used. Additionally, the data were restricted to cases in sampling strata 2 and 3 
(Z_WGT2). 

-61-




ATTACHMENT 5 

Hispanic Data Tabulations 

Table 21. Tabulations for individuals reporting Two or more races in Panel B (for 
Hispanics only).* 

Census 2000 CQS Initial Contact (“Mark one races”) 
Race 
(“Mark one or White Black AIAN Asian NHOPI SOR Two or Two or Missing TOTAL m more more 

(same) (different) 

White - Black 3,212 2,745 181 0 0 4,450 3,015 1,560 1,093 16,255 

White - AIAN 10,194 0 3,196 0 0 5,521 2,848 1,326 924 24,009 

White - Asian 3,584 0 194 1,880 172 2,249 3,494 1,114 198 12,885 

White - NHOPI 766 0 0 0 245 507 102 165 11 1,796 

White - SOR 143,138 125 416 53 20 120,320 21,447 1,314 11,913 298,746 

Black - AIAN 226 770 201 0 0 744 728 593 12 3,274 

Black - Asian 0 148 0 0 0 41 88 251 0 528 

Black - NHOPI 0 482 0 0 0 114 0 0 0 596 

Black - SOR 3,071 9,907 0 18 0 7,525 2,593 722 3,364 27,199 

AIAN - Asian 65 0 0 295 0 196 258 414 0 1,228 

AIAN - NHOPI 97 0 0 0 41 0 0 0 0 138 

AIAN - SOR 2,195 55 1,924 0 0 7,160 88 392 301 12,115 

Asian - NHOPI 92 0 0 822 372 333 629 580 0 2,828 

Asian - SOR 1,659 0 0 6,642 0 1,308 1,385 1,301 528 12,827 

NHOPI - SOR 244 0 120 0 0 1,767 0 405 312 2,849 

Three or more 3,269 1,683 489 818 1,215 5,902 2,801 4,835 576 21,588 

TOTAL 171,811 15,916 6,721 10,528 2,066 158,135 39,478 14,974 19,232 438,862 

ore races”) 

* The data in Table 21 were restricted to matched people who were identified as Two or more races in Census 2000 
and where the races were not imputed - that is, only those cases where the final edited race was “as reported,” or 
where the code was changed “through consistency edit.” The CQS initial contact Hispanic origin response was 
used. Additionally, the data were restricted to cases in sampling strata 2 and 3 (Z_WGT2). 
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EXECUTIVE SUMMARY

The Content Reinterview Survey was designed to evaluate the consistency of responses to
Census 2000 questionnaire.  Understanding the accuracy and reliability of census data aids both
data users and census planners.  Data users need to determine how errors in the data might affect
the conclusions they draw from analyzing census data.  Census planners use measures of
consistency to develop and test methods to improve the quality of future censuses. 

Previous content reinterview surveys attempted to evaluate both response variance (the variation
in responses over repeated questioning) and bias.  In 2000, response variance only was studied. 
To reduce cost and the burden to respondents, the 2000 Content Reinterview Survey asked
population questions (age, sex, marital status, etc.) about only one sample person per household,
who was randomly chosen from a roster for each unit that was collected at the beginning of the
content reinterview survey.

Prior to Census 2000, 30,000 households that were initially selected to receive the census long-
form questionnaire were randomly selected as potential participants in the Content Reinterview
Survey.  After a household returned the census questionnaire, it became eligible to participate in
the reinterview survey.  Experienced census field representatives called the selected households
to re-ask most of the census long-form questions.  Personal visit interviews were allowed if the
households could not be reached by telephone.  

For the Content Reinterview Survey, we were able to analyze data from about 20,000 of
the preselected households.  Around three-quarters of the cases analyzed had completed the
mailback forms for Census 2000.  About three-fifths of all preselected reinterview households
completed Census 2000 mailback forms, which is close to the proportion for Census 2000. 

Since the Content Reinterview Survey was conducted by enumerators who used either telephone
interviews (the primary method) or personal visits, collection mode for the reinterview survey
was different from that of the census in the majority of analyzed cases.  Mailed-back census
responses are over-represented in this reinterview analysis.  Census data collected from mailed
forms are usually less inconsistent than census data collected by enumeratorsa.  Respondents who
mailed the census form may have been easier to contact, more compliant respondents, and more
willing to give thoughtful responses than other respondents. 

Based on data collected in the census and the reinterview survey, analysts computed the index of
inconsistency - a measure to detect response variance – and used it to evaluate the consistency of
each item at the national level.  A high index of inconsistency (50 or more) for a question
indicated that the question was problematic because the data elicited by the question was not
consistent.  A low index (below 20) indicated that the data elicited by the question was probably
consistent.  A moderate index (20 up to 50) indicated that the question was somewhat
problematic.  To improve the quality of future data collection, the Census Bureau will focus its



bKindelberger, John C. (1999).  "Response Variance in the March 1998 Current
Population Survey Income Supplement,” Internal U.S. Census Bureau report, pp B-3 through   
B-45.
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attention on Content Reinterview Survey items with high indexes on inconsistency.
 
Our key findings and recommendations follow.  To compare two subgroups we used the
Wilcoxon matched-pair signed-rank test.  To compare individual questions we used z-tests.  The
tests were significant if the z-value was greater than 1.282 (or less than -1.282).

How consistent were census long-form data for population characteristics?

Of the 58 population characteristics evaluated by the Content Reinterview Survey, 16 showed
low inconsistency, 26 showed moderate inconsistency, and 16 showed high inconsistency.  The
items that showed low inconsistency included:

    • questions about sex, age, Hispanic origin, and marital status,
    • questions about school attendance,
    • questions about language spoken at home,
    • questions about place of birth, citizenship, year of entry to the U.S., and
    • questions about veteran status and period of military service.

The items that showed high inconsistency included:

    • questions about language usage,
    • questions about disability,
    • questions about grandparents as caregivers,
    • questions about work experience in 1999, and
    • questions about income.

The income-amount questions that exhibited high inconsistency had some rare response
categories (less than 5 percent of all responses are in a rare response category).  When a response
category is rare, then any inconsistencies, discrepancies, or differences between the census and
reinterview have a disproportionate effect on the index of inconsistency.

Reinterview responses to questions about language usage, disability with self-care limitation, and
weeks worked showed high inconsistency in both 1990 and 2000.  Responses to questions about
disability with mobility limitations and work disabilities showed moderate inconsistency in 1990
but high inconsistency in 2000.

Comparing problematic questions from Census 2000 to other surveys was more difficult.  For
example, the Current Population Survey Income Supplementb asked much more detailed
questions about types of income and bundled types of income differently than the census did. 
The Current Population Survey analyzed income amounts and weeks worked as continuous
variables, whereas this reinterview study used categorical variables.  Questions about type of
income included the option “Don’t know” on the Current Population Survey but not on the
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Content Reinterview Survey.

Did the Hispanic-origin and race questions provide consistent data?

With both census and reinterview data we performed minimal editing for both the Hispanic-
origin and race questions prior to analysis.  The edited data for the Hispanic-origin question
displayed low inconsistency.  No instructions were provided to the respondents for the Hispanic-
origin question.  Although respondents were expected to choose only one category for this
question, several respondents chose multiple categories.  All responses, including write-ins, to
the Hispanic-origin question in both the census and reinterview were captured and coded.

Analysis of the edited data for the Hispanic-origin question by census collection type indicated
that respondents who reported on mailback forms and respondents who reported to enumerators
showed low inconsistency.  The indexes were not significantly different at the 90-percent
confidence level.

The race question allowed respondents to choose one or more races from the response categories. 
As with the Hispanic-origin data, we captured all responses to the race question, coded responses
to the question, and performed minimal editing prior to analysis.  The edited race data displayed
moderate inconsistency.

The “Some other race” category was collected as a write-in entry in both the census and the
reinterview.  Analysis of these write-in entries indicated that the majority of people in this
category were of Hispanic origin.  Over two-thirds (68.8 to 73.2 percent) of the sample persons
reported as “Some other race” in either the census or the Content Reinterview Survey were also
reported to be of Hispanic origin in the corresponding interview.  It is apparent that many
Hispanics do not relate to the categories in the race question.

Analysis of the edited race data by Hispanic origin showed that, at the 90-percent confidence
level, households with non-Hispanic sample persons showed less inconsistency than households
with Hispanic sample persons (z = 16.5).  This suggests that the Hispanic population contributes
greatly to the response variance of the race data.

The edited data for the race question, analyzed by census collection type, revealed that
respondents who reported on mailback forms showed less inconsistency than respondents who
reported to enumerators, although the inconsistency level for both was moderate.

How consistent were census long-form data for housing characteristics?

Of the 36 housing characteristic items measured, 5 showed low inconsistency, 15 showed
moderate inconsistency, and 16 showed high inconsistency.  The items with low inconsistency
included:

    • the question about the number of people in the household,
    • the question about whether the unit was owned or rented,
    • the question about heating fuel,



cFeindt, Patricia J. (1994).  "Response Variance in the 1989 American Housing Survey,”
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    • the question asking whether there was a mortgage on the property, and
    • the question asking if real estate taxes were included in the mortgage payment. 

The items with high inconsistency included:

    • questions about utility costs for gas and for electricity, 
    • questions about second mortgages and home equity loans, 
    • questions about loans on mobile homes,  
    • questions about the value of the property and insurance costs for the property, 
    • the question about the number of rooms in the house/apartment/mobile home,
    • questions about whether there was a business at the site and the total value of

agricultural sales for the property, and
    • questions about plumbing facilities, kitchen facilities, and telephone service.

The last set of questions (plumbing, kitchen, telephone) exhibited high inconsistency mainly
because it was so rare not to have complete facilities or service.  When a response is rare (less
than 5 percent of all responses), then any inconsistencies, discrepancies, or differences between
the census and the content reinterview survey have a disproportionate effect on the index of
inconsistency. 

We compared the consistency of responses to problematic questions from Census 2000 with the
corresponding items on the 1990 and 1980 censuses.  The questions about businesses on site and
about agricultural sales showed moderate inconsistency in 1980 and 1990.  The question about
plumbing facilities also showed high inconsistency in 1990.  Comparing problematic questions
from Census 2000 with the responses on national surveys was more difficult.  For example, the
American Housing Surveyc asked about monthly utility costs (rather than annual costs) and
analyzed it with a different number of categories than were analyzed on Census 2000.  

How consistent were census long-form data by census collection type?

At the 90-percent confidence level, census data collected by mailed return (mailback) generally
showed less inconsistency than enumerator-collected data (z = 7.1).  These data may be biased. 
As mentioned earlier, previous researchers indicated that data collected by mail is more
consistent than data collected by enumerators.

Inconsistency levels by census collection type are shown in Table A, below. 
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Table A. Inconsistency levels by census collection type
Census collection
type Low Moderate High

Unstable, undefined, or 
insufficient data to calculate

Enumerator 12 35 40 7

Mailback 26 36 31 1

Sufficient data were gathered to compare indexes of inconsistency by collection type for 87
items.  At the 90-percent confidence level, 51 showed less inconsistency for mailback forms and
2 showed less inconsistency for enumerator forms.  The two that were less inconsistent when
collected by enumerators were: 

    • Do you speak a language other than English at home?
    • What is the annual cost for Gas?

How consistent were census long-form data by respondent type?

At the 90-percent confidence level, data collected from the same respondent on the Content
Reinterview Survey as on Census 2000 were generally less inconsistent than data collected from
different respondents (z = 4.8). 

Inconsistency levels by respondent type are shown in Table B, below.  This table does not
include race or Hispanic-origin data.

Table B. Inconsistency levels by respondent type

Respondent type Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
Same respondent 25 36 32 0

Different respondent 15 40 32 6

Of the 87 items tested, 47 showed less inconsistency for the same respondent than for a different
respondent.  Data from different respondents were never less inconsistent (at the 90-percent
confidence level) than data supplied by the same respondent.

How did the inconsistency in 2000 compare to the inconsistency in 1990?

This issue was complicated because only a response variance study was conducted in 2000.  We
compared the aggregate index of inconsistency for 28 items for 1990 and 2000.  The Wilcoxon
matched-pair signed-rank test showed, at the 90-percent confidence level, that the overall
inconsistency for 1990 and 2000 was not significantly different (z = 0.5).  The aggregate
inconsistency for the individual questions was compared with z-tests, revealing that 11 questions
had a significantly smaller aggregate index of inconsistency in 2000 than in 1990 and that 13
questions had a significantly larger aggregate index of inconsistency in 2000 than in 1990.  Of
those 13 questions, 10 had the same inconsistency level (low, moderate, or high) in both decades.
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Our key recommendations follow.

    • Use cognitive experts to recommend improvements to problematic questions. 
Evaluate new and revised questions in content reinterview surveys of the American
Community Survey and the 2010 census to determine if reliability has been
improved.

    • Plan the content reinterview surveys of the 2010 census and the American
Community Survey as early as possible, preferably not as add-ons.  In this way, the
content reinterview program can be used to systematically evaluate and improve the
American Community Survey.

    • Use results from content tests in developing questionnaires for the 2010 census and
the American Community Survey.  Document decisions that contradict suggestions
based on the content tests.

    • To the extent possible, use the same data collection modes, data capture methods
and hardware/software, data processing procedures, and enumerators for both the
2010 census and its content reinterview, and for both the American Community
Survey and its content reinterview.  Although it would be desirable to have the same
data collection mode for either survey and its interview (e.g., phone reinterview for
phone original, internet reinterview for internet original), it might be impractical
logistically.

    • Know the data capture error rates (and do what is necessary to lower them) prior
to data collection for the American Community Survey and the 2010 census.  This
type of quality assurance needs to be part of the system.

    • Provide better instructions on the 2010 census and the American Community
Survey for the Hispanic-origin question.  Lack of instructions adversely affected the
Hispanic-origin question in 2000, since the question did not specify if the respondent
was to mark one category or all that apply.  Several respondents did the latter.

    • Use separate “Yes/No” questions for each response category of “mark all that
apply” questions.  Previous workd has shown that the “mark all” format leads to
questionable data.

    • For time-sensitive questions, refer to the date of the original survey in the content
reinterview, for both the American Community Survey and the 2010 census.  The
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question about telephone service, associated with the rare population of households in
the United States that do not have telephone service, is both time-sensitive and
problematic.  Time-sensitive questions need to have better time reference. Although the
respondent might still answer the questions using the date of the reinterview survey as
the reference date, time reference in the questions might clear up some of the variation in
response. 

    • Conduct the content reinterview surveys of the American Community Survey and
the 2010 census within three or four weeks of completing the original data
collection.

    • Create a database linking all changes to Master Address File identifiers.  With a
single database of identifier changes, the content reinterview survey of either American
Community Survey or the 2010 census could proceed more quickly and accurately than
the Content Reinterview Survey did in 2000.  For example, the identifiers for some cases
changed before we conducted the Content Reinterview Survey in 2000, causing delays in
analysis and the possible loss of some cases for analysis. 

In addition to these recommendations for the American Community Survey and the 2010 census,
our recommendations for future research on the Content Reinterview Survey for Census 2000
include:

    • Analyze inconsistency by time lag between the Content Reinterview Survey and
Census 2000.  This would help determine how much inconsistency in key questions is
inherent to the questions and how much inconsistency is due to time lag.

    • Determine the characteristics related to high inconsistency and then do a
multivariate analysis (of key questions) with respect to those characteristics.  After
determining characteristics related to the high inconsistency of particular questions, the
multivariate analysis would indicate how those characteristics affect response variance for
those questions.

    • Analyze inconsistency in response to questions on plumbing facilities, kitchen
facilities, and telephone service by the value of the property. 
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1.  INTRODUCTION AND BACKGROUND

1.1 Why do the CRS?

The evaluation of the quality of data collected in the 2000 Census of Population and Housing is
important for both data users and census planners.  Data users must have knowledge of the
accuracy and reliability of the data in order to make informed decisions about how errors in the
data may affect the conclusions they draw from analyzing the data.  Census planners require
similar information to develop and test methods to improve the overall quality of the data
produced in future censuses.  Content reinterview surveys (CRSs) aid in these goals.

1.2 Background

The methods used to collect and process census data are complex and often subject to error.  One
particular type of error, response error, arises from the erroneous or unreliable reporting of
characteristics.  Response error in the decennial census has traditionally been measured through
content reinterview surveys.  

The Census Bureau first began conducting a census CRS for the 1950 census, and continued to
conduct one for each of the following censuses.  The purposes of the content reinterview studies
were twofold.  First, they were used to provide information on the quality of the data, to assist
data users in interpreting the results.  Second, they were used to provide information to improve
future data collection.  The CRS is the largest content evaluation study conducted by the Census
Bureau.

Previous content reinterview surveys attempted to measure both simple response variance and
response bias.  Response variance measures the variation in respondents’ answers to a question
when the question is asked repeatedly.  Response bias measures a systematic pattern in the
difference between respondents’ answers and the correct response.

To measure response variance, CRSs attempted to re-ask the same set of questions applying the
same survey procedures and, to the greatest extent possible, replicating the same set of
conditions.  A more detailed set of probing questions, however, was included for specific items
in an attempt to measure response bias in previous decades.  This set of detailed probes was
thought to gather data with a higher degree of accuracy than was possible in the census
questionnaire.

1.3 Overview of CRS 2000

The objective of the 2000 Content Reinterview Survey was to evaluate the quality of the
population and housing data collected during Census 2000.  We used test-retest methodology. 
The primary evaluation measure was simple response variance, measured by the index of
inconsistency.  We did not measure response bias.  The index of inconsistency was meant to
capture those errors introduced by erroneous or unreliable reporting of the characteristics.  Our
estimate of the index of inconsistency also included those errors introduced by both the actual
collection and the capture of the data. 
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Approximately one in six households was designated to receive the long form for Census 2000.
Prior to the census, the Census Bureau selected a sample of those housing units for reinterview
purposes.  During Census 2000, approximately 21,600 households were reinterviewed based on
an initial sample of 30,000.  Sample attrition occurred as a result of vacant structures, movers, 
noninterviews, etc.  About 20,000 cases were analyzed for this report.

Following the census, these cases were reinterviewed and asked many of the same items as posed
by the decennial long form.  To create the CRS questionnaire, we made only minor modifications
to the questions from the census long form.  These modifications were made to account for
needed reinterview instructions, reference period changes, etc.  To reduce the burden placed on
sampled households and to reduce costs, the reinterview questionnaire collected person-level
data on only one randomly selected person in the household.  

After matching the census and CRS households, we used census and CRS data to calculate the
index of inconsistency.  Then we analyzed the data.

1.4 Overview of CRS 2000 report

We present only national statistics in this report.  We did not analyze the data for smaller
geographic areas.

Chapter 2 of this report presents the methods we used in conducting the CRS in 2000.  It presents
descriptions of data collection and preparation and also descriptions of the measures of response
error.  We also discuss interpretations of the measures of response error.  Chapter 3 presents
limitations of this survey.  Chapter 4 presents analyses of the consistency of the questions for
both population characteristics and housing characteristics.  Chapter 5 presents recommendations
for improvement.  Tables of response variance measures, descriptions and examples for the
computation of response variance measures and their 90-percent confidence intervals, and cross-
tabulations of census versus CRS counts are in the appendixes following Chapter 5.

2.  METHODS

The 2000 CRS was a “test-retest” design in which a sample of households from Census 2000
long-form respondents were contacted a second time and asked most of the long-form questions
a second time.  This CRS differed from past decennial CRSs in that we asked no probing
questions to estimate response bias.  In addition, we: 

    • asked the CRS person-specific questions for only one randomly chosen person in each
household, and 

    • removed the place-of-work, occupation, industry, employment status, and class-of-worker
questions.
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2.1 How we conducted the survey

In January 2000, prior to Census 2000, a division of the U.S. Census Bureau took a systematic
sample of 30,000 long-form cases from a subset of approximately 100,000 long-form cases
already selected for the Trace Study.  That division flagged each case to designate that it
belonged in the reinterview sample.  This activity occurred before census enumeration.  For that
reason, CRS cases could be identified as they passed through census processing.  Then the CRS
cases could be sent for CRS data collection.

The CRS questionnaires, along with corresponding dependent data on the sample file, were
printed at a Census Bureau facility in Jeffersonville, Indiana.  The printed questionnaires were
routed to the twelve regional offices after enumeration was completed for Census 2000.  

After the Census Bureau received Census 2000 questionnaires for households selected for the
CRS, we sent introductory letters to the households prior to the CRS.  Current survey field
representatives, and a few census enumerators, collected CRS data from late June through mid
November, 2000.

The CRS questionnaire was almost identical to the census long form for enumerators, D-2(E). 
We made only minor modifications to account for needed reinterview instructions and changes to
the reference periods.  Any questions referring to the “previous week” on the census were
deleted.  This explains why we asked no questions about occupation, employment status, or
transportation to work.  (See the CRS and Census 2000 questionnaires in Appendix A.)

To reduce the burden placed on sampled households and to reduce costs, the reinterview
questionnaire collected person-level data for only one randomly selected person in the household. 
We accomplished this by adding a column of randomly chosen integers to each roster - a
different number for each roster line, a different list for each household.  If the last name on the
roster was on line n, then an integer I, randomly chosen from 1 to n, appeared in the added
column to the right of the roster.  That told the enumerator to choose the person on line I as the
sample person.  We collected up to 12 names on the CRS roster.

The modes of administration for the reinterview survey were personal visit and telephone.
Telephone interview was the mode of choice, but personal visit interview was used to follow up
with those households that could not be reached after a specified number of calls, or if the
household was not reachable for various other reasons.

Table 1. Mode of administration of CRS
Mode Frequency Percent
Telephone 15,567 78.24
Personal visit   4,273 21.48
Both modes marked     14   0.07
No information on mode     43   0.22

The Census Bureau facility in Jeffersonville collected data from the CRS questionnaires via the
Workflow and Imaging Processing System (WIPS).  WIPS collected images and created data
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files.  Census 2000 used a different system to collect the census data.

Using matching software developed by a division of the U.S. Census Bureau, we matched CRS
questionnaires to census questionnaires for data comparison and analysis.  We followed
computer matching with clerical matching.  Of the 21,596 completed CRS interviews there were
19,897 cases where the household matched and 19,554 cases where the sample person matched. 
Only 19,649 of the household matches and 19,312 of the sample-person matches corresponded to
Census 2000 long-form cases.  In order to analyze the maximum number of cases for questions
shared by long and short forms, we kept those few CRS cases that completed short forms for
Census 2000.

 2.1.1  Sampling

In planning for the CRS, we anticipated that we would lose 12 percent of the initial sample due
to ineligibility, have a 20 percent non-response to the CRS, and lose 15 percent due to
nonmatches.  This was all based on past CRS experience.  From the starting sample of 30,000
cases, this would produce a data set with 30,000x(0.88)x(0.80)x(0.85) = 17,952 cases.

Cases for the CRS were chosen through a systematic sample of the long-form cases in the Trace
Study that were not in Puerto Rico and were not chosen for the Accuracy and Coverage
Evaluation of Census 2000.  We excluded group quarters.  The sampling rate was chosen to yield
30,000 cases.  The Trace Study sample was chosen as a systematic sample of housing unit
addresses on the Decennial Master Address File as it existed in January 2000.  The sampling rate
for the Trace Study was 0.5 percent (a sampling interval of 1-in-200).  Sampling was designed to
yield approximately 600,000 housing units (about 500,000 short forms and 100,000 long forms)

After removing census noninterviews, CRS noninterviews, and nonmatches, we had 19,897
household-level matches, 19,554 of which were sample-person matches.

2.2 (Un)edited census data

In the final processing step of census data, the data went through computer edit and allocation
programs.  These edited census data contained imputations for missing data and corrections
based on consistency checks.  Because the census editing procedures often required information
about the other roster persons or about geographically adjacent housing units, it was impossible
to simulate these same procedures for the CRS.  We did not use the final, edited census data.

The census data we used were from the Sample Census Unedited File (SCUF) for the majority of
items.  These files contained data captured by the Data Capture System 2000 (Lockheed Martin). 
Any item on a Census 2000 questionnaire with a low optical mark recognition confidence level
or low optical character mark confidence level was keyed from the census image immediately. 
We collected the codes for Census 2000 write-in items off the final SCUF.

We mimicked census edits of the final SCUF for only the race, Hispanic-origin, and ancestry
items, for both the CRS and census data, prior to analysis.
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2.3 How we prepared the dataset for analysis

A division of the U.S. Census Bureau converted files produced by the WIPS to SAS datasets. 
They removed CRS duplicates and noninterviews and recoded single-response questions that had
multiple responses.  If multiple responses could not be recoded as a single response (to a single-
response question), then we removed those responses from our analysis.

We downloaded census person-level and household-level files for cases chosen to be in the CRS. 
After first downloading SCUF data, we found that not all Master Address File identifiers
(MAFIDs) were on the SCUF.  Then we downloaded data for the missing cases from the
Hundred percent Census Unedited File.  Eventually we discovered that 111 CRS cases had
problems with their MAFIDs.  These 111 cases were duplicates on the census.  We found
MAFIDs for 68 of them from a listing of census cases with “surviving MAFIDs.”  We found
MAFIDs for the other 43 cases from a file that compared addresses.  Using the MAFIDs we
found for those 111 cases we downloaded their data.

After we had a good listing of MAFIDs, we matched cases by MAFID.  Using matching software
produced by the U.S. Census Bureau, we did computer matching to determine if the CRS and
census were completed for the same household and sample person.  We matched on MAFID and
CRS sample person.  The matching software was not able to match all cases.  We followed
computer matching with clerical matching.  If the CRS sample person was not on the census
roster, we compared the rosters to determine if we had the same household.

Prior to analysis we downloaded the codes for write-in items on the census from the final SCUF
data.  Divisions of the U.S. Census Bureau ran autocoding software to convert write-ins on the
CRS to codes.  Then two divisions of the U.S. Census Bureau did clerical coding of those write-
ins on the CRS that the autocoding software could not handle.  The differences between these
operations for the CRS and Census 2000 were:

    • The CRS used information only about the sample person for coding.  The census could
use information about other individuals in the household.

    • The two operations used different “expert coders” for the clerical operation.

Analysts from a division of the U.S. Census Bureau created new variables to incorporate skip
patterns and to convert numeric data into categorical data.  We did this for data from both the
CRS and Census 2000. 

The CRS and Census 2000 datasets had illegible number data replaced with all 8s.  For example,
if the five-digit monthly rent was illegible, it was given as “88888.”  We excluded those values
from the CRS analysis.  

The rules for both the CRS and Census 2000 said that if a numeric answer was too large for the
space allotted, then the response should be filled with 9s.  For example, a monthly rent of
$250,000 would have been recorded as $99,999.  For the CRS analysis we put these extremely
large values in the highest response categories “... or more.”
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2.4  Measures of response error

Random errors of measurement in the survey process (non-sampling error) increase the total error
of the data collected.  Response error (one type of non-sampling error) is made up of response
bias and simple response variance.  For the 2000 CRS we evaluated only simple response
variance.

2.4.1  Response error: response variance and response bias

Simple response variance, reflecting random variation in respondents’ answers, is the average
variance of responses from the same unit to the same question over repeated questioning.  The
index of inconsistency (index) and the gross difference rate (GDR) are the principal measures (in
this report) of simple response variance for categorical data.  Data are called categorical if their
values can be sorted into non-overlapping categories (e.g., “male” and “female” for sex).  We
estimated the index and the GDR for each question category.  Overall estimates of the index and
the GDR for a question, the aggregate index and the aggregate GDR, apply to questions with
three or more answer categories.

Response bias reflects a systematic pattern or direction in the difference between the
respondents’ answers to a question and the “correct” answers.  For the 2000 CRS we did not
analyze response bias.

2.4.2  Estimating simple response variance

For a categorical question, the lowest level of analysis is performed by individual category.  In
this analysis, each respondent either chose the category (Yi = 1) or did not (Yi = 0).  To describe
the measures of response variance we introduce some notation.

Let Yij be the response of the jth unit in the ith interview.  The census interview is given by I = 1. 
The CRS interview is given by I = 2.  Assume that 

Y1j = �j + b1 +  e1j (census interview model)
Y2j = �j + b2 +  e2j (CRS interview model)

For the jth unit, this means that

Recorded value = True value + Bias + Variable error.

The bias bi is the tendency for systematic error associated with the ith interview.  The variable
error arising from a combination of all other sources of error in the survey is given by eij.  The
deviation of the recorded value Yij from its true value �j is bi +  eij.  For categorical data, �j is
either 0 or 1.  

Table 2, below, illustrates the results of a comparison of census data with CRS data for a sample
of n units.  If the unit had the characteristic, it was given a value of 1.  Otherwise it was given a
value of 0.  If the unit did not respond to the item, then that unit was not included in the analysis.
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Table 2. Cross-tabulation of census results by CRS results

CRS response (Y2j)

Census response (Y1j)

1 0 Total

1 a b a+b
0 c d c+d
Total a+c b+d n = a+b+c+d

    • The proportion of units reporting the characteristic on the census is p1 = (a+c)/n.
    • The proportion of units reporting the characteristic on the CRS is p2 = (a+b)/n.
    • The proportion of units not reporting the characteristic on the census is q1 =1-p1= (b+d)/n.
    • The proportion of units not reporting the characteristic on the CRS is q2 = 1-p2 = (c+d)/n.

Simple response variance measures the average variability, across units, of responses to the same
question over repeated trials.  If the survey conditions are identical for the census and the CRS,
and the errors are uncorrelated, then an unbiased estimator of the simple response variance is
given by (b+c)/(2n).

For each category within each question to be analyzed, we calculated and interpreted the
following:

    • The index of inconsistency (index) is the ratio of the simple response variance to total
variance.  It is a relative measure of response variance.  The index shows the relative
effect the simple response variance has on the resulting estimates.  For the tables in this
report, we replaced any value over 100.0 for the index of inconsistency (or one of its
confidence limits) with 100.0. 

The index of inconsistency estimates the ratio of simple response variance to the sum of
the sampling variance and the simple response variance when the census and CRS are
independent repetitions of the same survey procedure under the same general conditions. 
The response error reinterview model assumes the reinterview is an independent
replication of the original interview. 

- Independence means that the response errors are not correlated between the original
interview and the reinterview.  If the respondents remembered their original answers
and consciously repeated them in the reinterview, the independence assumption
would be violated.  Lack of independence generally results in underestimates of
response variance.

- Replication means that the reinterview was conducted under the same conditions as
the original interview.  If the reinterview replicates the original interview, the
distribution of the original and reinterview responses will be the same.  With
quantitative data, the means and variances of the original and reinterview responses
will be equal if there is perfect replication.  With categorical data, the difference
between the original proportion in-category and the reinterview proportion in-
category, the net difference rate (NDR), will be zero if there is perfect replication.
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    • Gross difference rates (GDRs) give the percentage of changes between census and CRS
into or out of that category.  The GDR is the percentage of responses that fall in a
category in the original interview but not in the reinterview, or vice versa.  For a single
category, one-half the GDR estimates the simple response variance.  For the example in
Table 2 the GDR is given by GDR = (b+c)/n.  

When the CRS is an independent replication of the census then the total variance can be
estimated by ½(p1q2+p2q1).  Hence, an estimator of the index of inconsistency is given by 
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    • Question-level aggregates (GDR and index of inconsistency) measure the GDR and index
for the entire question.  The aggregate index will indicate whether the whole question has
a problem versus, say, just one category in a multi-category question.

    • Net difference rates (NDRs) give the difference between the original percent in a specific
answer category and the reinterview percent in that category.  The net difference rate
measures the net effect of responses changing into and out of that category.  The NDR
helps indicate how well the reinterview meets the model assumptions.  A statistically
significant NDR (i.e., statistically different from zero) suggests that the reinterview may
not replicate the original survey conditions as well as desired.  For the example in Table 2
the NDR is given by NDR = (c-b)/n.

Any of these factors may cause high response variance:

    • The methods used to collect the data may need improvement or the question may be
unclearly written.

    • The concept itself may not be measurable.

    • Respondents may not be able to provide reliable information to the level of detail asked.

    • The data capture may be inaccurate.
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2.4.3  Interpreting values of the index of inconsistency

An aggregate index of zero means responses were in perfect agreement, but an index of 100 does
not mean that all of the respondents changed answers.  Rather, it means that we observed what
we could expect if there were only chance agreement between original and reinterview answers.

We used this rule of thumb to interpret the index of inconsistency and the aggregate index:

Table 3. Interpretation of index of inconsistency

Index value Inconsistency level Interpretation

Less than 20 Low Usually not a major problem

20 up to 50 Moderate Somewhat problematic

Greater than 50 High Very problematic

The index of inconsistency is a point estimate.  The inconsistency level is determined by the
index of inconsistency, as shown in Table 3, above.  For example, the index of inconsistency for
CRS question 37, telephone service, is 54.7.  The inconsistency level is high.

2.4.4  The index of inconsistency for rare categories or small sample size

A rare characteristic is one that is not widely distributed among a population.  From a response
variance perspective we say a characteristic is rare when 5 percent or less cases fall in the
category represented by the characteristic.  The index of inconsistency may be substantially
higher for rare categories when only a few individuals among the small number reporting the
characteristic change their response (interview vs. reinterview).  This may also be a problem for
small sample sizes, even when they don’t have rare characteristics.

A category which represents a rare characteristic will have small total variance.  This makes the
ratio of the simple response variance to total variance seem larger in comparison to that ratio for
more common characteristics.  We may observe high indexes for rare categories in a distribution
even though the gross difference rate (the proportion of individuals in the sample changing their
minds) may be small.

    • Small Sample Size (but not rare).  In many instances for which the number of cases
responding to a question was small (< 60), the confidence intervals were unstable (that is,
had an extremely wide confidence interval).  Therefore, as a rule we did not report
response variance measures for any questions for which the sample size was less than 60. 

    • Large In-category Sample Size (but rare).  There were a number of instances in which a
large number of cases reported a characteristic yet the category was considered rare. This
occurred when the in-category sample size was small relative to the entire sample.  Under
this circumstance the confidence interval was often narrow and the estimate of the index
was stable.
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2.4.5 Comparing indexes of inconsistency

To compare the index of inconsistency for a particular question from one subgroup to the index
from another subgroup we used z-tests, at the 90-percent confidence level.  These tests can be
found in many statistics texts.  We tested the null hypothesis that the two subgroups had the same
index versus the alternate hypothesis that the index was larger for one of the two subgroups.  At
the 90-percent confidence level, if the z-value was greater than 1.282 (or less than or smaller than
-1.282) then one of the two subgroups had a larger (or smaller) index than the other subgroup.

To compare the overall inconsistency of two subgroups we used the Wilcoxon matched-pair
signed-rank test.  The Wilcoxon matched-pair signed-rank test can be found in Hollander and
Wolfe (1973), pages 27-32.  To compare the overall inconsistency for more than two subgroups,
we used a test by Hollander.  This test generalizes the Wilcoxon matched-pair signed-rank test,
and can be found in Hollander and Wolfe (1973), pages 167-170.

2.5 Applying quality assurance procedures

We applied quality assurance procedures throughout the creation of this report.  They
encompassed how we determined evaluation methods, created specifications for project
procedures and software, designed and reviewed computer systems, developed clerical and
computer procedures, analyzed data, and prepared this report.

3.  LIMITS

There are a number of limitations to this report, both on the type of analysis possible and on the
measures of response variance.

3.1 Methodology

The test-retest response evaluation methodology in this report measures simple response
variance.  It does not address response bias.  We did not ask probing questions.  Probing
questions have been used to address the issue of bias in the past.

We did not design the CRS so that we would be able to attribute error to any individual source(s)
of error.  The analysis provides overall response variance measure at the national level.

3.2 Replication of census enumeration

The census enumeration was not exactly replicated.  About 58.3 percent of all preselected CRS
cases completed mailback forms for Census 2000.  Around three quarters of the cases analyzed
for the CRS completed mailback forms for Census 2000.  The mode of administration for
reinterview (telephone or personal visit) may not have reflected the census mode (primarily



1Bushery, John M., Brick, J. Michael, Severynse, Jacqueline, and McGuinness, Richard
A. (1996).  “How interview mode affects data reliability,” Proceedings of the Section on Survey
Research Methods, American Statistical Association, pp 600-604.
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mail).  Previous researchers1 indicated that data collected by mail is less inconsistent than data
collected by enumerators.  Census inconsistency may actually be higher than indicated in this
report, because the data we analyzed came mostly from census mailback cases.  Additionally, the
person answering on the reinterview survey might not have been the census respondent.  We
determined if the same respondent answered the housing questions on the CRS and census from
question 50 on the CRS.  We determined if the same respondent answered the population
questions on the CRS and census by analyzing responses from CRS questions 28a, 28b, and 28c. 
In this report, “proxy” refers to a respondent who was a household member but not the sample
person.

Table 4. Respondent for housing characteristics
Respondent Count Percent
The same respondent provided housing answers on CRS and Census 2000 14,665   73.7

Another household member provided housing answers for Census 2000   4,257   21.4

Unable to determine     975     4.9

Total 19,897 100.0

Table 5. Respondent for population characteristics
Respondent Count Percent of total
Same respondent on CRS and census 13,375 68.4

Self on CRS, self on census                9,433  48.2

Same proxy on both CRS and census          3,942 20.2

Different respondent on CRS and census 4,298 22.0

Self on CRS, proxy on census                1,431    7.3

Proxy on CRS, self on census              1,631    8.3

Different proxy on CRS than on census    1,236    6.3

Unable to determine  1,881    9.6   9.6

Total 19,554 19,554 100.0 100.0

3.3 Sampling variability

In this report we present data determined from the numbers of sample housing units and sample
persons, i.e., the data are not weighted up to national estimates.  We selected the sample
households with a single-stage systematic sample; so each housing unit had the same weight. 
We selected sample persons by random sampling within each household.  Each person in a
household had an equal probability of selection, within that household.  Sample persons within
households of the same size had the same weight.
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Based on sample data, the measures in this report are subject to sampling variability.  A 90-
percent confidence interval accompanies each measure (net difference rate, gross difference rate,
index of inconsistency) computed from these data.  Sample size (for both the national sample and
for subgroups) and percent-in-CRS are also subject to sampling variability.

3.4 Sources of response error

This report compares census and CRS data before imputations and consistency edits.  We did
minimal editing for skip patterns.  We edited for the race, Hispanic-origin, and ancestry questions
as if there were only one member to the household.  That is, we used information about the
sample person only when doing those edits.  The edits for race, Hispanic origin, and ancestry on
Census 2000 could use information from more than just the individual in question.

The response error measures in this study capture those errors introduced in the actual collection
and capture of data.  Contributors to response error include, but are not limited to, the following:

Questionnaire design
Interview administration mode
Question wording
Inadequate instruction 
Interviewer effects
Deliberate falsification by respondent or interviewer
Scanning error

On the census enumerator questionnaire, Form D-2(E), the roster had room for five names,
together with questions about relationship to person 1, sex, age, Hispanic origin, and race.  The
roster was followed by questions about person one, housing questions, and questions about the
other roster members.  There was a supplemental census form for households with more than five
members. 

The CRS questionnaire was meant to mimic the D-2(E).  The CRS roster could hold up to 12
names, and was used to randomly select the CRS sample person.  On the page following the
roster, the person-level questions began.  Before the housing questions began there was a
question to determine if the CRS respondent:

    • Was the CRS sample person and
    • Had answered for the sample person on the census.

The design of the census questionnaire may have made it easier to remember which roster person
the person-level questions were about.  Within the person-level questioning for the CRS we
removed the census occupation, work status, and transportation questions between the questions
on military service and working last year.  That series of questions on the census might have
made it easier to remember other information about income for the census respondents.  The
CRS respondents did not have that opportunity. 

If the administration mode (telephone, personal visit, mailout/mailback) was different between
the CRS and Census 2000, that would most likely affect responses to questions with instructions
to show a card with responses listed.  These questions were:
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Question topic CRS question Census question, Form D-2(E)
Hispanic origin    9  5 
Race  10  6 

Educational attainment 13 10  

Period of military service  24b 21b

Building description  30  35  

Heating fuel  38  43  

Value of property  47  56  

Question wording for the CRS and the census enumerator questionnaire was very similar. 
Because there were very few references to time period for the housing questions, it is possible
that respondents answered using the date of the CRS interview as their time reference.  That
might have affected questions about owner/renter status, number of rooms, number of bedrooms,
plumbing facilities, telephone service, number of vehicles, and mortgages.

Inadequate instructions might have lead to questions being misunderstood or not understood as
planned.  For example, inadequate instruction to the CRS enumerators might have caused the
enumerator to ask all person-level questions about the respondent, instead of about the CRS
sample person.  Also, the pattern of question flow might have been adversely affected by
inadequate instruction to whoever filled out the questionnaire.

Interviewer effects occur when the interviewer’s behavior, appearance, or manner of speaking
influence respondents’ answers.  Some of this effect is unconscious, the result of cultural or
social perceptions.  A respondent might answer a woman differently from a man, a person of one
race differently from another.  There might also be a tendency for respondents to answer in a
“socially acceptable,” rather than honest, manner.

Deliberate falsification on the part of census and CRS interviewers, or on the part of the
respondent, might have introduced error.  We did a quality control (QC) check of the CRS,
checking only CRS noninterviews from a preselected sample of 6,000 CRS cases. 
Noninterviews included households that were vacant, destroyed, or replaced by an entire new
group of people.  Only one CRS interviewer was suspected of falsification, from the 1,115 cases
eligible for the QC check.  That interviewer was cleared of any wrongdoing.

Scanning errors included error introduced by the scanning method.  They could have had an
effect on all questions.  Of major interest would be the effect on the Hispanic-origin and race
questions.  Not only could error be introduced by scanning hardware and software, but the
methods were different for the CRS and Census 2000.  The CRS used WIPS for scanning and
Census 2000 used Lockheed-Martin for scanning.  We did not do a formal check of the quality of
data collection for the CRS and have not been able to compare it to the quality of data collection
for Census 2000.
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3.5 Form type

We planned the CRS to study response variance for census long-form questions.  We selected
sample households from the universe of all households scheduled to receive census long forms. 
For various reasons, not all housing units received the scheduled form.  Since we asked person-
level questions only about the CRS sample person, the housing and person counts in Table 6
differ.  When we checked that the CRS and census households were the same, sometimes the
CRS sample person was missing from the CRS.  In those cases we determined from the rosters
that we had the same household for both surveys.

Table 6. Census forms for CRS sample units
Housing record

Form type Description Count Percent of total
Long form 19,649 98.75

D-2 Long Form MR* 10,914 54.85
D2(UL) Long Form MR   3,902 19.61
D-2(E) Long Form EQ#   4,833 24.29

Short form        248    1.25
D-1 Short Form MR     180   0.90
D-1(UL) Short Form MR         5   0.03
D-1(E) Short Form EQ      50   0.25
D-10 Be Counted       13   0.07

Total 19,897 19,897 100.00 100.00

Person record
Long form 19,312 98.76

D-2 Long Form MR 10,766 55.06
D2(UL) Long Form MR   3,862 19.75
D-2(E) Long Form EQ   4,607 23.56
D-2(E) SUPP Enumerator

Supplement, long
      77   0.39

Short form     242 1.24
D-1 Short Form MR     178   0.91
D-1(UL) Short Form MR         5   0.03
D-1(E) Short Form EQ       48   0.25
D-10 Be Counted       11   0.06

Total 19,554 19,554 100.00 100.00
*  MR = Mailback-type questionnaire #  EQ = Enumerator-return type questionnaire

3.6 Noninterviews

We initially drew a sample of 30,000 housing units so that we would have at least 18,000 cases
after deleting census noninterviews, CRS noninterviews, and cases that didn’t match between
CRS and census.  Census noninterviews included vacant, demolished, and not-able-to-locate
addresses, among others.  At check-in, we had:



15

21,596 Completed CRS Interviews (22 percent ineligible and 8 percent nonresponse)
  1,880 Type A CRS Noninterviews (e.g., unable to locate, no one home, temporarily

absent, refusal)
  2,691 Type B CRS Noninterviews (e.g., Vacant) - Ineligible
  1,105 Type C CRS Noninterviews (e.g., Demolished) - Ineligible
  1,963 Type D CRS Noninterviews (Movers) - Ineligible
     765 Census Noninterviews and Deletes - Ineligible
30,000

3.7 Matching

In order to keep matching problems to a minimum, we selected units from the Decennial Master
Address File (DMAF) prior to census enumeration.  Some cases selected were census
noninterviews and some received different forms than initially planned.  By using the DMAF we
were able to track housing units through the census process.  As the census forms were checked
in, we sent the CRS cases to field.

In order to assure that the CRS data were from the same household as the census data, we ran
matching software produced by the Statistical Research Division of the U.S. Census Bureau.  We
followed the matching program with clerical matching, in an effort to find more units that
matched between the census and the CRS.

During data examination and matching, we removed:

34 Duplicates
 7 CRS noninterviews

580 On household-level Census Unedited Files (CUF) but not on person-level CUF
        3 Group Quarters cases in sample
    428 Not on any CUF
    990 CRS sample person not on census roster

  2,042

Of the 990 cases in which the CRS sample person was not on the census roster, we determined
that 343 were household matches.  This meant that we had 343 more cases eligible for analyzing
the housing characteristics than for the population characteristics.

Table 7. Matching
Household-level matches Sample-person matches

SRD matching software 18,500 18,500
Clerical matching   1,397   1,054
Total 19,897 19,554
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3.8 Timing

We conducted the CRS after the DMAF showed receipt of census data for a household. 
(“Receipt” included return of noninterviews.)  The CRS interviews were performed from late
June through mid November, 2000.  Up to seven and a half months elapsed between Census Day
(April 1, 2000) and the CRS.

Due to the time lag between the CRS and Census 2000, the CRS may fail to meet the reinterview
assumptions.  Too little time passing between a reinterview and the original survey can increase
the effects of conditioning or recall.  Too much time passing between a reinterview and the
original survey can cause error.  The respondent may have recall problems, or the respondent
may answer the questions as of the reinterview date and not as of the original date.  The
telephone question illustrates this situation.  Most households in the United States have telephone
service.  Those few households reporting they don’t have telephone service might change that
status from month to month.  It may be difficult for them to remember when their change in
status occured.  Long lag between reinterview and survey also increases the chance that
respondents move before reinterview is conducted.

4.  RESULTS

4.1 How consistent were census long-form data for population characteristics?

The population characteristics evaluated by the Content Reinterview Survey were those dealing 
with:

    • Sex
    • Age
    • Hispanic origin
    • Race
    • Marital status
    • School attendance
    • Educational attainment
    • Ancestry
    • Language usage
    • Place of birth
    • Citizenship
    • Year of entry to the United States
    • Migration (place of residence on April 1, 1995)
    • Disability
    • Grandparents as caregivers
    • Military service
    • Work experience in 1999
    • Income

We will discuss Hispanic origin and race later in section 4.2.
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Facsimiles of the CRS and census questionnaires are shown in Appendix A.  Response variance
measures for all questions are presented at the national level in Appendix C.  Summary measures
for the population characteristics by subgroup are also given in these tables.  Table 8 shows the
population subgroups and which census or reinterview questions we used to determine these
subgroups.  These questions can be found in the CRS and census questionnaires shown in
Appendix A.  For the population characteristics, there are seven distinct subgroup types – race,
Hispanic origin, sex, citizenship status, age, collection type, and respondent type.  Refer to
section 4.5 for more information about how respondent type was determined using CRS question
28.  Data comparison tables for each population question are presented at the national level in
Appendix E.  All sample sizes and response variance measures for the population characteristics
provided in section 4.1, Appendix C, and Appendix E are weighted unless stated otherwise.

Table 8. Questions used to determine population subgroups
Subgroup Question
Race Race (edited census, question 6)
    • White
    • Black, African Am., or Negro
    • Asian
    • Other single race*
    • Two or more races
Hispanic Origin Hispanic origin (edited census, question 5)
    • Hispanic
    • Non-Hispanic
Sex Sex (unedited census, question 3)
    • Male
    • Female
Citizenship status Citizenship (unedited census, question 14)
    • Native
    • Foreign born
Age Age (unedited census, question 4)
    • 6-15 years
    • 16-35 years
    • 36-64 years
    • 65 years or older
Collection type Census collection type 
    • Mailback forms     • D-1 (Short form), D-2 (Long form), D-1(UL)

(Short form, update-leave), D-2(UL) (Long form,
update-leave), D-10 (Be Counted)

    • Enumerator forms     • D-1E (Short form), D-2E (Long form),
D-2E(SUPP)

Respondent type Census and CRS respondent type (unedited CRS,
question 28a, 28b, 28c)    • Self-response in both census and CRS

    • Self-response in census and proxy# in CRS
    • Proxy# in census and self-response in CRS
    • Same proxy# in both census and CRS
    • Different proxy# in census than CRS

* “Other single race” includes American Indian or Alaska Native, Pacific Islander, and Some other race.
# “Proxy” refers to a respondent who was a household member but not the sample person.
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4.1.1 Consistency of reports for the total U.S.

The questions dealing with each population characteristic listed above and the inconsistency
levels for each question for the total U.S. are given in Table 9 below.  The estimated aggregate
index for each question can be found in Appendix C.

Table 9. Inconsistency levels for population characteristics

Population characteristic
CRS
question

Census
question* Inconsistency level

Sex 7 3 Low
Age 8 4 Low
Marital status 11 8 Low
School attendance: school enrollment

grade level
12a
12b

9a
9b

Low
Low

Educational attainment 13 10 Moderate
Ancestry (single response only) 14 11 Moderate
Language usage: speak a language other than English

language spoken at home
English-speaking ability

15a
15b
15c

12a
12b
12c

Moderate
Low
High

Place of birth 16 13 Low
Citizenship 17 14 Low
Year of entry to the U.S. 18 15 Low
Migration (place of residence on April 1, 1995):

live at current residence on April 1, 1995
live inside city limits

19a
19b

16a
16b

Moderate
High

Disability: sensory impairment
physical limitations
difficulty in learning, remembering,

concentrating
difficulty in dressing, bathing, getting around

home
difficulty going outside the home
difficulty working at a job or business

20a
20b
21a

21b

21c
21d

17a
17b
18a

18b

18c
18d

Moderate
Moderate
High

High

High
High

Grandparents as caregivers:
grandchildren live here
responsible for grandchildren
how long responsible

23a
23b
23c

20a
20b
20c

Moderate
Moderate
High

Military service: veteran status
on active duty April 1995 or later
on active duty Aug. 1990 to March 1995
on active duty Sept. 1980 to July 1990
on active duty May 1975 to Aug. 1980
on active duty in Vietnam era
on active duty Feb. 1955 to July 1964
on active duty during Korean conflict
on active duty during World War II
on active duty some other time
years of military service

24a
24b1
24b2
24b3
24b4
24b5
24b6
24b7
24b8
24b9
24c

21a
21b1
21b2
21b3
21b4
21b5
21b6
21b7
21b8
21b9
21c

Low
Moderate
Moderate
Moderate
Moderate
Low
Moderate
Low
Low
High
Moderate

Work experience in 1999:
work last year
weeks worked last year
usual hours worked each week

25a
25b
25c

31a
31b
31c

Moderate
High
Moderate

Income: amount received from wages
amount received from self-employment

income
amount received from interest
amount received from Social Security
amount received from SSI
amount received from public assistance
amount received from retirement
amount received from other sources
total income received

26a
26b

26c
26d
26e
26f
26g
26h
27  

32a
32b

32c
32d
32e
32f
32g
32h
33  

Moderate
Moderate

Moderate
High
High
High
Moderate
Moderate
Moderate

* The question numbers in this column refer to the enumerator long-form questionnaire (D-2E).
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The summary tables contained in sections 4.1.2 to 4.1.6 include race and Hispanic origin.  See
section 4.2 for a discussion on the race and Hispanic-origin questions.  Table 10, below, gives a
summary of the levels of inconsistency for population items.

Table 10. Summary of population inconsistency
Low Moderate High

16 26 16

4.1.2 Consistency of reports by race of sample person

Table G.1 in Appendix G contains the inconsistency level and aggregate index of inconsistency
by race of sample person for the population characteristics.  Table 11 below summarizes the data
in Table G.1.

Table 11. Summary of inconsistency levels by race of sample person
Inconsistency level

Race Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
White 16 28 12   2

Black 10 18 21   9

Asian 13   9 16 20

Other single race*   8 15 17 18

Two or more races 11 17 10 20
* “Other single race” includes American Indian or Alaska Native, Pacific Islander, and Some other race.

We used the Hollander test for ordered alternatives to compare the overall inconsistency by racial
subgroup for population questions.  From top to bottom, from least inconsistent to most
inconsistent, we list the racial subgroup of the CRS sample person (z = 3.1).

• White
• Asian
• Two or more races
• Black
• Other single race

4.1.3 Consistency of reports by Hispanic origin of sample person

Table G.2 in Appendix G contains the inconsistency level and aggregate index of inconsistency
by non-Hispanic/Hispanic origin of sample person for the population characteristics.  Table 12
below summarizes the data in Table G.2.
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Table 12. Summary of inconsistency levels by Hispanic origin
Inconsistency level

Hispanic origin Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
Hispanic 9 18 15 16
Non-Hispanic 15 28 15 0

Households with non-Hispanic sample persons showed less inconsistency than households with
Hispanic sample persons when answering 28 of the population questions including questions
about age, marital status, school attendance, educational attainment, ancestry, citizenship, year of
entry to the U.S., disability, and work experience in 1999.  Households with Hispanic sample
persons showed less inconsistency than households with non-Hispanic sample persons when
answering questions about place of birth, place of residence on April 1, 1995, and amount
received from interest.  The sample size was too small to calculate the index for households with
a Hispanic sample person for population questions about period of military service and amount
of Social Security, Supplemental Security Income, public assistance, retirement, and other
sources of income received in 1999.  For the remaining eleven questions, the index was not
significantly different at the 90-percent confidence level.  To compare two subgroups we used z-
tests with 90-percent confidence.

We used the Wilcoxon matched-pair signed-rank test to compare the overall inconsistency by
Hispanic-origin for the population questions.  At the 90-percent confidence level, households
with non-Hispanic sample persons showed less inconsistency than households with Hispanic
sample persons (z = 4.6).

4.1.4 Consistency of reports by sex of sample person

Table G.3 in Appendix G contains the inconsistency level and aggregate index of inconsistency
by sex of sample person for the population characteristics.  Table 13 below summarizes the data
in Table G.3.

Table 13. Summary of inconsistency levels by sex
Inconsistency level

Sex Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
Female 15 22 18 2

Male 14 25 15 3

Households with female sample persons showed less inconsistency than households with male
sample persons when answering 16 of the population questions including age, year of entry to the
U.S., physical limitations, years of military service, work last year, and usual hours worked each
work.  Households with male sample persons showed less inconsistency than households with
female sample persons when answering nine of the population questions including questions
about school enrollment, speaking a language other than English, place of birth, veteran status,
and receiving self-employment income (yes/no), interest (yes/no), and Social Security (yes/no) in
1999.  The sample size was too small to calculate the index or the index was unstable for one of
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the subgroups for population questions about how long responsible for grandchildren, on active
duty February 1955 to July 1964, on active duty some other time, amount received from
Supplemental Security Income, and amount received from public assistance.  For the remaining
27 questions, the index was not significantly different at the 90-percent confidence level.  To
compare two subgroups we used z-tests with 90-percent confidence.

We used the Wilcoxon matched-pair signed-rank test to compare the overall inconsistency by sex
for the population questions.  At the 90-percent confidence level, households with female sample
persons showed less inconsistency than households with male sample persons (z = 2.0).

4.1.5 Consistency of reports by citizenship status of sample person

Table G.4 in Appendix G contains the inconsistency level and aggregate index of inconsistency
by citizenship status of sample person for the population characteristics.  Table 14 below
summarizes the data in Table G.4.

Table 14. Summary of inconsistency levels by citizenship status
Inconsistency level

Citizenship status Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
Native 14 27 16 0

Foreign born 9 12 21 15

Households with native sample persons showed less inconsistency than households with foreign-
born sample persons when answering 21 population questions including marital status, school
enrollment, educational attainment, physical limitations, difficulty going outside the home,
difficulty working at a job or business, and work experience in 1999.  Households with foreign-
born sample persons showed less inconsistency than households with native sample persons
when answering questions about ancestry, language spoken at home, English-speaking ability,
and Supplemental Security Income (yes/no).  The sample size was too small to calculate the
index for households with a foreign-born sample person for fifteen population questions about
period of military service, years of military service, and amount of Social Security Income, public
assistance, retirement, and other sources received in 1999.  For the remaining seventeen
questions, the index was not significantly different at the 90-percent confidence level.  To
compare two subgroups we used z-tests with 90-percent confidence.

We used the Wilcoxon matched-pair signed-rank test to compare the overall inconsistency by
citizenship status for the population questions.  At the 90-percent confidence level, households
with native sample persons showed less inconsistency than households with foreign-born sample
persons (z = 3.4).

4.1.6 Consistency of reports by age of sample person

Table G.5 in Appendix G contains the inconsistency level and aggregate index of inconsistency
by age of sample person for the population characteristics.  Table 15 below summarizes the data
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in Table G.5.

Table 15. Summary of inconsistency levels by age
Inconsistency level

Age Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
6-15 years 8 8 14 27 

16-35 years 8 17 21 11 

36-64 years 7 29 19 2 

65 years or older 11 19 18 9 

We used the Hollander test for ordered alternatives to compare the overall inconsistency by age
subgroup for population questions.  From top to bottom, from least inconsistent to most
inconsistent, we list the age subgroup of the CRS sample person (z = 3.6).

• 36-64 years
• 65 years or older
• 16-35 years
• 6-15 years

4.1.7 Consistency of reports for individual population characteristics – detailed results

In this section, we discuss the summary measures of response variance and their implications for
each population question asked in the 2000 CRS (except Hispanic origin and race).  We asked no
probing questions and analyzed the data only for response variance.  We used unedited data from
both the CRS and census unless stated otherwise.  The CRS and census item numbers from the
respective questionnaires are listed in parentheses following the item name.

To compare individual questions for two subgroups we used z-tests with 90-percent confidence. 
Appendix G contains the inconsistency level and aggregate index of inconsistency by race,
Hispanic origin, sex, citizenship status, and age of sample person for the population
characteristics.  Appendix I contains the inconsistency level and aggregate index of inconsistency
by collection type and respondent type for the population characteristics.  Appendixes G and I
contain z-values also.

Sex (CRS 7, Census 3)

All respondents to Census 2000 were asked this question.  The level of inconsistency in this
question was low.  The aggregate index of inconsistency was 1.7 (1.5 to 1.9).  Approximately 1
percent (0.7 to 1.0) of the CRS respondents changed their answers when reinterviewed.

All subgroups showed low inconsistency.  Respondents who reported on mailback forms showed
less inconsistency than respondents who reported to enumerators.
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Age (CRS 8, Census 4)

The age question used in Census 2000 was different from that used in the 1990 census.  The
2000 question asked for age on April 1, 2000, whereas the 1990 question asked for age at last
birthday.  The age question was asked of all respondents to Census 2000.  Month, day, and year
of birth were also asked in both the census and CRS.  If date of birth was reported, then we used
date of birth to calculate age.  If date of birth was not reported, then we used the age reported. 
We collected the responses to this question as numerical data and then we converted the data into
the following five categories:
 

    • 5 years or younger
    • 6-15 years
    • 16-35 years
    • 36-64 years
    • 65 years or older
 

These data were reported with low inconsistency.  The aggregate index was 7.8 (7.4 to 8.2) and
the aggregate GDR was 5.9 percent (5.6 to 6.2).  The net difference rates for the “16-35 years,”
“36-64 years,” and “65 years or older” categories were statistically different from zero indicating
that the reinterview was not independent and/or did not replicate the original interview very well.

All subgroups showed low inconsistency.  Households with female sample persons showed less
inconsistency than households with male sample persons.  Households with non-Hispanic sample
persons showed less inconsistency than households with Hispanic sample persons.  Respondents
who reported on mailback forms showed less inconsistency than respondents who reported to
enumerators.

Marital status (CRS 11, Census 8)

This question asked for the marital status of the sample person on April 1, 2000.  In 2000, the
marital status question was asked of long-form recipients only, whereas in 1990 the question was
asked of all respondents.  This question exhibited a low level of inconsistency with an aggregate
index of 5.8 (5.4 to 6.2).  About 3.6 percent of CRS respondents changed their answers when
reinterviewed.  The net difference rates for the “Divorced” and “Never married” categories were
statistically significant suggesting that one or more of the model assumptions were not met.

Four of the five response categories showed low levels of inconsistency.  Only the rare category
“Separated” displayed moderate inconsistency.  Less than 3 percent (2.6 to 3.0) of all CRS
respondents reported that the sample person was in this category on either the census or CRS. 
The index for the “Separated” category was 35.2 (31.1 to 39.8) and approximately 1.0 percent
(0.9 to 1.1) of respondents changed into or out of this category.

All subgroups showed low inconsistency.  Households with non-Hispanic sample persons
showed less inconsistency than households with Hispanic sample persons.  Households with
native sample persons showed less inconsistency than households with foreign-born sample
persons.  Respondents who reported on mailback forms showed less inconsistency than
respondents who reported to enumerators.
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School attendance (CRS 12a, 12b, Census 9a, 9b)

We asked all CRS respondents two questions about the sample person’s school attendance.  If the
sample person was at least three years of age, then we included their data in the analysis of these
questions.

    • School enrollment (CRS 12a, Census 9a)

School enrollment, whether a person has attended school or college (public or private) 
since February 1, 2000, was consistently reported.  As shown in Table 16 below, this
question showed less inconsistency in 2000 than in 1990 (z = -6.1).  

Table 16. Aggregate response variance measures for school enrollment by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval

Low  13.5 12.8 to 14.3  Low 17.3 16.6 to 18.0

The aggregate index of inconsistency was 13.5 (12.8 to 14.3) in 2000 with 5.3 percent
(5.0 to 5.6) of respondents changing answers.  The “Yes, private school or private
college” category displayed moderate inconsistency while the other two categories (“No”
and “Yes, public ...”) displayed low inconsistency.  The net difference rates for all three
categories were statistically significant suggesting that one or more of the model
assumptions were not met.  The reinterview found more respondents reported “No, has
not attended” and fewer respondents reported either of the “Yes” categories.

Households with male sample persons showed less inconsistency than households with
female sample persons, although both were low.  Households with non-Hispanic sample
persons showed less inconsistency than households with Hispanic sample persons,
although both were low.  Households with native sample persons showed less
inconsistency (low) than households with foreign-born sample persons (moderate). 
Respondents who reported on mailback forms showed less inconsistency than
respondents who reported to enumerators, although both were low.

Collapsing the “Yes, public school or public college” and “Yes, private school or private
college” categories into one “Yes” category yielded consistently reported data.  The GDR
became 4.0 percent (3.8 to 4.2) and the index became 10.7 (10.0 to 11.4), a slight
improvement from 13.5.

There is moderate inconsistency between the reporting of public versus private education.
We analyzed all cases where the respondent answered “Yes” to the school enrollment
question in both the census and the CRS.  We computed the index for the categories
“public school or college” and “private school or college.”  This analysis yielded an index
of 25.0 (22.4 to 28.0) and a GDR of 5.6 percent (5.0, 6.2).
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    • Grade level (CRS 12b, Census 9b)

If the CRS respondent reported that the sample person attended school or college between
February 1 and April 1, 2000, then they were asked to report the grade or level that the
sample person was attending.  This question was not included in the 1990 census.  These
data were reported with low inconsistency.  The aggregate index for this question was 9.0
(8.2 to 9.9) and the aggregate GDR was 7.1 percent (6.4 to 7.8).  All categories displayed
low levels of inconsistency except the rare category “Graduate or professional school,”
which showed moderate inconsistency.  Approximately 4.3 percent (3.7 to 4.8) of
respondents reported “Graduate or professional school” in the census or CRS.

The net difference rates for the “Nursery school, preschool” and “College undergraduate
years” were statistically different from zero suggesting that the reinterview did not meet
one or both of the model assumptions.  Fewer respondents reported “Nursery school,
preschool” in the CRS and more respondents reported “College undergraduate years.”

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were low.  Respondents who
reported on mailback forms showed less inconsistency than respondents who reported to
enumerators, although both were low.

Educational attainment (CRS 13, Census 10)

This question asked for the highest degree or level of school the sample person had completed as
of April 1, 2000.  The educational attainment question has been modified since the 1990 census. 
First, the question wording was changed in 2000 to more directly ask about completion of
highest degree or level of school instead of including this in an instruction as was done in 1990. 
Second, the nursery school, kindergarten, and 1st-4th grade categories were combined into one. 
Third, the 5th-8th grade category was split into two – “5th grade or 6th grade” and “7th grade or 8th

grade.”  Fourth, the some college but no degree category was split into two categories – “Some
college credit, but less than 1 year” and “1 or more years of college, no degree.”  Fifth, the
occupational and academic associate degrees were combined into one category.

The educational attainment question showed less inconsistency in 1990 than in 2000 (z = 7.5). 
Table 17 below gives the inconsistency level and aggregate index for this question by decade.

Table 17. Aggregate response variance measures for educational attainment by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

Moderate 36.5 35.8 to 37.2 Moderate 32.3 31.7 to 32.9

For 2000, if the sample person was at least three years of age, then we included their data in the
analysis of the educational attainment question.  The level of inconsistency in this question was
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moderate.  The index of inconsistency was 36.5 (35.8 to 37.2).  The “Bachelor's degree” and
“Master's degree” categories displayed low levels of inconsistency; the “9th grade,” “10th grade,”
“12th grade - no diploma,” and “Some college credit, but less than 1 year” categories displayed
high levels of inconsistency; and the remaining ten categories displayed moderate levels of
inconsistency.  The categories “12th grade – no diploma,” “Professional degree,” and “Doctorate
degree” were rare.

Approximately 32 percent (31.7 to 32.9) of respondents changed answers when reinterviewed. 
Of the CRS respondents that changed answers:

    • 9.8 percent (9.1 to 10.5) switched between “Some college credit, but less than 1 year” and
“1 or more years of college, no degree;”

    • 9.5 percent (8.8 to 10.2) switched between “High school graduate” and “Some college
credit, but less than 1 year;”

    • 8.6 percent (8.0 to 9.3) switched between “High school graduate” and “1 or more years of
college, no degree;”

    • 7.1 percent (6.5 to 7.6) switched between “12th grade - no diploma” and “High school
graduate;” and

    • 7.0 percent (6.4 to 7.6) switched between “No schooling completed” and “Nursery school
to 4th grade.”

The net difference rates for ten categories were statistically different from zero suggesting that
the reinterview may not have been an independent replication of the census.

Households with non-Hispanic sample persons showed less inconsistency than households with
Hispanic sample persons, although both were moderate.  

Table 18 below gives summary measures for percent confidence level and foreign-born sample
persons.  Households with native sample persons showed less inconsistency (moderate) than
households with foreign-born sample persons (high).  This suggests that the foreign-born
population have more difficulty in answering this question.  This is probably due to foreign-born
respondents having problems relating their highest degree or level of schooling to the United
States school system.  

Table 19 provides summary measures by census collection type.  The main difference between
the mailback and enumerator forms was that enumerators showed a flash card displaying the
response categories for this question.  Respondents who reported on mailback forms showed less
inconsistency than respondents who reported to enumerators, although both were moderate.
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Table 18. Response variance measures for educational attainment by citizenship

Reinterview Classification

Native Foreign Born
Index of inconsistency Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval
No schooling completed Moderate 38.1 35.1 to 41.3 High 74.4 61.3 to 90.3
Nursery school to 4th grade Moderate 20.4 19.0 to 22.0 Moderate 42.7 35.2 to 51.9
5th grade or 6th grade Moderate 31.5 28.8 to 34.4 Moderate 48.0 40.9 to 56.4
7th grade or 8th grade Moderate 30.6 28.4 to 32.9 High 68.5 59.2 to 79.2
9th grade High 51.4 47.5 to 55.5 High 67.3 56.4 to 80.2
10th grade High 50.8 47.2 to 54.7 High 69.2 57.4 to 83.3
11th grade Moderate 47.9 44.5 to 51.5 High 64.1 52.1 to 79.0
12th grade - no diploma High 90.1 84.0 to 96.6 High 89.3 76.5 to 100.0
High School Graduate Moderate 28.3 27.2 to 29.4 High 58.0 53.0 to 63.5
Some college credit, but less than 1 year High 71.4 67.9 to 75.0 High 70.9 59.0 to 85.1
1 or more years of college, no degree Moderate 43.9 42.0 to 45.8 High 62.5 55.6 to 70.4
Associate degree Moderate 36.0 33.6 to 38.7 High 67.4 56.1 to 81.1
Bachelor’s degree Low 13.4 12.4 to 14.5 Moderate 33.5 28.8 to 38.9
Master’s degree Low 10.5 9.1 to 12.2 Moderate 29.4 22.6 to 38.2
Professional degree Moderate 36.7 31.7 to 42.4 Moderate 49.7 36.6 to 67.4
Doctorate degree Moderate 31.7 25.5 to 39.4 Moderate 32.6 20.9 to 50.7
Aggregate Moderate 34.4 33.8 to 35.1 High 56.3 54.0 to 58.7

Table 19. Response variance measures for educational attainment by census collection type

Reinterview classification

Mailback Forms Enumerator Forms
Index of inconsistency Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval
No schooling completed Moderate 44.8 41.0 to 48.9 Moderate 34.2 29.6 to 39.5
Nursery school to 4th grade Moderate 21.1 19.4 to 22.9 Moderate 23.7 21.0 to 26.7
5th grade or 6th grade Moderate 34.2 31.2 to 37.4 Moderate 35.0 30.4 to 40.4
7th grade or 8th grade Moderate 32.4 30.0 to 35.1 Moderate 41.3 36.7 to 46.5
9th grade Moderate 49.9 45.8 to 54.4 High 63.1 55.8 to 71.4
10th grade High 50.7 46.7 to 55.0 High 59.1 52.5 to 66.6
11th grade High 50.8 46.9 to 55.0 Moderate 46.6 40.8 to 53.2
12th grade - no diploma High 87.7 81.2 to 94.8 High 93.0 83.4 to 100.0
High School Graduate Moderate 27.9 26.8 to 29.2 Moderate 39.1 36.7 to 41.6
Some college credit, but less than 1 yr High 69.0 65.4 to 72.8 High 81.4 73.6 to 90.1
1or more years of college, no degree Moderate 42.3 40.3 to 44.4 High 56.1 52.1 to 60.5
Associate degree Moderate 35.2 32.6 to 37.9 High 50.7 44.7 to 57.6
Bachelor’s degree Low 13.4 12.3 to 14.6 Moderate 26.2 23.0 to 29.9
Master’s degree Low 11.1 9.6 to 12.8 Moderate 21.0 16.2 to 27.3
Professional degree Moderate 38.1 33.1 to 43.8 Moderate 41.9 29.6 to 59.4
Doctorate degree Moderate 30.3 24.6 to 37.3 Moderate 42.4 24.3 to 74.0
Aggregate Moderate 34.2 33.5 to 35.0 Moderate 44.1 42.6 to 45.5

Ancestry (CRS 14, Census 11)

The only change to this question in 2000 was made to the list of examples.  For Census 2000, the
list of examples for the question was reduced from 21 to 16 examples.  German, Croatian,
Ecuadoran, Cajun, Irish, Thai, and Slovak were dropped from the 1990 list and Cambodian and
Nigerian were added for 2000.  Each CRS respondent was asked to state the sample person's
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ancestry group with which he or she identified.  This question was open-ended (respondents and
enumerators wrote in answers) and there were two write-in lines provided.  Some respondents
and enumerators wrote more than two ancestry groups in the lines provided.  In these cases, we
took the first two ancestry groups provided in both the census and CRS.  We coded responses to
this question.  In both the census and the reinterview, we performed minimal editing for the
ancestry question prior to analysis, but we did no imputation.

We had difficulty in analyzing these data because both the census and the CRS allowed multiple
responses.  For initial analysis, that data for all respondents who provided a single ancestry in the
census and a single ancestry in the reinterview were compared.  Their responses were collapsed
into 58 categories which are shown in Appendixes C and E.  These data for single responses
were reported with moderate inconsistency.  The aggregate index of inconsistency was 30.7 (29.9
to 31.6) and approximately 29 percent (27.8 to 29.3) of respondents changed answers when
reinterviewed.  All categories were rare except for “English,” “German,” “Irish,” “Italian,”
“United States or American,” “Afro-American,” “Mexican,” “White,” and “Other groups.”

The net difference rate was statistically significant for 18 categories.  This suggests that the CRS
was not independent and/or did not replicate the census very well for those categories.

Households with foreign-born sample persons showed less inconsistency (low) than households
with native sample persons (moderate).  Respondents who reported on mailback forms showed
less inconsistency than respondents who reported to enumerators, although both were moderate.

Households with non-Hispanic sample persons showed less inconsistency than households with
Hispanic sample persons, although both were moderate.  Households with native sample persons
reported with moderate inconsistency.  The aggregate index was 34.3 (33.4 to 35.3) and 31.5
percent (30.6 to 32.4) reported a different ancestry group in the CRS.  However, households with
foreign-born sample persons reported consistently in this situation.  The aggregate index was
15.5 (13.9 to 17.2) and 13.8 percent (12.4 to 15.3) changed ancestry groups during the CRS.

Table 20 provides the aggregate response variance measures by census and CRS respondent type. 
All reported single responses with moderate inconsistency.

Table 20. Aggregate response variance measures for ancestry by respondent type (single response
only)

Index of inconsistency
Census CRS Inconsistency level Estimate 90-percent confidence interval
Self-response Self-response Moderate 29.7 28.4 to 31.1
Self-response Proxy Moderate 30.3 27.7 to 33.3
Proxy Self-response Moderate 33.2 30.4 to 36.3
Proxy Same proxy Moderate 30.2 28.6 to 31.9
Proxy Different proxy Moderate 34.3 31.6 to 37.3

We also analyzed the ancestry data for the first ancestry reported in both the census and the
reinterview.  These responses were collapsed into the same 58 categories as mentioned above. 
These data were reported with moderate inconsistency.  The aggregate index of inconsistency
was 40.1 (39.4 to 40.9) and the aggregate GDR was 37.3 percent (36.6 to 37.9).  The net
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difference rate was statistically different from zero for 19 categories suggesting that one or more
of the model assumptions were not met.

Table 21 below examines additional data on the consistency with which persons report ancestry
in the census and CRS.  For all cases where at least one response is given in both the census and
CRS, at least one census response matches one CRS response for 69 percent (68.6 to 69.9) of all
persons.  The corresponding figure for foreign-born sample persons was 76 percent (74.4 to 78.3)
and for native sample persons was 69 percent (67.9 to 69.2).  When only a single response was
given in both the census and CRS, the responses matched for 64 percent (62.7 to 64.5) of native
sample persons and 77 percent (74.7 to 78.6) of foreign-born sample persons.

As shown in Table 21, there were 4,159 cases where no response was given to the ancestry
question in the census.  This number was only 1,603 for the CRS.  Approximately 73.5 percent
(72.3 to 74.6) of these census cases were mail returns, while about 26.5 percent (25.4 to 27.7)
were enumerator returns.

Table 21. Persons reporting ancestry*

Census response CRS response

Total Persons# Native Foreign born

Number

Percent
of census
category

90-percent
confidence

interval Number

Percent
of census
category

90-percent
confidence

interval Number

Percent
of census
category

90-percent
confidence

interval
No response No response 641 15.41 14.49 to 16.33 497 11.95 11.12 to 12.78 4 0.10 0.02 to 0.18
(n=4159) Single response 2766 66.51 65.30 to 67.71 1923 46.24 44.97 to 47.51 53 1.27 0.99 to 1.56

Multiple response 752 18.08 17.10 to 19.06 561 13.49 12.62 to 14.36 5 0.12 0.03 to 0.21
Single response No response 760 7.01 6.60 to 7.41 738 6.80 6.41 to 7.20 18 0.17 0.10 to 0.23
(n=10845) Single response same 5822 53.68 52.90 to 54.47 4805 44.31 43.52 to 45.09 956 8.82 8.37 to 9.26

Single response different 3068 28.29 27.58 to 29.00 2750 25.36 24.67 to 26.04 291 2.68 2.43 to 2.94
Multiple response same† 664 6.12 5.74 to 6.50 645 5.95 5.57 to 6.32 14 0.13 0.07 to 0.19
Multiple response different 531 4.90 4.56 to 5.24 510 4.70 4.37 to 5.04 13 0.12 0.07 to 0.17

Multiple response No response 202 4.44 3.94 to 4.94 200 4.40 3.90 to 4.90 2 0.04 0.00 to 0.10
(n=4550) Single response same@ 1371 30.13 29.01 to 31.25 1342 29.49 28.38 to 30.61 25 0.55 0.37 to 0.73

Single response different 749 16.46 15.56 to 17.37 735 16.15 15.26 to 17.05 9 0.20 0.09 to 0.31
Multiple response same 1417 31.14 30.01 to 32.27 1398 30.73 29.60 to 31.85 14 0.31 0.17 to 0.44
   Same order 955 20.99 20.00 to 21.98 944 20.75 19.76 to 21.74 6 0.13 0.04 to 0.22
   Different order 462 10.15 9.42 to 10.89 454 9.98 9.25 to 10.71 8 0.18 0.07 to 0.28
Multiple response one same 719 15.80 14.91 to 16.69 716 15.74 14.85 to 16.62 2 0.04 0.00 to 0.10
Multiple response both different 92 2.02 1.68 to 2.37 92 2.02 1.68 to 2.37 0 0.00 0.00 to 0.00

*  For this table, we replaced any confidence limit that was less than 0.00 with 0.00.
#  The columns for native and foreign born may not add up to the total persons column because citizenship was not reported for all sample persons.
†  Single census response matched one of the CRS multiple responses.
@ Single CRS response matched one of the census multiple responses.

Language usage (CRS15a, 15b, 15c, Census 12a, 12b, 12c)

Three language usage questions were asked on the CRS and census questionnaires.  The last two
questions were asked of only those persons who spoke a non-English language at home.  If the
sample person was at least five years of age, then we included their data in the analysis of these
questions.
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    • Speak a language other than English (CRS 15a, Census 12a)

This question asked CRS respondents if the sample person spoke a language other than
English at home.  These data were reported with moderate inconsistency.  The aggregate
index was 22.7 (21.6 to 23.9) and 5.7 percent (5.4 to 6.0) of respondents switched
answers when reinterviewed.  Among the respondents that changed their answers, about
61 percent (58.6 to 63.6) switched from “Yes” in the census to “No” in the CRS.  The net
difference rate for the “No” category statistically different from zero suggesting that the
reinterview may not have been an independent replication of the census.  There were
more “No” responses found in reinterview.

This question showed less inconsistency in 2000 than in 1990 (z = -3.9).  In 1990, the
inconsistency level was also moderate with an aggregate index of 26.9 (25.6 to 28.3).

Households with male sample persons showed less inconsistency than households with
female sample persons, although both were moderate.  Respondents who reported to
enumerators showed less inconsistency than respondents who reported on mailback
forms, although both were moderate.

    • Language spoken at home (CRS 15b, Census 12b)

CRS respondents who reported that the sample person spoke a non-English language at
home were asked to report that language.  The only change to this question was made in
the list of examples.  “Korean” replaced “Chinese” which was used in the 1990 census. 
Responses to this question were put into 40 categories including “English only spoken.” 
These categories are shown in Appendix C and E.  These data were reported with low
inconsistency.  The aggregate index of inconsistency was 17.9 (16.9 to 19.1) and 4.5
percent reported a different language in the reinterview.  Of the respondents that changed
their answers between the census and the CRS, about 89 percent (87.2 to 91.0) switched
between English as the language spoken at home and some other language.  The net
difference rates for the “English only spoken,” “Spanish or Spanish Creole,” “Other West
Germanic,” “Greek,” “Russian,” “Arabic,” and “African languages” categories were
statistically significant suggesting that one or more of the model assumptions were not
met.

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were moderate.  Households
with foreign-born sample persons showed less inconsistency (low) than households with
native sample persons (moderate).

    • English-speaking ability (CRS 15c, Census 12c)

Respondents to the CRS who reported that the sample person spoke a non-English
language at home were asked to report how well the sample person spoke English.  The
CRS data for this question indicated a high level of inconsistency in responses with an
aggregate index of 59.5 (56.8 to 62.5).  Approximately 37 percent (35.4 to 39.0) of
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respondents changed answers during the reinterview.  It is not surprising that this
question displayed high inconsistency.  Opinion questions often show high levels of
inconsistency because the respondent may change opinions or perceptions between the
two interviews.  When evaluating such questions, we cannot determine if the results show
response error or if they show changes in opinion.

The significant net difference rate suggests that one or both of the model assumptions
(independence and replication) have not been met for the “Very well,” “Well,” and “Not
at all” categories.

The inconsistency level for the English-speaking ability question was high in both 2000
and 1990, but their indexes were not significantly different (z = -0.3).  Table 22 below
provides the inconsistency level and aggregate index of inconsistency for this question by
decade.

Table 22. Aggregate response variance measures for English-speaking ability by
decade

2000 1990

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate

90-percent
confidence

interval

High 59.5 56.8 to 62.5 High 60.3 57.4 to 63.4

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were high.  Households with
foreign-born sample persons showed less inconsistency than households with native
sample persons, although both were high.

Place of birth (CRS 16, Census 13)

Some changes have been made to this question since 1990.  Response check boxes were added to
distinguish between born in the United States and born outside the United States.  Also, separate
write-in lines were provided for state of birth and place of birth outside the United States.  In
1990, only one write-in line was provided.

The place of birth question requested the CRS respondent to indicate whether the sample person
was born inside or outside of the United States.  Respondents reported very consistently.  The 
index of inconsistency was 2.7 (2.2 to 3.3) and 0.5 percent (0.4 to 0.5) of respondents changed
answers when reinterviewed.  Households with male sample persons showed less inconsistency
than households with female sample persons, although both were low.  Households with native
sample persons showed less inconsistency (low) than households with foreign-born sample
persons (high).  Respondents who reported on mailback forms showed less inconsistency than
respondents who reported to enumerators, although both were low.
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If the sample person was born in the United States, then the question requested that the
respondent report the name of the state in which the sample person was born.  If the sample
person was born outside of the United States, then the respondent was asked to report the name
of the country where the sample person was born.  These responses were grouped into 68
categories which are shown in Appendixes C and E.  The categories included the 50 states, the
District of Columbia, United States territories, and other countries and regions.  The aggregate
index was 3.2 (3.0 to 3.5) and approximately 3 percent (2.9 to 3.4) of CRS respondents changed
answers during the CRS.  There was some evidence that one or more of the model assumptions
were not met for 12 categories.  All subgroups showed low inconsistency.  Households with male
sample persons showed less inconsistency than households with female sample persons. 
Households with Hispanic sample persons showed less inconsistency than households with non-
Hispanic sample persons.  Respondents who reported on mailback forms showed less
inconsistency than respondents who reported to enumerators.

We then collapsed the states into four regions of the United States (Northeast, North Central,
South, and West), grouping responses into 21 categories.  The aggregate index was even lower at
2.3 (2.1 to 2.5).  Approximately 1.8 percent (1.6 to 2.0) of CRS respondents changed answers in
the reinterview.  The net difference rate was significantly different from zero for the “Northeast,”
“U.S. state not reported,” and “Asia” categories suggesting that one or more of the model
assumptions were not met.  

Citizenship (CRS 17, Census 14)

As in the previous CRS, these data were reported very consistently in 2000.  The data were
significantly less inconsistent in 2000 than in 1990 (z = -1.3).  Table 23 shows the inconsistency
level and aggregate index for both decades.

Table 23. Aggregate response variance measures for citizenship by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

Low 9.8 9.0 to 10.8 Low 10.9 10.0 to 12.0

In 2000, the aggregate index was 9.8 (9.0 to 10.8) and 1.8 percent (1.7 to 2.0) of CRS
respondents changed answers in the reinterview.  The categories “Yes, born in Puerto Rico,
Guam, the U.S. Virgin Islands, or Northern Marianas” and “Yes, born abroad of American parent
or parents” were rare.

The net difference rates were significantly different from zero for the “Yes, U.S. citizen by
naturalization” and “No, not a citizen of the United States.”  This suggests that the model
assumptions of independence and replication may not have been met by the reinterview.  The
CRS found more respondents reported “Yes, U.S. citizen by naturalization” and fewer
respondents reported “No, not a citizen of the United States” than on the census.
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All subgroups showed low inconsistency.  Households with non-Hispanic sample persons
showed less inconsistency than households with Hispanic sample persons.  Respondents who
reported on mailback forms showed less inconsistency than respondents who reported to
enumerators.

Year of entry to the U.S. (CRS 18, Census 15)

If the sample person was not born in the United States, then the respondent was asked what year
the sample person came to live in the United States.  This question has been modified since 1990. 
For 2000, this was a write-in question, whereas in 1990 ten response intervals were provided.

As shown in Table 24, the question from Census 2000 showed less inconsistency than the
question from the 1990 census (z = -2.5).

Table 24. Aggregate response variance measures for year of entry by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

Low 18.9 17.2 to 20.8 Moderate 23.0 21.1 to 25.2

We grouped the responses to this question into ten categories which are shown in Appendixes C
and E.  These data were reported with low inconsistency.  The aggregate index was 18.9 (17.2 to
20.8) and 16.4 percent (14.9 to 18.0) of respondents changed answers between the census and the
CRS.  The net difference rates were statistically significant for the “1970 to 1974,” “1960 to
1964,” and “Before 1950” categories suggesting that the reinterview was not an independent
replication of the census.

Households with female sample persons showed less inconsistency (low) than households with
male sample persons (moderate).  Households with non-Hispanic sample persons showed less
inconsistency (low) than households with Hispanic sample persons (moderate).  Respondents
who reported on mailback forms showed less inconsistency (low) than respondents who reported
to enumerators (moderate).

Migration (CRS 19a, 19b, Census 16a, 16b)

The CRS asked two migration questions.  These questions ask about place of residence on April 
1, 1995.  Both questions have been slightly modified since 1990.

    • Live at current residence on April 1, 1995 (CRS 19a, Census 16a)

This question asked if the sample person lived at their current residence on April 1, 1995. 
For 2000, a separate write-in line was added for places outside the United States, whereas
in 1990 this was combined with the United States write-in line.
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Respondents answered this question with moderate inconsistency.  The aggregate index
of inconsistency was 22.2 (21.4 to 22.9).  The index was low for the “Person is under 5
years old” category and moderate for the “Yes, this house,” “No, outside the United
States,” and “No, different house in the United States” categories.  The rare category “No,
outside th United States” had the highest index, at 40.2 (36.7 to 44.0).

Approximately 12 percent (11.7 to 12.5) of CRS respondents changed answers.  Among
the respondents that changed answers when reinterviewed, approximately 70 percent
(67.9 to 71.2) changed between “Yes, this house” and “No, different house in the United
States.”  The net difference rate was statistically different from zero for the “Yes, this
house” and “No, different house in the United States” categories.  The significant net
difference rates show us that one or both of the model assumptions, independence and
replication, were not met.

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were moderate.  Households
with native sample persons showed less inconsistency than households with foreign-born
sample persons, although both were moderate.  Respondents who reported on mailback
forms showed less inconsistency than respondents who reported to enumerators, although
both were moderate.

    • Where lived in U.S. on April 1, 1995 (CRS 19b, Census 16b)

If the sample person was reported as living in a different house in the United States on
April 1, 1995, then the respondent was asked where the sample person lived.  Some
changes have been made to this question.  The respondent was asked for the zip code and
the sequence of city, county, and state write-in lines were reordered for 2000.

After the respondent reported the city, town, or post office of where the sample person
lived on April 1, 1995, they were then asked if the sample person lived inside the limits
of that city or town.  Respondents answered this question with high inconsistency.  The
index of inconsistency was 52.1 (49.4 to 55.1) and 16.1 percent (15.2 to 17.0) of
respondents changed answers when reinterviewed.  Approximately 56 percent (53.1 to
59.1) of the respondents that changed answers switched from “No” in the census to “Yes”
in the CRS.  The net difference rate was statistically significant for this question
suggesting that at least one of the model assumptions was not met.  The reinterview found
more “Yes” responses.

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were high.  Households with
native sample persons showed less inconsistency than households with foreign-born
sample persons, although both were high.
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    • Place of residence on April 1, 1995

If the sample person did not live at their current residence on April 1, 1995, then the
respondent was asked to report the state or country where the sample person lived.  These
responses were grouped into the 68 categories shown in Appendixes C and E.  These data
were reported very consistently.  The categories included the 50 states, the District of
Columbia, United States territories, and other countries and regions.  The aggregate index
of inconsistency was 4.4 (3.9 to 4.9) and approximately 4 percent (3.7 to 4.7) of CRS
respondents changed answers.  The net difference rate for the “Arizona,” “Colorado,” and
“Tennessee” categories were significantly different from zero suggesting that the
reinterview was not independent and/or did not replicate the census conditions very well. 
All subgroups showed low inconsistency.  Households with Hispanic sample persons
showed less inconsistency than households with non-Hispanic sample persons.

We then collapsed the states into four regions of the United States (Northeast, North
Central, South, and West), grouping responses into 21 categories.  The aggregate index
was even lower at 3.0 (2.5 to 3.5).  Approximately 2 percent (1.9 to 2.6) of respondents
changed answers in the reinterview.

Disability (CRS 20a, 20b, 21a, 21b, 21c, 21d, Census 17a, 17b, 18a, 18b, 18c, 18d)

On the census and the CRS there were two disability questions with subparts, which resulted in a
total of six disability items.  The 2000 questions changed significantly from the 1990 questions. 
New 2000 questions covered the major life activities of seeing and hearing and the ability to
perform physical and mental tasks.  Unless otherwise stated, these questions collected data on the
disability of children five years and over as well as adults.  The 1990 questions collected data
only for persons 15 years and over.

    • Sensory impairment (CRS 20a, Census 17a)

This question asked the respondent if the sample person had any blindness, deafness, or a
severe vision or hearing impairment.  These data were reported with moderate
inconsistency between the census and the reinterview.  The aggregate index of
inconsistency was 47.2 (44.2 to 50.5) and 3.7 percent (3.5 to 4.0) of respondents changed
answers when reinterviewed.  Of the respondents that changed answers, approximately 63
percent (59.4 to 65.8) switched from “No” to “Yes.”  The net difference rate for the
“Yes” category was statistically different from zero.  This shows us that one or both of
the model assumptions were not met.  There were more “Yes” responses given during the
CRS than the census.

Households with non-Hispanic sample persons showed less inconsistency (moderate)
than households with Hispanic sample persons (high).  Respondents who reported on
mailback forms showed less inconsistency (moderate) than respondents who reported to
enumerators (high).
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    • Physical limitations (CRS 20b, Census 17b)

The respondent was asked if the sample person had a condition that substantially limits
one or more basic physical activities such as walking, climbing stairs, reaching, lifting, or
carrying.  This question was reported with moderate inconsistency.  The aggregate index
was 42.0 (40.0 to 44.1) and approximately 7 percent (6.5 to 7.1) of CRS respondents
changed answers.  Of the respondents that changed answers during the CRS,
approximately 58 percent (55.4 to 60.3) switched from “No” to “Yes.”  The net difference
rate for this question was statistically different from zero suggesting that one or more of
the model assumptions were not met.

Households with female sample persons showed less inconsistency than households with
male sample persons, although both were moderate.  Households with non-Hispanic
sample persons showed less inconsistency (moderate) than households with Hispanic
sample persons (high).  Households with native sample persons showed less
inconsistency (moderate) than households with foreign-born sample persons (high). 
Respondents who reported on mailback forms showed less inconsistency than
respondents who reported to enumerators, although both were moderate.

    • Difficulty in learning, remembering, or concentrating (CRS 21a, Census 18a)

This question asked if the sample person had any difficulty in learning, remembering, or
concentrating because of a physical, mental, or emotional condition lasting six months or
more.  Overall, there was high inconsistency in the responses.  The aggregate index of
inconsistency was 54.4 (51.3 to 57.7) and approximately 5 percent (4.6 to 5.2) of
respondents changed answers between the census and the reinterview.

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were high.  Respondents who
reported on mailback forms showed less inconsistency than respondents who reported to
enumerators, although both were high.

    • Difficulty in dressing, bathing, or getting around home (CRS 21b, Census 18b)

This question asked if the sample person had any difficulty in dressing, bathing, or getting
around inside the home because of a physical, mental, or emotional condition lasting six
months or more.  Respondents reported with high inconsistency.  The aggregate index
was 51.7 (47.7 to 56.1) and 2.6 percent (2.4 to 2.8) of respondents switched answers in
the CRS.  The net difference rate was statistically different from zero suggesting that the
CRS did not meet one or more of the model assumptions.  The reinterview found more
“No” responses.

This question showed less inconsistency in 2000 than in 1990 (z = -6.0).  The
inconsistency level was also high in 1990 with an aggregate index of 73.6 (69.5 to 78.0).
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Households with female sample persons showed less inconsistency (moderate) than
households with male sample persons (high).  Households with non-Hispanic sample
persons showed less inconsistency (moderate) than households with Hispanic sample
persons (high).  Households with native sample persons showed less inconsistency than
households with foreign-born sample persons, although both were high.  Respondents
who reported on mailback forms showed less inconsistency (moderate) than respondents
who reported to enumerators (high).

    • Difficulty in going outside the home (CRS 21c, Census 18c)

Respondents were asked if the sample person had any difficulty in going outside the
home alone to shop or visit a doctor's office because of a physical, mental, or emotional
condition lasting six months or more.  This question collected data of sample persons
sixteen years old and over.  This question suffered from a high level of inconsistency. 
The aggregate index was 64.5 (61.3 to 67.9) and 8.0 percent (7.6 to 8.4) of respondents
changed answers between the census and the reinterview.  The net difference rate for this
question was statistically significant suggesting that the CRS was not independent and/or
did not replicate the census conditions very well.

This question showed less inconsistency in 1990 than in 2000 (z = 6.4).  The 1990
question showed moderate inconsistency with an aggregate index of 47.1 (44.2 to 50.2).

Households with female sample persons showed less inconsistency than households with
male sample persons, although both were high.  Households with non-Hispanic sample
persons showed less inconsistency than households with Hispanic sample persons,
although both were high.  Households with native sample persons showed less
inconsistency than households with foreign-born sample persons, although both were
high.

    • Difficulty working at a job or business (CRS 21d, Census 18d)

This question asked if the sample person had any difficulty working at a job or business
because of a physical, mental, or emotional condition lasting six months or more.  This
question collected data of sample persons sixteen years old and over.  This question
showed high inconsistency.  The aggregate index was 80.5 (78.0 to 83.0) and
approximately 18 percent (17.5 to 18.6) of respondents changed answers when
reinterviewed.  The net difference rate for this question was statistically different from
zero.  This suggested that the reinterview did not meet one or more of the model
assumptions.  The reinterview found more “Yes” responses.

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were high.  Households with
native sample persons showed less inconsistency than households with foreign-born
sample persons, although both were high.  Respondents who reported on mailback forms
showed less inconsistency than respondents who reported to enumerators, although both
were high.
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Grandparents as caregivers (CRS 23a, 23b, 23c, Census 20a, 20b, 20c)

These questions were new for 2000.  There were three questions asked on this subject.  These
questions collected data of sample persons fifteen years old and over.

    • Grandchildren live here (CRS 23a, Census 20a)

This question asked if the sample person had any of their grandchildren under the age of
eighteen living with them on April 1, 2000.  These data were reported with moderate
inconsistency.  The aggregate index of inconsistency was 25.8 (23.0 to 28.8) and 1.6
percent (1.4 to 1.8) of respondents switched answers between the census and the CRS. 
The net difference rate for this question was statistically significant suggesting that the
reinterview did not meet one or more of the model assumptions.  The CRS found more
“No” responses.

Households with female sample persons showed less inconsistency than households with
male sample persons, although both were moderate.  Households with non-Hispanic
sample persons showed less inconsistency than households with Hispanic sample
persons, although both were moderate.  Households with native sample persons showed
less inconsistency than households with foreign-born sample persons, although both were
moderate.

    • Responsible for grandchildren (CRS 23b, Census 20b)

If the sample person had any of their grandchildren living with him or her on April 1,
2000, then the respondent was asked if the sample person was responsible for most of the
basic needs of these grandchildren.  Respondents answered this question with moderate
inconsistency.  The aggregate index was 46.1 (39.7 to 53.8) and 22.6 (19.1 to 26.1) of
CRS respondents changed answers.

Households with male sample persons showed less inconsistency (moderate) than
households with female sample persons (high).

    • How long responsible (CRS 23c, Census 20c)

If the respondent reported that the sample person was responsible for most of the basic
needs of any grandchildren under the age of eighteen who lived with them on April 1,
2000, then the respondent was asked this question.  This question asked how long the
sample person was responsible for the grandchildren living with them.  If the sample
person was financially responsible for more than one grandchild, then the respondent was
instructed to answer the question for the grandchild for whom the sample person had been
responsible for the longest period of time.  This question exhibited a high level of
inconsistency.  The aggregate index was 53.7 (45.5 to 64.6) and approximately 40 percent
(33.1 to 47.4) of respondents changed answers when reinterviewed.
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Military service (CRS 24a, 24b, 24c, Census 21a, 21b, 21c)

Three questions were asked about military service.  These questions collected data of sample
persons fifteen years old and over.

    • Veteran status (CRS 24a, Census 21a)

This question has been modified since 1990.  The 2000 instruction explained the meaning
of “active duty” for the Reserves and National Guard with special emphasis on
“activation,” whereas the 1990 instruction merely refered to the respondent instruction
guide.  The Reserves or National Guard response category was changed from a “Yes” to a
“No” option.

As shown in Table 25 below, the 1990 question showed less inconsistency than the 2000
question (z = 11.9).

Table 25. Aggregate response variance measures for veteran status by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval

Low 18.7 17.5 to 20.0 Low 8.5 7.9 to 9.2

In 2000, respondents answered this question with low inconsistency.  The aggregate index
was 18.7 (17.5 to 20.0).  The rare categories “Yes, now on active duty” and “No, training
for Reserves or National Guard only” were in the high range while the indexes for the
other two categories were in the low range.  The index of inconsistency for the category
“Yes, now on active duty” may be affected by the reference period “now” because it
refers to one time period for the census and another for the CRS.  

About 4.8 percent (4.5 to 5.1) of respondents changed answers when reinterviewed.  Of
the respondents that changed answers, about 48 percent (44.3 to 50.9) switched between
“No, training for Reserves or National Guard only” and “No, never served in the
military.”  The net difference rate for all categories were statistically different from zero
suggesting that the reinterview did not meet one or both of the model assumptions
(independence and replication).

We analyzed this question by sex and citizenship status.  We found that households with
male sample persons showed less inconsistency (low) than households with female
sample persons (high).  Also, we found that households with native sample persons
showed less inconsistency (low) than households with foreign-born sample persons
(moderate).  Tables 26 and 27 contain the aggregate index of inconsistency and the index
for each category for this question by sex and citizenship status, respectively.
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Table 26. Index of inconsistency for veteran status by sex

Reinterview Classification

Male Female

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval

Yes, now on active duty High 60.3 50.7 to 71.7 High 66.8 44.9 to 99.2

Yes, on active duty in past, but not now Low 12.2 11.0 to 13.4 Moderate 22.5 17.2 to 29.5

No, training for Reserves or National Guard only High 67.1 59.5 to 75.6 High 93.5 83.0 to 100.0

No, never served in the military Low 9.9 8.9 to 11.0 High 56.2 50.3 to 62.8

Aggregate Low 15.5 14.3 to 16.8 High 59.3 53.2 to 66.1

Table 27. Index of inconsistency for veteran status by citizenship status

Reinterview Classification

Native Foreign Born

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval

Yes, now on active duty High 60.9 51.8 to 71.6 High 62.6 27.8 to 100.0

Yes, on active duty in past, but not now Low 11.0 10.0 to 12.1 Moderate 21.5 13.9 to 33.2

No, training for Reserves or National Guard only High 77.0 70.6 to 84.0 High 93.0 63.6 to 100.0

No, never served in the military Low 13.8 12.7 to 14.9 Moderate 26.8 19.2 to 37.4

Aggregate Low 18.4 17.2 to 19.7 Moderate 33.4 24.8 to 45.0

    • Period of military service (CRS 24b, Census 21b)

If the sample person had ever served on active duty in the U.S. Armed Forces, military
Reserves, or National Guard, then the respondent was asked when the sample person
served on active duty.  Some modifications were made to this question in 2000.  The two
categories covering the period from August 1990 to 2000 were added and the category
“World War I” was dropped in 2000.

Respondents were allowed to report each period served by the sample person.  We treated
each response category as a separate “Yes/No” question, analyzing each category as
whether it was marked or not.  For example, we treated the “April 1995 or later” category
as the question “Did (you/...) serve on active duty in the U.S. Armed Forces during April
1995 or later?”.  If the “April 1995 or later” category was marked on the questionnaire,
then we treated that response as “Yes,” otherwise we treated the response as “No.”

The categories “World War II,”“Vietnam era,” and “Korean conflict” displayed low
levels of inconsistency; “April 1995 or later,” “August 1990 to March 1995,” “September
1980 to July 1990,” and “February 1955 to July 1964” displayed moderate levels of
inconsistency; and the rare category “Some other time” displayed a high level of
inconsistency.  Table 28 below contains aggregate response variance measures for each
response category.

The 1990 question showed less inconsistency than the 2000 question for all categories
except “February 1955 through July 1964” and “Some other time.”  For these two
categories, the inconsistency level remained the same (moderate and high, respectively) in
2000, and their indexes were not significantly different at the 90-percent confidence level. 
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Table 28 provides the inconsistency level and aggregate index for each response category
by decade.

Respondents who reported on mailback forms showed less inconsistency than
respondents who reported to enumerators for the “Vietnam era,” “February 1955 to July
1964,” and “Korean conflict” categories.  Households with female sample persons
showed less inconsistency than households with male sample persons for the “April 1995
or later” and “World War II” categories.

Table 28. Aggregate response variance measures for period of military service by decade
2000 1990
Index of inconsistency Index of inconsistency

Reinterview classification
Inconsistency

level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval
April 1995 or later Moderate 35.2 28.3 to 43.7 - - -

August 1990 to March 1995 (including 
Persian Gulf War)

Moderate 29.7 24.8 to 35.5 - - -

September 1980 to July 1990 Moderate 29.5 25.2 to 34.6 Low 18.2 14.4 to 23.0

May 1975 to August 1980 Moderate 44.9 38.7 to 52.1 Moderate 24.9 20.8 to 29.7

Vietnam era (August 1964 to April 1975) Low 17.3 14.9 to 20.2 Low 7.5 6.1 to 9.1

February 1955 to July 1964 Moderate 31.5 27.4 to 36.2 Moderate 34.6 31.5 to 38.1

Korean conflict (June 1950 to January 1955) Low 17.2 14.2 to 20.8 Low 8.2 6.6 to 10.2

World War II (September 1940 to July 1947) Low 7.8 6.1 to 9.9 Low 3.4 2.6 to 4.5

Some other time High 93.0 74.7 to 100.0 High 93.7 84.4 to 100.0
- Not applicable

    • Years of military service (CRS 24c, Census 21c)

This question asked how many years the sample person served on active duty.  The 2000
question included two categories – “Less than 2 years” and “2 years or more.”  In 1990,
respondents  were asked to write-in the exact number of years that the sample person had
served on active duty.

The 2000 question showed less inconsistency than the 1990 question (z = -2.5).  Table 29
gives the inconsistency level and the aggregate index by decade.

Table 29. Aggregate response variance measures for years of military service by
decade

2000 1990

Index of inconsistency Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval

Moderate 41.6 36.3 to 47.6 High 58.8 48.9 to 68.7

In 2000, this question showed moderate inconsistency.  The aggregate index of
inconsistency was 41.6 (36.3 to 47.6) and approximately 10 percent (8.6 to 11.2) of
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respondents changed categories during the reinterview.  The net difference rate for this
question was statistically different from zero.  There were more “2 years or more”
responses given during the CRS.  The significant net difference rate provides evidence
that the reinterview was not an independent replication of the original interview. 
Households with female sample persons showed less inconsistency than households with
male sample persons, although both were moderate.

Work experience in 1999 (CRS 25a, 25b, 25c, Census 31a, 31b, 31c)

In 2000, the census and CRS asked three questions relating to work experience in 1999.  These
questions collected data of sample persons fifteen years old or over.

    • Work last year (CRS 25a, Census 31a)

This question asked if the sample person had worked at a job or business at any time in
1999.  The 2000 question eliminated the 1990 references to work on a farm and to a
“paid” job.  It replaces the 1990 phrase “even for a few days” with “at any time.”

As shown in Table 30 below, the 2000 question showed less inconsistency than the 1990
question (z = -17.3).

Table 30. Aggregate response variance measures for work last year by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval

Moderate 24.3 22.8 to 25.9 Moderate 45.9 44.6 to 47.3

This question was reported with moderate inconsistency in 2000.  The aggregate index
was 24.3 (22.8 to 25.9) and 6.7 percent (6.3 to 7.1) of CRS respondents changed answers. 
The net difference rate was statistically significant for this question suggesting that one or
both of the model assumptions (independence and replication) were not met.  The
reinterview found fewer “Yes” responses.

Households with female sample persons showed less inconsistency than households with
male sample persons, although both were moderate.  Households with non-Hispanic
sample persons showed less inconsistency than households with Hispanic sample
persons, although both were moderate.  Households with native sample persons showed
less inconsistency than households with foreign-born sample persons, although both were
moderate.  Respondents who reported on mailback forms showed less inconsistency than
respondents who reported to enumerators, although both were moderate.
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    • Weeks worked last year (CRS 25b, Census 31b)

If the respondent reported that the sample person worked at a job or business in 1999,
then the respondent was asked how many weeks the sample person worked in 1999.  The
respondent was instructed to count paid vacation, paid sick leave, and military service in
the total.  The number of weeks was reported as a write-in.  We grouped the data into the
following six categories:

    • 1 to 13 weeks
    • 14 to 26 weeks
    • 27 to 39 weeks
    • 40 to 47 weeks
    • 48 to 49 weeks
    • 50 to 52 weeks

This question showed high inconsistency in 1990 with an aggregate index of 56.8 (55.4 to
58.3).  The inconsistency level for this question remained the same in 2000, and the
indexes were not significantly different at the 90-percent confidence level (z = 0.5).  In
2000, the aggregate index was 57.5 (55.5 to 59.6) and 23.1 percent (22.3 to 23.9) of
respondents changed answers when reinterviewed.  The net difference rates for all
categories except “14 to 26 weeks” were statistically different from zero.  This shows that
one or both of the model assumptions, independence or replication, were not met by the
reinterview.

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were high.  Households with
native sample persons showed less inconsistency than households with foreign-born
sample persons, although both were high.  Respondents who reported on mailback forms
showed less inconsistency than respondents who reported to enumerators, although both
were high.

    • Usual hours worked each week (CRS 25c, Census 31c)

If the sample person worked at a job or business in 1999, then respondents were asked to
report how many hours the sample person usually worked each week in 1999.  This
question was modified slightly from 1990.  In the response field, the reminder “Usual
hours worked each WEEK” was used in 2000.  In 1990, just “Hours” was used.  The
number of hours was collected as a write-in.  We grouped the responses into the
following three categories:

    • 1 to 14 hours
    • 15 to 34 hours
    • 35 hours or more

These data exhibited moderate inconsistency.  The aggregate index was 34.3 (32.4 to
36.2) and 10.6 percent (10.0 to 11.2) of CRS respondents changed answers.  The net
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difference rates for all three categories were statistically different from zero suggesting
that the CRS was not independent and/or did not replicate the census very well.

This question showed less inconsistency in 2000 than in 1990 (z = -3.9).  The aggregate
index was 40.1 (38.6 to 41.7) in 1990.

Households with female sample persons showed less inconsistency than households with
male sample persons, although both were moderate.  Households with non-Hispanic
sample persons showed less inconsistency than households with Hispanic sample
persons, although both were moderate.  Households with native sample persons showed
less inconsistency (moderate) than households with foreign-born sample persons (high). 
Respondents who reported on mailback forms showed less inconsistency than
respondents who reported to enumerators, although both were moderate.

Income (CRS 26a-26h, 27, Census 32a-32h, 33)

In the CRS, nine questions were asked about sources of income received during 1999 by the
sample person.  These questions collected data for sample persons 15 years old and over. 
Respondents were given the following instructions:

    • If the net income was a loss, give the dollar amount of the loss.
    • For income received jointly, report, if possible, the appropriate share for the sample

person; otherwise, report the whole amount if the sample person was the primary
recipient, “No” otherwise.

    • If the exact amount is not known, please give best estimate.

The following revisions were made to some of the income questions in 2000:

    • In 1990, nonfarm self-employment income and farm self-employment income were two
separate questions, whereas in 2000 these questions were combined into one.

    • In 1990, Supplemental Security Income (SSI) was combined with other public assistance
income.  In 2000, these income types were asked separately.

    • For 2000, reference to “Aid to Families with Dependent Children” (AFDC) was dropped
in the public assistance question.

Table 31, following the subsection on total income, contains aggregate response variance
measures for each income question by respondent type.

    • Wages, salary, commissions, bonuses or tips (CRS 26a, Census 32a)

CRS respondents were asked if the sample person received any wages, salary,
commissions, bonuses, or tips in 1999.  These data were reported with moderate
inconsistency.  The index was 21.2 (20.0 to 22.4) and approximately 10 percent (9.4 to
10.5) of respondents changed answers when reinterviewed.  The net difference rate for
this question was statistically significant.  This shows that one or both of the model
assumptions, independence or replication, were not met by the reinterview.  There were
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more “No” responses in reinterview.

Households with female sample persons showed less inconsistency (low) than households
with male sample persons (moderate).  Households with non-Hispanic sample persons
showed less inconsistency than households with Hispanic sample persons, although both
were moderate.  Households with native sample persons showed less inconsistency  than
households with foreign-born sample persons, although both were moderate. 
Respondents who reported on mailback forms showed less inconsistency than
respondents who reported to enumerators, although both were moderate.

If the respondent reported that the sample person received any wages, salary,
commissions, bonuses, or tips in 1999, then the respondent was asked to report the
amount received from all jobs before deductions for taxes, bonds, dues, or other items. 
This was a write-in question.  The responses to this question were grouped into twelve
categories which are shown in Appendixes C and E.  The level of inconsistency in this
question was moderate.  The aggregate index of inconsistency was 48.0 (46.7 to 49.2) and
43.7 percent (42.6 to 44.8) of CRS respondents changed answers.  The categories
“$100,000 to $199,999” and “$200,000 or more” were rare.  The net difference rate for
the “$1 to $9,999” and “$55,000 to $64,000” categories were statistically different from
zero.

Households with female sample persons showed less inconsistency (moderate) than
households with male sample persons (high).  Households with native sample persons
showed less inconsistency (moderate) than households with foreign-born sample persons
(high).  Respondents who reported on mailback forms showed less inconsistency
(moderate) than respondents who reported to enumerators (high).

    • Self-employment income (CRS 26b, Census 32b)

This question asked if the sample person had any self-employment income from nonfarm
or farm businesses in 1999.  The data from this question exhibited a moderate level of
inconsistency.  The aggregate index of inconsistency was 44.4 (41.4 to 47.5) and 6.3
percent (5.9 to 6.7) of respondents changed answers in the CRS.  The net difference rate
for this question was statistically significant.

Households with male sample persons showed less inconsistency (moderate) than
households with female sample persons (high).  Households with non-Hispanic sample
persons showed less inconsistency (moderate) than households with Hispanic sample
persons (high).  Respondents who reported on mailback forms showed less inconsistency
(moderate) than respondents who reported to enumerators (high).

If the sample person had received any self-employment income, then the respondent was
asked to report the net income after business expenses.  We collected the responses to this
question as numerical data and then we converted the data into twelve categories which
are shown in Appendixes C and E.  This question was reported with moderate
inconsistency.  The aggregate index was 45.3 (41.2 to 49.8) and 7.0 percent (6.4 to 7.6) of
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respondents changed answers during the reinterview.  All categories were rare except “$1
to $499 or loss.”  The net difference rates were statistically significant for the “$1 to $499
or loss,” “5,000 to $9,999,” and “$20,000 to $29,999” categories suggesting that one or
more of the model assumptions were not met.

Respondents who reported on mailback forms showed less inconsistency (moderate) than
respondents who reported to enumerators (high).

    • Interest, dividends, net rental income, royalty income, or income from estates and trusts
(CRS 26c, Census 32c)

This question asked CRS respondents if the sample person received any interest,
dividends, net rental income, royalty income, or income from estates and trusts in 1999. 
Respondents were instructed to report even small amounts credited to an account.  This
question displayed a high level of inconsistency.  The index was 58.0 (56.1 to 60.0) and
approximately 20 percent (18.9 to 20.2) of CRS respondents switched answers.

All subgroups showed high inconsistency.  Households with male sample persons showed
less inconsistency than households with female sample persons.  Households with non-
Hispanic sample persons showed less inconsistency than households with Hispanic
sample persons.  Respondents who reported on mailback forms showed less inconsistency
than respondents who reported to enumerators.

If the respondent reported that the sample person had received interest, dividends, etc. in
1999, then the respondent was asked to report the dollar amount.  This was a write-in
question and we grouped the responses into the twelve categories shown in Appendixes C
and E.  The aggregate index of inconsistency was 44.7 (42.4 to 47.2) and 15.8 percent
(15.0 to 16.7) of respondents changed answers between the census and CRS.  All
categories were rare except “$1 to $24 or loss,” “$200 to $499,” and “$15,000 or more.” 
The net difference rates for the “$1 to $24 or loss,” “$200 to $499,” “$500 to $999,” and
“$2,000 to $2,499” categories were statistically different from zero.  This shows us that
the reinterview may not have been an independent replication of the census.

Households with Hispanic sample persons showed less inconsistency than households
with non-Hispanic sample persons, although both were moderate.

    • Social Security or Railroad Retirement income (CRS 26d, Census 32d)

This question asked if the sample person received any Social Security or Railroad
Retirement income in 1999.  These data were reported very consistently.  The index of
inconsistency was 13.4 (12.3 to 14.7) and 3.5 percent (3.2 to 3.7) of respondents switched
answers when reinterviewed.  The net difference rate for the “Yes” category was
statistically significant.  There were more “Yes” responses given during the CRS.

Households with male sample persons showed less inconsistency than households with
female, sample persons, although both were low.  Households with non-Hispanic sample
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persons showed less inconsistency (low) than households with Hispanic sample persons
(moderate).  Households with native sample persons showed less inconsistency (low)
than households with foreign-born sample persons (moderate).  Respondents who
reported on mailback forms showed less inconsistency (low) than respondents who
reported to enumerators (moderate).

If the sample person was reported to have received Social Security or Railroad retirement
in 1999, then the respondent was asked to report the amount.  We collected the responses
to this question as numerical data and grouped the responses into the twelve categories
shown in Appendixes C and E.  This question suffered from a high level of inconsistency. 
The aggregate index was 60.4 (58.2 to 62.7) and approximately 56 percent (54.2 to 58.4)
of respondents reported a different dollar amount in the CRS.  The categories “$2,000 to
$2,999” and “$20,000 or more” were rare.  The net difference rates were statistically
significant for the six of the twelve categories,  suggesting that one or both of the
reinterview model assumptions (independence and replication) were not met .

    • Supplemental Security Income (CRS 26e, Census 32e)

Respondents were asked if the sample person received any Supplemental Security Income
(SSI) in 1999.  This question displayed a high level of inconsistency.  The index was 48.2
(43.3 to 53.6) and 2.2 percent (1.9 to 2.4) of CRS respondents changed answers.

The category “Yes” was rare.  About 4.6 percent (4.3 to 4.9) of respondents reported that
the sample person received SSI in 1999 in either the census or the CRS.

The net difference rate for this question was statistically different from zero suggesting
that one or both of the model assumptions were not met.

Households with female sample persons showed less inconsistency (moderate) than
households with male sample persons (high).  Households with foreign-born sample
persons showed less inconsistency (moderate) than households with native sample
persons (high).

If the respondent reported that the sample person had received SSI in 1999, then the
respondent was asked to report the dollar amount.  This was a write-in question.  We
grouped the responses into twelve categories shown in Appendixes C and E.  These data
were reported with a high level of inconsistency.  The aggregate index of inconsistency
was 55.6 (48.3 to 65.3).  The categories “$10,000 to $10,999,” “$12,000 to $12,999,” and
“$13,000 to $13,999” were rare.  Approximately 46 percent (39.3 to 53.5) of CRS
respondents changed answers.  The net difference rates for the “$1 to $999” and “$8,000
to $8,999” categories were statistically significant.

    • Public assistance or welfare payments (CRS 26f, Census 32f)

Respondents were asked if the sample person had received any public assistance or
welfare payments from the state or local welfare office in 1999.  The level of
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inconsistency was in the high range.  The aggregate index was 53.9 (48.0 to 60.7) and 1.8
percent (1.6 to 2.0) of respondents changed answers when reinterviewed.

The “Yes” category was rare.  Only 3.3 percent (3.0 to 3.6) of respondents reported that
the sample person received any public assistance or welfare payments in 1999 in either
interview.

Households with female sample persons showed less inconsistency (moderate) than
households with male sample persons (high).

Respondents who reported that the sample person had received public assistance or
welfare payments were asked to report the dollar amount of those payments.  This was a
write-in question.  We grouped responses to these questions into twelve categories as
shown in Appendixes C and E.  These data were reported with high inconsistency.  The
aggregate index of inconsistency was 61.7 (53.1 to 74.1) and approximately 53 percent
(43.8 to 61.8) of respondents changed answers in the reinterview.  The categories “$9,000
to $9,999,” “$10,000 to $10,999,” “$13,000 to $13,999,” and “$15,000 or more” were
rare.

The net difference rates were statistically significant for the “$1 to $999,” “$3,000 to
$3,999,” and “$5,000 to $5,999” categories.  This suggests that at least one of the model
assumptions was not met by the reinterview.

    • Retirement, survivor, or disability pensions (CRS 26g, Census 32g)

This question asked if the sample person received retirement, survivor, or disability
pensions in 1999.  Respondents were instructed not to include Social Security.  These
data were reported with moderate inconsistency.  The index was 36.8 (34.3 to 39.3) and
5.5 percent (5.1 to 5.8) of respondents changed answers during the CRS.

Households with non-Hispanic sample persons showed less inconsistency (moderate)
than households with Hispanic sample persons (high).  Households with native sample
persons showed less inconsistency (moderate) than households with foreign-born sample
persons (high).  Respondents who reported on mailback forms showed less inconsistency
(moderate) than respondents who reported to enumerators (high).

If the sample person had received retirement, survivor, or disability pensions in 1999,
then the respondent was asked to report the dollar amount.  The level of inconsistency in
this question was moderate.  The aggregate index of inconsistency was 42.0 (38.7 to 45.9)
and 36.7 percent (33.5 to 39.9) of CRS respondents reported a different dollar amount
from the census.  The categories “$500 to $749” and “$750 to $999” were rare.

The net difference rates for the “$1 to $499,” $1,000 to $2,499,” “$15,000 to $19,999,”
and “$50,000 or more” were statistically significant.  The significant net difference rates
provides evidence that the reinterview was not an independent replication of the original
interview.
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    • Other sources of income (CRS 26h, Census 32h)

This question asked if the sample person received any other sources of income regularly
such as Veterans' payments, unemployment compensation, child support, or alimony in
1999.  Respondents were instructed not to include lump-sum payments such as money
from an inheritance or sale of a home.  The data from this question exhibited a high level
of inconsistency.  The index was 60.7 (56.7 to 65.1) and approximately 5 percent (4.9 to
5.6) of respondents changed answers when reinterviewed.

Households with non-Hispanic sample persons showed less inconsistency than
households with Hispanic sample persons, although both were high.  Households with
native sample persons showed less inconsistency than households with foreign-born
sample persons, although both were high.  Respondents who reported on mailback forms
showed less inconsistency than respondents who reported to enumerators, although both
were high.

If the sample person had received other regular sources of income, then the respondent
was asked to report the dollar amount.  This too was a write-in question and we grouped
responses into the twelve categories shown in Appendixes C and E.  These data were
reported with a moderate level of inconsistency.  The aggregate index was 49.6 (44.1 to
56.5) and approximately 45 percent (39.5 to 50.8) of CRS respondents reported a
different answer.  The categories “$11,000 to $11,999,” “$12,000 to $12,999,” “$13,000
to $13,999,” and “$14,000 to $14,999” were rare.

The net difference rates for the “$1 to $499” and “$3,000 to $3,999” categories were
statistically significant suggesting that one or both of the model assumptions were not
met.

    • Total income (CRS 27, Census 33)

This question asked for the sample person's total income received in 1999.  On census
enumerator forms and the CRS, enumerators were instructed to not ask this question if
the previous eight income questions were completed.  Instead, the enumerators were
instructed to sum the previous eight entries and subtract any losses and to enter the
amount as the total.  If the total was a loss, then the enumerator was instructed to mark
the “Loss” box next to the amount.  As a result of these instructions, the respondent may
not have answered this question in either the census or the CRS.

This question asked for the sample person's total income in 1999.  On the CRS,
enumerators were to mark the “None” box if the sample person received no income in
1999.  We analyzed this by whether the “None” box was marked or not.  The level of
inconsistency was high.  The index was 58.0 (55.8 to 60.4) and the GDR was 11.3 percent
(10.8 to 11.7).  The net difference rate was statistically different than zero suggesting that
at least one of the model assumptions (independence and replication) was not met.
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We analyzed the annual amount of total income reported.  We collected the responses as
numerical data and grouped the responses into twelve categories as shown in Appendixes
C and E.  These data were reported with moderate inconsistency.  The aggregate index of
inconsistency was 46.0 (45.0 to 47.1) and the aggregate GDR was 31.9 percent (31.1 to
32.6).  The categories “$45,000 to $49,999,” “$65,000 to $74,999,” “$75,000 to
$99,999,” “$100,000 to $199,999,” or “$200,000 or more” were rare.  The net difference
rates were statistically different from zero for the “$1 to $9,999 or loss,” “$10,000 to
$14,999,” “$15,000 to $19,999,” and “$20,000 to $24,999” categories.

Households with female sample persons showed less inconsistency than households with
male sample persons, although both were moderate.  Households with native sample
persons showed less inconsistency (moderate) than households with foreign-born sample
persons (high).  Respondents who reported on mailback forms showed less inconsistency
(moderate) than respondents who reported to enumerators (high).

Table 31. Aggregate response variance measures for income by respondent type
Gross difference rate Index of inconsistency

Census CRS
Inconsistency

level Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Amount received from wages, salary, commissions, bonuses or tips in 1999
Self-response Self-response Moderate 42.3 40.8 to 43.9 46.2 44.6 to 47.9
Self-response Proxy High 47.4 43.9 to 50.8 51.7 48.2 to 55.7
Proxy Self-response High 48.3 44.6 to 52.0 53.4 49.6 to 57.8
Proxy Same proxy Moderate 42.2 39.4 to 44.9 47.3 44.4 to 50.5
Proxy Different proxy High 43.1 36.9 to 49.3 50.2 43.9 to 58.4

Amount received from self-employment income in 1999
Self-response Self-response High 58.9 53.6 to 64.2 67.8 62.4 to 74.6
Self-response Proxy High 38.9 30.2 to 47.6 59.1 48.3 to 74.6
Proxy Self-response High 53.1 44.3 to 61.9 69.2 59.8 to 82.6
Proxy Same proxy Moderate 2.1 1.6 to 2.5 34.7 27.4 to 44.0
Proxy Different proxy High 0.4 0.1 to 0.7 50.1 22.2 to 100.0

Amount received from interest, dividends, net rental income, royalty income, or income from estates and
trusts in 1999
Self-response Self-response High 66 63.1 to 68.9 71.7 68.8 to 75.1
Self-response Proxy High 48.7 41.4 to 55.9 60.2 52.5 to 70.4
Proxy Self-response High 40.6 32.2 to 49.0 52.8 43.8 to 65.6
Proxy Same proxy Moderate 5.4 4.6 to 6.1 42 36.4 to 48.5
Proxy Different proxy Moderate 1.5 0.9 to 2.1 41.7 28.0 to 62.3

Amount received from Social Security or Railroad Retirement income in 1999
Self-response Self-response High 55.3 52.6 to 58.0 59.3 56.5 to 62.3
Self-response Proxy High 60.2 52.2 to 68.3 64.5 57.4 to 74.6
Proxy Self-response High 61.1 53.6 to 68.6 66.3 59.4 to 75.8
Proxy Same proxy High 57.1 51.4 to 62.9 61.4 55.9 to 68.3
Proxy Different proxy ... ... ... ...

Amount received from Supplemental Security Income (SSI) in 1999
Self-response Self-response High 50 40.1 to 59.9 62.4 52.5 to 77.2
Self-response Proxy ... ... ... ...
Proxy Self-response ... ... ... ...
Proxy Same proxy ... ... ... ...
Proxy Different proxy ... ... ... ...

...  Not sufficient data to compute response error measures
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Table 31. Aggregate response variance measures for income by respondent type - Con.
Gross difference rate Index of inconsistency

Census CRS
Inconsistency

level Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Amount received from public assistance or welfare payments in 1999
Self-response Self-response High 49.1 38.6 to 59.5 57.4 47.7 to 72.2
Self-response Proxy ... ... ... ...
Proxy Self-response ... ... ... ...
Proxy Same proxy ... ... ... ...
Proxy Different proxy ... ... ... ...

Amount received from retirement, survivor, or disability pensions in 1999
Self-response Self-response Moderate 35.1 31.3 to 38.9 40.1 36.2 to 44.8
Self-response Proxy ... ... ... ...
Proxy Self-response ... ... ... ...
Proxy Same proxy Moderate 33.7 24.5 to 42.9 39.7 31.1 to 52.8
Proxy Different proxy ... ... ... ...

Amount received from other sources of income in 1999
Self-response Self-response Moderate 42.3 35.7 to 48.9 46.3 40.1 to 54.5
Self-response Proxy ... ... ... ...
Proxy Self-response ... ... ... ...
Proxy Same proxy ... ... ... ...
Proxy Different proxy ... ... ... ...

Total income received in 1999
Self-response Self-response High 48.7 47.4 to 50.1 54.8 53.3 to 56.3
Self-response Proxy High 51.5 48.4 to 54.7 58.5 55.1 to 62.2
Proxy Self-response High 47.6 44.5 to 50.7 56.9 53.4 to 60.8
Proxy Same proxy Moderate 15.6 14.6 to 16.7 39.6 37.1 to 42.2
Proxy Different proxy Moderate 7.5 6.3 to 8.7 42.7 36.1 to 50.5

...  Not sufficient data to compute response error measures

4.2 Did the Hispanic-origin and race questions provide consistent data?

In this section, we discuss the summary measures of response variance and their implications for
the Hispanic-origin and race questions.  We asked no probing questions and analyzed the data
only for response variance.  We used unedited data from both the CRS and census unless stated
otherwise.  Response variance measures for the Hispanic-origin and race questions are presented
at the national level in Appendix C.  Summary measures for the population characteristics by
subgroup are also given in these tables.  Data comparison tables for each question are presented
at the national level in Appendix E.  All sample sizes and response variance measures for
Hispanic origin and race presented in section 4.2, Appendix C, and Appendix E are weighted
unless stated otherwise.  The CRS and census item numbers from the respective questionnaires
are listed in parentheses following the item name.  To compare two subgroups we used z-tests
with 90-percent confidence.

For the Hispanic-origin and race questions, we looked at the number of CRS respondents who
answered only one, both, or neither of the questions in both the census and the CRS.  These
counts, which are unweighted, are contained in Table 32 below.  Over 95 percent of the
respondents answered both questions in the census and CRS.
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Table 32. Persons reporting Hispanic origin and race

Category

Census CRS

Number Percent

90-percent
confidence

interval Number Percent

90-percent
confidence

interval
Answered Hispanic-origin question only 201 1.0 0.9 to 1.1 59 0.3 0.2 to 0.4
Answered Race question only 407 2.1 1.9 to 2.2 90 0.5 0.4 to 0.5
Answered both questions 18796 96.1 95.9 to 96.4 19386 99.1 99.0 to 99.2
Answered neither question 150 0.8 0.7 to 0.9 19 0.1 0.0 to 0.1
Total number 19554 100.0 100.0 to 100.0 19554 100.0 100.0 to 100.0

Of those who responded to the Hispanic-origin question only in the census, about 72 percent
(66.9 to 77.3) of sample persons were reported as being of Hispanic origin.  We found different
results in the CRS.  Of those who responded to the Hispanic-origin question only in the CRS,
approximately 25 percent (16.1 to 34.7) of sample persons were reported as being of Hispanic
origin.

Of those who responded only to the race question in the census, approximately 70 percent (65.8
to 73.3) of sample persons were reported as being White.  Results were similar in the CRS.  Of
those who responded only to the race question in the CRS, approximately 66 percent (57.3 to
73.8) of sample persons were reported as White.

Hispanic origin (CRS 9, Census 5)

The Hispanic-origin question was asked of everyone in Census 2000.  The following changes
were made to this question since 1990:

    • In 2000, a note was included preceding the Hispanic-origin question which stated
“NOTE: Please answer BOTH questions 5 and 6.”

    • The order of the race and Hispanic-origin questions was switched in 2000.  The Hispanic-
origin question directly preceded the race question.  In 1990, the race question preceded
the Hispanic-origin question, but not directly.  Two other questions (age/year of birth and
marital status) separated these questions in 1990.

    • In 2000, the term “Latino” was added to the question wording and response options.
    • In 2000, examples were not included for the “Yes, other Spanish/Hispanic/Latino”

response option, whereas in 1990 six examples were provided.

The Hispanic-origin question provided no instruction to the respondent.  This question did not
ask respondents to choose one or more response categories, but if the respondent did report
multiple categories then we captured all responses in both the census and reinterview.  This
question had two write-in lines for the “Yes, other Spanish/Hispanic/Latino” category.  Some
respondents and enumerators wrote more than two groups in the lines provided.  In these cases,
we took the first two Hispanic-origin groups provided in both the census and CRS.

We analyzed the Hispanic-origin question in two different ways.  First, we treated each response
category as a separate “Yes/No” question and we analyzed each category as whether it was
marked or not.  For example, we treated the “Yes, Cuban” category as the question “(Are
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you/Is...) Cuban?”.  If the “Yes, Cuban” category was marked on the questionnaire, then we
treated that response as “Yes,” otherwise we treated the response as “No.”  We used unedited 
data in this analysis.  Table 33 contains aggregate response variance measures for each response
category.

The categories “No, not Spanish/Hispanic/Latino” and “Yes, Mexican, Mexican Am., Chicano”
displayed low levels of inconsistency.  The categories “Yes, Puerto Rican,” “Yes, other
Spanish/Hispanic/Latino,” and “Yes, Cuban” displayed moderate levels of inconsistency.  The
net difference rates were significantly different from zero for all categories except “Yes, other
Spanish/Hispanic/Latino.”  This suggests that the one or both of the model assumptions were not
met.

Less than 3 percent (2.4 to 2.8) of respondents chose “Yes, Puerto Rican” and approximately 1.0
percent (0.9 to 1.1) of respondents chose “Yes, Cuban” in either the census or CRS indicating
that these are rare categories.

Table 33. Aggregate response variance measures for Hispanic origin (unedited data)

Inconsistency level

Index of inconsistency

Reinterview classification Estimate

90-percent confidence
interval

No, not Spanish/Hispanic/Latino Low 10.2   9.3  to 11.1
Yes, Mexican, Mexican Am., Chicano Low 18.0 16.6  to 19.5
Yes, Puerto Rican Moderate 22.7 19.4  to 26.6
Yes, Cuban Moderate 41.7 34.6  to 50.3
Yes, other Spanish/Hispanic/Latino Moderate 42.2 39.0  to 45.7

Second, we coded responses to the Hispanic-origin question including write-ins to the “Yes,
other Spanish/Hispanic/Latino” category.  In both the census and the reinterview, we performed
minimal editing for this question prior to analysis, but we did no imputation.  Then, we grouped
responses to the Hispanic-origin question into the following eight categories:

    • Non-Hispanic
    • Mexican, Mexican Am., Chicano
    • Puerto Rican
    • Cuban
    • Other Hispanic
    • Multiple non-Hispanic
    • Multiple Hispanic
    • Mixed non-Hispanic and Hispanic

The edited data exhibited low levels of inconsistency.  The aggregate index of inconsistency was
17.2 (16.1 to 18.4).  All categories were rare except “Non-Hispanic” and “Mexican, Mexican
Am., Chicano.”  About 3.3 percent of respondents changed answers when reinterviewed.  

Of the respondents who changed answers when reinterviewed, about 20 percent (17.5 to 22.8)
reported that the sample person was non-Hispanic in the census and a mix of non-Hispanic and
Hispanic in the CRS.  Table 34 below shows the origins that the respondent reported in the CRS. 
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These counts are weighted and rounded off to the nearest integer.  The total count does not match
the count found in Table E.8 in Appendix E for this reason.  Approximately 53 percent (45.5 to
60.1) of these respondents chose both the “No, not Spanish/Hispanic/Latino” and “Yes, Mexican,
Mexican Am., Chicano” categories during the CRS.

Table 34. Sample person reported as non-Hispanic in census and mixed non-
Hispanic/Hispanic in CRS: Origins reported in CRS

Origins reported in CRS Frequency
Non-Hispanic CB, Other Hispanic CB, Central American write-in 1

Non-Hispanic CB, Cuban CB 2

Non-Hispanic CB, Cuban CB, Other Hispanic CB 3

Non-Hispanic CB, Mexican CB 66

Non-Hispanic CB, Mexican CB, Cuban CB 3

Non-Hispanic CB, Mexican CB, Cuban CB, Other Hispanic CB 2

Non-Hispanic CB, Mexican CB, Puerto Rican CB 1

Non-Hispanic CB, Mexican CB, Puerto Rican CB, Cuban CB 1

Non-Hispanic CB, Mexican CB, Puerto Rican CB, Cuban CB, Other
Hispanic CB

25

Non-Hispanic CB, Mexican CB, Puerto Rican CB, Other Hispanic CB 3

Non-Hispanic CB, Other Hispanic CB 10

Non-Hispanic CB, Other Hispanic CB, Spanish write-in 2

Non-Hispanic CB, Puerto Rican CB 1

Non-Hispanic CB, Puerto Rican CB, Cuban CB, Other Hispanic CB 2

Other Hispanic CB, Non-Hispanic write-in 2

Other Hispanic CB, Non-Hispanic write-in, Spanish write-in 1

Total 125
Non-Hispanic CB - “No, not Spanish/Hispanic/Latino” checkbox marked
Mexican CB - “Yes, Mexican, Mexican Am., Chicano” checkbox marked
Puerto Rican CB - “Yes, Puerto Rican” checkbox marked
Cuban CB - “Yes, Cuban” checkbox marked
Other Hispanic CB - “Yes, other Spanish/Hispanic/Latino” checkbox marked

Of the respondents that changed answers when reinterviewed, about 16 percent (13.8 to 18.6)
reported that the sample person was other Hispanic in the census and Mexican, Mexican Am., or
Chicano in the CRS.  Table 35 below shows the origins that the respondent reported in the
census.  These counts are weighted and rounded off to the nearest integer.  The total count does
not match the count found in Table E.8 in Appendix E for this reason.  Approximately 50.0
percent (41.9 to 58.1) of these respondents chose the “Yes, other Spanish/Hispanic/Latino”
category and wrote-in Hispanic.
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Table 35. Sample person reported as other Hispanic in the census and Mexican, Mexican
Am., or Chicano in the CRS: Origins reported in census

Origins reported in census Frequency
Central American write-in 3

Other Hispanic CB, Central American write-in 2

Other Hispanic CB, Dominican write-in 2

Hispanic write-in 1

Latin American write-in 3

Other Hispanic CB, Latin American write-in 2

Other Hispanic CB 26

Other Hispanic CB, Hispanic write-in 51

Other Hispanic CB, Spanish write-in 7

Other Hispanic CB, Spanish American write-in 1

Other Hispanic CB, Spanish American Indian write-in 2

Spaniard write-in 2

Total 102
Other Hispanic CB - “Yes, other Spanish/Hispanic/Latino” checkbox marked

The net difference rates for all categories except “Puerto Rican” and “Multiple non-Hispanic”
were statistically different from zero suggesting that the CRS was not independent of the census
and/or did not replicate the census conditions as well as desired.  Response variance measures
computed from edited Hispanic-origin data are contained in Table 36 below.

Table 36. Response variance measures for Hispanic origin (edited data)
Index of inconsistency

Hispanic-origin categories Inconsistency level Estimate
90-percent confidence

interval
Non-Hispanic Low 10.1 9.2 to 11.0
Mexican, Mexican Am., Chicano Low 13.4 12.2 to 14.8
Puerto Rican Low 14.2 11.5 to 17.6
Cuban Low 13.7 9.3 to 20.1
Other Hispanic Moderate 33.8 30.7 to 37.3
Multiple non-Hispanic High 100.0 42.5 to 100.0
Multiple Hispanic High 80.5 62.4 to 100.0
Mixed non-Hispanic and Hispanic High 98.6 88.0 to 100.0
Aggregate Low 17.2 16.1 to 18.4

Households with foreign-born sample persons showed less inconsistency (low) than households
with native sample persons (moderate).

We analyzed the Hispanic-origin data by census collection type.  Respondents who reported on
mailback forms showed low inconsistency with an index of 17.6 (16.2 to 19.2).  Respondents
who reported to enumerators also showed low inconsistency with an index of 16.9 (15.2 to 18.8).
These indexes were not significantly different at the 90-percent confidence level.
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We evaluated single responses versus multiple responses.  If the respondent reported that the
sample person was non-Hispanic, Mexican, Puerto Rican, Cuban, or other Hispanic, then we
considered this a single response.  If the respondent reported that the sample person was of
multiple non-Hispanic, multiple Hispanic, or mixed non-Hispanic and Hispanic origins, then we
considered this a multiple response.  These data showed high inconsistency.  Reporting multiple
responses was rare.  Only 1.4 percent (1.3 to 1.6) of respondents reported multiple responses in
either the census or CRS.  The aggregate index of inconsistency was 93.6 (84.4 to 100.0). 
Approximately 1.3 percent (1.2 to 1.5) of respondents changed from a single response to multiple
responses or vice versa when reinterviewed.  Of those who changed their answers, about 77
percent (72.5 to 81.3) reported a single response in the census and multiple responses in the CRS
and about 23 percent (18.7 to 27.5) reported multiple responses in the census and a single
response in the CRS.  The NDR was statistically different from zero suggesting that at least one
of the model assumptions was not met.

Race (CRS 10, Census 6)

The race question is asked of all persons in the census.  This question underwent some major
modifications since 1990:

    • A major change for the 2000 question was allowing the respondent to choose one or more
races from the response categories.  The 1990 question allowed respondents to choose
only one race.

    • For 2000, the American Indian and Alaska Native categories were combined.  In 1990,
these were three separate categories – American Indian, Eskimo, and Aleut.  The 2000
version allowed American Indians and Alaska Natives to write-in their tribal affiliation. 
In 1990, there was a write-in only for American Indians.

    • For 2000, the Asian and Pacific Islander response categories were split into two groups. 
Asian categories were listed in alphabetical order.  Pacific Islander categories also were
listed alphabetically, except that Native Hawaiian was the first category in the Pacific
Islander list.  The 1990 header for the Asian or Pacific Islander categories was deleted in
2000.

    • For 2000, the term “Chamorro” was added to the 1990 response option “Guamanian,”
i.e., “Guamanian or Chamorro.”

    • For mailback forms, the race question in 2000 had six write-in lines – two for “American
Indian or Alaska Native,” two for “Other Asian” or “Other Pacific Islander,” and two for
“Some other race.”  For enumerator forms (including the CRS), the race question had one
write-in line for all four categories.  In 1990, the race question had two write-in lines, one
for “Indian (Amer.)” and one for “Other API” or “Other race.”

As mentioned above, the race question allowed respondents to choose one or more response
categories.  If the respondent reported multiple categories then we captured all responses in both
the census and reinterview.

We analyzed the race question in two different ways.  First, we treated each response category as
a separate “Yes/No” question, analyzing each category as whether it was marked or not.  For
example, we treated the “White” category as the question “(Do you/does...) consider
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(yourself/himself/herself) to be White?”.  If the “White” category was marked on the
questionnaire, then we treated that response as “Yes,” otherwise we treated the response as “No.” 
We used unedited data in this analysis.  Table 37 contains aggregate response variance measures
for each response category.  All categories were rare except “White,” “Black, African Am., or
Negro,” and “Some other race.”  The net difference rates for eleven of the fifteen categories were
statistically different from zero suggesting that the CRS was not independent and/or did not
replicate the census conditions very well.

Table 37. Aggregate response variance measures for race (unedited data)
Index of inconsistency

Reinterview classification Inconsistency level Estimate
90-percent confidence

interval
White Low 19.1 18.2 to 20.1
Black, African Am., or Negro Low 6.3 5.6 to 7.0
American Indian or Alaska Native High 55.5 50.5 to 61.1
Asian Indian Moderate 32.9 26.8 to 40.2
Chinese Moderate 21.9 17.9 to 26.7
Filipino Low 13.3 10.5 to 16.8
Japanese Moderate 27.7 21.1 to 36.4
Korean Low 16.8 12.0 to 23.5
Vietnamese Moderate 25.7 19.3 to 34.1
Other Asian Moderate 47.5 40.3 to 55.9
Native Hawaiian High 50.7 37.8 to 68.1
Guamanian/Chamorro High 100.0 72.9 to 100.0
Samoan High 95.3 71.0 to 100.0
Other Pacific Islander High 74.8 59.7 to 93.8
Some other race High 74.9 70.9 to 79.1

Second, we coded responses to the race question, including write-ins.  In both the census and the
reinterview, we performed minimal editing for this question prior to analysis, but we did no
imputation.  We grouped responses to this question into the following seven categories:

    • White
    • Black, African Am., or Negro
    • American Indian or Alaska Native
    • Asian
    • Native Hawaiian or Pacific Islander
    • Some other race
    • Two or more races

The edited data displayed moderate levels of inconsistency.  The aggregate index was 23.1 (22.2
to 24.2) and 7.6 percent (7.3 to 7.9) of respondents changed answers between the census and the
CRS.  The “American Indian or Alaska Native,” “Native Hawaiian or Pacific Islander,” and
“Two or more races” categories were rare.  The net difference rates for the “White,” “Some other
race,” and “Two or more races” categories were statistically different from zero.  This shows that
the reinterview did not meet at least one of the model assumptions (independence and
replication).  Table 38 provides response variance measures for each category computed from
edited race data.
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Of the respondents that changed answers between the census and CRS, about 14 percent (12.6 to
15.6) reported the sample person as “White” in the census and “Some other race” in the CRS,
while about 32 percent (30.3 to 34.4) reported the sample person as “Some other race” in the
census and “White” in the CRS.  The “Some other race” category was collected as a write-in
entry in both the census and the CRS.  Analysis of these write-in entries indicated that the
majority of persons in these two inconsistent categories were of Hispanic origin.

Table 38. Response variance measures for race (edited data)
Index of inconsistency

Race categories Inconsistency level Estimate
90-percent confidence

interval
White Moderate 20.3 19.4 to 21.3
Black, African Am., or Negro Low 4.8 4.2 to 5.5
American Indian or Alaska Native Moderate 38.3 32.1 to 45.6
Asian Low 7.2 6.0 to 8.7
Native Hawaiian or Pacific Islander Moderate 43.4 30.4 to 61.8
Some other race High 67.6 63.7 to 71.8
Two or more races High 74.1 69.3 to 79.1
Aggregate Moderate 23.1 22.2 to 24.2

Table 39 provides summary measures by citizenship status.  Households with native sample
persons showed less inconsistency than households with foreign-born sample persons, although
both were moderate.

Table 39. Aggregate response variance measures for race (edited data) by citizenship
status

Native Foreign born

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

Moderate 21.1 20.0 to 22.2 Moderate 38.6 35.9 to 41.4

Table 40 provides summary measures by census collection type.  Respondents who reported on
mailback forms showed less inconsistency than respondents who reported to enumerators,
although both were moderate.

Table 40. Aggregate response variance measures for race (edited data) by collection type
Mailback Enumerator

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

Moderate 20.9 19.7 to 22.2 Moderate 27.7 26.1 to 29.5

Approximately 71.0 percent (68.8 to 73.2) of the sample persons reported as “Some other race”
in either the census or CRS were also reported to be of Hispanic origin in the corresponding
interview.  It was apparent that many Hispanics do not relate to the categories in the race
question.
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The edited data for race were analyzed by Hispanic origin.  Households with non-Hispanic
sample persons showed less inconsistency (low) than households with Hispanic sample persons
(high).  For those sample persons reported as non-Hispanics in the census, respondents reported
very consistently.  For those sample persons reported as Hispanics, the data exhibited a high level
of inconsistency.  This suggests that the Hispanic population contributed greatly to the variability
in the race data.  Response variance measures for race by Hispanic origin are provided in Table
41 below.

Table 41. Response variance measures for race by Hispanic origin (edited data)

Race categories

Non-Hispanic Hispanic
Index of inconsistency Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval
White Low 9.1 8.4 to 9.8 High 88.6 84.8 to 92.8
Black, African Am., or Negro Low 3.9 3.3 to 4.5 Moderate 47.8 36.6 to 62.4
Am. Indian or Alaska Native Moderate 32.1 26.1 to 39.5 High 72.0 50.5 to 100.0
Asian Low 7.1 5.9 to 8.6 Moderate 30.5 11.7 to 79.8
Native Hawaiian or Pacific Islander Moderate 38.5 26.0 to 57.0 High 100.0 44.4 to 100.0
Some other race High 90.5 74.5 to 100.0 High 90.5 86.2 to 95.2
Two or more races High 72.9 67.5 to 78.7 High 85.5 74.5 to 98.2
Aggregate Low 12.6 11.8 to 13.5 High 86.9 83.4 to 90.6

We evaluated single responses versus multiple responses.  If a single race was reported, then we
considered this a single response.  If two or more races were reported, then we considered this a
multiple response.  These data showed high inconsistency.  Reporting multiple responses was
rare.  Only 4.5 percent (4.2 to 4.7) of respondents reported multiple responses in either the census
or CRS.  The aggregate index of inconsistency was 74.1 (69.3 to 79.1).  Approximately 3.2
percent (3.0 to 3.4) of respondents changed from a single response to multiple responses or vice
versa when reinterviewed.  Of those that changed their answers, about 54 percent (50.8 to 57.4)
reported a single response in the census and multiple responses in the CRS and about 46 percent
(42.6 to 49.2) reported multiple responses in the census and a single response in the CRS.  The
NDR was statistically different from zero suggesting that at least one of the model assumptions
was not met.

4.3  How consistent were census long-form data for housing characteristics?

The Content Reinterview Study measured response variance on the following housing
characteristics:

    • Number of people living in household on April 1, 2000
    • Tenure (household owned or rented)
    • Building: building description

year structure built 
year moved into structure 
number of rooms 
number of bedrooms

    • Plumbing facilities
    • Kitchen facilities
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    • Telephone service
    • Heating fuel
    • Number of autos, trucks, and vans
    • Property usage: business on premises

number of acres
agricultural sales

    • Utility costs: electricity
gas
water and sewer
oil, coal, kerosene, wood, etc.

    • Rent
    • Meals included in rent
    • Mortgage: type of first mortgage

mortgage payment
    • Second mortgage: second mortgage or home equity loan

second mortgage payment
    • Real estate taxes: real estate taxes included in mortgage

real estate tax payment
    • Fire, hazard, and flood insurance: insurance included in mortgage

insurance payment
    • Value of property
    • Condominium unit
    • Mobile home: mobile home loan

mobile home loan payment

Response variance measures for the housing-characteristic questions are presented at the national
level in Appendix D.  Measures for the housing characteristics by subgroup are also given in
these tables.  Table 42 shows the subgroups and which census or reinterview questions were used
to determine these subgroups.  Data comparison tables for each question are presented at the
national level in Appendix F.

Table 42. Questions used to determine housing subgroups
Subgroup Question
Race Race (edited census, question 6)
    • White
    • Black
    • Asian
    • Other single race (American Indian or Alaska Native,

Pacific Islander, or other race)
    • Two or more races
Hispanic origin Hispanic origin (edited census, question 5)
    • Hispanic
    • Non-Hispanic
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Table 42. Questions used to determine housing subgroups - Con.
Subgroup Question
Homeowner status Tenure (unedited census, question 33)
    • Owner     • Owned with mortgage or loan, owned free and

clear
    • Renter     • Rented for cash rent
Census collection type Census collection type (unedited census)
    • Mailback     • D-1 (Short form), D-2 (Long form), D-1(UL)

(Short form, update-leave), D-2(UL) (Long form,
update-leave), D-10 (Be Counted)

    • Enumerator     • D-1(E) (Short form), D-2(E) (Long form),
D-2(E)(SUPP)

Respondent type CRS question 50
    • Same respondent as census
    • Different respondent than census

4.3.1 Consistency of reports for the total U. S.

Table 43, below, gives the inconsistency level for the housing characteristics.  Appendix D
contains both the aggregate index of inconsistency for the housing-characteristic questions and
also the index of inconsistency for each response category and subgroup.

Table 43. Inconsistency levels for housing characteristics
Housing characteristic CRS question Census question* Inconsistency level
Number of people in household on April 1, 2000 4 S5 Low
Tenure (household owned or rented) 29 34 Low
Building: building description

year structure built
when moved into structure
number of rooms
number of bedrooms

30
31
32
33
34

35
36
37
38
39

Moderate
Moderate
Moderate
High
Moderate

Plumbing facilities 35 40 High
Kitchen facilities 36 41 High
Telephone service 37 42 High
Heating fuel 38 43 Low
Number of autos, trucks, and vans 39 44 Moderate
Property usage: business on premises

number of acres
agricultural sales

40a
40b
40c

45a
45b
45c

High
Moderate
High

Utility costs: electricity
gas
water and sewer
oil, coal, kerosene, wood,

etc.

41a
41b
41c
41d

46a
46b
46c
46d

High
High
Moderate
Moderate

Rent 42a 47a Moderate
Meals included in rent 42b 47b Moderate
* The question numbers in this column refer to the enumerator long-form questionnaire (D-2E).
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Table 43. Inconsistency levels for housing characteristics - Con.
Housing characteristic CRS question Census question* Inconsistency level
Mortgage: type of first mortgage

mortgage payment
43a
43b

48
49

Low
Moderate

Second mortgage or home equity loan:
type of loan
loan payment

44a
44b

52
53

Moderate
High

Real estate taxes: included in mortgage
tax payment

43c
45

50
54

Low
Moderate

Fire, hazard, and flood insurance:
included in mortgage
insurance payment

43d
46

51
55

Moderate
High

Value of property 47 56 High
Condominium unit 48b 57b Moderate
Mobile home: mobile home loan

loan costs
49a
49b

58a
58b

High
High

* The question numbers in this column refer to the enumerator long-form questionnaire (D-2E).

As we see in Table 44, below, there were more items with a moderate or high level of
inconsistency than with a low level of inconsistency.

Table 44. Summary of housing inconsistency
Low Moderate High

5 15 16

4.3.2 Consistency of reports by race of householder

Table H.1, in Appendix H, gives the inconsistency level for each housing question, based on the
race of householder.  We determined householder and the race of the householder from the
census.  We used the Hollander test for ordered alternatives to compare the overall inconsistency
of housing items for the racial subgroup of the householder.  From top to bottom, from least
inconsistent to most inconsistent, we list the race of the householder for housing characteristics
below (z = 4.15).

    • White
    • Two or more races
    • Asian
    • Other single race
    • Black

Table 45, below, summarizes Table H.1.
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Table 45. Summary of housing inconsistency by race of householder
Inconsistency level

Race Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
White 9 11 16 0

Black 0 13 20 3

Asian 4 11 13 8

Other single race 0 17 13 6

Two or more races 6 11 13 6

4.3.3 Consistency of reports by Hispanic origin of householder

Table H.2, in Appendix H, presents the inconsistency level for each question, for Hispanic and
non-Hispanic householders.  We determined the householder and Hispanic origin of the
householder from the census.  Table 46, below, summarizes the data in Table H.2.

Table 46. Summary of housing inconsistency by Hispanic origin of householder
Inconsistency level

Hispanic origin Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
Hispanic 1 14 16 5

Non-Hispanic 6 13 17 0

CRS units with non-Hispanic householders were more consistent than those with Hispanic
householders when answering questions about number of people in household, building
description, year structure built, year moved into structure, number of rooms, number of
bedrooms, plumbing facilities, kitchen facilities, heating type (fuel), number of vehicles, business
on premises, size of lot, agricultural sales, utility costs, rent, meals included with rent, mortgage
(but not mortgage payment), real estate taxes included in mortgage payment, insurance included
in mortgage payment, real estate tax payment, and insurance payment.  The sample size was too
small to calculate the index for units with Hispanic households for questions about second
mortgage or home equity loan, second mortgage payment, condominium fees, mobile home loan,
and mobile home payment.  Units with Hispanic and non-Hispanic householders had the same
inconsistency level for all other questions.  To compare two subgroups we used z-tests with 90-
percent confidence.

4.3.4 Consistency of reports by home-ownership status of householder

Table H.3, in Appendix H, presents the inconsistency level for each housing-characteristic
question, for owners and renters.  We determined the householder and home-ownership status
from the census.  Ownership could be either with a loan of some sort or free and clear.  Renters
included only those who pay cash rent.  Table 47, below, summarizes the data in Table H.3.
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Table 47. Summary of housing inconsistency by home-ownership status of householder
Inconsistency level

Owner/renter status Low Moderate High
Unstable, undefined, or 

insufficient data to calculate
Owner 5 5 8 0

Renter (cash rent) 2 9 7 0

Owners were less inconsistent than renters when answering questions about the number of people
in the household, tenure (own versus rent), building description, year structure built, year moved
into the structure, heating type (fuel), size of lot , and agricultural sales.  Renters were less
inconsistent than owners when answering questions about the number of bedrooms, kitchen
facilities, and utility costs (except for oil costs).  Except for those questions that do not apply to
both owners and renters (e.g., rent, mortgage costs), renters and owners had the same
inconsistency levels for the remaining questions.  To compare two subgroups we used z-tests
with 90-percent confidence.

4.3.5 Consistency of reports for individual housing characteristics - detailed results

Unless otherwise indicated, the census and CRS housing questions did not explicitly refer to
April 1, 2000.  We asked no probing questions and analyzed the data only for response variance.
We did not use edited data from either the CRS or the census.  Unless otherwise indicated, these
questions were only on the long form of Census 2000.  

In the detailed analysis of each question, below, we reported the inconsistency level for each
racial subgroup.  For the other subgroup types we reported comparisons for one of these four
types only if one subgroup within a type showed significantly less inconsistency than the other
subgroup within that type (e.g., Hispanic versus non-Hispanic, owner versus renter, mailback
versus enumerator, same respondent versus different respondent).  Otherwise we did not report
the inconsistency levels in this section.  To compare two subgroups we used z-tests with 90-
percent confidence.

Number of people in household, as reported by respondent (CRS 4, Census S5)

This question was on both the long form and the short form of Census 2000.  It displayed low
response variance.

At the beginning of the interview, the census and the CRS asked the number of people living or
staying at the residence on April 1, 2000.  The respondent was to include

    • foster children, roomers, or housemates;
    • people staying there on April 1, 2000, with no other permanent place to stay; and
    • people living there most of the time while working, even if they had another place to live.

The respondent was to exclude

    • college students living away while attending college;
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    • people in a correctional facility, nursing home, or mental hospital on April 1, 2000;
    • Armed Forces personnel living somewhere else; and
    • people who live or stay at another place most of the time.

We collected data as positive integers up to 99.  These data were then put into seven categories,
the last being “7 or more people”.

The aggregate index of inconsistency was 12.0 (11.6 to 12.5).  Approximately 9.3 percent (9.0 to
9.7) of the CRS respondents switched answers when reinterviewed.  Of the respondents with
changed answers, 76.4 percent (75.9 to 76.9) changed by one person.  Given that the respondents
might have been actually answering for their current rather than past status, these “plus-or-minus
one person” estimates amounts were not unexpected.

Responses for “1 person,” “2 people,” and “5 people” had net difference rates significantly
different from zero.  This shows that there may have been some problem with the independence
or replication (probably of mode) of this question.

The index of inconsistency was low for each of the categories from “1 person” through “5
people.”  The index was moderate for “6 people” and for “7 or more people.”  There were more
problems with these higher-level households in the original census collection due to problems
with census continuation forms.  Overall, differences in distributions were less than 0.4
percentage points for each category, which is quite acceptable.

Among the racial subgroups the inconsistency level ranged from low (white householder, Asian
householder, householder in the two-or-more-races subgroup) through moderate (black
householder, householder in the other-single-race subgroup).  Households with non-Hispanic
householders showed less inconsistency (low) than households with Hispanic householders
(moderate).  Households with owners showed less inconsistency than households with renters,
although both were low.  Among the collection-mode subgroups, households that received
mailback census forms showed less inconsistency than households with enumerator-forms,
although both were low.  Not surprisingly, households with the same respondent for both CRS
and Census 2000 showed less inconsistency than households with different respondents, although
both were low.

Tenure (CRS 29, Census 34)

This question was on both the long form and the short form of Census 2000.  It is basic to
housing unit tabulations and analyses.  We asked all respondents whether they owned or rented
their residence.  We could expect some inconsistency due to the time lag between the CRS and
Census 2000 (up to nine months).  The question itself was unchanged from 1990, but its
placement changed.  In 2000 the tenure question preceded the building-description question.  As
seen in Table 48, below, the inconsistency of this question increased in 2000.  This question had
significantly higher inconsistency in 2000 than in 1990 (z = 10.9), but the inconsistency level for
both decades was low.
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Table 48. Aggregate response variance measures for tenure by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

Low  19.4 18.8 to 20.0  Low 13.3 12.6 to 14.0

This question displayed low inconsistency in 2000.  The aggregate index was 19.4 (18.8 to 20.0).
Approximately 12.3 percent (11.9 to 12.7) changed their responses between the census and the
CRS.

The net difference rates for individual categories were all significantly different from zero.  This
shows that some model assumption, independence or replication, failed for the index of
inconsistency.

The category “rented for cash rent” had a low index.  The other categories had moderate indexes.
The category with the highest index, 43.4 (39.7 to 47.5), was “occupied without payment of cash
rent.”  Of the 2.3 percent (1.2 to 3.5) of households reporting “occupied without payment of cash
rent” on the census, 45 percent (41.0 to 49.0) changed to another category on the CRS.  Of the
2.1 percent (0.9 to 3.3) of households that reported “occupied without payment of cash rent” on
the CRS, 39.7 percent (35.6 to 43.8) reported another category on the census.

Among the racial subgroups, insistency levels ranged from low (white householder, Asian
householder, householder in the two-or-more-races subgroup) through moderate (black
householder, householder in the other-single-race subgroup).  Households with owners showed
less inconsistency (moderate) than households with renters (high).  Not surprisingly, households
that had the same respondent on both CRS and census showed less inconsistency (low) than
households with different respondents on the two surveys (moderate).

Because renters showed more inconsistency than owners, we looked at two new subgroups:

    • those who replied that they owned (either free and clear or with a mortgage) on both CRS
and Census 2000, and

    • those who responded that they rent (for cash rent or without cash rent) on both CRS and
Census 2000.

Table 49. Aggregate response variance measures for tenure, within ownership categories
Owners on both CRS and Census 2000 Renters on both CRS and Census 2000

Gross difference rate Index of inconsistency Gross difference rate Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Moderate  12.2  11.8 to 12.7 28.0 26.9 to 29.1 Moderate 2.9 2.5 to 3.3 23.6 20.5 to 27.2

There was moderate inconsistency both within the owner status and within the renter status.  If
we collapsed the four response categories to “owned” and “rented,” the index of inconsistency
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would have reduced to 7.1 (6.6 to 7.7) and the gross difference rate would have reduced to 2.8
(2.6 to 3.0).

Building (CRS 30, 31, 32, 33, 34, Census 35, 36, 37, 38, 39)

We asked all CRS respondents these questions about the building.

    • Building description (CRS 30, Census 35)

The item on building description asked about the type of building and number of units
(apartments) in a structure.  This question was on both the long and short forms in 1990,
but was only on the long form in 2000.  From 1990 to 2000 this question changed two
categories.  In 1990, the first and last categories were “A mobile home or trailer” and
“Other.”  In 2000, these were “A mobile home” and “Boat, RV, van, etc.”  Although the
inconsistency level for both 1990 and 2000 was moderate, the response was significantly
less inconsistent in 2000 than in 1990 (z = -1.4).  

Table 50. Aggregate response variance measures for in building description by
decade

2000 1990

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

Moderate 20.8   20.0 to 21.5   Moderate  21.9 21.0 to 23.0

This question displayed moderate inconsistency.  The aggregate index was 20.8 (20.0 to
21.5).  Approximately 10.4 percent (10.0 to 10.8) of the respondents changed their
responses.

The net difference rates (except for “2 apartments,” “3 or 4 apartments,” and “20 to 49
apartments”) were all significantly different from zero.  This shows that some model
assumption, independence or replication, failed for the index of inconsistency.  Indexes of
inconsistency for the individual categories ranged from “low” through “moderate.”

The rare category “boat, RV, van, etc.” showed moderate inconsistency.  The index was
50.0 (31.3 to 80.1).  Less than 1 percent (0.03 to 0.10) of all households in the CRS said
that they were in this category on either the CRS or the census.  About 66.7 percent (48.4
to 84.9) of those in this rare category changed their responses.  If this rare category were
deleted, there would have been only minimal effect on the inconsistency of this question
and the inconsistency level would be unchanged.

Among the racial subgroups, the inconsistency level ranged from low (white householder)
through moderate (black householder, Asian householder, householder in the other-
single-race subgroup, householder in the two-or-more-races subgroup).  In the Hispanic-
origin subgroups, households with non-Hispanic householders showed less inconsistency
(low) than households with Hispanic householders (moderate).  Households with owners
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showed less inconsistency (low) than households with renters (moderate).  Households
receiving mailback census questionnaires showed less inconsistency (low) than
households with census enumerator forms (moderate).  Again, households with the same
CRS respondent as census respondent (low) showed less consistency than households
with different respondents (moderate).

Content reinterview surveys of past censuses showed that renters usually have greater
difficulty answering this question than owners.  As shown in Table 51, below, this
tendency continued in 2000.

Table 51. Aggregate response variance measures for building description by home-
ownership and decade

Owners Renters

Index of inconsistency Index of inconsistency

Decade Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

2000 Low 17.7 16.6 to 18.9 Moderate 30.4 29.1 to 31.7

1990 Low 18.4 17.0 to 20.0 Moderate 31.0 29.5 to 32.6

If we regrouped the data as the three categories,

- One-family home, attached or detached
- Apartments
- Mobile home, boat, RV, van, etc.,

then the overall inconsistency of this question would not increase significantly and the
inconsistency for owners would not change significantly, but the inconsistency for renters
would decrease significantly.  We note that a greater percentage of renters lives in multi-
unit structures than owners.

Table 52. Inconsistency of building description with three categories, for entire US, owners, and renters
Net difference rate Gross difference rate Index of inconsistency

CRS subgroups and categories
Inconsistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Entire US
One-family home, attached or
detached

Low -  74.1 -2.3 -2.7 to -1.8 7.3 6.9 to 7.7 18.5 17.4 to 19.6

Apartment Moderate -  18.2 3.5 3.1 to 3.9 7.4 7.0 to 7.9 23.2 21.9 to 24.6

Mobile home, boat, RV, van, etc. Low - 7.7 -1.3 -1.5 to -1.0 1.8 1.6 to 2.0 13.4 11.9 to 15.1

Aggregate
       Total units Low 10667 - - - 8.2 7.8 to 8.7 19.5 18.4 to 20.6
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Table 52. Inconsistency of building description with three categories, for entire US, owners, and renters - Con.
Net difference rate Gross difference rate Index of inconsistency

CRS subgroups and categories
Inconsistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Owners
One-family home, attached or
detached

Low  - 87.8 0.4 0.1 to 0.6 3.8 3.6 to 4.1 18.2 16.9 to 19.6

Apartment Moderate - 4.9 -0.0 -0.3 to 0.2 3.5 3.2 to 3.8 38.0 35.2 to 41.1

Mobile home, boat, RV, van, etc. Low - 7.3 -0.3  -0.4 to -0.2 0.4 0.3 to 0.4 2.7 2.2 to 3.5

Aggregate
       Total units Low 13255 - - - 3.8 3.6 to 4.1 17.7 16.4 to 19.0

Renters
One-family home, attached or
detached

Moderate - 33.1 0.3  -0.6 to l.1 11.4 10.5 to l2.2 25.6 23.9 to 27.5

Apartment Moderate - 63.2 -0.2 -1.0 to 0.7 11.3 10.5 to 12.1 24.3 22.7 to 26.0

Mobile home, boat, RV, van, etc. Low - 3.6 -0.1  -0.2 to 0.0 0.1 0.0 to 0.2 1.6 0.8 to 3.4

Aggregate
       Total units Moderate 4432 - - - 11.4 10.6 to l2.2 23.3 21.8 to 25.0

    • Year structure built (CRS 31, Census 36)

In 1990 the census allowed a response of “Don't know,” but that response was not an
option in 2000.  By eliminating the “Don’t know” responses in 2000 we changed from
having uncertain data to having missing data.  This question had significantly more
inconsistency in 2000 than in 1990 with the “Don’t know” responses excluded (z = 2.4).

Table 53. Aggregate response variance measures for year structure built by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval

Moderate 29.3 28.6 to 29.9 Including “Don't know” Moderate 40.6 39.7 to 41.5

Excluding “Don't know” Moderate 27.6 26.7 to 28.6

This question showed moderate inconsistency in both decades.  The aggregate index in
2000 was 29.3 (28.6 to 29.9).  About 25.3 percent (24.7 to 25.9) of the households
responding to this question changed their responses.  Of the 25.3 percent of the
households that changed their response, 73.4 percent (72.8 to 74.0) changed by one time
period.

The index tended to increase for homes built earlier in time, except for the earliest time
period (1939 or earlier).  The index for the earliest time period was in the upper half of
the low range.
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The indexes for the individual categories ranged from “low” through “high.”  The net
difference rate was significantly different from zero for “1995-1998,” “1980-1989,”
“1940-1949,” and “1939 or earlier.”  That shows that some model assumption
(independence or replication) failed.

Content reinterview surveys of past censuses showed that renters usually had greater
difficulty answering this question than owners.  As shown in Table 54, below, this
tendency continued in 2000.

Table 54. Aggregate response variance measures for year structure built by home-ownership
Owners Renters

Inconsistency
level

Gross
difference

rate

90-percent
confidence

interval
Index of

inconsistency

90-percent
confidence

interval
Inconsistency

level

Gross
difference

rate

90-percent
confidence

interval
Index of

inconsistency

90-percent
confidence

interval
Moderate 21.2 20.5 to 21.8 24.4 23.7 to 25.1 Moderate 41.8 40.2 to 43.4 48.9 47.1 to 50.8

Inconsistency levels for all subgroups were moderate.  In the Hispanic-origin subgroups,
households with non-Hispanic householders showed less inconsistency than households
with Hispanic householders.  Households with mailback forms showed less inconsistency
than households with census enumerator forms.  Not surprisingly, households with the
same respondent on the CRS as on the census showed less inconsistency than households
with different respondents.

    • Year moved into structure (CRS 32, Census 37)

On the CRS we asked all respondents, “When did you move into this
(house/apartment/mobile home)?” On the census we asked, “When did (person 1) move
into this (house/apartment/mobile home)?” The census instruction was that “person 1"
should be “the person who owns, is buying, or rents this (house/apartment/mobile home).”
Whether the person who filled in the form actually followed this instruction is
unknowable.  On the CRS we did not ask that the respondent be “the person who owns,
...”

This item showed moderate inconsistency.  The aggregate index was 21.2 (20.6 to 21.7).
Approximately l7.2 percent (16.8 to 17.7) of households changed their response to this
question.  Of the 17.2 percent (16.8 to 17.7) who changed their responses, 76.8 percent
(76.3 to 77.3) changed by one category.

The net difference rate was significantly different from zero for all categories except
“1970 to 1979,” showing some model assumption failed.  The index was low for “1999 or
2000,” “1970 to1979,” and “1969 or earlier.”  The index was moderate for “1995 to
1998,” “1990 to 1994,” and “1980 to 1989.”

Among the racial subgroups, the inconsistency levels ranged from low (white householder,
Asian householder) through moderate (black householder, householder in the other-single-
race subgroup, householder in the two-or-more-races subgroup).  Households with non-
Hispanic householders showed less inconsistency than households with Hispanic
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householders, although both were moderate.  Owners showed less inconsistency (low) than
renters (moderate).  Households with mailback forms showed less inconsistency (low)
than households with census enumerator forms (moderate).  Not surprisingly, households
with the same respondent for CRS and census showed less inconsistency (low) than
households with different respondents than on the census (moderate).

Content reinterview surveys of past censuses showed that renters usually had greater
difficulty answering this question than owners.  As shown in Table 55, below, this
tendency continued in 2000.

Table 55. Aggregate response variance measures for year moved in by home-ownership
Owners Renters

Gross difference rate Index of inconsistency Gross difference rate Index of inconsistency

Inconsistency
level Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Low 15.9  15.3 to 16.4 19.3 18.7 to 20.0 Moderate  20.4 19.4 to 21.5 29.3 27.9 to 30.9

    • Number of rooms (CRS 33, Census 38)

In 1990 the question about the number of rooms at the structure was on both the long form
and the short form.  In 2000 this question was only on the long form.  This question
showed high inconsistency.

We collected the data as a number from 1 to 99.  Analysts converted it to nine categories,
the last being “9 or more rooms.”  Both the CRS and the census included the instruction
“Do NOT count bathrooms, porches, balconies, foyers, halls, or half-rooms.”

The aggregate index of inconsistency was 57.1 (56.4 to 57.8).  About 48.2 percent (47.6 to
48.9) of the respondents changed their responses for the CRS.  Of the 48.2 percent of
respondents who changed their responses, 68.3 percent (67.8 to 68.9) changed by one
room.

The index was moderate for “4 rooms” and for “9 or more rooms.”  It was high for all
other response categories.  The net difference rate was significantly different from zero for
all categories except “7 rooms” and “9 or more rooms.”  This shows that some model
assumption for the index (independence or replication) failed for this question.

Aggregate inconsistency levels were high for all subgroups.  Households with non-
Hispanic householders showed less inconsistency than households with Hispanic
householders.  Households receiving census mailback forms showed less inconsistency
than households with census enumerator forms.  Again, households with the same
respondent for both CRS and Census 2000 showed less inconsistency than households
with different respondents.
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    • Number of bedrooms (CRS 34, Census 39)

We asked all households in the CRS the number of bedrooms at the residence.  This item
showed moderate inconsistency.

The index of inconsistency was 20.4 (19.8 to 21.1).  About 14.3 percent (13.9 to 14.7) of
respondents changed their response for the CRS.  Of the 14.3 percent who changed their
responses, 85.4 percent (85.0 to 85.9) changed by one category.

The net difference rate was significantly different from zero for all categories except “1
bedroom,” showing that some model assumption failed.  The indexes for the individual
categories ranged from low through moderate.  There was a tendency for a larger number
of rooms to have a higher index.  The “none” category, showing moderate inconsistency,
was an exception (having a higher index than any one of the other categories).

“None” was a rare category.  About 1.1 percent (1.0 to 1.2) of the sample answered “none”
on either the CRS or the census.  The index for “none” was 43.7 (37.6 to 50.7), although
only about 0.7 percent (0.6 to 0.8) of all respondents changed a response of “none.”

Among racial subgroups, inconsistency levels ranged from low (white householder, Asian
householder, householder in the two-or-more-races subgroup) through moderate (black
householder, householder in the other-single-race subgroup).  Households with non-
Hispanic householders showed less inconsistency than households with Hispanic
householders, although both were moderate.  Since rental units are often priced according
the number of bedrooms, it was not surprising that households with renters showed less
inconsistency (low) than households with owners (moderate).  Households receiving
census mailback forms showed less inconsistency (low) than households with enumerator
forms (moderate).  Not surprisingly, households with the same respondent for both CRS
and census showed less inconsistency (low) than households with different respondents
(moderate).

Plumbing (CRS 35) Census 40)

We asked each household if they had complete plumbing facilities.  A household had complete
plumbing facilities if it had:

    • hot and cold piped water,
    • a flush toilet, and
    • a bathtub or shower.

In 2000 both the census and the CRS asked 

Do you have COMPLETE plumbing facilities in this (house/apartment/mobile home);
that is, 1) hot and cold piped water, 2) a flush toilet, and 3) a bathtub or shower?
� Yes, have all three facilities
� No
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In 1990 the census question asked 

Do you have COMPLETE plumbing facilities in this house or apartment; that is, 1) hot
and cold piped water, 2) a flush toilet, and 3) a bathtub or shower?
� Yes, have all three facilities
� No

In 1990 the CRS asked about plumbing facilities in three separate questions, inquiring about the
three plumbing attributes separately:

Is there hot and cold piped water in this (house/apartment)?
� Yes, hot and cold piped water
� Only cold piped water
� No piped water

Is there a flush toilet in this (house/apartment)?
� Yes
� No

Is there a bathtub or shower in this (house/apartment)?
� Yes
� No

Table 56. Aggregate response variance measures for plumbing by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

High 85.2 74.3 to 97.7 High 53.8 45.1 to 64.2

This question showed high inconsistency in both decades, partially due to the rareness of not
having complete plumbing facilities.  Although this question was significantly more inconsistency
in 2000 than in 1990 (z = 3.4), that is partially because there was a significantly higher percentage
of in-category respondents in 1990 than in 2000 (z = 3.0).  About 0.9 percent (0.7 to 1.0) of
respondents in 2000 said they did not have complete plumbing facilities in at least one of the two
interviews (CRS, census).  Of that 0.9 percent, 91.8 percent (88.2 to 95.4) changed their
responses.  In 1990 about 1.2 percent (1.1 to 1.4) of the respondents said they did not have
complete plumbing facilities in at least one of the two interviews.  Of that 1.2 percent in 1990,
about 69.6 percent (62.8 to 76.4) changed their responses in the reinterview.

The aggregate index in 2000 was 85.2 (74.3 to 97.7), but the gross difference rate was less than
1.0 (0.7 to 0.9).  That means that less than 1 percent of respondents changed their response to this
question.  Of those who changed their response, about 51.0 percent (33.8 to 58.2) changed from
“yes” on the census to “no” on the CRS and about 49.0 percent (31.8 to 66.2) changed from “no”
on the census to “yes” on the CRS.
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The net difference rate for each category was NOT significantly different from zero (-0.1 to 0.1).

All subgroups showed high inconsistency.  Households with non-Hispanic householders showed
less inconsistency than households with Hispanic householders.

Kitchen facilities (CRS 36, Census 41)

We asked each household if they had complete kitchen facilities.  To have complete kitchen
facilities, a kitchen must have included:

    • a sink with piped water,
    • a range or stove, and
    • a refrigerator.

The question had the same form as in 1990.

The index of inconsistency for this question was high, partially due to the rareness of not having
complete kitchen facilities.  Roughly 0.8 percent (0.7 to 0.9) of the households responding to this
question reported no kitchen facilities in at least one interview.  Of this 0.8 percent, 86 percent
(81.3 to 90.7) changed their response.

The aggregate index for this question was 75.8 (65.6 to 87.6).  About 0.7 percent (0.6 to 0.8) of
respondents changed their responses for the CRS.  Of those who changed their response, about
54.3 percent (36.8 to 71.7) changed from “yes” on the census to “no” on the CRS and about 45.7
percent (28.3 to 73.2) changed from “no” on the census to “yes” on the CRS.

Net difference rates were not significantly different from zero.

All other subgroups showed high inconsistency.  Households with non-Hispanic householders
showed less inconsistency than households with Hispanic householders.  Households with renters
showed less inconsistency than households with owners.

Telephone service (CRS 37, Census 42)

On the 1990 census, we asked each household if there was a telephone in the unit.  In 2000 we
asked if there was telephone service available in the unit, from which they could both make and
receive calls.

This question showed high inconsistency.  The aggregate index was 54.7 (49.9 to 59.9), partially
due to the rareness of not having telephone service.  Because so few respondents reported not
having a telephone, either on the CRS or the census or both, a few changing their response had a
large impact on the index.  Those who responded that they did not have telephone service might
change their status from month to month.  Their change in status might, depend on a precarious
financial situation.

About 2.6 percent (2.4 to 2.8) of the respondents said that they had no telephone service on either
the CRS or the census.  Of this 2.6 percent, 70.0 percent (66.5 to 73.5) changed their response.
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Approximately 1.8 percent (1.6 to 2.0) of all respondents changed their response between the
census and the CRS.  Of the 1.8 percent who changed their response, 57.7 percent (34.1 to 81.3)
changed from “yes” on the census to “no” on the CRS and 42.3 percent (18.7 to 65.9) changed
from “no” on the census to “yes” on the CRS.

The net difference rate was significantly different from zero for both categories, indicating that
some model assumption for the index (independence or replication) failed.

Among racial subgroups the inconsistency level ranged from moderate (white householder,
householder in the other-single-race subgroup) through high (black householder, Asian
householder, householder in the two-or-more-races subgroup). 

When we compared those who responded to the CRS by phone to those who responded to the 
CRS by personal visit, we saw that those who responded by personal visit showed less
inconsistency than those who responded by phone (z = 3.5).  Timing might be responsible for
some of the inconsistency.  However, it is possible that the respondents didn’t understand the
question.

Table 57. Cross-tabulation for telephone service: CRS phone interview versus CRS
personal visit interview

Census classification
Reinterview classification CRS by phone CRS by personal visit

Reported  1 2 Reported  1 2
Reported 14353 14269 84 3748 3556 192

Item response:
1. Yes 14275 14211 64 3499  3426 73
2. No 78 58 20 249 130 119

Table 58. Aggregate response variance measures for telephone service: CRS phone interview
versus CRS personal visit interview

CRS by phone CRS by personal visit

Gross difference rate Index of inconsistency Gross difference rate Index of inconsistency

Inconsistency 
level Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

High 0.8 0.7 to 1.0 75.7 65.3 to 87.8 Moderate 5.4 4.8 to 6.0 48.9 43.7 to 54.7

Heating fuel (CRS 38, Census 43)

We asked all respondents the type of heating fuel.  This question showed low inconsistency.  The
aggregate index was 17.7 (17.1 to 18.3).  Approximately 11.4 percent (11.0 to 11.8) of
respondents changed their response.

The net difference rate was significantly different from zero for “gas: from underground pipes,”
“gas: bottled, tank, or LP,” “solar energy,” and “no fuel used,” suggesting that some model
assumption failed.
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Indexes for individual categories were in the ranges:

Low Moderate High
gas: from underground pipes coal or coke solar energy

gas: bottled, tank, or LP wood no fuel used

electricity other fuel

fuel oil, kerosene, etc.

Among racial subgroups, inconsistency levels range from low (white householder) through
moderate (black householder, Asian householder, householder in the other-single-race subgroup,
householder in the two-or-more-races subgroup).  Households with non-Hispanic householders
showed less inconsistency (low) than households with Hispanic householders (moderate).
Households with owners showed less inconsistency (low) than households with renters
(moderate).  Households that received census mailback forms showed less inconsistency (low)
than households receiving census enumerator forms (moderate).  Not surprisingly, households
with the same respondent on the CRS and census showed less inconsistency (low) than
households with different respondents (moderate).

Number of autos (CRS 39, Census 44)

We asked the number of automobiles, vans, and trucks of up to one-ton capacity.  In both 1990
and 2000 this question showed moderate inconsistency, although the data were significantly more
inconsistent in 2000 than in 1990 (z = 6.6).  

Table 59. Aggregate response variance measures for number of autos by decade
2000 1990

Index of inconsistency Index of inconsistency

Inconsistency level Estimate
90-percent

confidence interval Inconsistency level Estimate
90-percent

confidence interval

Moderate 37.1  36.4 to 37.9 Moderate 32.1 31.1 to 33.1

In 1990 we collected this information as eight categories, ranging from “none” to “7 or more.”  In
2000 we collected these data as numbers from 00 to 99, but then put the data into the seven
categories, ranging from “no vehicles,” to “6 or more vehicles.”

This question showed moderate inconsistency.  The aggregate index was 37.1 (36.4 to 37.9).
Approximately 26.5 percent (25.9 to 27.0) of respondents changed their response.  Of the 26.5
percent who changed their responses, 77.0 percent (76.5 to 77.5) changed by one category.

The net difference rate was significantly different from zero for all categories except “4 vehicles.”
This shows that some model assumption for the index (independence or replication) failed.
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The individual indexes are moderate for the individual categories for less than four vehicles and
high for the individual categories for four or more vehicles.  There was a slight tendency for a
higher index for a greater number of vehicles.

All subgroups showed moderate inconsistency.  Among the Hispanic-origin subgroups,
households with non-Hispanic householders showed less inconsistency than households with
Hispanic householders.  Households receiving census mailback forms showed less inconsistency
than households receiving census enumerator forms.  Not surprisingly, households with the same
respondent on both CRS and census showed less inconsistency than households with a different
respondent.

Property usage (CRS 40, Census 45)

The instructions were to answer these three questions only if the residence was a one-family house
or mobile home, so we only analyzed data from those residences.  The questions on size of lot and
agricultural sales were used to classify farm residences.

In l990, the questions about having a business on the premises and about the size of the lot were
on the short form, as well as on the long form.  In 2000 these questions were only on the long
form.

    • Business on premises (CRS 40a, Census 45a)

We asked if there was a business on the property.  The census and CRS forms did not
explain what was meant by “business on the property.”  A home office should not have
been classified as a “business,” so that may have caused problems.

This question showed high inconsistency.  The aggregate index was 65.8 (61.6 to 70.2).
This is partially due to the rareness of having a business on the premises.  About 4.5
percent (4.3 to 4.8) of the respondents changed their responses.

The net difference rates for the individual categories were not significantly different from
zero (-0.3 to 0.3).

All subgroups showed high inconsistency.  Households with non-Hispanic householders
showed less inconsistency than households with Hispanic householders.  Households
receiving census mailback forms showed less inconsistency than households with census
enumerator forms.  Not surprisingly, households with the same respondent on both CRS
and census showed less inconsistency than households with a different respondent on the
census.

    • Size of Lot (CRS 40b, Census 45b)

In 1990, the question about the size of the lot was asked in two different ways, depending
on whether one had the short form or the long form.  On the short form the question was
“Is this house on ten or more acres?” On the long form a second question asked “Is this
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house on less than 1 acre?”  In 2000, the question about size of lot asked a single question,
with the three options:

- Less than 1 acre
- 1 to 9.9 acres
- 10 or more acres

This question showed moderate inconsistency in both decades, but it was significantly less
inconsistent in 2000 than in 1990 (z = -6.3).  The aggregate index was 20.9 (20.0 to 22.0).
Approximately 8.8 percent (8.4 to 9.2) of respondents changed their response.  Of the 8.8
percent who changed their responses, 93.3 percent (93.0 to 93.7) changed by one category.

Net difference rates were significantly different from zero for “less than 1 acre” and “1 to
9.9 acres,” showing that some model assumption failed.  Inconsistency levels for the
response categories were low (“less than 1 acre,” “10 or more acres”) and moderate (“1 to
9.9 acres”).

Among racial subgroups, inconsistency levels ranged from low (white householder,
householder in the two-or-more-races subgroup) through moderate (black householder,
householder in the other-single-race subgroup).  The index of inconsistency was unstable
for households with an Asian householder.  Households with non-Hispanic householders
showed less inconsistency than households with Hispanic householders, although both
were moderate.  Households with owners showed less inconsistency (low) than households
with renters (moderate).  Households receiving census mailback forms showed less
inconsistency (low) than households with census enumerator forms (moderate).  Not
surprisingly, households with the same respondent on both CRS and census showed less
inconsistency (low) than households with different respondents (moderate).

    • Agricultural sales (CRS 40c, Census 45c)

We asked the actual sales of agricultural products for the year 1999.  In 1990 a similar
question was asked, about sales in 1989.  The index in 2000 showed significantly more
inconsistency than in 1990 (z = 2.1).  Unless the respondent checked records for both the
CRS and the census, we expected some inconsistency.

This question showed high inconsistency in 2000.  The aggregate index was 52.0 (47.1 to
57.4).  About 7.6 percent (6.9 to 8.3) of respondents changed their response.  Of the 7.6
percent who changed their responses to this question, 81.9 percent (78.1 to 85.7) reported
“none” on either the CRS or the census.  About 95.4 percent (94.9 to 96.0) of the units
reported “none” and 4.6 percent (4.0 to 5.2) of the units reported “$10,000" or more” on
either the CRS or the census.

Only the categories “$2,500 to $4,999" and “$5,000 to “$9,999" do not have net difference
rates significantly different from zero.  This shows that some model assumption for the
index (independence or replication) failed.  Individual categories had indexes of moderate
(“None,” “$10,000 or more”) and high (all other categories).
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Every subgroup with enough data to reliably report the index showed high inconsistency. 
There were not enough data to reliably report the index of inconsistency for any racial
subgroup other than “white” or “black.”  Households with non-Hispanic householders
showed less inconsistency than households with Hispanic householders.  Households with
owners showed less inconsistency than households with renters.

    • Farm residence
Questions 40b and 40c were used together to classify a housing unit as a farm residence. 
A farm residence is a housing unit on one or more acres with agricultural sales of $1,000
or more.  Combining Q40b and Q40c we have the information given in Table 60.

Table 60. Cross-tabulation for farm residence in 2000 and 1990
Census classification

Reinterview classification 2000 1990
Reported  1 2 Reported  1 2

Reported 3624 3616 8 7576 7429 147

Item response:

1. Nonfarm 3621 3613 8 7444 7390 54

2. Farm 3 3 0 132 39 93

Table 61. Response variance measures for farm residence by decade
Net difference rate Gross difference rate Index of inconsistency

Census decade and
category

Inconsistency
level

Sample
size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

2000
Nonfarm High - 99.9 -0.1 -0.3 to 0.0 0.3 0.2 to 0.3 100.0 61.3 to 100.0

Farm High - 0.1 0.1 -0.0 to 0.3 0.3 0.2 to 0.3 100.0 61.3 to 100.0

Aggregate

       Total units High 3624 - - -  0.3 0.2 to 0.3 100.0 61.3 to 100.0

1990
Nonfarm Moderate - 98.3 -0.2 -0.4 to 0.0 1.2 0.8 to 1.7 34.0 28.6 to 40.3

Farm Moderate - 1.7 0.2 -0.0 to 0.4  1.2 0.8 to 1.7 34.0 28.6 to 40.3

Aggregate

       Total units Moderate 7576 - - - 1.2 0.8 to 1.7 34.0 28.6 to 40.3

As Table 61 above shows, the index of inconsistency showed high inconsistency between
the census and the CRS in 2000, but moderate inconsistency in 1990.  This change in level
of inconsistency is closely tied to the increase in rareness of being a farm residence.  A few
respondents changing into or out of a rare category have a disproportionate effect on the
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index.

In 2000, about 0.3 percent (-8.8 to 9.4) of the households qualified to be farm residences
on either the CRS or the census.  All of those households in that rare category changed
their classification between the CRS and Census 2000, having a drastic effect on the index
of inconsistency.  In 1990, 2.4 percent (-23.3 to 28.2) of the households qualified to be
farm residences on either the CRS or the census.  About 50 percent (44.0 to 56.0) of those
qualified to be farm residences in 1990 changed their response between the 1990 CRS and
the 1990 Census.

Utility Costs (CRS 41, Census 46)

We asked all households about annual utility costs on the CRS.  All the utility-cost questions
showed moderate or high inconsistencies.  The aggregate index of inconsistency for each utility
was either at the high end of the moderate range (water and sewer, oil) or in the high range
(electricity, gas).  Unless respondents actually consulted their bills to complete these questions,
inconsistency between the census and the CRS was understandable.  We had no way of knowing
how often the enumerators had to calculate annual costs from weekly, monthly, quarterly, or
semiannual costs.

In 2000 the word “annual” replaced the word “yearly” on the questions about utility costs on the
census forms.  Additionally, the cost of water specifically included sewage fees in 2000, but in
1990 it did not.

Roughly 30 to 40 percent of the households did not respond to both the CRS and the census for
the utility-cost questions.  Non-respondents and respondents may have different characteristics.

Table 62. Non-response rates for utility-cost questions
Utility Percent not responding on the CRS or

the census or both CRS and Census 2000
Electricity 29.9

Gas 37.3

Water and sewer 32.0

Oil 38.5

At a 90-percent confidence level, renters showed less inconsistency than owners for all utility
costs except oil, as seen in Table 63 below.
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Table 63. Aggregate response variance measures for utility costs by home-ownership status
Owners Renters

Index of inconsistency Index of inconsistency

Utility cost
Inconsistency

level Estimate

90-percent
confidence

interval
Inconsistency

level Estimate

90-percent
confidence

interval

Q41a  Electricity High 71.9 71.0 to 72.9 High 64.0 62.4 to 65.7

Q41b  Gas High 58.4 57.3 to 59.4 Moderate 48.4 46.4 to 50.5

Q41c  Water and sewer Moderate 49.4 48.3 to 50.4 Moderate 38.2 35.9 to 40.6

Q41d  Oil, coal, kerosene, wood, etc. Moderate 46.6 44.7 to 48.6 Moderate 46.0 40.2 to 52.7

    • Electricity cost (CRS 41a, Census 46a)

We collected electricity costs as an amount from $1 to $9,999 or as a check box for
“included in rent...” or “no charge...”  Analysts then put the data into 11 categories.

This question showed high inconsistency.  The aggregate index was 68.8 (68.0 to 69.6).
About 58.9 percent (58.2 to 59.6) of respondents changed their response.  Of the 58.9
percent who changed their response, 52.9 percent (52.2 to 53.6) changed their response by
one category.

The net difference rate was significantly different from zero for seven of the 11 categories.
This shows that some model assumption for the index of inconsistency (independence or
replication) failed.

All categories, except “included in rent, other fee, no charge” (moderate), had high
indexes.

All subgroups showed high inconsistency levels.  Households with non-Hispanic
householders showed less inconsistency than households with Hispanic householders. 
Households with renters showed less inconsistency than households with owners.  Not
surprisingly, households with the same respondent on CRS and Census 2000 showed less
inconsistency than households with a different respondent on the census.

    • Gas cost (CRS 41b, Census 46b)

We collected gas costs as an amount from $1 to $9,999, or as a check box for “included in
rent...” or “no charge...”  Analysts then put the data into 11 categories.

This question showed high inconsistency.  The aggregate index was 54.9 (54.0 to 55.8).
Approximately 43.4 percent (42.7 to 44.1) of respondents changed their response.  Of the
43.4 percent who changed their response, 54.3 (53.5 to 55.0) changed their response by
one category.

The net difference rate was significantly different from zero for all categories except “less
than $300,” “$600 to $899,” and “$2,400 to $3,599.”  This shows that some model
assumption for the index of inconsistency (independence or replication) failed.  All
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categories, except “included in rent, other fee, no charge” (low), had high indexes.

All subgroups, except renter (moderate) showed high inconsistency.  Households with
non-Hispanic householders showed less inconsistency than households with Hispanic
householders.  Renters showed less inconsistency (moderate) than owners (high).
Households receiving census enumerator forms showed less inconsistency than
households receiving census mailback forms.  Not surprisingly, householders with the
same respondent on the CRS and the census showed less inconsistency than households
with different respondents.

    • Water and sewer cost (CRS 41c, Census 46c)

We collected water and sewer costs as an amount from $1 to $9,999, or as a check box
for “included in rent...” or “no charge...”  Analysts then put the data into 10 categories.

This question showed moderate inconsistency.  The aggregate index was 43.8 (43.0 to
44.8).  Approximately 32.3 percent (31.6 to 33.0) of respondents changed their
responses.  Of the 32.3 percent who changed their responses, 58.5 percent (57.8 to
59.2) changed by one category.

The net difference rate was significantly different from zero for all categories except
“$600 to $899,” “$1,200 to $1,499,” “$1,500 to $1,799.”  This shows that some model
assumption for the index of inconsistency (independence or replication) failed.  All
response categories, except “less than $300" (moderate) and “included in rent, other
fee, no charge” (low), had high indexes.

Among the racial subgroups, inconsistency levels ranged from moderate (white
householder, Asian householder, householder in the two-or-more-races subgroup)
through high (black householder, householder in the other-single-race subgroup). 
Households with non-Hispanic householders showed less inconsistency (moderate)
than households with Hispanic householders (high).  Households with renters showed
less inconsistency than households with owners, although both were moderate.  Not
surprisingly, households with the same respondent for both CRS and census showed
less inconsistency than households with different respondents, although both were
moderate.

    • Oil cost (CRS 41d, Census 46d)

We collected oil costs as an amount from $1 to $9,999, or as a check box for “included
in rent...” or “no charge...”  Analysts then put the data into 10 categories.

This question showed moderate inconsistency.  The aggregate index was 46.0 (44.2 to
47.9).  The aggregate gross difference rate was 12.3 (11.8 to 12.8).  Of the 12.3 percent
who changed their response, 60.1 percent (58.0 to 62.2) gave a higher cost on the CRS
than on the census and 39.9 percent (37.8 to 42.0) gave a higher cost on the census
than on the CRS.
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The net difference rate was significantly different from zero for “less than $300,”
“$300 to $599,” “$2,100 to $2,399” and “included in rent, other fee, no charge.”  This
shows that some model assumption for the index of inconsistency (independence or
replication) failed.  All categories, except “included in rent, other fee, no charge”
(moderate), had high indexes.

Among racial subgroups, inconsistency levels ranged from moderate (white
householder) through high (black householder, Asian householder, householder in the
other-single-race subgroup, householder in the two-or-more-races subgroup). 
Households with non-Hispanic householders showed less inconsistency (moderate)
than households with Hispanic householders (high).  Households that received census
mailback forms showed less inconsistency (moderate) than households that received
census enumerator forms (high).  Not surprisingly, households with the same
respondent on both CRS and census showed less inconsistency (moderate) than
households with different respondents (high).

Rent (CRS 42a, Census 47a)

We asked renters their monthly rent.  We analyzed the data only for those reporting “rented for
cash rent” (CRS question 29, Census 33) on both the CRS and the census.  We collected the data
as amounts from $1 to $99,999, with a check box for “no cash rent.”  Analysts then put the data
into 23 categories.  In 1990 the data were collected as 26 categories, with some probing to capture
rent assistance.  In 1990 this question was on the short form, as well as the long form.  In 2000
this question was only on the long form.

This question showed moderate inconsistency.  The aggregate index was 23.2 (22.1 to 24.4).  In
1990 the aggregate index was 34.7 (33.1 to 36.4).  Since the questionnaires had different numbers
of categories for this question, their indexes of inconsistency are not truly comparable.

Approximately 21.9 percent (20.9 to 23.0) of respondents in 2000 changed their responses.

The net difference rate was significantly different from zero for “$150 to $199,” “$250 to $299,”
“$900 to $999,” “$2,000 or more,” and “no cash rent.”  This shows that some model assumption
for the index (independence or replication) failed.  Indexes for the individual categories were low
or moderate, except for “$1,750 to $1,999” (unstable) and “$2,000 or more” (high).

Among the racial subgroups, inconsistency levels ranged from low (householder in the two-or-
more-races subgroup) through moderate (white householder, black householder, Asian
householder, householder in the other-single-race subgroup).  Households with non-Hispanic
householders showed less inconsistency than households with Hispanic householders, but only
about a sixth as many Hispanics as non-Hispanics responded to this question. Both subgroups
showed moderate inconsistency.  Households receiving census mailback forms showed less
inconsistency than households with census enumerator forms, but both were moderate.  Not
surprisingly, households with the same respondent on the CRS and the census showed less
inconsistency than households different respondents, but both were moderate.  Only about a fifth
as many responded with a different respondent on the CRS than with the same respondent as on
the census.
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Table 64. Inconsistency of monthly rent by race

Race White Black Asian Other single race Two or more races

Inconsistency level Moderate Moderate Moderate Moderate Low

Index of inconsistency  20.7 32.9 27.2 25.9 19.2

90-percent confidence interval  (19.5 to 22.1) (29.9 to 36.5) (21.7 to 34.7) (21.7 to 31.3) (13.9 to 27.4)

Meals included with rent (CRS 42b, Census 47b)

We asked respondents who reported renting for cash rent if their monthly rent included meals. 
The same question appeared in 1990.  In 1990 the analysts determined they did not have enough
data to compute the index of inconsistency.  

This question showed moderate inconsistency.  The aggregate index was 38.2 (28.9 to 50.6).
About 0.9 percent (0.6 to 1.1) of respondents changed their response.  The net difference rate was
NOT significantly different from zero for either category.

The large size of the index was due partially to the rareness of having meals included in the rent.
Of the 1.6 percent (1.3 to 1.9) who reported that meals are included in the rent, on either the CRS
or the census, about 54.8 percent (44.4 to 65.2) changed their responses.  Of those who changed
their response, about a third changed from no meals included on the census to meals included on
the CRS, and about two thirds changed from meals included on the census to no meals included
on the CRS.

Among racial subgroups, inconsistency levels ranged from moderate (white householder) through
high (black householder, householder in the other-single-race subgroup, householder in the two-
or-more-races subgroup).  The index was unstable for households with Asian householders. 
Households with non-Hispanic householders showed less inconsistency (moderate) than
households with Hispanic householders (high).  Households receiving census mailback forms
showed less inconsistency (moderate) than households with census enumerator forms (high).

Mortgage (CRS 43, Census 48, 49)

We asked the mortgage questions only for those who indicated that they owned or were buying
the structure on the CRS.

    • Mortgage, deed of trust, contract to purchase, or similar debt (CRS 43a, Census 48)

If the respondent indicated that someone in the household owned or was buying the
residence, we asked if they had “a mortgage, deed of trust, contract to purchase, or similar
debt” on the property.  This question showed low inconsistency.  The aggregate index was
17.2 (16.2 to 18.2).

About 7.8 percent (7.3 to 8.2) of respondents changed their response to this question.  Of
the 7.8 percent who changed their responses on this question, 81.6 percent (79.5 to 83.8)
said “no” on either CRS or the census.  Of those who said no and changed their response,



85

70.2 percent (67.3 to 73.0) said “no” on the CRS and 29.8 percent (27.0 to 32.7) said “no”
on the census.

The highest index for an individual category was for “yes, contract to purchase” (high),
which was a rare category.  The other two categories showed low inconsistency.

If we collapsed the two “yes” categories, the aggregate index of inconsistency would be
14.5 (13.6 to 15.4) and the aggregate gross difference rate would be 6.3 (6.0 to 6.7).  With
this collapse, the index would be low for both the individual categories and the aggregate.
Perhaps there was confusion between contract to purchase and other debts.

Among the racial subgroups, inconsistency levels ranged from low (white householder)
through moderate (black householder, Asian householder, householder in the other-single-
race subgroup, householder in the two-or-more-races subgroup).  Households with non-
Hispanic householders showed less inconsistency (low) than households with Hispanic
householders (moderate).  Households that received census mailback forms showed less
inconsistency (low) than households that received census enumerator forms (moderate). 
Not surprisingly, households with the same respondent for both census and CRS showed
less inconsistency (low) than households with different respondents (moderate). 

    • Amount of monthlv mortgage payment (CRS 43b, Census 49)

The instructions on the CRS were to ask respondents this question about the monthly
mortgage payment only if the household reported having a mortgage, deed of trust,
contract to purchase, or similar debt on CRS question 44a.  The CRS collected the data as
an amount from $0 to $99,999, allowing a check box for “no regular payment required.”
Analysts converted the data to 20 categories, ranging from “less than $100" to “$4,000 or
more” and “no regular payment.”

We edited this question to collect data only from those who did not say they were renters
on the census (category “3" or “4" on CRS question 29, census question 34).  About 0.5
percent (0.3 to 0.7) of those respondents who said they rented on the census gave a
mortgage amount (which we edited out for our analysis).

This question showed moderate inconsistency.  The aggregate index was 27.6 (26.6 to
28.7).  About 25.4 percent (24.4 to 26.3) of respondents changed their responses.

The net difference rate was significantly different from zero for only three categories:
“$1,000 to $1,249,” “$1,250 to $1,499,” and “$4,000 or more.”  Some model assumption
for the index (independence or replication) may have failed.  The index was low for the
response category “$200 to $299.”  The index was high only for the rare categories “less
than $100,”“$4,000 or more,” and “no regular payment required.”  The indexes for the
other response categories were moderate.

Among the racial subgroups, inconsistency levels ranged from low (householder in the
two-or-more-races subgroup) through moderate (white householder, black householder,
Asian householder, householder in the other-single-race subgroup).  Not surprisingly,
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households with the same respondent on the CRS and the census showed less
inconsistency than households with different, but both were in the moderate range.

Second mortgage (CRS 44a, 44b, Census 52, 53)

We asked CRS questions about second mortgages only if the respondent indicated that someone
in the household owned or was buying the structure.

    • Second mortgage or home equity loan (CRS 44a, Census 52)

If the respondent indicated that someone in the household owned or was buying the
residence, we asked if they had a second mortgage or a home equity loan on the property.
This question was changed from l990.  In 1990 the question included the description
“junior mortgage,” but that was not on the 2000 questionnaire. Additionally, the option
“yes” from 1990 became the two options:
- “Yes, a second mortgage” and
- “Yes, a home equity loan.”

Since one can have both a second mortgage and a home equity loan, this was a “mark all
that apply” question.  This question was designed to capture information even from those
households that felt that a home equity loan was not a second mortgage.  For analysis we
grouped categories in the following ways:

If the respondent answered ... Then we assigned ...

“Yes” to both “second mortgage” and “home
equity loan,”

“both second mortgage and home equity
loan,” whether or not “no” was also marked

“Yes” to “second mortgage” but not to “home
equity loan,”

“second mortgage only,” whether or not “no”
was also marked

“Yes” to “home equity loan” but not to
“second mortgage,”

“home equity loan only,” whether or not “no”
was also marked

“No” (and no “yes” response also marked), “No.”

Analyzed as above, this question showed moderate inconsistency.  The aggregate index
was 48.6 (46.7 to 50.6).  Approximately 13.0 percent (12.5 to 13.6) of respondents
changed their responses.  If we combined all yes categories into one category, this question
would have shown moderate inconsistency (index 38.9, confidence interval 37.1 to 40.8). 
This inconsistency suggests that people may have trouble determining the difference
between a home equity loan and a second mortgage.

The net difference rate was significantly different from zero for all categories except for
“both second mortgage and home equity loan.”  This shows that some model assumption
for the index of inconsistency (independence or inconsistency) failed.  The rare category
“both second mortgage and home equity loan” had an extremely high index of
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inconsistency.  Both “only” categories had high indexes; “no” had moderate index.

Respondents often have problems with “mark all that apply” questions.  For this question
that means that some might answer both “yes” and “no.”  There were a very few
respondents who marked both “yes” and “no” to this question, on either the CRS or the
census.

Table 65. Cross-tabulation for second mortgage by type of response

Census classification

Reinterview classification 1 2 3

1. “Yes” only l084 284 2

2. “No” only 772  8804 11

3. Both “Yes” and “No”  19 30 0

Table 66. Type of second mortgage response versus collection types on census and CRS
Census CRS

Enumerator Mailback Telephone Personal visit
1. “Yes” only 235 1640 1179 189

2. “No” only 1662 7456 7801 1751

3. Both “Yes” and “No” 1 12 41 7

When we analyzed each response as a separate question (CRS question 44m, CRS
question 44e, and CRS question 44n), they showed high levels of inconsistency.  When we
grouped the responses, the data showed slightly less inconsistency.  (See Tables D.26,
D.27, D.28, and D.29 in Appendix D.)

    • Second mortgage payment (CRS 44b, Census 53)

When the property owner indicated a second mortgage or a home equity loan, we asked for
the monthly amount.  We collected the data as an amount from $1 to $99,999 and had a
check box for “no regular payment.”  Analysts converted the data to 20 categories, ranging
from “less than $100" to “$4,000 or more” and “no regular payment.”

This question showed a high level of inconsistency.  The aggregate index was 93.7 (92.1
to 95.5).  About three-quarters of all respondents to this question reported being the
respondent who supplied the housing responses on the census.  The index of inconsistency
for the subgroup “same respondent as on census” was high, at 94.2 (confidence interval of
92.5 to 96.3).  All subgroups had similarly high indexes of inconsistency.

About 88.7 percent (87.1 to 90.3) of the respondents changed their response to this
question.  Of the 88.7 percent who changed their response, 87.9 percent (86.2 to 89.7)
gave a higher amount on Census 2000 than on the CRS and 12.1 percent (10.3 to 13.8)
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gave a higher amount on the CRS than on Census 2000.

Net difference rates were significantly different from zero for all categories except “$400
to$499,” “$3,000 to $3,499,” “$4,000 or more,” and “no regular payment required.”  This
indicated that some model assumption for the index (independence or replication) failed.

All subgroups with enough data to calculate the index of inconsistency showed very high
levels of inconsistency.

Real estate taxes (CRS 43c, 45, Census 50, 54)

We only asked about real estate taxes if the CRS respondent indicated that someone in the
household owned or was buying the structure.

    • Real estate taxes included in mortgage (CRS 43c, Census 50)

We asked all respondents that indicated a mortgage, deed of trust, contract to purchase, or
similar debt on CRS question 44a if their mortgage payment included real estate taxes. 
We excluded from our analysis renters (as indicated on the CRS or on the census).

This question showed low inconsistency.  The aggregate index was 18.6 (17.2 to 20.0).
Approximately 8.7 percent (8.1 to 9.3) of respondents changed their response.  Both “yes”
and “no” had a net difference rate significantly different from zero.

Among the racial subgroups, inconsistency levels ranged from low (white householder)
through moderate (black householder, Asian householder, householder in the other-single-
race subgroup).  Households with non-Hispanic householders showed less inconsistency
(low) than households with Hispanic householders (moderate).  Households that received
census mailback forms showed less inconsistency (low) than households with enumerator-
collected census data (moderate).  Households with the same respondent on the CRS and
the census showed less inconsistency (low) than households with a different respondent
than on the census (moderate).

    • Real estate tax payment (CRS 45, Census 54)

On the CRS we asked this question only if the respondent indicated that someone in the
household owned or was buying the house, apartment, or mobile home.  We asked the
annual payment for real estate taxes on the property “last year.”  We collected the data as
an amount from $1 to $99,999 or as a check box for no taxes.  Analysts converted the data
to 15 categories, from “less than $200" through “$10,000 or more” and “no real estate
taxes paid.”

This question showed moderate inconsistency.  The aggregate index was 44.0 (43.0 to
45.0).  

Approximately 39.8 percent (38.9 to 40.7) of respondents changed their responses.  Of the
39.8 percent who changed their responses, 57.9 percent (56.9 to 58.8) changed by one
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category.

The net difference rate was significantly different from zero for “less than $200,” “$1,500
to $1,999,” “$3,000 to $3,999,” and “$10,000 or more.”  This indicated that some model
assumption (independence or replication) failed.  Individual indexes ranged from moderate
through high.

All racial subgroups except black (high) showed moderate inconsistency.  Households
with non-Hispanic householders showed less inconsistency (moderate) than households
with Hispanic householders (moderate).  Not surprisingly, households with the same
respondent on the CRS and the census showed less inconsistency than households with
different respondents, although both were moderate.

Fire, hazard, and flood insurance

We asked about fire, hazard, and flood insurance only if the CRS respondent indicated that
someone in the household owned or was buying the structure.

    • Insurance included in mortgage (CRS 43d, Census 51)

We asked all respondents that indicated a mortgage, deed of trust, contract to purchase, or
similar debt on CRS question 44a if their mortgage payment included “payments for fire,
hazard, or flood insurance” on the property.  We excluded from our analysis renters (as
indicated on the CRS or on the census).

This question showed moderate inconsistency.  The aggregate index was 26.6 (25.1 to
28.1).  Approximately 13.1 percent (12.4 to 13.9) of respondents changed their response.
Both “yes” and “no” had net difference rates significantly different from zero.  This
indicates some model assumption for the index (independence or replication) failed.

All subgroups except renters showed moderate inconsistency.  This question was not
analyzed for renters.  Households with non-Hispanic householders showed less
inconsistency than households with Hispanic householders.  Households that received
census mailback forms showed less inconsistency than households with enumerator forms. 
Not surprisingly, households with the same respondent on the CRS and the census showed
less inconsistency than households with different respondents.

    • Insurance payment (CRS 46, Census 55)

On the CRS we asked this question only if the respondent indicated that someone in the
household owned or was buying the house, apartment, or mobile home.  We asked the
annual payment for fire, hazard, and flood insurance on the property for “last year.”  We
had no way of knowing how many enumerators had to convert to annual amounts from
other time periods (weekly, quarterly, semiannually).

We recorded the data as values from $1 to $99,999, and allowed a check box for no
payment.  Analysts converted this information to 17 categories, from “less than $100"



2Wilson, Ellen  (1997).  “1996 National Content Survey: Value ,” Internal U.S. Census
Bureau report, p4.
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through “$6,000 or more” and (the 17th category) “no insurance payment.”

This question showed high inconsistency.  The aggregate index was 65.6 (64.5 to 66.7).
Approximately 57.9 percent (56.9 to 58.9) of respondents changed their responses.

The net difference rate was significantly different from zero only for “200 to $299,” “$300
to $399,” “$400 to $499,” “$6,000 or more,” and “no insurance payment.”  This showed
that some model assumption for the index (independence or replication) failed.  All
individual indexes were high.

All subgroups except renters showed high inconsistency.  This question was not analyzed
for renters.  Households with non-Hispanic householders showed less inconsistency than
households with Hispanic householders.  Not surprisingly, households with the same
respondent for both the CRS and the census showed less inconsistency than households
with different respondents.

Property value (CRS 47, Census 56)

On the CRS we asked this question only if the respondent indicated that someone in the
household owned or was buying the house, apartment, or mobile home.  We asked the value of the
property.  In 1990 this question was on both the census long form and the census short form.  In
2000 it was only on the census long form.  As the National Content Survey report on Value2

indicated, property value varies widely from area to area (e.g., rural West Virginia to Marin
County, California).  It was necessary to have sufficient categories to capture details for this
quantity.  The number of categories for this question dropped from 26 in 1990 to 24 in 2000.
Additionally, the highest interval in 1990 was “$500,000 or more” but was “$1,000,000 or more”
in 2000.

This question showed high inconsistency.  The aggregate index was 59.1(58.2 to 59.9).  About
55.2 percent (54.4 to 56.0) of respondents changed their response.  Of these 55.2 percent who
changed their responses, 62.5 percent (61.5 to 63.6) gave a higher value on the CRS than on the
census and 37.5 percent (36.4 to 38.5) gave a higher value of the census than on the CRS.  In
other words, most households changed their response from the census to the CRS.  Of those who
changed their response, most gave a higher value on the CRS.  It was not surprising that of the
55.2 percent who changed their responses, 65.2 percent (64.4 to 65.9) changed by one category.

The net difference rate was significantly different from zero for half of the 24 categories.  This
showed that some model assumption for the index (independence or replication) failed.  All
individual indexes were high except for the four moderately inconsistent categories “less than
$10,000,” “$300,000 to $399,999,” “$500,000 to $749,999,” and “$1,000,000 or more.”

All subgroups except renters showed high inconsistency.  This question was not appropriate for
renters.
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On the CRS, slightly more than one-fifth of the respondents to this question reported that a
different household member gave the household information on the census.  Slightly more than
three-quarters of the respondents to this question reported that they gave the household
information on the census.  Not surprisingly, households with the same respondent on the CRS
and the census showed less inconsistency than households with different respondents.

Condominium fee (CRS 48b, Census 57b)

We asked this question only if someone in the household owned or was buying the house,
apartment, or mobile home.  This question asked the monthly condominium fee, if the building
was part of a condominium.  On the CRS and the census enumerator questionnaires, enumerators
preceded this question by asking “Is this (house/apartment/mobile home) part of a
condominium?” The mailout/mailback questionnaire preceded this question with the instruction
to answer this question “ONLY if this is a CONDOMINIUM.”  We had no way of knowing how
well the respondents on the mailback form understood and followed this instruction.

This question showed moderate inconsistency.  The aggregate index was 25.0 (20.7 to 30.5).
About 16.8 percent (13.5 to 20.1) of the respondents changed their response.

Only 1.7 percent (1.6 to 1.9) of the households in the CRS responded to this question.  The data
were collected as numbers from $1 to $99,999, and then put into 15 categories.

Indexes for the response categories have wide confidence intervals because of rare categories and
small sample sizes.

Among each major subgroup type only one subgroup had large enough sample size to report the
inconsistency level:

Subgroup type Subgroup Inconsistency level
Race White householder Moderate

Hispanic origin Non-Hispanic householder Moderate

Owner/renter status Owner Moderate

Collection type Mailback Moderate

Respondent type Same respondent on both Moderate
 
If we collapsed the categories to “less than $100,” “$100 to $199,” “$200 to $299,” “$300 to $399,”
and “$400 or more,” we would the results shown in Table 67, below.
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Table 67. Response measures for modified condominium costs
Net difference rate Gross difference rate Index of inconsistency

Census categories
Inconsistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $100 Low - 10.7 1.4 -0.2 to 3.1 3.2 1.9 to 5.2 15.7 9.6 to 25.7

$100 to $199 Low - 52.6 -2.3 -5.1 to 0.5 9.8 7.4 to 13.0 19.7 14.8 to 26.0

$200 to $299 Moderate - 21.4 1.4 -1.1 to 3.9 7.8 5.7 to 10.7 22.6 16.5 to 31.0

$300 to $399 Moderate - 6.4 -0.9 -2.5 to 0.8 3.2 1.9 to 5.2 28.5 17.4 to 46.6

$400 or more Moderate - 9.0 0.3 -1.7 to 2.3 4.9 3.3 to 7.3 29.7 20.0 to 44.1

Aggregate

       Total units  Moderate 346 - - - 14.5 11.3 to 17.6 21.8 17.7 to 27.1

The indexes for each category would have been all low or moderate.  The aggregate index would
have been moderate.

Mobile home (CRS 49, Census 58)

We asked the question about mobile home loans of all CRS respondents who reported that the
structure was a mobile home in CRS question 30.  This question changed from a one-part question
in 1990 to a two-part question in 2000.  The first part, which was added in 2000, read “Do you
have an installment loan or contract on THIS mobile home?” The second part, about the actual
cost, changed to include the cost for installment loans.  In that way it was more able to capture the
total costs (excluding real estate taxes) for mobile homes.

    • Mobile home loan (CRS 49a, Census 58a)

This question asked if the respondent had an installment loan or contract on the
residence, which was a mobile home.  As on the census enumerator form, we asked
this question only if the respondent indicated that the residence was a mobile home
(CRS 30, Census 35) and someone in the household owned or was buying the mobile
home.

This question was problematic.  It showed a high level of inconsistency.  The
aggregate index was 60.6 (54.8 to 67.3).  About 26.4 percent (23.7 to 29.2) changed
their responses.  Of the 26.4 percent of the respondents who changed their responses,
76.8 percent (71.6 to 81.9) said they did have an installment loan or contract on a
mobile home on the CRS and 23.2 percent (18.1 to 28.4) said they did on the census.

The net difference rates were significantly differently from zero.  That indicated that
some model assumption for the index of inconsistency (independence or replication)
failed.



3Bushery, John M., Brick, J. Michael, Severynse, Jacqueline, and McGuinness, Richard
A.  (1996).  “How interview mode affects data reliability,” Proceedings of the Section on Survey
Research Methods, American Statistical Association, pp 600-604.
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Among the racial, Hispanic-origin, and home-ownership subgroups there were only
enough data to determine the inconsistency level of households with white
householders, non-Hispanic householders, and householders who were owners.  There
were enough data to determine the inconsistency for both collection-type and both
respondent-type households.  They all showed high inconsistency.  As usual,
households with the same respondent on both the census and the CRS showed less
inconsistency than households with different respondents.

    • Mobile home loan payment (CRS 49b, Census 58b)

This question asked the total cost for installment loan payments, personal property taxes,
site rent, registration fees, and license fees on the mobile home and its site “last year.”  We
asked the same households as CRS question 49a.  We collected the data as amounts from
$1 to $99,999.  Then we put it into 17 categories.

This question was problematic.  It showed high inconsistency.  This was not unexpected,
since we had small sample sizes (ranging from 1 through 168) and many (17) categories.
The aggregate index was 82.2 (76.9 to 89.3).  Approximately 73.8 percent (68.2 to 79.4)
changed their responses.  There were only enough data to calculate the index of
inconsistency for one subgroup in each of the subgroup types (white householder, non-
Hispanic householder, owner, mailback, and same respondent).

The net difference rate for the response categories of the national sample was significantly
different from zero only for “$6,000 or more” (5.0 to 17.6).  Individual indexes of
inconsistency were either high, unstable, or undefined.

4.4  How consistent were census long-form data by census collection type?

Table I.1, in Appendix I, gives the aggregate inconsistency levels of housing characteristics by
census collection type.  It also gives z-values for comparing the inconsistency level of each
characteristic.  Tables 68, below, summarizes Table I.1.  The Wilcoxon matched-pair signed-rank
test showed that responses were less inconsistent for mailback responses than for responses
collected by enumerators - for population characteristics (z = 5.3), for housing characteristics (z =
4.8), and for all characteristics together (z = 7.1).  Previous researchers3 indicated that data
collected by mail is more consistent than data collected by enumerators.

Table 68. Summary of inconsistency levels for characteristics by census collection type
Inconsistency level

Collection and
characteristic type Low Moderate High

Unstable, undefined, or 
insufficient data to calculate

Population
Enumerator 11 20 22 5

Mailback 17 26 14 1
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Table 68. Summary of inconsistency levels for characteristics by census collection type -
Con. 

Inconsistency level
Collection and
characteristic type Low Moderate High

Unstable, undefined, or 
insufficient data to calculate

Housing
Enumerator 1 15 18 2

Mailback 9 10 17 0

Combined
Enumerator 12 35 40 7

Mailback 26 36 31 1

4.5  How consistent were census long-form data by respondent type?

Tables I.2 and I.3, in Appendix I, give the aggregate inconsistency levels for population and
housing characteristics, respectively by respondent type.  We determined respondent type by CRS
questions 28 and 50.  “Proxy” refers to a respondent who was a household member but not the
sample person.  Table I.3 also gives z-values for comparing inconsistency levels by respondent
type.  Table 69 summarizes information from Tables I.2 and I.3.

Table 69. Summary of inconsistency levels for characteristics by respondent type
Inconsistency level

Collection and characteristic
type Low Moderate High

Unstable, undefined, or 
insufficient data to calculate

Population
Self on both CRS and census 17 22 19 0

Self on CRS, proxy on census 14 16 21 7

Proxy on CRS, self on census 15 16 21 6

Same proxy on CRS 17 27 9 5

Different proxy 10 18 13 17

Housing
Same respondent 9 10 17 0

Different respondent 1 15 18 2

We used the Hollander test for ordered alternatives to compare the overall inconsistency of the 
respondent-type subgroups for population characteristics.  From top to bottom, from least
inconsistent to most inconsistent, we list the respondent-type subgroups for population
characteristics below (z = 2.9).

    • Same proxy on CRS
    • Different proxy
    • Self on both CRS and census
    • Self on CRS, proxy on census
    • Proxy on CRS, self on census
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We used the Wilcoxon matched-pair signed-rank test to compare the overall inconsistency of
respondent-type subgroups for housing characteristics.  Not surprisingly, housing data collected
from the same respondent was significantly less inconsistent than data collected from a different
respondent (z = 4.8).  

In order to compare using the same respondent to using a different respondent for population
items we collapsed the population respondent types as follows: 

Same respondent: Different respondent:

Self on both CRS and census Self on CRS, proxy on census

Same proxy on CRS Proxy on CRS, self on census

Different proxy

Population data collected from the same respondent were significantly less inconsistent than data
collected from a different respondent (z = 4.0).  For combined population and housing items,
using the same respondent yielded significantly less inconsistent data than using a different
respondent (z = 4.8).

For housing characteristics, we used z-tests to compare individual items across subgroups.  The
sample size for the different-respondent subgroup was insufficient to calculate the index for two
items (condominium fee, mobile home payment) and the index was unstable for the question
about meals included in the rent.  

4.6  How did the inconsistency in 2000 compare to the inconsistency in 1990?

The Wilcoxon matched-pair signed-rank test showed that, overall, the aggregate inconsistency
levels in 1990 and 2000 were not significantly different (z = 0.5) for the 28 items we compared.  

Table 70 gives summary measures for those variables on the CRS 2000 that were analyzed in
1990 or 1980.  If z>1.282 then the earlier decade showed less inconsistency than 2000 (at the 90-
percent confidence level).  If z < -1.282, then 2000 showed less inconsistency than the previous
decade (at the 90-percent confidence level).  We did not compare the items if they had different
numbers of response categories or if the questions were vastly different.  

Table 70. Historical comparison
Index of inconsistency

Question Year  
Sample

size Inconsistency level Estimate

90-percent
confidence

interval Z
POPULATION CHARACTERISTICS
Q9 Hispanic Origin
(8 categories) 2000  18,880 Low 17.2 16.1 to 18.4
(5 categories) 1990  23,979 Low 12.2 11.2 to 13.2
(5 categories) 1980* 23,960 Low 13.0 11.3 to 14.2
*95% confidence intervals are given here for 1980 indexes of inconsistency
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Table 70. Historical comparison –Con.
Index of inconsistency

Question Year  
Sample

size Inconsistency level Estimate

90-percent
confidence

interval Z
Q10 Race
(6 categories) 2000  19,044 Moderate 23.1 22.2 to 24.2
(15 categories) B# 1990  24,539 Low 16.3 15.5 to 17.1
Q12a School Enrollment 

2000  16.981 Low 13.5 12.8 to 14.3
1990  23,292 Low  17.3  16.6 to 18.0 -6.1

Q13 Educational Attainment
2000  16,750 Moderate 36.5 35.8 to 37.2

B 1990  20,259 Moderate  32.3  31.7 to 32.9 7.5
(very different in 1980) 1980* 23,872 Moderate 35.0 33.9 to 35.5
Q14 Ancestry
(58 categories) 2000  9,051 Moderate 30.7 29.9 to 31.6
(36 categories) B 1990  7,513 Moderate 26.5 25.6 to 27.4
(20 categories) B 1980* 21,816 Moderate 26.0 25.4 to 26.9
Q15 Language Usage
Q15a Speak other language (Yes/No)

2000  18,023 Moderate 22.7 21.6 to 23.9
B 1990  21,752 Moderate  26.9  25.6 to 28.3 -3.9
B 1980* 22,478 Moderate 25.0 23.2 to 26.5 -2.1

Q15b Which other language
(40 categories; including
English only)

2000  16,295 Low 17.9 16.9 to 19.1

(23 categories) B 1990  1,261 Low 5.2 4.0 to 6.6
(14 categories) B 1980* 1,533 Low 2.0 1.3 to 3.1
Q15c How well speak English

2000  2,003 High 59.5 56.8 to 62.5
B 1990  1,834 High  60.3  57.4 to 63.4 -0.3

Q16 Place of Birth
(69 categories) 2000  16,671 Low 3.2 3.0 to 3.5
(59 categories) B 1990  17,046 Low 4.9 4.6 to 5.2
(60 categories) B 1980* 24,100 Low 6.0 6.2 to 6.8
Q17 Citizenship

2000  17,952 Low 9.8 9.0 to 10.8
B 1990  23,406 Low  10.9  10.0 to 12.0 -1.3
B 1980* 23,884 High 73.0  70.9 to 74.9 -54.6

Q18 Year of Entry
2000  1,523 Low 18.9 17.2 to 20.8
1990  1,349 Moderate  23.0  21.1 to 25.2 -2.5

B 1980* 23,884 Low  13.0  11.2 to 15.8 3.7
Q21 Disability
Q21b Self-care limitation

2000  15,984 High 51.7 47.7 to 56.1
B 1990  18,131 High  73.6  69.5 to 78.0 -6.0

Q21c Mobility limitations
2000  12,883 High 64.5 61.3 to 67.9

B 1990  18,417 Moderate  47.1  44.2 to 50.2 6.4
*95% confidence intervals are given here for 1980 indexes of inconsistency
# B indicated response-bias analysis for particular decades.
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Table 70. Historical comparison –Con.
Index of inconsistency

Question Year  
Sample

size Inconsistency level Estimate

90-percent
confidence

interval Z
Q21d Work disability
difficulty 2000  12,655 High 80.5 78.0 to 83.0
     limits
     prevents 

B# 1990  15,578
1,548

Moderate
Moderate

43.0
45.7

40.9 to 45.1
42.4 to 49.3

Q24a Military Service
2000  13,133 Low 18.7 17.5 to 20.0

B 1990  18,364 Low   8.5  7.9 to 9.2 11.9
Q24b Period of Military Service
Q24b3 September 1980 through July 1990

2000  1,629 Moderate 29.5 25.2 to 34.6
B 1990  2,116 Low  18.2  14.4 to 23.0 2.9

Q24b4 May 1975 through August 1980
2000  1,629 Moderate 44.9 38.7 to 52.1

B 1990  2,116 Moderate  24.9  20.8 to 29.7 4.1
Q24b5 Vietnam era

2000  1,629 Low 17.3 14.9 to 20.2
B# 1990  2,116 Low   7.5  6.1 to 9.1 5.3

Q24b6 February 1955 through July 1964
2000  1,629 Moderate 31.5 27.4 to 36.2

B 1990  2,116 Moderate  34.6  31.5 to 38.1 -0.9
Q24b7 Korean conflict

2000  1,629 Low 17.2 14.2 to 20.8
B 1990  2,116 Low   8.2  6.6 to 10.2 3.9

Q24b8 World War II
2000  1,629 Low 7.8 6.1 to 9.9

B 1990  2,116 Low   3.4  2.6 to 4.5 3.4
Q24b9 Some other time

2000  1,629 High 93.0 74.7 to 100.0‡

B 1990† 2,116 High  93.7  84.4 to 100.0‡ -0.1
Q24c Years of Military Service

2000  1,487 Moderate 41.6 36.3 to 47.6
B 1990† 1,343 High 58.8 48.9 to 68.7 -2.5

Q25 Work Experience in 1999
Q25a Worked in 1999

2000  10,329 Moderate 24.3 22.8 to 25.9
B 1990  15,063 Moderate  45.9  44.6 to 47.3 -17.3

Q25b Weeks worked in 1999
2000  7,297 High 57.5 55.5 to 59.6

B 1990  11,337 High 56.8 55.4 to 58.3 0.5
Q25c Usual hours worked per week in 1999

2000  7,480 Moderate 34.3 32.4 to 36.2
B 1990  11,354 Moderate 40.1 38.6 to 41.7 -3.9

# B indicated response-bias analysis for particular decades.
† Originally 5 categories were given; In 2000 we collapsed to 2 categories and recalculated
‡ Values higher than 100 are truncated to 100.0.
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Table 70. Historical comparison –Con.
Index of inconsistency

Question Year  
Sample

size Inconsistency level Estimate

90-percent
confidence

interval Z
HOUSING CHARACTERISTICS
Q29 Tenure

2000  18,420 Low 19.4 18.8 to 20.0
B# 1990  10,314 Low  13.3  12.6 to 14.0 10.9

1980* 8,705 Low   8.0  7.2 to 9.1 18.8
Q30 Description of Building

2000  18,290 Moderate 20.8 20.0 to 21.5
1990  10,418 Moderate  21.9  21.0 to 23.0 -1.4

Q31 Year Built
2000  15,547 Moderate 29.3 28.6 to 29.9

Including “Don’t know”
Excluding “Don’t know”

B 1990  9,825
7,839

Moderate
Moderate
Moderate
Moderate

 40.6
27.6
26.2
36.9

 39.7 to 41.5
26.7 to 28.6
25.2 to 27.2
34.3 to 39.8

2.4

Q35 Plumbing Facilities
2000  18,393 High 85.2 74.3 to 97.7

B 1990  10,035 High  53.8  45.1 to 64.2 3.4
B 1980* 8,730 Moderate  47.0  39.6 to 55.7 4.7

Q38 Heating Fuel
2000  17,315 Low 17.7 17.1 to 18.3
1980* 8,570 Low 14.0  12.7 to 14.8 5.7

Q39 Number of Autos, Vans, and Trucks
2000  18,149 Moderate 37.1 36.4 to 37.9

B 1990  9,881 Moderate  32.1  31.1 to 33.1 6.6
         autos 
         vans/trucks 

B 1980* 8,596
8,289

Moderate
Moderate

 34.0
26.0

 32.1 to 35.1
24.6 to 28.3

Q40a Property Usage (commercial establishment or medical office)
2000  13,627 High 65.8 61.6 to 70.2
1980* 6,287 Moderate  50.0  41.6 to 60.7 2.9

Q40b Size of Lot
2000  13,244 Moderate 20.9 20.0 to 22.0
1990  7,815 Moderate  27.8  26.4 to 29.4 -6.3

Q40c Agricultural Sales
2000  3,645 High 52.0 47.1 to 57.4
1990  1,472 Moderate  41.7  36.2 to 48.2 2.1

Q42a Monthly Rent
(23 categories) 2000  3,997 Moderate 23.2 22.1 to 24.4
(26 categories) B 1990  2,449 Moderate 34.7 33.1 to 36.4
Q42b Meals Included in Rent

2000  3,854 Moderate 38.2 28.9 to 50.6
B 1990@ 2,463 High  71.6  42.8 to 119.8@ -1.4

*95% confidence intervals are given here for 1980 indexes of inconsistency
# B indicated response-bias analysis for particular decades.
@ The 1990 report said there were not enough data to calculate the index, so we calculated it in 2000.



4Bonnette, Robert W. (1997).  “1996 National Content Survey:  Units in Structure,”
Internal U.S. Census Bureau report, page 8.
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5.  Recommendations

The United States currently plans to replace the long form of the decennial census with a current
survey, the American Community Survey (ACS).  Our recommendations apply to the ACS and
also to the overlap between the ACS and the 2010 census.  If there is a long form in 2010, our
recommendations apply to it as well.

Use cognitive experts to recommend improvements for problematic questions.  Evaluate new
and revised questions in CRSs of the ACS and the 2010 census to determine if reliability has
been improved.

Plan the content reinterview surveys of the 2010 census and the ACS as early as possible,
preferably not as add-ons.  In this way, the content reinterview program can be used to
systematically evaluate and improve the ACS.  Since we are concerned with the quality of the
original survey data, the CRSs need to be planned concurrently with the surveys.

Use the results from content tests in developing questionnaires for the 2010 census and the
ACS.  Document decisions that contradict suggestions based on the content tests.  The
Census Bureau has run national content surveys (NCSs) prior to decennial censuses, in order to
test ways of asking questions.  NCSs test both wording and question placement.  Such tests need
to be done in such a way that the NCS results can be implemented for the survey in question.  This
did not always happen for Census 2000.  In the National Content Survey report on Units in
Structure4, Bonnette recommended that we use “Boat, van, tent, etc.” rather than “Boat, RV, van,
etc.” and “Manufactured mobile home” rather than “mobile home.”  The NCS report did not
indicate why the changes were not implemented.

To the extent possible, use the same data collection modes, data capture methods and
hardware/software, data processing procedures, and enumerators for both the 2010 census
and its CRS, and for the both the ACS and its CRS.  In order to more easily analyze the CRS
data, we need to use the same data capture methods, the same processing, and the same
enumerators.  In 2000 this did not happen.  There was not enough sharing of information in the
planning stages of the 2000 CRS.

Know the data capture error rates (and do what is necessary to lower them) prior to data
collection for the ACS and the 2010 census.  In order to properly understand census data, it is
extremely important to know the error rates for data capture.  We need to know these error rates
prior to collecting the data, for both the original survey and the content reinterview survey.  This
type of quality assurance needs to be built into the system.

Provide better instructions on the 2010 census and the ACS for the Hispanic-origin
question.  Lack of instructions adversely affected this question in 2000.  Since the instructions did
not specify that the respondent should mark one category only instead of all that applied, a number
of respondents marked more than one category.  We must provide more (and better) instructions



5Bushery, J., Royce, D., and Kasprzyk, D. (1992).  "The Schools and Staffing Survey:
How reinterview measures data quality,” Proceedings of the Section on Survey Research
Methods, American Statistical Association.

Rasinski, K., Mingay, D., and Bradburn, N. (1994).  "Do respondents really ‘Mark all that
apply’ on self-administered questions?” Public Opinion Quarterly, American Association for
Public Opinion Research, 58:400-408.
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for this question on the 2010 census and the ACS.

Use separate “Yes/No” questions for each response category of “mark all that apply”
questions.  Previous work5 has shown that the “mark all that apply” format leads to questionable
data.  We should use separate “Yes/No” questions for each response category of “mark all that
apply” questions to get better-quality data.

For time-sensitive questions, refer to the date of the original survey in the CRS, for both the
ACS and the 2010 census.  Most notably, the question about telephone service is time-sensitive.
The telephone question, associated with the rare population of households in the United States
that do not have telephone service, is especially problematic.  This question is time-sensitive
because households that do not have telephone service might change their status from month to
month.  Time-sensitive questions need to have better time reference. Although the respondent
might still answer the questions using the date of CRS as the reference date, time reference in the
questions might clear up some of the variation in response.  Our suggestion is to refer to the date
of the original survey (on both ACS and CRS) and to run the CRS with less time lag between it
and the original survey.

Conduct the CRSs of the ACS and the 2010 census  within three or four weeks of
completing the original data collection.  Long time lags between the ACS and its CRS may lead
to confusion in time reference and memory problems.  Inherent problems with inconsistency for
questions may be confounded by long time lags between the ACS and its CRS.  Carry out the
CRS within three to four weeks of completing the ACS.

Create a database linking all changes to Master Address File identifiers.  MAFIDs for some
households changed between the time the DMAF was created and the time the CRS was collected. 
It was difficult and time-consuming to find Census 2000 cases corresponding to CRS cases
because MAFIDs for some cases had changed.  With a single database of MAFID changes, the
CRS could proceed more quickly and accurately.
 
In addition to these recommendations for the ACS and the 2010 census above, our
recommendations for future research on the CRS for Census 2000 follow.

    • Analyze inconsistency by time lag between the CRS and Census 2000.  This would
help determine how much inconsistency in key questions is inherent to the questions and
how much inconsistency is due to time lag.

    • Determine the characteristics related to high inconsistency and then do multivariate
analysis (of key questions) with respect to those characteristics.  Using the results of
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the multivariate analysis that would indicate how those characteristics influence
inconsistency would help develop more consistent questions.

    • Analyze inconsistency in responses to questions on plumbing facilities, kitchen
facilities, and telephone service by the value of the property.
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Appendix A:
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Appendix B
COMPUTATION OF RESPONSE VARIANCE MEASURES 

AND THEIR 90-PERCENT CONFIDENCE INTERVALS

This appendix presents the computational forms of the response variance measures used in this
report, along with numerical examples.  It also presents weights and weighted cross-tabulations.

We start with three cross-tabulations, one in general form and two for the numerical examples
used throughout this appendix.  We follow with section B.1 for the measures, section B.2 for
confidence intervals for the measures, and section B.3 for weights and weighted cross-
tabulations.

Table B.1 Display of cross-tabulated data - General procedure
[Display of cross-tabulated data for characteristic with L categories (L �2).  The general term Xij represents the number of weighted or
unweighted sample elements in the ith category in the reinterview and the jth category in the census.]

Census classification

Reinterview
classification Total

Not
reported  Reported 1 2 ... i ... L

Total n�..1

   Not reported2

   Reported

Item responses:

n..3 X.1 X.2 ... X.i ... X.L

1. Category 1 X1. X11 X12 ... X1i ... X1L

2. Category 2 X2. X21 X22 ... X2i ... X2L

. . . . . . . .

. . . . . . . .

. . . . . . . .

i. Category i Xi. Xi1 Xi2 ... Xii ... XiL

. . . . . . . .

. . . . . . . .

. . . . . . . .

L. Category L XL. XL1 XL2 ... XLi ... XLL

1 n�.. is the total number of sample cases.  In the actual data tables, row 1 and column 1 contain the appropriate marginal totals.
2 In the actual data tables, row 2 and column 2 contain the numbers of cases for which there was no report for that item in either the census or
the reinterview.
3 n.. is the total number of sample cases for which there was a report in both the census and the reinterview.  That is, n.. is the of the sample
cases minus the “not reported” cases.
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NDR
X X

n
100.i i.=

−
×

Table B.2 Example of procedure: Tenure (Unedited data; 2000)
Census classification

Reinterview classification Total Not reported Reported 1 2 3 4
Total 19897 1454 18443 9143 4514 4364 422
     Not reported 31 8 23 9 7 5 2
     Reported

Item response:

19866 1446 18420 9134 4507 4359 420

 1. Loan 9861 634 9227 8226 882 90 29
 2. Owned ... free and clear 4720 364 4356 752 3498 32 74
 3. Rented for cash rent 4872 418 4454 120 56 4192 86
 4. Cash rent 413 30 383 36 71 45 231

Table B.3 Example of procedure: Marital status (Unedited data; 2000)*

Census classification

Reinterview classification Reported 1 2 3 4 5 

  Reported 18409.5500 8842.6900 1067.4100 1369.3800 268.2150 6861.8500 

1. Now married      8827.2100  8654.2000   10.4500  39.0910  32.8980  90.5670 

2. Widowed        1080.9600  16.6430  1017.1000  32.5110  3.0963  11.6110 

3. Divorced         1315.9700  33.2850  20.5130  1192.5000  35.9950  33.6720 

4. Separated          250.7990   37.9300  5.4186  29.0280  169.5200  8.9019 

5. Never married  6934.6200  100.6300  13.9330  76.2470  26.7060  6717.1000 

* The tables for population characteristics  in the appendix have entries rounded to the nearest integer.

B.1 Computing the net difference rate, gross difference rate, and index of
inconsistency.

B.1.1 Net difference rate (NDR)

For category I 

For tenure category “2. Owned..free and clear”

NDR
4507 4356

18420
100 0.8=

−
× ≈

For marital status category “4. Separated”

NDR
268.2150 250.7990

18409.5500
x100 0.1=

−
≈
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B.1.2 Gross difference rate (GDR)

For category I 

GDR
X X 2X

n. .
100. i i. ii=

+ −
×

For tenure category “2. Owned..free and clear”

GDR
4507 4356 2(3498)

18420
100 10.1=

+ −
× ≈

For marital status category “4. Separated”

GDR
268.2150 250.7990 2(169.5200)

18409.5500
100 1.0=

+ −
× ≈

B.1.3 Aggregate gross difference rate (GDRA)

General Formula 

GDR
n. . X

n. .
100A

ii
i 1

L

=
−

×=
�

For tenure

GDR
18420 (8226 3498 4192 231)

18420
100A =

− + + +
×

          = × ≈
18420 -16147

18420
100 12.3

For marital status

GDR
18409.5500 (8654.2000 1017.1000 1192.5000 169.5200 6717.1000)

18409.5500
100A =

− + + + +
×

               =
−

× ≈
18409.5500 17750.4200

18409.5500
100 3.6
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= × ≈
519.0140 - 339.0400

1
18409.5500

[268.2150(18158.7510) + 250.7990(18141.3350)]
100 352.

I
268.2150 + 250.7990 - 2(169.5200)

1
18409.5500

[268.2150(18409.5500 - 250.7990) + 250.7990(18409.550 - 268.2150)]
100= ×

I
n.. X

n.. X X
100A

ii
i 1

L

.i i.
i 1

L=
−

−
×=

=

�

�

B.1.4 Index of inconsistency

For category I 

I
X X . 2X

[X (n.. X ) X (n.. X )]
100.i i ii

1
n.. .i i. i. .i

=
+ −

− + −
×

For tenure category “2. Owned..free and clear”

I
4507 4356 2(3498)

1
18420

[4507(18420 4356) 4356(18420 4507)]
100=

+ −

− + −
×

=
−

+
× ≈

8863 6996
1

18420
[4507(14064) 4356(13913)]

100 27.7

For marital status category “4. Separated”

B.1.5 Aggregate index of inconsistency (IA)

General formula 
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( )
=

−

−
× ≈

18409.5500 17750.4200

18409.5500
1

18409.5500
128663732.4080

100 58.

X X  and X X.i ii i. ii≠ ≠ LCL =  
1
n..

[(X X ) -
Z
2

Z 4(X + X 2X ) 100

UCL =  
1
n..

[(X X ) +
Z
2

Z 4(X + X 2X ) 100

.i i.
2

.i i. ii

.i i.
2

.i i. ii

− + − ×

− + − ×

X X  and X X.i ii i. ii≠ = LCL =  
1
n..

[(X X ) -
Z
2

Z 4(X + X 2X ) 100

UCL =  
1
n..

[(X X +
Z
2

) +
Z
2

Z 4(X + X 2X ) 100

.i i.
2

.i i. ii

.i i.

2
2

.i i. ii

− + − ×

− + − ×

For tenure

[ ]

( )

I
18420 (8226 3498 4192 231)

18420
1

18420
9134(9227) 4507(4356) 4359(4454) + 420(383)

100

18420 16147

18420
1

18420
123487756

100 19.4

A =
− + + +

− + +
×

=
−

−
× ≈

For marital status

I
18409.5500 (8654.2000 1017.1000 1192.5000 169.5200 6717.1000)

18409.5500
1

18409.5500
[8842.6900(8827.2100) 1067.4100(1080.9600) 1369.3800(1315.9700) + 268.2150(250.7990) + 6861.8500(6934.6700)]

100A =
− + + + +

− + +
×

B.2 Computing 90-percent confidence intervals

This section shows formulas for the lower confidence limit (LCL) and upper confidence limit
(UCL) for the confidence intervals for the NDR, GDRs, and indexes of inconsistency. 
Computational examples follow the general formulas for each measure.  For 90-percent
confidence intervals, Z=1.645.

B.2.1 90-percent confidence interval for net difference rate

For category I 

If ... Then the confidence limits for the NDR are...

     



If ... Then the confidence limits for the NDR are...
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X 169 ,X 268 ,and  X44 .4 4.= = =. . . .5200 2150 250 7990

For tenure category “2. Owned..free and clear”
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For marital status category “4. Separated”

Since and , the 90-percent confidence limits areX X.4 44≠ X X4. 44≠

( )1
18409.5500

(268.2150 - 250.7990)
1.645

2
1.645 4 268.2150 250.7990 2(169.5200) 100:2± + + −�

��
�

��
×

LCL -0.0 and UCL 0.2≈ ≈



B7

1
n..

(X X 2X ) 0.1.i i. ii+ − ≤
1
n..

(X X 2X
Z
2

Z
2

Z 4(X X 2X ) 100.i i. ii

2
2

.i i. ii+ − + ± + + −
�

�
�

�

�
� ×)

1
n..

(X X 2X ) > 0.1.i i. ii+ −
1
n..

(X X 2X
Z
2

Z
1
n

(X X 2X )(n - X X 2X ) 100.i i. ii

2

..
.i i. ii .. .i i. ii+ − + ± + − − +

�

�
�

�

�
� ×)

Since 
1
n..

(X X 2X )
1

18409.5500
[ + 250.7990 2(169.5200)] 0.01 < 0.1,.4 4. 44+ − = − ≈268.2150

B.2.2 90-percent confidence interval for gross difference rate 

For category I 

If ... Then the confidence limits for the GDR are...

For tenure category “2. Owned..free and clear”
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1
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For marital status category “4. Separated”

the 90-percent confidence limits are
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B.2.3 90-percent confidence interval for aggregate gross difference rate

General formula 
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For tenure

 so the confidence limits are X 8226 3498 231 16147ii
i 1

4

= + + + =
=
� 4192 ,

18420 16147
18420

1.645
18420 18420

(18420 16147)(16147) 100:
−�

��
± −

�

�
� ×

LCL 11.9 and UCL 12.7.≈ ≈

For marital status

so the confidence limits are 

LCL 3.4 and UCL 3.8.≈ ≈

B.2.4 90-percent confidence interval for index of inconsistency

For category I 

If ... Then the confidence limits for the index are...
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For tenure category “2. Owned... free and clear”

so the 90-percent confidence limits are

LCL 26.8 and UCL 28.8.≈ ≈

For marital status category “4. Separated”

so the 90-percent confidence limits are
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B.2.5 90-percent confidence interval for aggregate index of inconsistency

General formula 

If ... Then the confidence limits for the index are...
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so the 90-percent confidence limits are 

LCL 18.8 and UCL 20.0.≈ ≈

For marital status

and

=128663762.4080,

so the 90-percent confidence limits are

LCL 5.4 and UCL 6.2.≈ ≈
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×
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where m  is the number of households with k members.k

B.3 Weights in the CRS and weighted crosstabs

B.3.1 Assigning weights for the CRS

If the size of a household is k (1�k �12) then the probability of selection P(k) of an individual in
that household is 1/k.  A preliminary weight for that individual is 1/P(k)=k.  We scale the
preliminary weights so that the sum of all weights is the number of households with a sample-
person match.  That is, the weight for a household of size ko is

B.3.2 Weighted crosstabs

The “count” in cell (i,j), CRS category i and census category j, for a “weighted crosstab” is found
as follows:

1. Find the number of each size household that is in CRS category i and census category j.
2. Multiply the number of such households by the weight of the household.
3. Add these products together.

As an example, in the next table we find the count for the (4,4) cell of the weighted crosstab for
marital status.

Table B.4 Households (HHLDs) in category “4. Separated” for both CRS and Census 2000

Size of HHLD Number of HHLDs, m Weight of HHLD, wgt m* wgt

1 112 0.387039 43.348368

2 52 0.774079 40.252108

3 33 1.161118 38.316894

4 8 1.548157 12.385256

5 5 1.935197 9.675985

6 6 2.322236 13.933416

7 2 2.709275 5.418550

8 2 3.096314 6.192628

9 0 3.483354 0.000000

10 0 3.870393 0.000000

11 0 4.257432 0.000000

12 0 4.644472 0.000000

Sum 220 169.523205

Up to rounding error, this agrees well with the entry X44 of table B.3.
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L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C1

Appendix C
RESPONSE VARIANCE MEASURES FOR POPULATION CHARACTERISTICS

All sample sizes and response variance measures are weighted.

Table C.1 (CRS question 7)  What is (your/...’s) sex? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Male L - 47.5 0.0 -0.2 to 0.1 0.9 0.7 to 1.0 1.7 1.5 to 1.9

Female L - 52.5 0.0 -0.1 to 0.2 0.9 0.7 to 1.0 1.7 1.5 to 1.9

Aggregate

Total units L  19343 - - - 0.9 0.7 to 1.0 1.7 1.5 to 1.9

White L  15254 - - - 0.8 0.7 to 0.9 1.6 1.4 to 1.8

Black L   1874 - - - 0.9 0.5 to 1.2 1.8 1.2 to 2.7

Asian L    566 - - - 1.4 0.6 to 2.3 2.9 1.7 to 5.2

Other single race L    858 - - - 0.9 0.3 to 1.4 1.7 0.9 to 3.1

Two or more races L    398 - - - 1.9 0.8 to 3.1 3.9 2.2 to 7.0

Hispanic L   1891 - - - 0.9 0.5 to 1.3 1.8 1.2 to 2.7

Non-Hispanic L  16934 - - - 0.8 0.7 to 1.0 1.7 1.5 to 1.9

Age 6-15 L   2770 - - - 1.0 0.7 to 1.3 1.9 1.4 to 2.7

Age 16-35 L   4598 - - - 0.6 0.4 to 0.8 1.2 0.9 to 1.6

Age 36-64 L   7634 - - - 0.9 0.7 to 1.0 1.7 1.4 to 2.1

Age 65 or older L   2623 - - - 0.8 0.5 to 1.1 1.6 1.1 to 2.3

Mailback L  14260 - - - 0.7 0.6 to 0.8 1.4 1.2 to 1.7

Enumerator L   5082 - - - 1.3 1.0 to 1.5 2.5 2.1 to 3.1

Self in both CRS and census L   7023 - - - 0.5 0.4 to 0.7 1.1 0.9 to 1.5

Proxy in CRS, self in census L   1727 - - - 1.2 0.8 to 1.6 2.4 1.7 to 3.4

Self in CRS, proxy in census L   1568 - - - 1.1 0.6 to 1.5 2.1 1.4 to 3.2

Same proxy in CRS and census L   5181 - - - 0.8 0.6 to 1.1 1.7 1.3 to 2.2

Different proxy in CRS than census L   1881 - - - 1.5 1.0 to 2.0 3.0 2.2 to 4.1

Native L  16547 - - - 0.8 0.7 to 0.9 1.6 1.4 to 1.8

Foreign born L   1614 - - - 1.0 0.6 to 1.4 1.9 1.3 to 2.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.2 (CRS question 8)  What was (your/...’s) age on April 1, 2000? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

5 and below L - 8.4 0.1 -0.0 to 0.3 2.3 2.2 to 2.5 15.2 14.0 to 16.4

6-15 L - 16.1 0.1 -0.1 to 0.4 2.9 2.7 to 3.1 10.7 9.9 to 11.5

16-35 L - 26.5 * 0.6 0.3 to 0.8 3.7 3.4 to 3.9 9.4 8.8 to 10.0

36-64 L - 33.9 * -1.0 -1.2 to -0.8 2.4 2.2 to 2.6 5.4 5.0 to 5.9

65+ L - 15.2 * 0.2 0.1 to 0.3 0.5 0.4 to 0.6 1.8 1.5 to 2.2

Aggregate

Total units L  17167 - - - 5.9 5.6 to 6.2 7.8 7.4 to 8.2

White L  13493 - - - 5.6 5.2 to 5.9 7.3 6.9 to 7.8

Black L   1672 - - - 7.0 6.0 to 8.0 9.2 7.9 to 10.8

Asian L    514 - - - 7.9 5.9 to 9.9 10.8 8.3 to 13.9

Other single race L    798 - - - 7.4 5.9 to 9.0 10.1 8.1 to 12.5

Two or more races L    369 - - - 4.5 2.7 to 6.3 5.9 3.9 to  8.8

Hispanic L   1758 - - - 7.9 6.8 to 8.9 10.5 9.2 to 12.1

Non-Hispanic L  15005 - - - 5.7 5.4 to 6.0 7.5 7.1 to 8.0

Male L   8105 - - - 6.3 5.9 to 6.8 8.3 7.8 to 9.0

Female L   8932 - - - 5.5 5.1 to 5.9 7.2 6.7 to 7.8

Mailback L  12557 - - - 5.3 5.0 to 5.6 7.0 6.5 to 7.4

Enumerator L   4610 - - - 7.5 6.9 to 8.2 10.1 9.3 to 11.1

Self in both CRS and census L   5906 - - - 3.9 3.5 to 4.3 6.0 5.4 to 6.7

Proxy in CRS, self in census L   1482 - - - 3.8 2.9 to 4.6 5.9 4.7 to 7.3

Self in CRS, proxy in census L   1353 - - - 6.6 5.4 to 7.7 9.9 8.4 to 11.8

Same proxy in CRS and census L   4886 - - - 7.7 7.1 to 8.4 10.1 9.3 to 11.0

Different proxy in CRS than census L   1821 - - - 7.0 6.0 to 8.0 9.6 8.3 to 11.1

Native L  14811 - - - 5.7 5.4 to 6.0 7.5 7.1 to 7.9

Foreign born L   1400 - - - 5.6 4.6 to 6.7 8.4 7.0 to 10.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined
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Table C.3 (CRS question 9.1)  (Are you/Is...) Spanish/Hispanic/Latino? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes L - 10.1 * 0.2 0.1 to 0.4 1.9 1.7 to 2.0 10.2 9.3 to 11.1

No L - 89.9 * -0.2 -0.4 to -0.1 1.9 1.7 to 2.0 10.2 9.3 to 11.1

Aggregate

       Total units L 18922 - - - 1.9 1.7 to 2.0 10.2 9.3 to 11.1

Table C.4 (CRS question 9.2)  (Are you/Is...) Mexican, Mexican Am., Chicano? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes L - 6.8 * -0.9 -1.1 to -0.7 2.1 2.0 to 2.3 18.0 16.6 to 19.5

No L - 93.2 * 0.9 0.7 to 1.1 2.1 2.0 to 2.3 18.0 16.6 to 19.5

Aggregate

       Total units L 18922 - - - 2.1 2.0 to 2.3 18.0 16.6 to 19.5

Table C.5 (CRS question 9.3)  (Are you/Is...) Puerto Rican? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 1.4 * -0.3 -0.3 to -0.2 0.6 0.5 to 0.7 22.7 19.4 to 26.6

No M - 98.6 * 0.3 0.2 to 0.3 0.6 0.5 to 0.7 22.7 19.4 to 26.6

Aggregate

       Total units M      18922 - - - 0.6 0.5 to 0.7 22.7 19.4 to 26.6

Table C.6 (CRS question 9.4)  (Are you/Is...) Cuban? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 0.6 * -0.3 -0.4 to -0.2 0.4 0.3 to 0.5 41.7 34.6 to 50.3

No M - 99.4 * 0.3 0.2 to 0.4 0.4 0.3 to 0.5 41.7 34.6 to 50.3

Aggregate

       Total units M    18922 - - - 0.4 0.3 to 0.5 41.7 34.6 to 50.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined
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C4

Table C.7 (CRS question 9.5)  (Are you/Is...) Other Spanish/Hispanic/Latino? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 2.7 0.0 -0.2 to 0.2 2.3 2.1 to 2.4 42.2 39.0 to 45.7

No M - 97.3 0.0 -0.2 to 0.2 2.3 2.1 to 2.4 42.2 39.0 to 45.7

Aggregate

       Total units M    18922 - - - 2.3 2.1 to 2.4 42.2 39.0 to 45.7

Table C.8 (CRS question 9)  (Are you/Is...) Mexican, Puerto Rican, Cuban, or of another Hispanic or
Latino group? – Edited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Non-Hispanic L - 89.3 * 0.6 0.5 to 0.8 1.9 1.7 to 2.0 10.1 9.2 to 11.0

Mexican, Mexican Am., Chicano L - 6.1 * -0.3 -0.5 to -0.2 1.5 1.4 to 1.6 13.4 12.2 to 14.8

Puerto Rican L - 1.1  0.0 -0.0 to 0.1 0.3 0.3 to 0.4 14.2 11.5 to 17.6

Cuban L - 0.4 * -0.1 -0.1 to -0.0 0.1 0.1 to 0.1 13.7 9.3 to 20.1

Other Hispanic M - 2.0 * 0.4 0.3 to 0.6 1.5 1.4 to 1.6 33.8 30.7 to 37.3

Multiple non-Hispanic H - 0.0  0.0 -0.0 to 0.0 0.0 0.0 to 0.0 100.0 42.5 to 100.0

Multiple Hispanic H - 0.2 * -0.1 -0.2 to -0.1 0.2 0.2 to 0.3 80.5 62.4 to 100.0

Mixed non-Hispanic/Hispanic H - 0.9 * -0.6 -0.7 to -0.5 1.1 1.0 to 1.2 98.6 88.0 to 100.0

Aggregate:

   Total units L      18880 - - - 3.3 3.1 to 3.5 17.2 16.1 to 18.4

   White M 15065 - - - 2.4 2.2 to 2.6 20.2 18.5 to 22.0

   Black H 1789 - - - 3.0 2.3 to 3.6 54.6 43.6 to 68.4

   Asian H 551 - - - 1.1 0.4 to 1.9 57.5 30.0 to 100.0

   Other single race M 831 - - - 14.3 12.3 to 16.3 21.8 19.0 to 25.1

   Two or more races M 384 - - - 13.2 10.4 to 16.0 26.0 21.1 to 32.3

   Male L 8897 - - - 3.3 3.0 to 3.6 17.0 15.4 to 18.7

   Female L 9856 - - - 3.3 3.0 to 3.6 17.6 16.1 to 19.3

   Age 6 - 15 L 2694 - - - 4.9 4.3 to 5.6 18.9 16.4 to 21.8

   Age 16 - 35 L 4519 - - - 3.8 3.3 to 4.2 14.6 12.9 to 16.6

   Age 36 - 64 L 7481 - - - 2.3 2.0 to 2.6 16.4 14.5 to 18.6

   Age 65 or older M 2542 - - - 1.9 1.5 to 2.4 23.8 18.9 to 30.1

   Mailback L 13848 - - - 2.8 2.6 to 3.0 17.6 16.2 to 19.2

   Enumerator L 5032 - - - 4.7 4.2 to 5.1 16.9 15.2 to 18.8

   Self in both CRS and census L 6835 - - - 2.5 2.2 to 2.8 16.3 14.3 to 18.5

   Proxy in CRS, self in census L 1692 - - - 1.5 1.0 to 1.9 11.1 8.0 to 15.5

   Self in CRS, proxy in census L 1537 - - - 3.0 2.3 to 3.7 14.9 11.7 to 19.0

   Same proxy in CRS and census L 5072 - - - 4.1 3.7 to 4.6 19.4 17.3 to 21.7

   Different proxy in CRS than census L 1833 - - - 5.8 4.9 to 6.7 18.3 15.6 to 21.5

   Native M 16260 - - - 2.9 2.7 to 3.1 21.2 19.6 to 22.9

   Foreign born L 1569 - - - 6.0 5.0 to 7.0 10.2 8.6 to 12.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.9 (CRS question 10.1)  (Do you/does...) consider (yourself/himself/herself) to be White? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes L - 83.5 * -1.8 -2.1 to -1.5 5.5 5.2 to 5.8 19.1 18.2 to 20.1

No L - 16.5 * 1.8 1.5 to 2.1 5.5 5.2 to 5.8 19.1 18.2 to 20.1

Aggregate

       Total units L 19057 - - - 5.5 5.2 to 5.8 19.1 18.2 to 20.1

Table C.10 (CRS question 10.2)  (Do you/does...) consider (yourself/himself/herself) to be Black, African
Am., or Negro? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes L - 10.8 * -0.5 -0.6 to -0.3 1.2 1.1 to 1.3 6.3 5.6 to 7.0

No L - 89.2 * 0.5 0.3 to 0.6 1.2 1.1 to 1.3 6.3 5.6 to 7.0

Aggregate

       Total units L 19057 - - - 1.2 1.1 to 1.3 6.3 5.6 to 7.0

Table C.11 (CRS question 10.3)  (Do you/does...) consider (yourself/himself/herself) to be American
Indian or Alaska Native? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 1.6 * -0.3 -0.5 to -0.2 1.6 1.4 to 1.7 55.5 50.5 to 61.1

No H - 98.4 * 0.3 0.2 to 0.5 1.6 1.4 to 1.7 55.5 50.5 to 61.1

Aggregate

       Total units H 19057 - - - 1.6 1.4 to 1.7 55.5 50.5 to 61.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.12 (CRS question 10.4)  (Do you/does...) consider (yourself/himself/herself) to be Asian Indian? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 0.5 0.0 -0.1 to 0.0 0.3 0.3 to 0.4 32.9 26.8 to 40.2

No M - 99.5 0.0 -0.0 to 0.1 0.3 0.3 to 0.4 32.9 26.8 to 40.2

Aggregate

       Total units M 19057 - - - 0.3 0.3 to 0.4 32.9 26.8 to 40.2

Table C.13 (CRS question 10.5)  (Do you/does...) consider (yourself/himself/herself) to be Chinese? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 0.9 * -0.1 -0.2 to -0.0 0.4 0.3 to 0.4 21.9 17.9 to 26.7

No M - 99.1 * 0.1 0.0 to 0.2 0.4 0.3 to 0.4 21.9 17.9 to 26.7

Aggregate

       Total units M 19057 - - - 0.4 0.3 to 0.4 21.9 17.9 to 26.7

Table C.14 (CRS question 10.6)  (Do you/does...) consider (yourself/himself/herself) to be Filipino? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes L - 1.0 * -0.1 -0.1 to -0.0 0.3 0.2 to 0.3 13.3 10.5 to 16.8

No L - 99.0 * 0.1 0.0 to 0.1 0.3 0.2 to 0.3 13.3 10.5 to 16.8

Aggregate

       Total units L 19057 - - - 0.3 0.2 to 0.3 13.3 10.5 to 16.8



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.15 (CRS question 10.7)  (Do you/does...) consider (yourself/himself/herself) to be Japanese? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 0.4 0.0 -0.1 to 0.0 0.2 0.1 to 0.3 27.7 21.1 to 36.4

No M - 99.6 0.0 -0.0 to 0.1 0.2 0.1 to 0.3 27.7 21.1 to 36.4

Aggregate

       Total units M 19057 - - - 0.2 0.1 to 0.2 27.7 21.1 to 36.4

Table C.16 (CRS question 10.8)  (Do you/does...) consider (yourself/himself/herself) to be Korean? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes L - 0.4 * -0.1 -0.1 to -0.0 0.1 0.1 to 0.2 16.8 12.0 to 23.5

No L - 99.6 * 0.1 0.0 to 0.1 0.1 0.1 to 0.2 16.8 12.0 to 23.5

Aggregate

       Total units L 19057 - - - 0.1 0.1 to 0.2 16.8 12.0 to 23.5

Table C.17 (CRS question 10.9)  (Do you/does...) consider (yourself/himself/herself) to be Vietnamese? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 0.4 0.0 -0.1 to 0.0 0.2 0.1 to 0.2 25.7 19.3 to 34.1

No M - 99.6 0.0 -0.0 to 0.1 0.2 0.1 to 0.2 25.7 19.3 to 34.1

Aggregate

       Total units M 19057 - - - 0.2 0.1 to 0.2 25.7 19.3 to 34.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.18 (CRS question 10.10)  (Do you/does...) consider (yourself/himself/herself) to be Other Asian? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 0.7 * -0.2 -0.3 to -0.1 0.5 0.4 to 0.6 47.5 40.3 to 55.9

No M - 99.3 * 0.2 0.1 to 0.3 0.5 0.4 to 0.6 47.5 40.3 to 55.9

Aggregate

       Total units M 19057 - - - 0.5 0.4 to 0.6 47.5 40.3 to 55.9

Table C.19 (CRS question 10.11)  (Do you/does...) consider (yourself/himself/herself) to be Native
Hawaiian? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 0.2 0.0 -0.1 to 0.0 0.2 0.1 to 0.2 50.7 37.8 to 68.1

No H - 99.8 0.0 -0.0 to 0.1 0.2 0.1 to 0.2 50.7 37.8 to 68.1

Aggregate

       Total units H 19057 - - - 0.2 0.1 to 0.2 50.7 37.8 to 68.1

Table C.20 (CRS Question 10.12)  (Do you/does...) consider (yourself/himself/herself) to be
Guamanian/Chamorro? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 0.1 * -0.1 -0.1 to -0.1 0.1 0.1 to 0.2 100.0 72.9 to 100.0

No H - 99.9 * 0.1 0.1 to 0.1 0.1 0.1 to 0.2 100.0 72.9 to 100.0

Aggregate

       Total units H 19057 - - - 0.1 0.1 to 0.2 100.0 72.9 to 100.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.21 (CRS question 10.13)  (Do you/does...) consider (yourself/himself/herself) to be Samoan? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 0.1 * -0.1 -0.2 to -0.1 0.2 0.1 to 0.2 95.3 71.0 to 100.0

No H - 99.9 * 0.1 0.1 to 0.2 0.2 0.1 to 0.2 95.3 71.0 to 100.0

Aggregate

       Total units H 19057 - - - 0.2 0.1 to 0.2 95.3 71.0 to 100.0

Table C.22 (CRS question 10.14)  (Do you/does...) consider (yourself/himself/herself) to be Other Pacific
Islander? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 0.2 * -0.1 -0.2 to -0.1 0.3 0.2 to 0.3 74.8 59.7 to 93.8

No H - 99.8 * 0.1 0.1 to 0.2 0.3 0.2 to 0.3 74.8 59.7 to 93.8

Aggregate

       Total units H 19057 - - - 0.3 0.2 to 0.3 74.8 59.7 to 93.8

Table C.23 (CRS question 10.15)  (Do you/does...) consider (yourself/himself/herself) to be Some other
race? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 3.0 * 0.7 0.4 to 1.0 4.8 4.5 to 5.1 74.9 70.9 to 79.1

No H - 97.0 * -0.7 -1.0 to -0.4 4.8 4.5 to 5.1 74.9 70.9 to 79.1

Aggregate

       Total units H 19057 - - - 4.8 4.5 to 5.1 74.9 70.9 to 79.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.24 (CRS question 10)  Which race or races (do you/does...) consider (yourself/himself/herself) to
be? – Edited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

White M - 81.8 * -1.3 -1.6 to -1.0 6.2 5.9 to 6.5 20.3 19.4 to 21.3

Black, African Am., or Negro L - 9.9 0.1 -0.0 to 0.2 0.9 0.8 to 1.0 4.8 4.3 to 5.5

American Indian or Alaska Native M - 0.6 0.1 -0.0 to 0.1 0.5 0.4 to 0.5 38.3 32.1 to 45.6

Asian L - 3.0 0.0 -0.1 to 0.1 0.4 0.4 to 0.5 7.2 6.0 to 8.7

Native Hawaiian or Pacific Islander M - 0.1 0.0 -0.0 to 0.1 0.1 0.1 to 0.2 43.4 30.4 to 61.8

Some other race H - 2.3 * 1.4 1.2 to 1.7 4.0 3.7 to 4.2 67.6 63.7 to 71.8

Two or more races H - 2.4 * -0.3 -0.5 to -0.1 3.2 3.0 to 3.5 74.1 69.3 to 79.1

Aggregate

   Total units M 19044 - - - 7.6 7.3 to 7.9 23.1 22.2 to 24.2

   Hispanic H 1702 - - - 47.7 45.7 to 49.7 86.9 83.4 to 90.6

   Non-Hispanic L 16952 - - - 3.7 3.4 to 3.9 12.6 11.8 to 13.5

   Male M 8973 - - - 7.9 7.4 to 8.4 25.0 23.5 to 26.6

   Female M 9938 - - - 7.4 7.0 to 7.9 21.9 20.6 to 23.3

   Age 6 - 15 M 2683 - - - 10.1 9.1 to 11.1 24.8 22.6 to 27.3

   Age 16 - 35 M 4509 - - - 10.1 9.4 to 10.9 26.8 24.9 to 28.8

   Age 36 - 64 M 7583 - - - 6.1 5.7 to 6.6 20.8 19.3 to 22.4

   Age 65 or older L 2622 - - - 3.5 2.9 to 4.1 18.0 15.2 to 21.4

   Mailback M 14011 - - - 5.8 5.5 to 6.1 20.9 19.7 to 22.2

   Enumerator M 5033 - - - 12.8 12.0 to 13.6 27.7 26.1 to 29.5

   Self in both CRS and census M 6943 - - - 6.4 5.9 to 6.8 21.1 19.5 to 22.8

   Proxy in CRS, self in census M 1703 - - - 5.5 4.6 to 6.4 20.7 17.5 to 24.5

   Self in CRS, proxy in census M 1540 - - - 7.3 6.2 to 8.4 24.0 20.6 to 28.0

   Same proxy in CRS and census M 5092 - - - 8.4 7.7 to 9.0 24.1 22.2 to 26.1

   Different proxy in CRS than census M 1846 - - - 11.3 10.1 to 12.5 27.0 24.2 to 30.0

   Native M 16417 - - - 5.8 5.5 to 6.1 21.1 20.0 to 22.2

   Foreign born M 1544 - - - 25.6 23.8 to 27.4 38.6 35.9 to 41.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.25 (question 11)  What was (your/...’s) marital status on April 1, 2000 – Unedited, Census 2000 

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Now married L - 47.9 0.1 -0.1 to 0.3 2.0 1.8 to 2.1 3.9 3.6 to 4.3

Widowed L - 5.9 -0.1 -0.2 to 0.0 0.6 0.5 to 0.7 5.6 4.8 to 6.6

Divorced L - 7.1 * 0.3 0.1 to 0.4 1.6 1.5 to 1.8 12.1 11.0 to 13.3

Separated M - 1.4 0.1 -0.0 to 0.2 1.0 0.9 to 1.1 35.2 31.1 to 39.8

Never married L - 37.7 * -0.4 -0.6 to -0.2 2.0 1.8 to 2.1 4.2 3.9 to 4.6

Aggregate

 Total units L  18410 - - - 3.6 3.4 to 3.8 5.8 5.4 to 6.2

White L  14630 - - - 2.8 2.6 to 3.1 4.6 4.3 to 5.0

Black L   1733 - - - 9.0 7.8 to 10.1 13.8 12.1 to 15.8

Asian L    545 - - - 2.6 1.4 to 3.7 4.5 2.9 to 7.0

Other single race L    829 - - - 5.9 4.5 to 7.2 9.9 7.9 to 12.6

Two or more races L    379 - - - 2.3 1.1 to 3.6 4.3 2.5 to 7.5

Hispanic L   1795 - - - 5.8 4.9 to 6.8 9.9 8.5 to 11.7

Non-Hispanic L  16206 - - - 3.3 3.1 to 3.6 5.4 5.0 to 5.8

Male L   8656 - - - 3.5 3.1 to 3.8 6.0 5.4 to 6.6

Female L   9630 - - - 3.6 3.3 to 4.0 5.6 5.1 to 6.1

Age 6-15 H   2601 - - - 1.6 1.2 to 2.0 74.2 57.7 to 95.6

Age 16-35 L   4386 - - - 4.2 3.7 to 4.7 7.6 6.7 to 8.5

Age 36-64 L   7352 - - - 4.2 3.8 to 4.5 9.5 8.6 to 10.4

Age 65 or older L   2553 - - - 3.3 2.7 to 3.9 5.8 4.8 to 6.9

Mailback L  13889 - - - 2.7 2.5 to 3.0 4.5 4.1 to 4.9

Enumerator L   4521 - - - 6.1 5.6 to 6.7 9.8 8.9 to 10.9

Self in both CRS and census L   6789 - - - 4.3 3.9 to 4.8 7.0 6.4 to 7.7

Proxy in CRS, self in census L   1663 - - - 3.2 2.5 to 3.9 7.0 5.6 to 8.7

Self in CRS, proxy in census L   1491 - - - 3.2 2.4 to 3.9 7.4 5.8 to 9.4

Same proxy in CRS and census L   4929 - - - 2.2 1.8 to 2.5 4.4 3.8 to 5.2

Different proxy in CRS than census L   1778 - - - 4.1 3.3 to 4.9 11.0 9.1 to 13.3

Native L  16384 - - - 3.2 3.0 to 3.4 5.2 4.8 to 5.5

Foreign born L   1609 - - - 6.2 5.2 to 7.1 10.8 9.1 to 12.7



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.26 (CRS question 12a)  At any time between February 1, 2000, and April 1, 2000, (were
you/was...) attending regular school or college? – Unedited, Census 2000 

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No, has not attended L - 75.6 * -1.1 -1.4 to -0.9 4.0 3.8 to 4.3 10.7 10.0 to 11.4

Yes, PUBLIC school or PUBLIC college L - 21.1 * 0.8 0.5 to 1.0 4.2 4.0 to 4.5 12.5 11.8 to 13.3

Yes, PRIVATE school or PRIV college M - 3.3 * 0.3 0.2 to 0.5 2.3 2.2 to 2.5 35.0 32.2 to 38.0

Aggregate

Total units L  16981 - - - 5.3 5.0 to 5.6 13.5 12.8 to 14.3

White L  13566 - - - 4.6 4.3 to 4.9 12.6 11.7 to 13.4

Black L   1587 - - - 6.9 5.9 to 8.0 15.9 13.6 to 18.6

Asian L    492 - - - 9.0 6.9 to 11.1 19.0 14.9 to 24.4

Other single race L    750 - - - 9.0 7.3 to 10.7 19.1 15.6 to 23.3

Two or more races L    330 - - - 8.8 6.2 to 11.4 17.4 12.9 to 23.6

Hispanic L   1610 - - - 7.5 6.4 to 8.6 15.9 13.7 to 18.5

Non-Hispanic L  15063 - - - 5.0 4.7 to 5.3 13.3 12.6 to 14.2

Male L   8002 - - - 5.1 4.7 to 5.5 12.7 11.7 to 13.7

Female L   8882 - - - 5.4 5.0 to 5.8 14.3 13.3 to 15.5

Age 6-15 M   2582 - - - 5.7 5.0 to 6.5 26.0 22.7 to 29.7

Age 16-35 M   4251 - - - 8.1 7.4 to 8.8 20.0 18.3 to 21.8

Age 36-64 H   7074 - - - 3.2 2.8 to 3.5 51.6 46.3 to 57.6

Age 65 or older H   2410 - - - 0.8 0.5 to 1.1 51.9 35.7 to 75.6

Mailback L  12910 - - - 4.7 4.4 to 5.1 12.6 11.8 to 13.5

Enumerator L   4070 - - - 7.0 6.3 to 7.6 16.3 14.8 to 18.0

Self in both CRS and census M   6501 - - - 3.6 3.2 to 4.0 34.0 30.5 to 37.9

Proxy in CRS, self in census M   1590 - - - 4.4 3.5 to 5.2 23.1 19.0 to 28.2

Self in CRS, proxy in census L   1436 - - - 4.7 3.7 to 5.6 19.9 16.3 to 24.4

Same proxy in CRS and census L   4422 - - - 6.3 5.7 to 6.9 11.4 10.3 to 12.6

Different proxy in CRS than census L   1536 - - - 9.3 8.1 to 10.5 16.6 14.5 to 19.0

Native L  15276 - - - 5.1 4.8 to 5.4 12.8 12.1 to 13.6

Foreign born M   1524 - - - 7.3 6.2 to 8.4 23.1 19.8 to 27.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.27 (CRS question 12b) What grade or level (were you/was...) attending? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Nursery school, preschool L - 4.4 * 0.4 0.1 to 0.6 0.9 0.7 to 1.2 10.9 8.4 to 14.3

Kindergarten L - 5.9 0.2 -0.2 to 0.6 2.3 1.9 to 2.7 19.9 16.7 to 23.7

Grade 1 to grade 4 L - 25.2 0.3 -0.1 to 0.8 3.4 2.9 to 3.9 9.0 7.8 to 10.3

Grade 5 to grade 8 L - 27.4 -0.4 -0.9 to 0.0 3.2 2.8 to 3.7 8.1 7.0 to 9.4

Grade 9 to grade 12 L - 23.6 0.1 -0.3 to 0.5 2.0 1.7 to 2.4 5.6 4.7 to 6.8

College undergraduate years L - 11.3 * -0.6 -0.9 to -0.3 1.5 1.2 to 1.8 7.4 5.9 to 9.2

Graduate or professional school M - 2.1 0.1 -0.2 to 0.3 0.9 0.7 to 1.2 21.1 16.0 to 27.9

Aggregate

Total units L   3916 - - - 7.1 6.4 to 7.8 9.0 8.2 to 9.9

White L   2877 - - - 5.7 5.0 to 6.5 7.3 6.4 to 8.3

Black L    443 - - - 8.5 6.3 to 10.6 10.8 8.2 to 14.1

Asian L    151 - - - 10.2 6.2 to 14.3 12.5 8.7 to 18.6

Other single race M    228 - - - 18.3 14.1 to 22.5 23.8 19.1 to 30.0

Two or more races L    120 - - - 11.6 6.8 to 16.4 15.3 10.5 to 23.2

Hispanic L    512 - - - 12.6 10.2 to 15.0 16.5 13.7 to 20.0

Non-Hispanic L   3315 - - - 6.2 5.5 to 6.9 7.8 6.9 to 8.7

Male L   1968 - - - 6.5 5.6 to 7.4 8.4 7.3 to 9.7

Female L   1924 - - - 7.7 6.7 to 8.7 9.7 8.4 to 11.0

Age 6-15 L   2500 - - - 6.4 5.6 to 7.2 9.9 8.7 to 11.2

Age 16-35 L    966 - - - 5.0 3.8 to 6.1 9.2 7.2 to 11.6

Age 36-64 M    124 - - - 15.3 10.0 to 20.6 36.1 26.1 to 51.3

Age 65 or older     12 - - - ... ... ... ...

Mailback L   2863 - - - 5.5 4.8 to 6.2 7.0 6.2 to 8.0

Enumerator L   1054 - - - 11.4 9.7 to 13.0 14.5 12.6 to 16.8

Self in both CRS and census L    256 - - - 8.8 5.9 to 11.7 15.4 10.9 to 21.8

Proxy in CRS, self in census L    135 - - - 10.0 5.8 to 14.3 13.6 9.2 to 20.7

Self in CRS, proxy in census L    156 - - - 6.5 3.2 to 9.7 11.4 6.8 to 19.1

Same proxy in CRS and census L   2063 - - - 6.8 5.9 to 7.8 9.0 7.9 to 10.4

Different proxy in CRS than census L    921 - - - 6.6 5.3 to 8.0 8.7 7.1 to 10.8

Native L   3634 - - - 7.0 6.3 to 7.7 8.9 8.0 to 9.8

Foreign born L    235 - - - 7.7 4.9 to 10.6 10.0 6.8 to 14.7



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C14

Table C.28 (CRS question 13)  What was the highest degree or level of school (you/...) had COMPLETED
as of April 1, 2000? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No schooling completed M - 3.0 * 1.3 1.1 to 1.5 2.9 2.7 to 3.1 41.3 38.3 to 44.5

Nursery school to 4h grade M - 9.2 * -0.7 -0.9 to -0.5 3.5 3.3 to 3.8 21.8 20.4 to 23.3

5th grade or 6th grade M - 4.0 0.2 -0.0 to 0.4 2.7 2.5 to 2.9 34.4 31.8 to 37.1

7th grade or 8th grade M - 5.9 -0.2 -0.5 to 0.0 3.8 3.5 to 4.0 34.7 32.5 to 37.0

9th grade H - 3.0 0.2 -0.0 to 0.4 3.3 3.0 to 3.5 53.6 49.9 to 57.5

10th grade H - 3.5 0.0 -0.2 to 0.3 3.5 3.3 to 3.8 53.1 49.6 to 56.8

11th grade M - 3.7 -0.2 -0.4 to 0.1 3.4 3.2 to 3.7 49.6 46.3 to 53.1

12th grade–no diploma H - 1.6 * 1.4 1.1 to 1.7 4.1 3.8 to 4.3 89.3 83.9 to 95.2

High School Graduate M - 26.4 * -2.7 -3.1 to -2.3 11.5 11.1 to 11.9 30.5 29.5 to 31.6

Some college credit, less than 1 year H - 4.4 * 1.7 1.3 to 2.0 7.1 6.8 to 7.5 71.4 68.1 to 74.9

1 or more years of college, no degree M - 12.1 * -0.7 -1.1 to -0.4 9.4 9.0 to 9.8 45.3 43.5 to 47.3

Associate degree M - 5.1 0.2 -0.1 to 0.4 3.8 3.5 to 4.0 38.3 35.8 to 40.8

Bachelor's degree L - 11.8 * -0.4 -0.7 to -0.2 3.2 3.0 to 3.4 15.6 14.5 to 16.7

Master's degree L - 4.4 * -0.2 -0.3 to -0.0 1.0 0.9 to 1.2 12.4 10.9 to 14.1

Professional degree M - 1.1 *  0.3 0.2 to 0.4 1.0 0.8 to 1.1 38.6 33.8 to 43.9

Doctorate degree M - 0.7 * -0.1 -0.2 to -0.0 0.4 0.3 to 0.5 31.4 25.8 to 38.2

Aggregate

Total units M  16750 - - - 32.3 31.7 to 32.9 36.5 35.8 to 37.2

White M  13416 - - - 30.3 29.6 to 30.9 34.5 33.7 to 35.2

Black M   1568 - - - 40.2 38.1 to 42.2 45.1 42.9 to 47.5

Asian M    484 - - - 37.3 33.7 to 40.9 41.9 38.1 to 46.3

Other single race H    728 - - - 45.3 42.2 to 48.3 50.5 47.4 to 54.1

Two or more races M    315 - - - 34.9 30.5 to 39.4 38.4 34.0 to 43.7

Hispanic M   1575 - - - 43.9 41.9 to 46.0 48.6 46.4 to 51.0

Non-Hispanic M  14854 - - - 31.0 30.4 to 31.6 35.2 34.5 to 35.9

Male M   7866 - - - 32.0 31.2 to 32.9 36.0 35.0 to 37.0

Female M   8786 - - - 32.5 31.7 to 33.3 36.9 36.0 to 37.9

Age 6-15 M   2536 - - - 26.6 25.1 to 28.0 38.0 36.0 to 40.2

Age 16-35 M   4195 - - - 36.7 35.5 to 38.0 42.9 41.5 to 44.4

Age 36-64 M   6992 - - - 31.1 30.2 to 32.1 37.3 36.3 to 38.5

Age 65 or older M   2380 - - - 34.4 32.8 to 36.0 41.0 39.1 to 42.9

Mailback M  12839 - - - 30.3 29.6 to 30.9 34.2 33.5 to 35.0

Enumerator M   3910 - - - 39.0 37.7 to 40.3 44.1 42.6 to 45.5

Self in both CRS and census M   6482 - - - 29.8 28.9 to 30.7 35.6 34.5 to 36.7

Proxy in CRS, self in census M   1557 - - - 33.0 31.0 to 35.0 39.2 37.0 to 41.7

Self in CRS, proxy in census M   1413 - - - 39.6 37.5 to 41.8 46.0 43.7 to 48.6

Same proxy in CRS and census M   4358 - - - 31.6 30.5 to 32.8 35.6 34.3 to 36.9

Different proxy in CRS than census M   1479 - - - 32.8 30.8 to 34.8 38.0 35.8 to 40.4

Native M  15115 - - - 30.4 29.7 to 31.0 34.4 33.8 to 35.1

Foreign born H   1488 - - - 51.0 48.9 to 53.1 56.3 54.0 to 58.7



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C15

Table C.29 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited (Single response
only), Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Armenian L - 0.3 0.0 -0.1 to 0.0 0.0 0.0 to 0.1 6.8 2.8 to 16.8

Austrian M - 0.2 0.1 -0.0 to 0.1 0.1 0.1 to 0.2 32.7 20.3 to 52.7

Belgian L - 0.2 0.0 -0.1 to 0.0 0.1 0.0 to 0.1 18.1 9.3 to 35.4

Canadian H - 0.2 0.0 -0.1 to 0.1 0.2 0.2 to 0.4 55.9 39.6 to 79.0

Czech M - 0.6 * -0.1 -0.2 to -0.1 0.2 0.2 to 0.3 22.2 15.6 to 31.5

Danish M - 0.3 -0.1 -0.1 to 0.0 0.1 0.1 to 0.2 24.0 15.3 to 37.7

Dutch M - 0.9 0.1 -0.0 to 0.2 0.4 0.3 to 0.5 21.0 15.9 to 27.8

English H - 6.6 * -1.6 -2.0 to -1.2 5.6 5.2 to 6.1 51.2 47.6 to 55.1

Finnish L - 0.3 0.0 -0.1 to 0.0 0.1 0.0 to 0.1 13.1 6.7 to 25.6

French (except Basque) M - 1.5 * -0.5 -0.7 to -0.3 1.2 1.0 to 1.4 48.5 41.4 to 56.8

French Canadian H - 0.5 * 0.3 0.2 to 0.5 0.8 0.6 to 0.9 55.5 45.7 to 67.5

German M - 13.0 * -1.5 -1.9 to -1.2 4.6 4.3 to 5.0 21.6 19.9 to 23.4

Greek L - 0.4 0.0 -0.1 to 0.0 0.1 0.0 to 0.1 7.3 3.7 to 14.2

Haitian L - 0.4 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 0.6 0.1 to 5.3

Hungarian M - 0.4 0.0 -0.0 to 0.1 0.2 0.1 to 0.3 23.4 15.6 to 35.1

Irish M - 6.3 * -1.1 -1.4 to -0.8 3.5 3.1 to 3.8 31.8 29.0 to 34.9

Iranian M - 0.1 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 20.7 10.1 to 42.4

Italian L - 4.7 0.0 -0.2 to 0.2 0.8 0.7 to 1.0 9.0 7.4 to 10.9

Jamaican M - 0.4 0.1 -0.0 to 0.1 0.2 0.1 to 0.3 24.2 16.5 to 35.5

Lebanese L - 0.2 0.0 -0.1 to 0.0 0.1 0.0 to 0.1 18.5 9.2 to 36.9

Lithuanian M - 0.2 0.0 -0.1 to 0.1 0.1 0.1 to 0.2 23.9 14.1 to 40.3

Norwegian L - 1.3 0.1 -0.1 to 0.2 0.4 0.3 to 0.5 14.3 10.8 to 19.0

Polish L - 2.3 0.1 -0.1 to 0.2 0.6 0.4 to 0.7 12.0 9.5 to 15.1

Portuguese L - 0.4 * -0.1 -0.2 to -0.0 0.1 0.1 to 0.2 18.9 11.9 to 30.0

Pennsylvania German H - 0.2 -0.1 -0.1 to 0.0 0.2 0.1 to 0.3 70.6 47.3 to 100.0

Romanian U - 0.1 0.0 -0.0 to 0.1 0.1 0.0 to 0.1 u u

Russian M - 1.0 * -0.2 -0.3 to -0.1 0.5 0.4 to 0.6 29.0 22.7 to 37.0

Scotch-Irish H - 1.2 0.0 -0.2 to 0.2 1.3 1.1 to 1.5 50.9 43.6 to 59.4

Scottish M - 1.2 * -0.2 -0.4 to -0.0 1.0 0.8 to 1.1 45.7 38.3 to 54.6

Slovak M - 0.2 0.0 -0.0 to 0.1 0.2 0.1 to 0.3 36.4 24.1 to 54.8

Subsaharan African H - 0.8 0.1 -0.1 to 0.3 1.1 0.9 to 1.3 66.4 56.3 to 78.2

Swedish M - 0.9 0.1 -0.0 to 0.2 0.5 0.4 to 0.6 24.7 19.2 to 31.9

Swiss L - 0.1  0.0 -0.0 to 0.1 0.0 0.0 to 0.1 19.1 7.7 to 47.1

Ukrainian L - 0.3 * 0.1 0.0 to 0.1 0.1 0.1 to 0.2 13.9 8.2 to 23.4

United States or American H - 8.0 * 3.3 2.7 to 3.9  12.2 11.7 to 12.8 70.0 66.9 to 73.4

Welsh M - 0.2 -0.1 -0.1 to 0.0 0.2 0.1 to 0.3 43.6 28.8 to 66.0

Yugoslavian L - 0.3 0.0 -0.1 to 0.1 0.1 0.1 to 0.2 17.5 10.4 to 29.6

Race or Hispanic origin groups:

Afro-American L - 14.0 0.2 -0.1 to 0.4 2.5 2.2 to 2.8 10.3 9.3 to 11.5

American Indian H - 1.2 * -0.3 -0.5 to -0.1 1.1 0.9 to 1.3 50.3 42.6 to 59.5

Chinese L - 1.1 -0.1 -0.2 to 0.0 0.3 0.2 to 0.4 14.0 10.2 to 19.2

Colombian L - 0.3 0.0 -0.0 to 0.1 0.1 0.0 to 0.1 11.3 5.9 to 21.6

Cuban L - 0.5 * -0.1 -0.1 to -0.0 0.1 0.1 to 0.2 11.7 7.2 to 19.2

Dominican L - 0.4 0.0 -0.0 to 0.1 0.1 0.1 to 0.2 11.9 7.1 to 19.8

Ecuadorian L - 0.2 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 6.1 2.3 to 16.0

Filipino L - 1.4 0.0 -0.1 to 0.1 0.2 0.1 to 0.3 6.5 4.3 to 9.8

Guatemalan M - 0.3 * 0.1 0.0 to 0.2 0.1 0.1 to 0.2 21.7 13.6 to 34.8



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C16

Table C.29 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited (Single response
only), Census 2000 –Con.

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross Difference Rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Hispanic H - 0.7 * 0.6 0.4 to 0.8 1.9 1.6 to 2.1 94.8 83.5 to 100.0

Honduran L - 0.2 0.0 -0.0 to 0.1 0.1 0.0 to 0.1 16.2 8.6 to 30.5

Japanese L - 0.4 0.0 -0.0 to 0.1 0.1 0.0 to 0.1 7.8 4.1 to 14.9

Korean L - 0.6 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 3.0 1.3 to 7.1

Mexican L - 10.6 * -0.6 -0.9 to -0.4 2.2 1.9 to 2.5 11.9 10.6 to 13.3

Puerto Rican L - 1.5 0.1 -0.0 to 0.2 0.5 0.4 to 0.7 17.0 13.3 to 21.6

Salvadoran M - 0.4 0.0 -0.0 to 0.1 0.2 0.1 to 0.3 25.2 17.1 to 37.3

Spanish H - 1.1 -0.2 -0.4 to 0.0 1.4 1.2 to 1.6 68.8 59.4 to 79.5

Vietnamese L - 0.6 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 3.3 1.4 to 7.8

White H - 0.7 * 1.0 0.7 to 1.2 2.1 1.9 to 2.4 94.1 83.6 to 100.0

Other groups M - 6.8 0.3 -0.1 to 0.7 5.6 5.2 to 6.0 43.0 39.9 to 46.2

Unclassified H - 0.8 * 0.3 0.1 to 0.5 1.7 1.5 to 1.9 94.2 82.5 to 100.0

Aggregate:

       Total units M       9051 - - - 28.5 27.8 to 29.3 30.7 29.9 to 31.6

       White M 6011 - - - 34.2 33.2 to 35.2 37.3 36.2 to 38.4

       Black H 1481 - - - 15.7 14.1 to 17.3 56.0 50.8 to 61.9

       Asian L 495 - - - 7.6 5.6 to 9.5 9.5 7.3 to 12.5

       Other single race M 705 - - - 23.4 20.8 to 26.1 34.7 31.1 to 38.8

       Two or more races M 172 - - - 31.5 25.6 to 37.3 34.4 28.9 to 41.6

       Hispanic M 1513 - - - 22.1 20.3 to 23.9 35.4 32.7 to 38.3

       Non-Hispanic M 7386 - - - 29.8 28.9 to 30.7 32.6 31.6 to 33.5

       Male M 4348 - - - 28.8 27.7 to 30.0 31.0 29.8 to 32.3

       Female M 4642 - - - 28.1 27.0 to 29.2 30.3 29.2 to 31.5

       Age 6 - 15 M 1183 - - - 31.9 29.6 to 34.1 35.1 32.7 to 37.6

       Age 16 - 35 M 2210 - - - 27.5 25.9 to 29.1 29.7 28.1 to 31.5

       Age 36 - 64 M 3667 - - - 29.3 28.0 to 30.5 31.4 30.2 to 32.8

       Age 65 or older M 1290 - - - 24.9 22.9 to 26.9 26.8 24.8 to 29.0

       Mailback M 6380 - - - 28.8 27.8 to 29.8 26.8 25.9 to 27.7

       Enumerator M 2672 - - - 35.7 34.1 to 37.4 32.7 31.2 to 34.1

       Self in both CRS and census M 3373 - - - 29.7 28.4 to 31.1 27.6 26.3 to 28.9

       Proxy in CRS, self in census M 795 - - - 30.3 27.7 to 33.3 28.3 25.7 to 31.0

       Self in CRS, proxy in census M 791 - - - 33.2 30.4 to 36.3 30.8 28.1 to 33.5

       Same proxy in CRS and census M 2382 - - - 30.2 28.6 to 31.9 27.9 26.4 to 29.4

       Different proxy in CRS than census M 867 - - - 34.3 31.6 to 37.3 31.4 28.8 to 33.9

       Native M 7483 - - - 31.5 30.6 to 32.4 34.3 33.4 to 35.3

       Foreign born L 1479 - - - 13.8 12.4 to 15.3 15.5 13.9 to 17.2



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C17

Table C.30 (CRS question 15a)  (Do you/does...) speak a language other than English at home? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 14.1 * 1.3 1.0 to 1.6 5.7 5.4 to 6.0 22.7 21.6 to 23.9

No M - 85.9 * -1.3 -1.6 to -1.0 5.7 5.4 to 6.0 22.7 21.6 to 23.9

Aggregate

Total units M  18023 - - - 5.7 5.4 to 6.0 22.7 21.6 to 23.9

White M  14326 - - - 4.9 4.6 to 5.2 29.4 27.7 to 31.3

Black M   1710 - - - 6.0 5.1 to 6.9 47.1 40.1 to 55.4

Asian M    532 - - - 14.9 12.4 to 17.4 36.8 31.1 to 43.7

Other single race M    806 - - - 9.7 8.0 to 11.5 23.0 19.1 to 27.7

Two or more races L    378 - - - 8.4 6.0 to 10.7 19.6 14.6 to 26.2

Hispanic M   1778 - - - 12.5 11.2 to 13.8 33.4 30.1 to 37.0

Non-Hispanic M  15901 - - - 4.8 4.6 to 5.1 33.4 31.4 to 35.4

Male M   8485 - - - 5.4 5.0 to 5.8 21.6 20.0 to 23.3

Female M   9424 - - - 5.9 5.5 to 6.3 23.7 22.1 to 25.4

Age 6-15 M   2611 - - - 6.6 5.8 to 7.4 24.8 21.9 to 28.2

Age 16-35 M   4302 - - - 6.3 5.7 to 6.9 20.4 18.5 to 22.5

Age 36-64 M   7164 - - - 4.9 4.5 to 5.3 21.7 19.9 to 23.7

Age 65 or older M   2461 - - - 5.3 4.6 to 6.1 29.3 25.4 to 33.8

Mailback M  13666 - - - 5.4 5.0 to 5.7 24.2 22.8 to 25.7

Enumerator M   4357 - - - 6.8 6.1 to 7.4 20.3 18.4 to 22.3

Self in both CRS and census M   6641 - - - 5.1 4.6 to 5.5 22.9 21.0 to 25.1

Proxy in CRS, self in census M   1633 - - - 5.4 4.4 to 6.3 23.6 19.8 to 28.2

Self in CRS, proxy in census M   1464 - - - 6.2 5.1 to 7.2 21.1 17.7 to 25.1

Same proxy in CRS and census M   4870 - - - 5.7 5.2 to 6.3 23.5 21.3 to 25.9

Different proxy in CRS than census M   1759 - - - 7.4 6.4 to 8.4 23.0 19.9 to 26.6

Native M  16302 - - - 5.2 4.9 to 5.5 34.6 32.7 to 36.6

Foreign born M   1578 - - - 10.1 8.8 to 11.3 31.8 28.1 to 36.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C18

Table C.31 (CRS question 15b)  What is that language? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

English only spoken L - 86.5 * -0.5 -0.7 to -0.2 4.0 3.7 to 4.2 16.8 15.7 to 17.9

Spanish or Spanish Creole L - 8.0 * 0.3 0.1 to 0.4 2.0 1.9 to 2.2 13.6 12.5 to 14.9

French (inc. Patois  Cajun) M - 0.5 0.0 -0.1 to 0.1 0.4 0.4 to 0.5 47.9 39.5 to 58.1

French Creole M - 0.1 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 27.2 17.1 to 43.2

Italian M - 0.3 0.0 -0.1 to 0.0 0.2 0.1 to 0.2 33.4 24.7 to 45.3

Portuguese or Portuguese Creole M - 0.2 0.0 -0.0 to 0.1 0.1 0.1 to 0.1 25.2 16.4 to 38.8

German H - 0.3 0.1 -0.0 to 0.1 0.4 0.3 to 0.5 53.0 43.3 to 65.0

Yiddish - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 # #

Other West Germanic languages M - 0.1 * 0.0 0.0 to 0.1 0.1 0.0 to 0.1 36.4 21.3 to 62.0

Scandinavian languages U - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 u u

Greek L - 0.1 * 0.0 0.0 to 0.1 0.0 0.0 to 0.1 15.4 8.6 to 27.6

Russian L - 0.4 * 0.1 0.0 to 0.1 0.1 0.1 to 0.2 12.8 8.6 to 19.0

Polish M - 0.2 0.0 -0.0 to 0.1 0.1 0.1 to 0.1 21.0 13.5 to 32.5

Serbo-Croatian M - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 21.0 11.2 to 39.5

Other Slavic languages M - 0.1 0.0 -0.1 to 0.0 0.1 0.0 to 0.1 30.1 18.8 to 48.2

Armenian L - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 4.0 1.0 to 16.4

Persian M - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 20.8 9.5 to 45.2

Gujarathi U - 0.1 0.0 -0.0 to 0.1 0.0 0.0 to 0.1 u u

Hindi M - 0.1 0.0 -0.1 to 0.0 0.0 0.0 to 0.1 20.9 11.6 to 37.4

Urdu L - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 13.9 5.9 to 32.6

Other Indic languages M - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 26.0 14.3 to 47.4

Other Indo-European languages H - 0.1 0.0 -0.1 to 0.0 0.1 0.1 to 0.1 56.2 37.3 to 84.7

Chinese L - 0.5 0.0 -0.1 to 0.0 0.1 0.1 to 0.2 12.6 8.7 to 18.2

Japanese M - 0.1 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 26.2 16.1 to 42.5

Korean L - 0.2 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 8.0 4.2 to 15.4

Mon-Khmer, Cambodian L - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 0.0 0.0 to 16.7

Miao, Hmong L - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 0.0 0.0 to 17.5

Thai U - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 u u

Laotian L - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 18.8 8.9 to 39.6

Vietnamese L - 0.2 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 3.8 1.5 to 9.3

Other Asian languages M - 0.1 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 24.3 14.4 to 41.0

Tagalog M - 0.5 0.0 -0.0 to 0.1 0.2 0.2 to 0.3 22.6 17.1 to 29.9

Other Pacific Island languages M - 0.1 0.0 -0.1 to 0.0 0.1 0.1 to 0.1 39.9 26.4 to 60.1

Navajo U - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 u u

Other Native North American languages U - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 u u

Hungarian H - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 53.9 26.9 to 100.0

Arabic M - 0.1 * 0.1 0.0 to 0.1 0.1 0.0 to 0.1 22.3 13.6 to 36.5

Hebrew H - 0.1 0.0 -0.1 to 0.0 0.0 0.0 to 0.1 53.9 30.5 to 95.2

African languages M - 0.1 * 0.0 -0.1 to -0.0 0.0 0.0 to 0.1 36.9 20.9 to 65.1

Other and unspecified languages H - 0.1 0.0 -0.0 to 0.0 0.1 0.1 to 0.1 83.4 55.1 to 100.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.31 (CRS question 15b)  What is that language? – Unedited, Census 2000 –Con.

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Aggregate

    Total units L  16295 - - - 4.5 4.2 to 4.7 17.9 16.9 to 19.1

    White M  13040 - - - 3.4 3.2 to 3.7 22.4 20.8 to 24.2

    Black M   1526 - - - 3.8 3.0 to 4.6 36.2 29.2 to 44.9

    Asian M    471 - - - 19.5 16.5 to 22.5 22.6 19.4 to 26.4

    Other single race M    720 - - - 10.0 8.2 to 11.8 21.7 18.1 to 26.1

    Two or more races L    304 - - - 7.1 4.7 to 9.6 14.6 10.3 to 20.8

    Hispanic M   1557 - - - 11.7 10.3 to 13.0 31.0 27.7 to 34.8

    Non-Hispanic M  14440 - - - 3.7 3.4 to 3.9 27.7 25.8 to 29.7

    Male L   7656 - - - 4.4 4.0 to 4.7 17.6 16.1 to 19.2

    Female L   8540 - - - 4.5 4.2 to 4.9 18.3 16.9 to 19.9

    Age 6-15 L   2526 - - - 4.8 4.1 to 5.5 18.4 15.8 to 21.3

    Age 16-35 L   4188 - - - 5.5 5.0 to 6.1 17.4 15.6 to 19.4

    Age 36-64 L   6953 - - - 3.8 3.4 to 4.2 17.2 15.5 to 19.0

    Age 65 or older M   2390 - - - 4.3 3.6 to 5.0 25.0 21.2 to 29.4

    Mailback L  12458 - - - 4.0 3.7 to 4.3 18.5 17.2 to 19.9

    Enumerator L   3837 - - - 5.9 5.3 to 6.6 17.3 15.5 to 19.2

    Self in both CRS and census L   6430 - - - 4.0 3.6 to 4.4 18.4 16.6 to 20.4

    Proxy in CRS, self in census M   1570 - - - 4.8 3.9 to 5.7 21.6 17.9 to 26.1

    Self in CRS, proxy in census L   1401 - - - 5.3 4.3 to 6.3 18.1 15.0 to 22.0

    Same proxy in CRS and census L   4084 - - - 4.6 4.1 to 5.2 18.9 16.8 to 21.3

    Different proxy in CRS than census L   1386 - - - 5.4 4.4 to 6.4 15.6 12.9 to 18.9

    Native M  14680 - - - 3.4 3.1 to 3.6 26.4 24.5 to 28.4

    Foreign born L   1498 - - - 14.2 12.7 to 15.7 17.9 16.2 to 19.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C20

Table C.32 (CRS question 15c)  How well (do you/does...) speak English? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Very well M - 58.4 * -8.2 -10.1 to -6.4 24.5 23.0 to 26.2 49.1 46.0 to 52.4

Well H - 19.2 * 6.3 4.4 to 8.1 26.3 24.7 to 28.0 75.3 70.8 to 80.1

Not well H - 17.1 0.0 -1.6 to 1.5 17.3 16.0 to 18.8 61.2 56.5 to 66.3

Not at all H - 5.3 * 2.0 1.1 to 2.9 6.3 5.4 to 7.3 53.6 46.3 to 62.0

Aggregate

Total units H   2003 - - - 37.2 35.4 to 39.0 59.5 56.8 to 62.5

White H    895 - - - 36.1 33.5 to 38.8 57.6 53.6 to 62.0

Black H     62 - - - 31.9 22.1 to 41.6 52.6 40.1 to 72.2

Asian H    322 - - - 36.4 32.0 to 40.8 58.8 52.3 to 66.6

Other single race H    484 - - - 40.0 36.3 to 43.6 62.2 56.9 to 68.3

Two or more races H     94 - - - 40.9 32.6 to 49.3 66.4 55.2 to 82.3

Hispanic H   1136 - - - 40.5 38.1 to 42.9 61.8 58.3 to 65.6

Non-Hispanic H    821 - - - 32.5 29.8 to 35.2 56.8 52.4 to 61.8

Male H    951 - - - 37.0 34.5 to 39.6 59.7 55.8 to 64.1

Female H   1037 - - - 37.7 35.2 to 40.2 60.2 56.4 to 64.3

Age 6-15 H    333 - - - 43.3 38.9 to 47.8 89.2 80.8 to 99.2

Age 16-35 H    683 - - - 33.6 30.6 to 36.6 54.3 49.8 to 59.4

Age 36-64 H    761 - - - 37.8 34.9 to 40.7 58.6 54.4 to 63.4

Age 65 or older M    184 - - - 32.2 26.5 to 37.9 46.6 39.5 to 55.9

Mailback H   1304 - - - 36.9 34.7 to 39.1 59.4 56.0 to 63.1

Enumerator H    700 - - - 37.8 34.8 to 40.8 59.9 55.5 to 65.0

Self in both CRS and census H    672 - - - 37.4 34.4 to 40.5 64.9 59.9 to 70.6

Proxy in CRS, self in census M    165 - - - 28.9 23.1 to 34.7 45.4 37.6 to 55.8

Self in CRS, proxy in census H    208 - - - 34.8 29.4 to 40.3 52.6 45.4 to 61.8

Same proxy in CRS and census H    485 - - - 35.2 31.6 to 38.7 58.3 52.9 to 64.7

Different proxy in CRS than census H 257 - - - 47.6 42.5 to 52.7 67.7 61.2 to 75.7

Native H    792 - - - 33.2 30.5 to 36.0 73.1 67.4 to 79.5

Foreign born H   1175 - - - 39.5 37.2 to 41.9 57.0 53.8 to 60.6



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.33 (CRS question 16)  Where (were/was...) you born? – Unedited, Census 2000 

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

In the United States L - 90.6 0.0 -0.1 to 0.1 0.5 0.4 to 0.6 2.7 2.2 to 3.3

Outside the United States L - 9.4 0.0 -0.1 to 0.1 0.5 0.4 to 0.6 2.7 2.2 to 3.3

Aggregate

Total units L  14529 - - - 0.5 0.4 to 0.5 2.7 2.2 to 3.3

White L  11611 - - - 0.2 0.2 to 0.3 2.4 1.7 to 3.2

Black L   1295 - - - 1.0 0.5 to 1.4 8.2 5.2 to 13.1

Asian L    423 - - - 1.8 0.8 to 2.9 4.0 2.2 to 7.1

Other single race L    699 - - - 2.0 1.2 to 2.9 4.3 2.8 to 6.6

Two or more races L    296 - - - 0.7 -0.1 to 1.4 2.1 0.7 to 6.6

Hispanic L   1410 - - - 1.4 0.9 to 1.9 3.0 2.1 to 4.3

Non-Hispanic L  12895 - - - 0.4 0.3 to 0.4 3.1 2.4 to 4.0

Male L   6920 - - - 0.4 0.3 to 0.5 2.2 1.6 to 3.1

Female L   7530 - - - 0.5 0.4 to 0.7 3.1 2.4 to 4.0

Age 6-15 L   2180 - - - 0.0 0.0 to 0.0 0.0 0.0 to 1.1

Age 16-35 L   3641 - - - 0.8 0.5 to 1.0 3.3 2.4 to 4.5

Age 36-64 L   5645 - - - 0.4 0.3 to 0.6 2.3 1.6 to 3.2

Age 65 or older L   1765 - - - 0.3 0.1 to 0.6 2.7 1.4 to 5.3

Mailback L  10606 - - - 0.2 0.1 to 0.3 1.4 1.0 to 2.0

Enumerator L   3923 - - - 1.2 0.9 to 1.4 4.7 3.7 to 6.0

Self in both CRS and census L   5237 - - - 0.4 0.3 to 0.6 2.6 1.8 to 3.7

Proxy in CRS, self in census L   1307 - - - 0.1 -0.0 to 0.2 0.5 0.1 to 1.9

Self in CRS, proxy in census L   1150 - - - 0.8 0.4 to 1.3 3.6 2.1 to 6.1

Same proxy in CRS and census L   4072 - - - 0.3 0.2 to 0.4 2.1 1.3 to 3.4

Different proxy in CRS than census L   1477 - - - 0.5 0.2 to 0.8 2.9 1.6 to 5.2

Native L  13280 - - - 0.3 0.2 to 0.3 9.7 7.4 to 12.8

Foreign born H   1176 - - - 2.4 1.6 to 3.1 67.5 49.5 to 92.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.34 (CRS question 16)  Where (were/was...) born?  (Name of state/region/country where born) –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Alabama L - 1.6 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 1.4 0.8 to 2.6

Alaska L - 0.2 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 5.0 1.9 to 13.0

Arizona L - 0.7 0.0 -0.1 to 0.0 0.1 0.1 to 0.1 6.2 4.1 to 9.5

Arkansas L - 1.2 0.0 -0.1 to 0.0 0.1 0.1 to 0.1 4.2 2.8 to 6.2

California L - 6.9 * 0.1 0.0 to 0.2 0.4 0.3 to 0.4 2.7 2.2 to 3.4

Colorado L - 1.0 0.0 -0.0 to 0.1 0.1 0.0 to 0.1 3.1 1.8 to 5.1

Connecticut L - 1.0 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 3.4 2.1 to 5.7

Delaware L - 0.2 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 1.9 0.5 to 6.5

District of Columbia L - 0.4 0.0 -0.1 to 0.0 0.1 0.0 to 0.1 8.5 5.3 to 13.6

Florida L - 1.9 0.0 -0.0 to 0.1 0.2 0.1 to 0.2 4.0 2.9 to 5.6

Georgia L - 1.9 0.0 -0.1 to 0.0 0.1 0.1 to 0.2 3.2 2.2 to 4.6

Hawaii L - 0.3 0.0 -0.0 to 0.1 0.1 0.0 to 0.1 7.4 4.3 to 12.8

Idaho L - 0.4 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 2.7 1.2 to 6.2

Illinois L - 4.8 * -0.1 -0.1 to -0.0 0.2 0.2 to 0.3 2.3 1.7 to 3.0

Indiana L - 2.4 0.0 -0.1 to 0.0 0.2 0.1 to 0.2 4.0 3.0 to 5.3

Iowa L - 1.9 * 0.1 0.0 to 0.1 0.1 0.0 to 0.1 1.4 0.8 to 2.4

Kansas L - 1.2 0.0 -0.0 to 0.0 0.1 0.1 to 0.1 3.6 2.3 to 5.5

Kentucky L - 1.6 0.0 -0.0 to 0.1 0.1 0.1 to 0.1 3.1 2.1 to 4.7

Louisiana L - 1.4 0.0 -0.0 to 0.1 0.1 0.1 to 0.2 4.9 3.5 to 6.9

Maine L - 0.6 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 2.1 0.9 to 4.6

Maryland L - 1.1 0.0 -0.0 to 0.0 0.1 0.1 to 0.2 6.7 4.8 to 9.4

Massachusetts L - 2.1 0.0 -0.1 to 0.0 0.1 0.1 to 0.2 3.3 2.4 to 4.7

Michigan L - 4.3 0.0 -0.1 to 0.0 0.2 0.2 to 0.3 2.5 1.9 to 3.3

Minnesota L - 2.8 0.0 -0.0 to 0.1 0.1 0.1 to 0.2 2.3 1.6 to 3.3

Mississippi L - 1.3 * 0.0 0.0 to 0.1 0.1 0.1 to 0.2 5.1 3.6 to 7.1

Missouri L - 2.2 0.0 -0.0 to 0.1 0.2 0.1 to 0.2 3.9 2.8 to 5.3

Montana L - 0.4 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 2.5 1.0 to 6.3

Nebraska L - 0.9 * 0.0 -0.0 to -0.0 0.0 0.0 to 0.0 1.1 0.5 to 2.6

Nevada L - 0.2 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 4.9 1.9 to 12.8

New Hampshire L - 0.3 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 8.4 5.0 to 14.2

New Jersey L - 2.1 * -0.1 -0.1 to -0.0 0.1 0.1 to 0.2 3.5 2.5 to 5.0

New Mexico L - 0.5 * 0.0 0.0 to 0.1 0.1 0.0 to 0.1 6.8 4.2 to 11.0

New York L - 6.3 -0.1 -0.1 to 0.0 0.4 0.4 to 0.5 3.7 3.0 to 4.4

North Carolina L - 2.1 0.0 -0.1 to 0.1 0.2 0.2 to 0.3 4.9 3.7 to 6.4

North Dakota L - 0.6 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 1.2 0.4 to 3.4

Ohio L - 4.5 0.0 -0.1 to 0.1 0.2 0.2 to 0.3 2.4 1.8 to 3.1

Oklahoma L - 1.5 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 1.8 1.0 to 3.1

Oregon L - 0.9 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 3.2 1.9 to 5.3

Pennsylvania L - 5.8 0.0 -0.0 to 0.1 0.2 0.2 to 0.3 1.8 1.4 to 2.4

Rhode Island L - 0.3 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 2.4 0.9 to 6.8

South Carolina L - 1.0 0.0 -0.0 to 0.1 0.1 0.0 to 0.1 3.5 2.2 to 5.6

South Dakota L - 0.6 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 1.6 0.7 to 4.0

Tennessee L - 2.0 0.0 -0.1 to 0.0 0.1 0.1 to 0.2 3.7 2.7 to 5.1

Texas L - 5.2 -0.1 -0.1 to 0.0 0.3 0.2 to 0.3 2.7 2.1 to 3.4

Utah L - 0.8 * -0.1 -0.1 to -0.0 0.1 0.0 to 0.1 4.1 2.5 to 6.8



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.34 (CRS question 16)  Where (were/was...) born?  (Name of state/region/country where born) –
Unedited, Census 2000  –Con.

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Vermont L - 0.3 0.0 -0.0 to 0.0 0.1 0.0 to 0.1 9.0 5.1 to 15.6

Virginia L - 1.7 * -0.1 -0.1 to -0.0 0.2 0.1 to 0.3 6.0 4.5 to 8.0

Washington L - 1.3 * -0.1 -0.1 to -0.0 0.1 0.1 to 0.2 5.8 4.1 to 8.1

West Virginia L - 1.0 0.0 -0.0 to 0.0 0.1 0.1 to 0.1 4.2 2.7 to 6.5

Wisconsin L - 3.0 0.0 -0.0 to 0.1 0.1 0.1 to 0.2 1.8 1.2 to 2.6

Wyoming L - 0.2 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 8.9 4.6 to 17.4

U.S. state not reported H - 0.0 * 0.1 0.1 to 0.2 0.2 0.1 to 0.2 100.0 74.1 to 100.0

American Samoa U - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 u u

Guam L - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 0.0 0.0 to 15.9

Puerto Rico L - 0.6 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 3.8 2.1 to 7.0

U.S. Virgin Islands U - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 u u

Other U.S. island areas - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 # #

Europe L - 2.3 0.0 -0.1 to 0.0 0.2 0.1 to 0.2 3.4 2.5 to 4.7

Asia L - 2.5 * 0.1 0.0 to 0.1 0.1 0.1 to 0.2 2.9 2.1 to 4.1

Canada L - 0.3 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 3.3 1.3 to 8.6

Other Northern America - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 # #

Mexico L - 2.5 0.0 -0.0 to 0.1 0.1 0.0 to 0.1 1.2 0.7 to 2.0

Other Central America L - 0.5 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 1.5 0.6 to 3.9

Caribbean L - 1.0 0.0 -0.1 to 0.0 0.1 0.1 to 0.1 5.0 3.3 to 7.4

South America L - 0.7 0.0 -0.0 to 0.0 0.0 0.0 to 0.1 2.1 1.0 to 4.5

Africa L - 0.3 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 2.4 0.9 to 6.8

Oceania L - 0.1 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 0.0 0.0 to 8.1

At Sea / Abroad not specified - 0.0 0.0 -0.0 to 0.0 0.0 0.0 to 0.0 # #

Aggregate

    Total units L  16671 - - - 3.1 2.9 to 3.4 3.2 3.0 to 3.5

    White L  13283 - - - 3.0 2.7 to 3.2 3.1 2.8 to 3.3

    Black L   1526 - - - 5.5 4.5 to 6.4 5.7 4.8 to 6.8

    Asian L    510 - - - 1.9 0.9 to 2.9 3.5 2.1 to 5.9

    Other single race L    768 - - - 2.0 1.1 to 2.8 2.2 1.5 to 3.4

    Two or more races L    339 - - - 5.1 3.2 to 7.1 5.4 3.7 to 8.0

    Hispanic L   1672 - - - 1.8 1.3 to 2.4 2.1 1.6 to 2.8

    Non-Hispanic L  14677 - - - 3.3 3.0 to 3.5 3.4 3.1 to 3.7

    Male L   7859 - - - 2.8 2.5 to 3.1 2.9 2.6 to 3.3

    Female L   8712 - - - 3.4 3.1 to 3.7 3.5 3.2 to 3.9

    Age 6-15 L   2426 - - - 2.6 2.1 to 3.1 2.7 2.2 to 3.3

    Age 16-35 L   4005 - - - 3.4 3.0 to 3.9 3.5 3.1 to 4.1

    Age 36-64 L   6671 - - - 3.3 2.9 to 3.6 3.4 3.0 to 3.8

    Age 65 or older L   2219 - - - 3.3 2.7 to 4.0 3.4 2.8 to 4.2

    Mailback L  12641 - - - 2.7 2.5 to 3.0 2.8 2.6 to 3.1

    Enumerator L   4031 - - - 4.5 3.9 to 5.0 4.6 4.1 to 5.2

    Self in both CRS and census L   6129 - - - 2.9 2.5 to 3.3 3.0 2.6 to 3.4

    Proxy in CRS, self in census L   1509 - - - 3.4 2.6 to 4.2 3.5 2.8 to 4.4

    Self in CRS, proxy in census L   1359 - - - 3.9 3.0 to 4.7 4.0 3.2 to 5.0

    Same proxy in CRS and census L   4559 - - - 2.9 2.5 to 3.3 3.0 2.6 to 3.4



Table C.34 (CRS question 16)  Where (were/was...) born?  (Name of state/region/country where born) –
Unedited, Census 2000  –Con.

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C24

    Different proxy in CRS than census L   1619 - - - 2.7 2.0 to 3.3 2.8 2.1 to 3.5

    Native L   15038 - - - 3.2 3.0 to 3.4 3.3 3.1 to 3.6

    Foreign born L   1535 - - - 2.7 2.1 to 3.4 3.4 2.6 to 4.3

Table C.35 (CRS question 17)  (Are you/Is...) A citizen of the United States? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, born in the United States L - 90.0 -0.1 -0.2 to 0.0 0.7 0.6 to 0.8 3.7 3.2 to 4.3

Yes, born in Puerto Rico, etc. L - 0.6 0.0 -0.0 to 0.1 0.2 0.2 to 0.3 18.5 14.2 to 24.1

Yes, born abroad of American... M - 0.6 0.0 -0.0 to 0.1 0.4 0.3 to 0.4 31.7 25.9 to 38.8

Yes, U.S. citizen by naturalization L - 4.1 * -0.2 -0.3 to -0.0 1.4 1.3 to 1.6 18.3 16.5 to 20.3

No, not a citizen of the United States L - 4.8 * 0.2 0.1 to 0.3 1.0 0.9 to 1.1 10.9 9.6 to 12.3

Aggregate

Total units L  17952 - - - 1.8 1.7 to 2.0 9.8 9.0 to 10.8

White L  14271 - - - 1.0 0.9 to 1.1 8.9 7.8 to 10.2

Black L   1708 - - - 2.2 1.6 to 2.8 17.0 13.0 to 22.2

Asian L    528 - - - 7.4 5.5 to 9.3 11.1 8.5 to 14.4

Other single race L    803 - - - 8.9 7.3 to 10.6 15.6 12.9 to 19.0

Two or more races L    370 - - - 5.4 3.5 to 7.4 13.9 9.7 to 20.0

Hispanic L   1776 - - - 7.9 6.8 to 8.9 13.3 11.5 to 15.2

Non-Hispanic L  15807 - - - 1.2 1.0 to 1.3 9.6 8.5 to 10.8

Male L   8453 - - - 1.8 1.6 to 2.1 9.8 8.6 to 11.2

Female L   9389 - - - 1.9 1.6 to 2.1 9.8 8.7 to 11.1

Age 6-15 L   2584 - - - 1.6 1.2 to 2.0 14.7 11.4 to 19.0

Age 16-35 L   4281 - - - 2.6 2.2 to 3.0 9.8 8.4 to 11.5

Age 36-64 L   7150 - - - 1.9 1.7 to 2.2 9.4 8.2 to 10.8

Age 65 or older L   2446 - - - 1.3 0.9 to 1.7 9.4 7.0 to 12.5

Mailback L  13635 - - - 1.3 1.1 to 1.5 7.8 6.9 to 8.8

Enumerator L   4317 - - - 3.6 3.1 to 4.0 14.3 12.5 to 16.3

Self in both CRS and census L   6615 - - - 1.7 1.4 to 1.9 9.0 7.7 to 10.5

Proxy in CRS, self in census L   1622 - - - 1.9 1.3 to 2.4 9.4 7.0 to 12.7

Self in CRS, proxy in census L   1454 - - - 2.0 1.4 to 2.7 8.2 6.1 to 11.0

Same proxy in CRS and census L   4866 - - - 1.3 1.1 to 1.6 8.9 7.2 to 10.9

Different proxy in CRS than census L   1749 - - - 2.7 2.0 to 3.3 13.2 10.4 to 16.8



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.36 (CRS question 18)  What year did (you/...) come to live in the United States? – Unedited,
Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

1995 to 2000 L - 20.9 -0.5 -1.2 to 0.2 2.9 2.3 to 3.8 9.0 7.1 to 11.5

1990 to 1994 M - 15.2 0.1 -1.0 to 1.1 5.7 4.8 to 6.8 22.1 18.5 to 26.3

1985 to 1989 M - 15.0 -0.1 -1.2 to 0.9 5.9 4.9 to 7.0 23.1 19.4 to 27.5

1980 to 1984 L - 13.9 -0.2 -1.0 to 0.7 4.3 3.5 to 5.2 18.0 14.7 to 22.0

1975 to 1979 M - 8.6 0.1 -0.8 to 1.0 4.3 3.5 to 5.2 26.9 21.9 to 33.0

1970 to 1974 M - 7.8 * 1.0 0.2 to 1.8 3.8 3.1 to 4.7 24.9 20.1 to 30.9

1965 to 1969 M - 4.0 0.4 -0.2 to 1.0 2.0 1.5 to 2.7 25.1 18.6 to 33.7

1960 to 1964 M - 3.8 * -0.7 -1.2 to -0.2 1.6 1.1 to 2.2 23.9 17.1 to 33.4

1950 to 1959 L - 7.9 -0.5 -1.0 to 0.1 1.7 1.3 to 2.4 12.3 8.9 to 16.9

Before 1950 L - 3.0 * 0.4 0.0 to 0.8 0.7 0.4 to 1.2 11.4 6.9 to 18.7

Aggregate

Total units L   1523 - - - 16.4 14.9 to 18.0 18.9 17.2 to 20.8

White L    716 - - - 13.8 11.7 to 15.9 15.6 13.4 to 18.2

Black M     98 - - - 20.9 14.1 to 27.6 25.4 18.9 to 35.3

Asian L    306 - - - 14.9 11.6 to 18.3 17.9 14.4 to 22.4

Other single race M    264 - - - 20.5 16.4 to 24.6 24.3 20.0 to 29.7

Two or more races M     67 - - - 16.9 9.3 to 24.4 20.2 13.6 to 31.7

Hispanic M    632 - - - 22.4 19.7 to 25.1 26.3 23.3 to 29.7

Non-Hispanic L    855 - - - 12.3 10.4 to 14.1 14.0 12.1 to 16.3

Male M    686 - - - 18.4 16.0 to 20.8 21.5 18.9 to 24.6

Female L    829 - - - 15.0 13.0 to 17.0 17.1 15.0 to 19.6

Age 6-15 L    119 - - - 10.4 5.8 to 15.0 16.3 10.9 to 25.3

Age 16-35 M    524 - - - 16.0 13.3 to 18.6 20.8 17.7 to 24.5

Age 36-64 M    689 - - - 18.9 16.5 to 21.4 21.6 19.0 to 24.6

Age 65 or older L    158 - - - 13.7 9.2 to 18.2 16.4 12.1 to 22.9

Mailback L   1044 - - - 15.2 13.4 to 17.1 17.3 15.4 to 19.6

Enumerator M    479 - - - 19.1 16.1 to 22.0 22.9 19.7 to 26.8

Self in both CRS and census L    569 - - - 12.4 10.2 to 14.7 14.1 11.8 to 17.0

Proxy in CRS, self in census L    143 - - - 16.8 11.7 to 21.9 19.3 14.5 to 26.3

Self in CRS, proxy in census L    176 - - - 16.5 11.9 to 21.1 18.8 14.4 to 24.9

Same proxy in CRS and census L    331 - - - 14.2 11.0 to 17.3 17.2 13.9 to 21.5

Different proxy in CRS than census M    152 - - - 21.7 16.2 to 27.2 28.1 22.1 to 36.3

Native L    166 - - - 14.7 10.1 to 19.2 16.5 12.3 to 22.5

Foreign born L 1330 - - - 16.6 14.9 to 18.3 19.2 17.4 to 21.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.37 (CRS question 19a)  Did (you/...)  live in this (house/apartment) on April 1, 1995? – Unedited,
Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Person is under 5 years old L - 6.3 0.0 -0.1 to 0.2 1.9 1.7 to 2.1 16.1 14.7 to 17.6

Yes, this house L - 60.4 * -3.4 -3.7 to -3.0 9.6 9.2 to 10.0 19.8 19.0 to 20.6

No, outside the US M - 2.4 0.1 -0.1 to 0.3 1.9 1.7 to 2.1 40.2 36.7 to 44.0

No, different house in the US M - 30.9 * 3.2 2.8 to 3.6 10.7 10.4 to 11.1 24.4 23.6 to 25.3

Aggregate

Total units M  17489 - - - 12.1 11.7 to 12.5 22.2 21.4 to 22.9

White L  13948 - - - 10.4 10.0 to 10.9 19.7 19.0 to 20.6

Black M   1627 - - - 18.6 17.0 to 20.2 33.3 30.6 to 36.3

Asian M    511 - - - 18.8 15.9 to 21.6 29.7 25.6 to 34.6

Other single race M    783 - - - 18.4 16.2 to 20.7 29.4 26.1 to 33.3

Two or more races M    357 - - - 16.9 13.7 to 20.2 26.6 22.1 to 32.4

Hispanic M   1701 - - - 19.3 17.7 to 20.8 30.3 28.0 to 32.9

Non-Hispanic M  15456 - - - 11.1 10.7 to 11.6 20.9 20.1 to 21.7

Male M   8224 - - - 12.3 11.7 to 12.9 22.3 21.2 to 23.4

Female M   9160 - - - 11.8 11.3 to 12.4 22.0 21.0 to 23.1

Age 6-15 M   2528 - - - 14.6 13.5 to 15.8 28.1 26.0 to 30.4

Age 16-35 M   4184 - - - 15.6 14.7 to 16.5 28.6 27.0 to 30.3

Age 36-64 M   6969 - - - 9.9 9.3 to 10.5 22.9 21.5 to 24.4

Age 65 or older M   2364 - - - 7.1 6.3 to 8.0 26.3 23.2 to 29.8

Mailback M  13232 - - - 10.4 10.0 to 10.9 20.0 19.2 to 20.9

Enumerator M   4257 - - - 17.2 16.3 to 18.2 28.5 27.0 to 30.2

Self in both CRS and census M   6421 - - - 10.6 10.0 to 11.2 21.8 20.6 to 23.2

Proxy in CRS, self in census L   1586 - - - 9.3 8.1 to 10.5 18.6 16.3 to 21.3

Self in CRS, proxy in census M   1418 - - - 13.4 11.9 to 14.9 28.4 25.5 to 31.8

Same proxy in CRS and census M   4757 - - - 12.5 11.8 to 13.3 20.9 19.6 to 22.3

Different proxy in CRS than census M   1722 - - - 14.7 13.3 to 16.1 23.4 21.3 to 25.8

Native M  15825 - - - 11.2 10.8 to 11.6 21.0 20.3 to 21.8

Foreign born M   1554 - - - 20.5 18.8 to 22.2 33.1 30.5 to 35.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C27

Table C.38 (CRS question 19b)  Did (you/...) live inside the limits of that city or town? – Unedited, Census
2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 81.9 * -2.0 -2.9 to -1.0 16.1 15.2 to 17.0 52.1 49.4 to 55.1

No, outside the city/town limits H - 18.1 * 2.0 1.0 to 2.9 16.1 15.2 to 17.0 52.1 49.4 to 55.1

Aggregate

Total units H   4692 - - - 16.1 15.2 to 17.0 52.1 49.4 to 55.1

White M   3724 - - - 16.7 15.7 to 17.7 49.1 46.2 to 52.1

Black H    431 - - - 14.9 12.1 to 17.7 82.3 68.5 to 99.7

Asian H    129 - - - 15.6 10.3 to 20.8 100.0 78.7 to 100.0

Other single race H    247 - - - 11.9 8.5 to 15.3 83.5 63.6 to 100.0

Two or more races H     82 - - - 16.1 9.4 to 22.8 78.9 54.2 to 100.0

Hispanic H    488 - - - 8.5 6.4 to 10.6 78.0 60.4 to 100.0

Non-Hispanic H   4129 - - - 16.9 16.0 to 17.9 51.7 48.8 to 54.7

Male H   2199 - - - 16.1 14.8 to 17.4 52.8 48.8 to 57.3

Female H   2472 - - - 16.0 14.8 to 17.2 51.2 47.5 to 55.3

Age 6-15 M    785 - - - 14.4 12.3 to 16.4 44.7 38.9 to 51.7

Age 16-35 H   1827 - - - 16.6 15.2 to 18.0 57.3 52.6 to 62.4

Age 36-64 H   1660 - - - 16.6 15.1 to 18.1 50.8 46.4 to 55.6

Age 65 or older H    307 - - - 17.2 13.6 to 20.7 53.7 44.0 to 66.2

Mailback H   3540 - - - 16.8 15.8 to 17.8 52.8 49.6 to 56.1

Enumerator H   1152 - - - 13.9 12.2 to 15.6 50.2 44.5 to 56.6

Self in both CRS and census H   1958 - - - 16.0 14.6 to 17.4 51.1 46.9 to 55.7

Proxy in CRS, self in census H    477 - - - 20.0 16.9 to 23.0 59.8 51.7 to 69.7

Self in CRS, proxy in census H    375 - - - 15.2 12.1 to 18.2 53.0 43.6 to 65.0

Same proxy in CRS and census M   1183 - - - 14.2 12.5 to 15.8 45.8 40.8 to 51.5

Different proxy in CRS than census H    345 - - - 21.3 17.7 to 25.0 65.3 55.4 to 77.6

Native H   4248 - - - 16.3 15.4 to 17.2 50.8 48.0 to 53.8

Foreign born H    421 - - - 13.6 10.8 to 16.3 87.4 71.8 to 100.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.39 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Alabama L - 1.6 0.0 -0.1 to 0.1 0.1 0.0 to 0.2 2.1 0.8 to 5.1

Alaska L - 0.4 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 0.0 0.0 to 6.6

Arizona L - 1.8 * -0.1  -0.3 to -0.0 0.2 0.1 to 0.3 5.8 3.4 to 10.0

Arkansas L - 1.1 -0.1 -0.1 to 0.0 0.1 0.1 to 0.3 6.6 3.5 to 12.4

California L - 12.5 0.1 -0.1 to 0.4 1.0 0.8 to 1.2 4.4 3.5 to 5.6

Colorado L - 1.5 * 0.1 0.0 to 0.2 0.2 0.1 to 0.4 6.8 4.1 to 11.3

Connecticut L - 1.1 0.1 -0.0 to 0.2 0.2 0.1 to 0.3 8.4 4.9 to 14.3

Delaware L - 0.2 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 0.0 0.0 to 14.6

District of Columbia M - 0.2 -0.1 -0.2 to 0.0 0.2 0.1 to 0.3 38.5 21.5 to 69.0

Florida L - 4.2 -0.1 -0.3 to 0.0 0.5 0.3 to 0.7 6.0 4.3 to 8.5

Georgia L - 2.6 -0.1 -0.2 to 0.1 0.3 0.2 to 0.4 5.3 3.3 to 8.3

Hawaii L - 0.6 0.0 -0.1 to 0.1 0.1 0.0 to 0.1 4.4 1.7 to 11.6

Idaho L - 0.5 0.0 -0.0 to 0.1 0.0 0.0 to 0.1 1.6 0.3 to 8.5

Illinois L - 4.5 -0.1 -0.2 to 0.1 0.4 0.2 to 0.5 4.2 2.8 to 6.2

Indiana L - 2.2 0.0 -0.1 to 0.1 0.2 0.1 to 0.3 3.5 1.9 to 6.3

Iowa L - 1.9 0.0 -0.1 to 0.1 0.2 0.1 to 0.4 6.1 3.7 to 10.0

Kansas L - 1.1 -0.1 -0.2 to 0.0 0.1 0.1 to 0.3 6.7 3.6 to 12.4

Kentucky L - 1.3 0.0 -0.0 to 0.1 0.1 0.1 to 0.2 4.1 2.0 to 8.4

Louisiana L - 1.4 -0.1 -0.2 to 0.0 0.1 0.1 to 0.2 4.4 2.3 to 8.7

Maine L - 0.3 0.0 -0.1 to 0.0 0.0 0.0 to 0.1 6.1 1.8 to 21.0

Maryland L - 1.5 0.0 -0.1 to 0.2 0.2 0.1 to 0.3 5.8 3.3 to 10.2

Massachusetts L - 1.8 0.0 -0.1 to 0.1 0.1 0.1 to 0.3 3.8 2.0 to 7.1

Michigan L - 4.1 0.0 -0.1 to 0.1 0.1 0.1 to 0.3 1.7 0.9 to 3.3

Minnesota L - 2.5 -0.1 -0.1 to 0.0 0.1 0.0 to 0.2 1.8 0.8 to 4.0

Mississippi L - 0.6 0.0 -0.1 to 0.1 0.1 0.1 to 0.2 9.6 4.8 to 19.3

Missouri L - 2.7 0.0 -0.1 to 0.1 0.2 0.1 to 0.4 4.3 2.6 to 7.0

Montana L - 0.5 0.0 -0.0 to 0.1 0.0 0.0 to 0.1 4.6 1.6 to 12.8

Nebraska L - 0.8 0.0 -0.0 to 0.1 0.0 0.0 to 0.1 2.0 0.6 to 6.8

Nevada L - 0.5 0.0 -0.1 to 0.1 0.1 0.1 to 0.2 12.2 6.4 to 23.3

New Hampshire L - 0.5 0.0 -0.1 to 0.1 0.1 0.1 to 0.2 11.9 6.0 to 23.8

New Jersey L - 2.4 -0.1 -0.2 to 0.0 0.1 0.1 to 0.3 3.1 1.7 to 5.7

New Mexico L - 0.5 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 0.0 0.0 to 5.2

New York L - 5.8 0.0 -0.1 to 0.2 0.3 0.2 to 0.5 3.1 2.0 to 4.6

North Carolina L - 2.3 0.0 -0.1 to 0.2 0.2 0.1 to 0.4 5.4 3.4 to 8.7

North Dakota L - 0.4 0.0 -0.0 to 0.1 0.0 0.0 to 0.1 1.8 0.3 to 9.7

Ohio L - 4.8 0.0 -0.1 to 0.1 0.3 0.2 to 0.5 3.7 2.4 to 5.5

Oklahoma L - 1.8 0.0 -0.1 to 0.1 0.2 0.1 to 0.3 5.6 3.3 to 9.5

Oregon L - 1.6 0.0 -0.1 to 0.1 0.1 0.0 to 0.2 2.3 1.0 to 5.5

Pennsylvania L - 4.4 0.1 -0.0 to 0.3 0.4 0.2 to 0.5 4.1 2.8 to 6.2

Rhode Island L - 0.3 0.0 -0.0 to 0.1 0.0 0.0 to 0.1 1.2 0.1 to 11.0

South Carolina L - 1.1 0.0 -0.0 to 0.1 0.1 0.1 to 0.2 5.9 3.1 to 11.4

South Dakota L - 0.5 0.0 -0.1 to 0.0 0.0 0.0 to 0.1 1.6 0.3 to 8.3

Tennessee L - 2.0 * 0.1 0.0 to 0.3 0.2 0.1 to 0.4 5.9 3.6 to 9.5

Texas L - 6.8 0.1 -0.1 to 0.2 0.3 0.2 to 0.5 2.6 1.8 to 4.0

Utah L - 1.0 0.0 -0.1 to 0.0 0.1 0.1 to 0.2 6.7 3.5 to 12.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.39 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 –Con.

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Vermont L - 0.3 -0.1 -0.2 to 0.0 0.1 0.0 to 0.2 13.8 5.6 to 34.1

Virginia L - 2.0 0.0 -0.2 to 0.1 0.3 0.2 to 0.5 7.9 5.1 to 12.1

Washington L - 1.9 0.0 -0.1 to 0.1 0.2 0.1 to 0.3 5.7 3.4 to 9.5

West Virginia L - 0.5 0.0 -0.0 to 0.1 0.0 0.0 to 0.1 2.5 0.6 to 10.2

Wisconsin L - 2.5 0.0 -0.1 to 0.1 0.1 0.0 to 0.2 1.8 0.8 to 4.0

Wyoming L - 0.3 0.0 -0.1 to 0.0 0.0 0.0 to 0.1 2.4 0.5 to 13.0

U.S. state not reported - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

American Samoa - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Guam - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Puerto Rico H - 0.0 0.0 -0.1 to 0.0 0.0 0.0 to 0.1 100.0 32.5 to 100.0

U.S. Virgin Islands - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Other U.S. island areas - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Europe U - 0.0 0.0 -0.0 to 0.1 0.0 0.0 to 0.1 u u

Asia U - 0.1 0.0 -0.1 to 0.0 0.0 0.0 to 0.1 u u

Canada - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Other Northern America - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Mexico - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Other Central America - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Caribbean - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

South America - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Africa - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Oceania - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

At Sea / Abroad not specified - 0.0 0.0 -0.1 to 0.1 0.0 0.0 to 0.1 # #

Aggregate

    Total units L   4820 - - - 4.2 3.7 to 4.7 4.4 3.9 to 4.9

    White L   3841 - - - 4.1 3.6 to 4.6 4.3 3.8 to 4.9

    Black L    436 - - - 4.3 2.7 to 6.0 4.6 3.1 to 6.6

    Asian L    128 - - - 4.5 1.5 to 7.6 5.5 2.8 to 10.7

    Other single race L    247 - - - 3.1 1.3 to 5.0 3.9 2.2 to 6.9

    Two or more races L     85 - - - 9.1 4.0 to 14.2 10.2 5.7 to 18.3

    Hispanic L    498 - - - 2.6 1.5 to 3.8 3.2 2.1 to 5.1

    Non-Hispanic L   4254 - - - 4.5 3.9 to 5.0 4.6 4.1 to 5.2

    Male L   2266 - - - 4.3 3.6 to 5.0 4.5 3.8 to 5.3

    Female L   2534 - - - 4.2 3.5 to 4.8 4.3 3.7 to 5.1

    Age 6-15 L    809 - - - 3.8 2.7 to 4.9 4.0 2.9 to 5.3

    Age 16-35 L   1898 - - - 5.0 4.2 to 5.8 5.2 4.4 to 6.2

    Age 36-64 L   1699 - - - 4.1 3.4 to 4.9 4.3 3.6 to 5.3

    Age 65 or older L    299 - - - 1.4 0.3 to 2.6 1.5 0.7 to 3.2

   Mailback L   3557 - - - 4.0 3.5 to 4.6 4.2 3.7 to 4.8

   Enumerator L   1263 - - - 4.7 3.7 to 5.7 5.0 4.0 to 6.1

    Self in both CRS and census L   1997 - - - 4.0 3.3 to 4.7 4.1 3.4 to 5.0

    Proxy in CRS, self in census L    509 - - - 6.0 4.3 to 7.7 6.3 4.7 to 8.5

    Self in CRS, proxy in census L    367 - - - 4.3 2.6 to 6.1 4.6 3.0 to 6.9

    Same proxy in CRS and census L   1239 - - - 4.9 3.9 to 5.9 5.1 4.1 to 6.3



Table C.39 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 –Con.

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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    Different proxy in CRS than census L    355 - - - 2.7 1.3 to 4.2 2.9 1.7 to 4.9

    Native L   4394 - - - 4.4 3.9 to 4.9 4.5 4.0 to 5.1

    Foreign born L    398 - - - 2.8 1.5 to 4.2 3.2 2.0 to 5.3

Table C.40 (CRS question 20a)  (Do you/Does...) have a long-lasting condition such as blindness, deafness,
or a severe vision or hearing impairment? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 4.6 * -0.9 -1.2 to -0.7 3.7 3.5 to 4.0 47.2 44.2 to 50.5

No M - 95.4 * 0.9 0.7 to 1.2 3.7 3.5 to 4.0 47.2 44.2 to 50.5

Aggregate

Total units M  16208 - - - 3.7 3.5 to 4.0 47.2 44.2 to 50.5

White M  12995 - - - 3.8 3.6 to 4.1 46.3 43.0 to 49.8

Black M   1496 - - - 3.8 2.9 to 4.6 48.9 39.3 to 60.8

Asian U    467 - - - 1.4 0.5 to 2.3 u u

Other single race H    713 - - - 3.6 2.4 to 4.7 65.2 47.2 to 90.2

Two or more races H    298 - - - 4.7 2.7 to 6.7 60.5 39.1 to 93.7

Hispanic H   1550 - - - 3.2 2.5 to 3.9 66.9 53.0 to 84.5

Non-Hispanic M  14364 - - - 3.8 3.5 to 4.0 46.2 43.0 to 49.6

Male M   7612 - - - 4.1 3.7 to 4.5 48.3 44.0 to 53.0

Female M   8503 - - - 3.5 3.1 to 3.8 46.6 42.3 to 51.3

Age 6-15 H   2530 - - - 1.1 0.8 to 1.5 72.8 53.5 to 99.1

Age 16-35 H   4219 - - - 1.4 1.1 to 1.7 55.2 44.5 to 68.4

Age 36-64 M   6972 - - - 3.2 2.9 to 3.6 48.7 43.7 to 54.4

Age 65 or older M   2298 - - - 12.7 11.6 to 13.9 48.6 44.4 to 53.1

Mailback M  12369 - - - 3.8 3.5 to 4.0 45.8 42.4 to 49.4

Enumerator H   3839 - - - 3.7 3.2 to 4.2 52.9 46.1 to 60.7

Self in both CRS and census H   6394 - - - 4.2 3.8 to 4.6 51.2 46.4 to 56.6

Proxy in CRS, self in census M   1581 - - - 2.8 2.2 to 3.5 44.7 35.0 to 57.2

Self in CRS, proxy in census H   1393 - - - 5.3 4.3 to 6.3 55.0 45.5 to 66.6

Same proxy in CRS and census M   4062 - - - 2.6 2.2 to 3.0 36.9 31.4 to 43.3

Different proxy in CRS than census M   1379 - - - 3.0 2.2 to 3.8 43.5 33.7 to 56.1

Native M  14574 - - - 3.8 3.5 to 4.1 47.3 44.1 to 50.7

Foreign born M   1522 - - - 3.0 2.3 to 3.7 48.5 38.0 to 61.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C31

Table C.41 (CRS question 20b)  (Do you/Does...) have a long-lasting condition that substantially limits
one or more basic physical activities? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 9.4 * -1.1 -1.4 to -0.7 6.8 6.5 to 7.1 42.0 40.0 to 44.1

No M - 90.6 * 1.1 0.7 to 1.4 6.8 6.5 to 7.1 42.0 40.0 to 44.1

Aggregate

Total units M  16086 - - - 6.8 6.5 to 7.1 42.0 40.0 to 44.1

White M  12902 - - - 6.6 6.3 to 7.0 40.7 38.5 to 43.1

Black M   1490 - - - 8.8 7.6 to 10.0 41.4 35.9 to 47.8

Asian H    460 - - - 5.4 3.7 to 7.1 57.0 41.0 to 79.3

Other single race H    709 - - - 5.9 4.5 to 7.4 60.7 47.2 to 78.2

Two or more races H    291 - - - 7.3 4.8 to 9.8 50.2 35.2 to 71.5

Hispanic H   1537 - - - 6.1 5.1 to 7.2 58.7 49.6 to 69.5

Non-Hispanic M  14265 - - - 6.8 6.5 to 7.2 41.0 38.9 to 43.2

Male M   7529 - - - 6.1 5.7 to 6.6 44.4 41.1 to 48.0

Female M   8468 - - - 7.4 6.9 to 7.9 40.5 37.9 to 43.2

Age 6-15 H   2515 - - - 1.7 1.3 to 2.2 91.2 71.1 to 100.0

Age 16-35 H   4193 - - - 2.7 2.3 to 3.1 56.2 48.1 to 65.6

Age 36-64 M   6927 - - - 7.2 6.6 to 7.7 42.5 39.5 to 45.8

Age 65 or older M   2261 - - - 19.2 17.9 to 20.6 46.7 43.5 to 50.2

Mailback M  12242 - - - 6.7 6.4 to 7.1 40.8 38.5 to 43.2

Enumerator M   3844 - - - 7.0 6.3 to 7.7 46.3 41.9 to 51.2

Self in both CRS and census M   6346 - - - 8.3 7.7 to 8.8 40.5 37.7 to 43.5

Proxy in CRS, self in census H   1561 - - - 6.3 5.3 to 7.3 51.3 43.5 to 60.6

Self in CRS, proxy in census H   1389 - - - 10.9 9.5 to 12.3 51.5 45.4 to 58.4

Same proxy in CRS and census M   4029 - - - 3.9 3.4 to 4.4 36.0 31.5 to 41.0

Different proxy in CRS than census M   1374 - - - 3.6 2.7 to 4.4 37.6 29.8 to 47.6

Native M  14487 - - - 6.8 6.5 to 7.2 41.2 39.1 to 43.5

Foreign born H   1491 - - - 5.9 4.9 to 6.9 51.4 43.1 to 61.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C32

Table C.42 (CRS question 21a)  Because of a physical, mental, or emotional condition lasting 6 months or
more, (do you/does...)  have any difficulty in learning, remembering, or concentrating? – Unedited,
Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 4.8 -0.2 -0.5 to 0.0 4.9 4.6 to 5.2 54.4 51.3 to 57.7

No H - 95.2 0.2 -0.0 to 0.5 4.9 4.6 to 5.2 54.4 51.3 to 57.7

Aggregate

Total units H  16086 - - - 4.9 4.6 to 5.2 54.4 51.3 to 57.7

White H  12878 - - - 4.5 4.2 to 4.8 52.0 48.5 to 55.7

Black H   1507 - - - 8.4 7.2 to 9.5 63.6 54.9 to 73.6

Asian M    469 - - - 1.7 0.7 to 2.7 43.7 24.7 to 77.2

Other single race H    713 - - - 5.4 4.0 to 6.8 60.0 46.1 to 78.1

Two or more races H    292 - - - 5.2 3.0 to 7.3 68.6 45.0 to 100.0

Hispanic H   1545 - - - 5.7 4.7 to 6.6 70.1 58.8 to 83.6

Non-Hispanic H  14259 - - - 4.8 4.5 to 5.1 52.7 49.5 to 56.1

Male H   7557 - - - 4.9 4.5 to 5.3 54.3 49.9 to 59.2

Female H   8436 - - - 4.9 4.5 to 5.3 54.6 50.3 to 59.2

Age 6-15 H   2509 - - - 6.4 5.6 to 7.2 58.4 51.3 to 66.4

Age 16-35 H   4181 - - - 2.9 2.5 to 3.3 50.1 43.2 to 58.2

Age 36-64 H   6927 - - - 3.9 3.5 to 4.3 56.4 51.0 to 62.3

Age 65 or older H   2277 - - - 10.0 8.9 to 11.0 54.8 49.1 to 61.1

Mailback H  12255 - - - 4.6 4.3 to 4.9 52.2 48.7 to 55.9

Enumerator H   3831 - - - 5.8 5.1 to 6.4 61.1 54.7 to 68.2

Self in both CRS and census H   6354 - - - 4.4 4.0 to 4.9 64.0 58.0 to 70.5

Proxy in CRS, self in census H   1566 - - - 2.9 2.2 to 3.6 74.3 58.3 to 94.7

Self in CRS, proxy in census H   1379 - - - 5.6 4.6 to 6.6 62.1 51.5 to 74.9

Same proxy in CRS and census M   4040 - - - 4.8 4.3 to 5.4 39.0 34.7 to 43.9

Different proxy in CRS than census H   1368 - - - 6.4 5.3 to 7.5 59.5 49.9 to 70.8

Native H  14473 - - - 5.0 4.7 to 5.3 54.5 51.3 to 57.9

Foreign born H   1513 - - - 3.4 2.6 to 4.1 53.3 42.3 to 67.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C33

Table C.43 (CRS question 21b)  Because of a physical, mental, or emotional condition lasting 6 months or
more, (do you/does...) have any difficulty in dressing, bathing, or getting around inside the home? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 2.3 * 0.4 0.2 to 0.6 2.6 2.4 to 2.8 51.7 47.7 to 56.1

No H - 97.7 * -0.4 -0.6 to -0.2 2.6 2.4 to 2.8 51.7 47.7 to 56.1

Aggregate

Total units H  15984 - - - 2.6 2.4 to 2.8 51.7 47.7 to 56.1

White M  12803 - - - 2.4 2.2 to 2.7 49.7 45.3 to 54.6

Black H   1490 - - - 3.7 2.9 to 4.5 51.7 41.4 to 64.6

Asian H    465 - - - 3.0 1.7 to 4.3 87.2 56.3 to 100.0

Other single race H    708 - - - 2.5 1.5 to 3.5 73.1 49.6 to 100.0

Two or more races M    288 - - - 2.0 0.7 to 3.4 49.3 25.2 to 96.4

Hispanic H   1540 - - - 2.7 2.0 to 3.3 69.1 53.5 to 89.3

Non-Hispanic M  14168 - - - 2.5 2.3 to 2.7 50.0 45.8 to 54.6

Male H   7506 - - - 2.3 2.1 to 2.6 58.2 51.4 to 65.9

Female M   8388 - - - 2.8 2.5 to 3.1 47.5 42.7 to 53.0

Age 6-15 H   2505 - - - 1.1 0.8 to 1.5 72.5 53.1 to 98.9

Age 16-35 H   4156 - - - 0.8 0.6 to 1.0 54.7 41.3 to 72.5

Age 36-64 H   6867 - - - 2.5 2.2 to 2.8 54.9 48.5 to 62.2

Age 65 or older M   2266 - - - 7.6 6.7 to 8.5 48.7 42.9 to 55.2

Mailback M  12167 - - - 2.5 2.2 to 2.7 49.4 45.0 to 54.4

Enumerator H   3817 - - - 2.9 2.5 to 3.3 59.1 50.6 to 69.1

Self in both CRS and census H   6303 - - - 2.8 2.5 to 3.2 56.5 50.0 to 63.9

Proxy in CRS, self in census H   1554 - - - 1.8 1.2 to 2.3 72.9 53.5 to 99.4

Self in CRS, proxy in census H   1368 - - - 3.3 2.5 to 4.1 55.6 43.6 to 71.0

Same proxy in CRS and census M   4010 - - - 2.0 1.7 to 2.4 41.8 34.9 to 50.2

Different proxy in CRS than census M   1368 - - - 1.7 1.1 to 2.3 29.7 21.2 to 41.7

Native H  14378 - - - 2.5 2.3 to 2.7 50.5 46.3 to 55.1

Foreign born H   1503 - - - 3.4 2.6 to 4.1 62.6 49.7 to 78.8



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C34

Table C.44 (CRS question 21c)  Because of a physical, mental, or emotional condition lasting 6 months or
more, (do you/does...) have any difficulty in going outside the home alone to shop or visit a doctor’s
office? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 4.6 * 4.0 3.6 to 4.4 8.0 7.6 to 8.4 64.5 61.3 to 67.9

No H - 95.4 * -4.0 -4.4 to -3.6 8.0 7.6 to 8.4 64.5 61.3 to 67.9

Aggregate

Total units H  12883 - - - 8.0 7.6 to 8.4 64.5 61.3 to 67.9

White H  10533 - - - 6.4 6.0 to 6.8 57.3 53.7 to 61.0

Black H   1131 - - - 16.4 14.5 to 18.2 81.0 72.7 to 90.6

Asian H    362 - - - 11.9 9.1 to 14.7 90.9 72.4 to 100.0

Other single race H    516 - - - 13.0 10.5 to 15.4 87.7 73.1 to 100.0

Two or more races H    192 - - - 14.5 10.4 to 18.7 82.2 62.5 to 100.0

Hispanic H   1115 - - - 13.5 11.9 to 15.2 85.2 75.4 to 96.6

Non-Hispanic H  11567 - - - 7.1 6.8 to 7.5 60.9 57.5 to 64.5

Male H   5936 - - - 7.7 7.1 to 8.2 71.3 66.0 to 77.0

Female H   6872 - - - 8.3 7.7 to 8.8 60.0 56.0 to 64.3

Age 6-15     0 - - - # # # #

Age 16-35 H   4088 - - - 5.6 5.0 to 6.2 82.7 74.2 to 92.2

Age 36-64 H   6660 - - - 6.7 6.2 to 7.3 70.0 64.8 to 75.7

Age 65 or older H   2136 - - - 16.4 15.1 to 17.7 56.9 52.5 to 61.7

Mailback H   9851 - - - 8.1 7.7 to 8.6 64.1 60.5 to 68.0

Enumerator H   3033 - - - 7.5 6.7 to 8.3 65.7 58.9 to 73.3

Self in both CRS and census H   6071 - - - 8.0 7.4 to 8.6 70.9 65.8 to 76.4

Proxy in CRS, self in census H   1482 - - - 6.1 5.1 to 7.1 76.6 64.4 to 91.1

Self in CRS, proxy in census H   1271 - - - 9.4 8.1 to 10.8 72.3 62.2 to 84.0

Same proxy in CRS and census M   2357 - - - 7.0 6.1 to 7.8 49.1 43.2 to 55.8

Different proxy in CRS than census H    622 - - - 10.5 8.5 to 12.5 56.6 46.9 to 68.6

Native H  11485 - - - 7.4 7.0 to 7.8 61.9 58.5 to 65.5

Foreign born H   1322 - - - 12.7 11.2 to 14.2 81.0 72.1 to 91.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C35

Table C.45 (CRS question 21d)  Because of a physical, mental, or emotional condition lasting 6 months or
more, (do you/does...) have any difficulty in working at a job or business? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 13.3 * -0.9 -1.5 to -0.3 18.1 17.5 to 18.6 80.5 78.0 to 83.0

No H - 86.7 * 0.9 0.3 to 1.5 18.1 17.5 to 18.6 80.5 78.0 to 83.0

Aggregate

Total units H  12655 - - - 18.1 17.5 to 18.6 80.5 78.0 to 83.0

White H  10329 - - - 16.4 15.8 to 17.0 77.3 74.6 to 80.2

Black H   1118 - - - 27.4 25.2 to 29.6 89.6 82.8 to 97.2

Asian H    366 - - - 16.3 13.1 to 19.5 100.0 86.0 to 100.0

Other single race H    512 - - - 27.8 24.6 to 31.1 100.0 92.2 to 100.0

Two or more races H    183 - - - 23.5 18.3 to 28.6 80.4 65.3 to 100.0

Hispanic H   1099 - - - 23.8 21.7 to 25.9 90.3 82.7 to 98.8

Non-Hispanic H  11363 - - - 17.4 16.8 to 17.9 79.0 76.4 to 81.7

Male H   5849 - - - 18.5 17.6 to 19.3 81.3 77.7 to 85.1

Female H   6731 - - - 17.7 16.9 to 18.5 79.6 76.3 to 83.2

Age 6-15     0 - - - # # # #

Age 16-35 H   4050 - - - 15.2 14.2 to 16.1 93.1 87.6 to 99.0

Age 36-64 H   6580 - - - 18.2 17.4 to 19.0 79.1 75.8 to 82.6

Age 65 or older H   2025 - - - 23.5 21.9 to 25.0 74.4 69.7 to 79.5

Mailback H   9631 - - - 16.0 15.3 to 16.6 76.8 73.9 to 79.8

Enumerator H   3024 - - - 24.8 23.5 to 26.1 89.7 85.2 to 94.6

Self in both CRS and census H   5961 - - - 17.7 16.9 to 18.5 79.8 76.2 to 83.6

Proxy in CRS, self in census H   1457 - - - 14.9 13.4 to 16.5 88.9 80.3 to 98.6

Self in CRS, proxy in census H   1246 - - - 18.9 17.1 to 20.7 81.4 74.0 to 89.8

Same proxy in CRS and census H   2313 - - - 17.7 16.4 to 19.0 76.2 70.8 to 82.0

Different proxy in CRS than census H    626 - - - 20.6 17.9 to 23.2 85.4 75.3 to 97.3

Native H  11276 - - - 17.5 16.9 to 18.1 78.5 75.9 to 81.2

Foreign born H   1310 - - - 22.5 20.6 to 24.4 95.5 87.9 to 100.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.46 (CRS question 23a)  (Did you/Did...) have any of (your/his/her) own grandchildren under the
age of 18 living in this (house/apartment) on April 1, 2000? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 3.1 * 0.2 0.0 to 0.4 1.6 1.4 to 1.8 25.8 23.0 to 28.8

No M - 96.9 * -0.2 -0.4 to -0.0 1.6 1.4 to 1.8 25.8 23.0 to 28.8

Aggregate

Total units M  13309 - - - 1.6 1.4 to 1.8 25.8 23.0 to 28.8

White M  10866 - - - 1.2 1.0 to 1.3 26.2 22.7 to 30.4

Black M   1167 - - - 3.8 2.9 to 4.8 21.7 17.0 to 27.8

Asian L    366 - - - 0.8 0.1 to 1.6 10.2 4.1 to 25.2

Other single race M    528 - - - 3.7 2.4 to 5.1 34.5 23.8 to 49.8

Two or more races M    216 - - - 4.8 2.4 to 7.2 48.3 29.2 to 79.9

Hispanic M   1135 - - - 3.6 2.7 to 4.6 33.3 25.8 to 43.0

Non-Hispanic M  11952 - - - 1.4 1.2 to 1.5 24.3 21.4 to 27.6

Male M   6121 - - - 1.4 1.1 to 1.6 32.7 27.4 to 39.2

Female M   7113 - - - 1.7 1.5 to 2.0 22.0 19.0 to 25.5

Age 6-15 H    207 - - - 0.9 -0.2 to 2.0 100.0 32.5 to 100.0

Age 16-35 H   4014 - - - 0.3 0.1 to 0.4 100.0 61.6 to 100.0

Age 36-64 M   6759 - - - 2.0 1.7 to 2.3 23.2 20.1 to 26.7

Age 65 or older M   2212 - - - 2.7 2.1 to 3.2 30.2 24.4 to 37.4

Mailback M  10270 - - - 1.4 1.2 to 1.6 25.4 22.2 to 29.1

Enumerator M   3039 - - - 2.1 1.7 to 2.6 26.6 21.7 to 32.7

Self in both CRS and census M   6212 - - - 1.4 1.2 to 1.7 24.9 20.9 to 29.6

Proxy in CRS, self in census L   1499 - - - 1.1 0.6 to 1.5 18.0 11.9 to 27.1

Self in CRS, proxy in census M   1348 - - - 2.3 1.6 to 2.9 26.4 19.6 to 35.5

Same proxy in CRS and census L   2450 - - - 1.0 0.6 to 1.3 18.1 12.9 to 25.3

Different proxy in CRS than census H    663 - - - 3.8 2.6 to 5.0 55.7 40.2 to 77.2

Native M  11874 - - - 1.4 1.2 to 1.6 24.4 21.5 to 27.7

Foreign born M   1342 - - - 3.2 2.4 to 4.0 32.4 25.2 to 41.7



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C37

Table C.47 (CRS question 23b)  (Were you/was...) responsible for most of the basic needs of any
grandchild(ren) under the age of 18 who lived in this (house/apartment) on April 1, 2000? – Unedited,
Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 44.6 -3.2 -7.2 to 0.7 22.6 19.5 to 26.4 46.1 39.7 to 53.8

No M - 55.4 3.2 -0.7 to 7.2 22.6 19.5 to 26.4 46.1 39.7 to 53.8

Aggregate

Total units M    396 - - - 22.6 19.1 to 26.1 46.1 39.7 to 53.8

White M    229 - - - 20.6 16.2 to 25.0 45.7 37.3 to 56.8

Black H    109 - - - 24.1 17.4 to 30.8 52.9 40.9 to 70.4

Asian     15 - - - ... ... ... ...

Other single race     30 - - - ... ... ... ...

Two or more races      8 - - - ... ... ... ...

Hispanic M     63 - - - 23.9 15.1 to 32.8 49.7 35.8 to 72.5

Non-Hispanic M    320 - - - 22.5 18.6 to 26.3 46 39.0 to 54.8

Male M    115 - - - 16.2 10.6 to 21.9 32.6 23.6 to 46.4

Female H    279 - - - 24.8 20.5 to 29.0 50.9 43.2 to 60.6

Age 6-15      1 - - - ... ... ... ...

Age 16-35     10 - - - ... ... ... ...

Age 36-64 M    276 - - - 24.2 20.0 to 28.5 48.4 40.9 to 57.9

Age 65 or older H    100 - - - 22.5 15.6 to 29.4 50.8 38.4 to 69.4

Mailback M    286 - - - 21 17.0 to 25.0 43.1 36.0 to 52.2

Enumerator H    110 - - - 26.8 19.8 to 33.7 53.5 42.1 to 69.8

Self in both CRS and census M    173 - - - 22.5 17.3 to 27.8 44.9 36.1 to 56.8

Proxy in CRS, self in census     38 - - - ... ... .. ...

Self in CRS, proxy in census     58 - - - ... ... ... ...

Same proxy in CRS and census H     67 - - - 24.7 16.1 to 33.4 53.6 39.2 to 76.7

Different proxy in CRS than census     20 - - - ... ... ... ...

Native M    329 - - - 23.6 19.7 to 27.4 47.2 40.3 to 55.7

Foreign born M     66 - - - 18.1 10.3 to 25.9 48.4 33.1 to 74.7



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.48 (question 23c)  How long (were you/was...) responsible for the(se) grandchild(ren)? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than 6 months M - 11.6 0.6 -3.6 to 4.9 7.9 4.7 to 13.2 37.8 22.6 to 63.2

6 to 11 months H - 14.3 -0.9 -7.4 to 5.6 19.2 14.5 to 26.0 80.4 60.8 to 100.0

1 to 2 years H - 16.8 -2.4 -8.7 to 3.8 17.7 13.2 to 24.3 67.3 50.1 to 92.5

3 or 4 years H - 16.5 5.2 -1.5 to 11.9 20.4 15.6 to 27.4 65.9 50.4 to 88.4

5 years or more M - 40.9 -2.4 -8.2 to 3.4 15.2 11.1 to 21.6 31.8 23.1 to 45.0

Aggregate

Total units H    127 - - - 40.2 33.1 to 47.4 53.7 45.5 to 64.6

White     56 - - - ... ... ... ...

Black     59 - - - ... ... ... ...

Asian      0 - - - # # # #

Other single race      9 - - - ... ... ... ...

Two or more races      2 - - - ... ... ... ...

Hispanic     17 - - - ... ... ... ...

Non-Hispanic H    102 - - - 40.7 32.7 to 48.7 54.8 45.8 to 67.3

Male     42 - - - ... ... ... ...

Female H     85 - - - 36.8 28.2 to 45.4 52.6 42.6 to 67.1

Age 6-15      0 - - - # # # #

Age 16-35      0 - - - # # # #

Age 36-64 H    106 - - - 44.9 36.9 to 52.8 59.5 50.6 to 71.7

Age 65 or older     21 - - - ... ... ... ...

Mailback H     89 - - - 38.5 30.1 to 47.0 50.5 41.4 to 63.6

Enumerator     38 - - - ... ... ... ...

Self in both CRS and census H     72 - - - 47.0 37.3 to 56.7 66.7 55.6 to 83.2

Proxy in CRS, self in census     16 - - - ... ... ... ...

Self in CRS, proxy in census     11 - - - ... ... ... ...

Same proxy in CRS and census     16 - - - ... ... ... ...

Different proxy in CRS than census      6 - - - ... ... ... ...

Native M    116 - - - 37.2 29.8 to 44.6 49.8 41.5 to 61.2

Foreign born     10 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C39

Table C.49 (CRS question 24a)  (Have you/Has...) ever served on active duty in the U.S. Armed Forces,
military Reserves, or National Guard? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, now on active duty H - 0.8 * -0.4 -0.5 to -0.2 0.8 0.7 to 1.0 61.0 52.0 to 71.5

Yes, on active duty in past, but not now L - 11.8 * 0.6 0.4 to 0.8 2.4 2.2 to 2.6 11.1 10.2 to 12.2

No, training for Reserves or National
Guard

H
- 1.5 * 0.7 0.5 to 1.0 2.9 2.7 to 3.2 77.8 71.5 to 84.6

No, never served in Military L - 85.8 * -0.9 -1.2 to -0.7 3.5 3.2 to 3.8 14.0 13.0 to 15.2

Aggregate

Total units L  13133 - - - 4.8 4.5 to 5.1 18.7 17.5 to 20.0

White L  10728 - - - 4.9 4.5 to 5.2 17.5 16.3 to 18.8

Black M   1145 - - - 6.3 5.1 to 7.4 30.3 25.0 to 36.8

Asian H    356 - - - 3.4 1.8 to 4.9 61.8 38.6 to 98.9

Other single race M    526 - - - 2.7 1.6 to 3.9 23.3 15.1 to 35.9

Two or more races M    214 - - - 3.3 1.3 to 5.3 20.5 11.1 to 37.9

Hispanic M   1127 - - - 2.4 1.6 to 3.1 21.4 15.6 to 29.3

Non-Hispanic L  11797 - - - 5.0 4.6 to 5.3 18.5 17.3 to 19.8

Male L   6022 - - - 6.6 6.1 to 7.1 15.5 14.3 to 16.8

Female H   7037 - - - 3.3 2.9 to 3.6 59.3 53.2 to 66.1

Age 6-15 H    205 - - - 3.8 1.6 to 6.0 84.7 47.3 to 100.0

Age 16-35 M   4002 - - - 3.1 2.6 to 3.5 28.3 24.4 to 32.8

Age 36-64 M   6674 - - - 5.6 5.1 to 6.0 20.8 19.1 to 22.7

Age 65 or older L   2155 - - - 5.9 5.0 to 6.7 13.4 11.6 to 15.5

Mailback L  10135 - - - 5.1 4.8 to 5.5 18.5 17.2 to 19.9

Enumerator M   2999 - - - 3.6 3.1 to 4.2 20.2 17.2 to 23.6

Self in both CRS and census L   6130 - - - 4.8 4.4 to 5.3 18.2 16.6 to 20.1

Proxy in CRS, self in census L   1487 - - - 4.5 3.6 to 5.4 14.3 11.7 to 17.5

Self in CRS, proxy in census M   1326 - - - 4.8 3.8 to 5.8 20.6 16.7 to 25.3

Same proxy in CRS and census L   2430 - - - 4.0 3.3 to 4.6 17.2 14.5 to 20.3

Different proxy in CRS than census M    662 - - - 4.8 3.4 to 6.2 29.8 22.2 to 39.8

Native L  11740 - - - 5.1 4.7 to 5.4 18.4 17.2 to 19.7

Foreign born M   1324 - - - 2.3 1.6 to 3.0 33.4 24.8 to 45.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C40

Table C.50 (CRS question 24b1)  Did (you/...) serve on active duty in the U.S. Armed Forces during April
1995 or later? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No M - 94.8 0.0 -0.8 to 0.7 3.5 2.8 to 4.3 35.2 28.3 to 43.7

Yes M - 5.2 0.0 -0.7 to 0.8 3.5 2.8 to 4.3 35.2 28.3 to 43.7

Aggregate

Total units M   1629 - - - 3.5 2.7 to 4.2 35.2 28.3 to 43.7

White M   1477 - - - 3.2 2.5 to 4.0 37.1 29.3 to 47.1

Black U    101 - - - 4.6 1.2 to 8.1 u u

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic M   1539 - - - 3.3 2.6 to 4.1 34.6 27.5 to 43.5

Male M   1541 - - - 3.3 2.5 to 4.0 38.8 30.8 to 48.9

Female M     79 - - - 7.4 2.5 to 12.2 23.1 11.8 to 45.2

Age 6-15      3 - - - ... ... ... ...

Age 16-35 M    155 - - - 20.8 15.4 to 26.1 46.7 36.6 to 60.7

Age 36-64 M    838 - - - 2.8 1.8 to 3.7 36.7 26.2 to 51.6

Age 65 or older U    623 - - - 0.1 -0.1 to 0.4 u u

Mailback M   1380 - - - 3.3 2.5 to 4.1 36.9 28.9 to 47.0

Enumerator M    249 - - - 4.7 2.5 to 6.9 30.3 18.8 to 48.9

Self in both CRS and census M    802 - - - 3.3 2.3 to 4.4 35.4 25.8 to 48.6

Proxy in CRS, self in census H    247 - - - 5.2 2.9 to 7.5 56.8 36.0 to 89.7

Self in CRS, proxy in census U    147 - - - 3.2 0.8 to 5.5 u u

Same proxy in CRS and census U    258 - - - 1.8 0.4 to 3.2 u u

Different proxy in CRS than census     46 - - - ... ... ... ...

Native M   1588 - - - 3.4 2.7 to 4.2 35.0 28.0 to 43.7

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C41

Table C.51 (CRS question 24b2)  Did (you/...) serve on active duty in the U.S. Armed Forces during
August 1990 to March 1995 (including Persian Gulf War)? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No M - 90.3 0.1 -0.9 to 1.0 5.2 4.4 to 6.2 29.7 24.8 to 35.5

Yes M - 9.7 -0.1 -1.0 to 0.9 5.2 4.4 to 6.2 29.7 24.8 to 35.5

Aggregate

Total units M   1629 - - - 5.2 4.3 to 6.1 29.7 24.8 to 35.5

White M   1477 - - - 4.7 3.8 to 5.7 28.8 23.7 to 35.0

Black M    101 - - - 10.8 5.7 to 15.9 38.2 25.0 to 61.1

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic M   1539 - - - 5.0 4.1 to 5.9 29.0 24.1 to 35.0

Male M   1541 - - - 4.8 3.9 to 5.7 29.3 24.2 to 35.5

Female M     79 - - - 13.3 7.0 to 19.6 37.0 24.3 to 59.4

Age 6-15      3 - - - ... ... ... ...

Age 16-35 M    155 - - - 21.0 15.6 to 26.4 42.2 33.1 to 54.8

Age 36-64 M    838 - - - 5.5 4.2 to 6.8 35.8 28.1 to 45.6

Age 65 or older H    623 - - - 0.7 0.2 to 1.3 100.0 47.6 to 100.0

Mailback M   1380 - - - 4.7 3.7 to 5.6 28.2 23.0 to 34.5

Enumerator M    249 - - - 8.1 5.2 to 10.9 36.3 25.2 to 52.3

Self in both CRS and census M    802 - - - 4.6 3.4 to 5.9 28.5 21.8 to 37.3

Proxy in CRS, self in census M    247 - - - 5.5 3.1 to 7.9 32.0 20.5 to 49.8

Self in CRS, proxy in census L    147 - - - 2.6 0.5 to 4.8 16.1 7.2 to 36.4

Same proxy in CRS and census M    258 - - - 6.3 3.8 to 8.8 32.3 21.5 to 48.4

Different proxy in CRS than census     46 - - - ... ... ... ...

Native M   1588 - - - 5.2 4.3 to 6.1 29.8 24.9 to 35.7

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C42

Table C.52 (CRS question 24b3)  Did (you/...) serve on active duty in the U.S. Armed Forces during
September 1980 to July 1990? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No M - 87.2 0.3 -0.8 to 1.3 6.5 5.6 to 7.7 29.5 25.2 to 34.6

Yes M - 12.8 -0.3 -1.3 to 0.8 6.5 5.6 to 7.7 29.5 25.2 to 34.6

Aggregate

Total units M   1629 - - - 6.5 5.5 to 7.5 29.5 25.2 to 34.6

White M   1477 - - - 5.7 4.7 to 6.7 27.0 22.6 to 32.3

Black H    101 - - - 20.8 14.1 to 27.4 58.9 43.9 to 81.6

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic M   1539 - - - 6.6 5.5 to 7.6 29.5 25.0 to 34.7

Male M   1541 - - - 6.1 5.1 to 7.1 30.2 25.5 to 35.7

Female M     79 - - - 12.3 6.2 to 18.4 27.1 17.5 to 44.4

Age 6-15      3 - - - ... ... ... ...

Age 16-35 M    155 - - - 16.8 11.8 to 21.7 34.2 25.9 to 46.1

Age 36-64 M    838 - - - 9.3 7.7 to 11.0 34.3 28.5 to 41.3

Age 65 or older U    623 - - - 0.2 -0.1 to 0.6 u u

Mailback M   1380 - - - 6.2 5.1 to 7.2 29.3 24.5 to 35.0

Enumerator M    249 - - - 8.5 5.6 to 11.5 30.9 21.7 to 44.0

Self in both CRS and census M    802 - - - 5.4 4.1 to 6.7 24.2 18.8 to 31.0

Proxy in CRS, self in census M    247 - - - 4.5 2.4 to 6.7 20.4 12.5 to 33.2

Self in CRS, proxy in census M    147 - - - 8.4 4.7 to 12.2 36.7 23.1 to 58.3

Same proxy in CRS and census M    258 - - - 7.8 5.1 to 10.6 39.0 27.1 to 56.2

Different proxy in CRS than census     46 - - - ... ... ... ...

Native M   1588 - - - 6.5 5.4 to 7.5 29.2 24.8 to 34.3

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C43

Table C.53 (CRS question 24b4)  Did (you/...) serve on active duty in the U.S. Armed Forces during May
1975 to August 1980? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No M - 90.9 0.0 -1.1 to 1.1 7.4 6.4 to 8.6 44.9 38.7 to 52.1

Yes M - 9.1 0.0 -1.1 to 1.1 7.4 6.4 to 8.6 44.9 38.7 to 52.1

Aggregate

Total units M   1629 - - - 7.4 6.4 to 8.5 44.9 38.7 to 52.1

White M   1477 - - - 6.8 5.7 to 7.9 45.0 38.2 to 53.0

Black H    101 - - - 15.0 9.1 to 20.9 54.8 38.3 to 81.2

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic M   1539 - - - 7.3 6.2 to 8.4 44.2 37.8 to 51.6

Male M   1541 - - - 7.2 6.1 to 8.3 43.9 37.5 to 51.3

Female H     79 - - - 12.3 6.2 to 18.4 64.8 41.8 to 100.0

Age 6-15      3 - - - ... ... ... ...

Age 16-35 H    155 - - - 1.0 -0.3 to 2.3 100.0 28.9 to 100.0

Age 36-64 M    838 - - - 13.9 11.9 to 15.9 49.1 42.7 to 56.6

Age 65 or older U    623 - - - 0.4 -0.0 to 0.8 u u

Mailback M   1380 - - - 7.1 5.9 to 8.2 45.3 38.4 to 53.5

Enumerator M    249 - - - 9.5 6.4 to 12.5 43.7 31.2 to 61.2

Self in both CRS and census M    802 - - - 7.3 5.8 to 8.8 41.9 33.8 to 51.9

Proxy in CRS, self in census H    247 - - - 8.6 5.7 to 11.6 56.1 39.4 to 80.0

Self in CRS, proxy in census H    147 - - - 11.3 7.0 to 15.6 64.8 45.5 to 94.7

Same proxy in CRS and census M    258 - - - 5.3 3.0 to 7.5 41.3 26.5 to 64.3

Different proxy in CRS than census     46 - - - ... ... ... ...

Native M   1588 - - - 7.2 6.1 to 8.3 44.1 37.8 to 51.4

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C44

Table C.54 (CRS question 24b5)  Did (you/...) serve on active duty in the U.S. Armed Forces during the
Vietnam era (August 1964 to April 1975)? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No L - 69.2 0.0 -1.1 to 1.1 7.4 6.4 to 8.6 17.3 14.9 to 20.2

Yes L - 30.8 0.0 -1.1 to 1.1 7.4 6.4 to 8.6 17.3 14.9 to 20.2

Aggregate

Total units L   1629 - - - 7.4 6.3 to 8.5 17.3 14.9 to 20.2

White L   1477 - - - 6.7 5.6 to 7.7 15.7 13.3 to 18.5

Black M    101 - - - 15.4 9.5 to 21.3 36.3 25.5 to 53.4

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic L   1539 - - - 7.1 6.0 to 8.2 16.7 14.3 to 19.5

Male L   1541 - - - 7.7 6.6 to 8.8 17.8 15.3 to 20.7

Female L     79 - - - 2.5 -0.4 to 5.3 10.5 3.4 to 32.3

Age 6-15      3 - - - ... ... ... ...

Age 16-35    155 - - - 0.0 0.0 to 0.0 # #

Age 36-64 M    838 - - - 12.5 10.6 to 14.4 25.5 22.0 to 29.6

Age 65 or older M    623 - - - 2.0 1.1 to 3.0 25.5 16.2 to 40.3

Mailback L   1380 - - - 6.7 5.6 to 7.8 15.9 13.4 to 18.8

Enumerator M    249 - - - 11.2 7.9 to 14.5 24.9 18.8 to 33.5

Self in both CRS and census L    802 - - - 6.8 5.3 to 8.2 16.3 13.1 to 20.4

Proxy in CRS, self in census L    247 - - - 7.4 4.6 to 10.1 18.0 12.2 to 26.4

Self in CRS, proxy in census M    147 - - - 10.3 6.1 to 14.4 22.3 15.3 to 33.2

Same proxy in CRS and census L    258 - - - 7.1 4.4 to 9.7 16.1 11.0 to 23.6

Different proxy in CRS than census     46 - - - ... ... ... ...

Native L   1588 - - - 7.3 6.2 to 8.4 17.1 14.7 to 19.9

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C45

Table C.55 (CRS question 24b6)  Did (you/...) serve on active duty in the U.S. Armed Forces during
February 1955 to July 1964? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No M - 83.5 0.3 -0.9 to 1.5 8.6 7.5 to 9.9 31.5 27.4 to 36.2

Yes M - 16.5 -0.3 -1.5 to 0.9 8.6 7.5 to 9.9 31.5 27.4 to 36.2

Aggregate

Total units M   1629 - - - 8.6 7.5 to 9.7 31.5 27.4 to 36.2

White M   1477 - - - 8.3 7.1 to 9.5 29.6 25.5 to 34.3

Black H    101 - - - 12.7 7.2 to 18.2 71.1 48.0 to 100.0

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic M   1539 - - - 8.8 7.6 to 9.9 31.9 27.7 to 36.8

Male M   1541 - - - 9.0 7.8 to 10.2 31.9 27.7 to 36.6

Female U     79 - - - 1.5 -0.8 to 3.7 u u

Age 6-15      3 - - - ... ... ... ...

Age 16-35 U    155 - - - 0.0 0.0 to 0.0 u u

Age 36-64 M    838 - - - 10.8 9.0 to 12.5 31.2 26.5 to 36.7

Age 65 or older M    623 - - - 7.7 5.9 to 9.5 35.4 27.9 to 44.8

Mailback M   1380 - - - 8.6 7.4 to 9.9 29.8 25.6 to 34.6

Enumerator H    249 - - - 8.4 5.5 to 11.3 50.4 35.2 to 72.1

Self in both CRS and census M    802 - - - 8.4 6.8 to 10.1 28.3 23.2 to 34.6

Proxy in CRS, self in census M    247 - - - 10.2 7.0 to 13.4 39.0 29.0 to 53.2

Self in CRS, proxy in census M    147 - - - 8.4 4.7 to 12.2 30.4 19.1 to 48.3

Same proxy in CRS and census M    258 - - - 6.5 3.9 to 9.0 30.1 20.1 to 44.9

Different proxy in CRS than census     46 - - - ... ... ... ...

Native M   1588 - - - 8.6 7.4 to 9.7 31.3 27.2 to 36.0

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C46

Table C.56 (CRS question 24b7)  Did (you/...) serve on active duty in the U.S. Armed Forces during
Korean conflict (June 1950 to January 1955)? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No L - 84.1 -0.1 -1.0 to 0.7 4.6 3.8 to 5.6 17.2 14.2 to 20.8

Yes L - 15.9 0.1 -0.7 to 1.0 4.6 3.8 to 5.6 17.2 14.2 to 20.8

Aggregate

Total units L   1629 - - - 4.6 3.8 to 5.5 17.2 14.2 to 20.8

White L   1477 - - - 4.3 3.5 to 5.2 15.9 12.9 to 19.5

Black U    101 - - - 5.8 1.9 to 9.6 u u

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic L   1539 - - - 4.6 3.7 to 5.4 17.0 13.9 to 20.6

Male L   1541 - - - 4.8 3.9 to 5.7 17.6 14.5 to 21.2

Female L     79 - - - 0.5 -0.8 to 1.8 4.6 0.5 to 40.9

Age 6-15      3 - - - ... ... ... ...

Age 16-35 U    155 - - - 0.0 0.0 to 0.0 u u

Age 36-64 M    838 - - - 2.4 1.5 to 3.2 40.1 27.8 to 58.0

Age 65 or older L    623 - - - 8.6 6.7 to 10.4 18.3 14.7 to 23.0

Mailback L   1380 - - - 4.1 3.2 to 4.9 14.5 11.7 to 18.1

Enumerator M    249 - - - 7.6 4.8 to 10.4 38.5 26.5 to 56.1

Self in both CRS and census L    802 - - - 4.3 3.1 to 5.5 14.5 11.0 to 19.2

Proxy in CRS, self in census M    247 - - - 5.8 3.4 to 8.2 21.5 14.0 to 33.1

Self in CRS, proxy in census M    147 - - - 5.5 2.4 to 8.6 24.4 13.8 to 43.0

Same proxy in CRS and census L    258 - - - 3.5 1.6 to 5.3 13.5 7.8 to 23.2

Different proxy in CRS than census     46 - - - ... ... ... ...

Native L   1588 - - - 4.6 3.7 to 5.5 17.1 14.1 to 20.7

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C47

Table C.57 (CRS question 24b8)  Did (you/...) serve on active duty in the U.S. Armed Forces during
World War II (September 1940 to July 1947)? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No L - 77.2 0.6 -0.1 to 1.3 2.7 2.1 to 3.5 7.8 6.1 to 9.9

Yes L - 22.8 -0.6 -1.3 to 0.1 2.7 2.1 to 3.5 7.8 6.1 to 9.9

Aggregate

Total units L   1629 - - - 2.7 2.0 to 3.4 7.8 6.1 to 9.9

White L   1477 - - - 2.7 2.0 to 3.4 7.4 5.7 to 9.6

Black U    101 - - - 3.5 0.5 to 6.5 u u

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic L   1539 - - - 2.8 2.1 to 3.5 8.0 6.3 to 10.3

Male L   1541 - - - 2.8 2.1 to 3.5 8.1 6.3 to 10.3

Female L     79 - - - 0.5 -0.8 to 1.8 1.6 0.2 to 14.2

Age 6-15      3 - - - ... ... ... ...

Age 16-35 U    155 - - - 0.0 0.0 to 0.0 u u

Age 36-64 U    838 - - - 0.3 -0.0 to 0.6 u u

Age 65 or older L    623 - - - 6.7 5.1 to 8.4 13.8 10.7 to 17.7

Mailback L   1380 - - - 2.7 2.0 to 3.4 7.3 5.6 to 9.6

Enumerator L    249 - - - 3.0 1.2 to 4.7 12.1 6.7 to 22.0

Self in both CRS and census L    802 - - - 2.0 1.2 to 2.8 5.2 3.5 to 7.8

Proxy in CRS, self in census L    247 - - - 3.4 1.5 to 5.4 11.6 6.6 to 20.2

Self in CRS, proxy in census L    147 - - - 3.9 1.3 to 6.6 13.8 7.1 to 27.0

Same proxy in CRS and census L    258 - - - 2.6 0.9 to 4.2 7.8 4.1 to 14.6

Different proxy in CRS than census     46 - - - ... ... ... ...

Native L   1588 - - - 2.6 1.9 to 3.3 7.4 5.8 to 9.6

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C48

Table C.58 (CRS question 24b9)  Did (you/...) serve on active duty in the U.S. Armed Forces during Some
other time? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No H - 98.3 -0.5 -1.2 to 0.3 3.5 2.8 to 4.3 93.0 74.7 to 100.0

Yes H - 1.7 0.5 -0.3 to 1.2 3.5 2.8 to 4.3 93.0 74.7 to 100.0

Aggregate

Total units H   1629 - - - 3.5 2.7 to 4.2 93.0 74.7 to 100.0

White H   1477 - - - 3.2 2.4 to 3.9 91.2 71.8 to 100.0

Black H    101 - - - 6.5 2.5 to 10.6 100.0 55.0 to 100.0

Asian      4 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     15 - - - ... ... ... ...

Hispanic     57 - - - ... ... ... ...

Non-Hispanic H   1539 - - - 3.3 2.6 to 4.1 92.1 73.3 to 100.0

Male H   1541 - - - 3.4 2.7 to 4.2 93.7 74.8 to 100.0

Female U     79 - - - 2.0 -0.6 to 4.5 u u

Age 6-15      3 - - - ... ... ... ...

Age 16-35 H    155 - - - 4.7 1.9 to 7.6 100.0 55.9 to 100.0

Age 36-64 H    838 - - - 3.1 2.1 to 4.1 100.0 73.6 to 100.0

Age 65 or older H    623 - - - 3.7 2.4 to 4.9 82.7 58.7 to 100.0

Mailback H   1380 - - - 3.5 2.6 to 4.3 91.4 72.1 to 100.0

Enumerator H    249 - - - 3.6 1.6 to 5.5 100.0 58.6 to 100.0

Self in both CRS and census H    802 - - - 2.8 1.8 to 3.8 86.7 61.4 to 100.0

Proxy in CRS, self in census H    247 - - - 4.9 2.6 to 7.1 100.0 63.7 to 100.0

Self in CRS, proxy in census H    147 - - - 3.4 1.0 to 5.9 100.0 49.5 to 100.0

Same proxy in CRS and census H    258 - - - 4.1 2.0 to 6.1 100.0 61.7 to 100.0

Different proxy in CRS than census     46 - - - ... ... ... ...

Native H   1588 - - - 3.4 2.7 to 4.2 92.7 74.2 to 100.0

Foreign born     33 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C49

Table C.59 (CRS question 24c)  In total, how many years of active-duty military service (have you/has...)
had? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than 2 years M - 11.7 * 4.2 2.8 to 5.5 9.9 8.6 to 11.3 41.6 36.3 to 47.6

2 years or more M - 88.3 * -4.2 -5.5 to -2.8 9.9 8.6 to 11.3 41.6 36.3 to 47.6

Aggregate

Total units M   1487 - - - 9.9 8.6 to 11.2 41.6 36.3 to 47.6

White M   1355 - - - 10.3 8.9 to 11.7 42.4 37.2 to 48.4

Black U     85 - - - 3.7 0.3 to 7.0 u u

Asian      3 - - - ... ... ... ...

Other single race     25 - - - ... ... ... ...

Two or more races     13 - - - ... ... ... ...

Hispanic     51 - - - ... ... ... ...

Non-Hispanic M   1407 - - - 9.5 8.2 to 10.8 40.1 34.8 to 46.2

Male M   1403 - - - 10.0 8.7 to 11.4 43.2 37.9 to 49.3

Female M     75 - - - 8.3 3.0 to 13.5 23.8 12.4 to 45.6

Age 6-15      1 - - - ... ... ... ...

Age 16-35 M    138 - - - 9.5 5.4 to 13.6 48.6 31.0 to 76.2

Age 36-64 M    750 - - - 10.4 8.6 to 12.3 47.5 40.0 to 56.7

Age 65 or older M    592 - - - 9.4 7.4 to 11.4 34.7 27.9 to 43.3

Mailback M   1269 - - - 10.1 8.7 to 11.5 41.3 36.0 to 47.4

Enumerator M    218 - - - 8.5 5.4 to 11.7 44.0 30.1 to 64.3

Self in both CRS and census M    763 - - - 8.6 6.9 to 10.2 34.2 27.9 to 41.9

Proxy in CRS, self in census H    225 - - - 11.7 8.2 to 15.2 54.3 40.8 to 73.5

Self in CRS, proxy in census M    126 - - - 11.1 6.5 to 15.7 38.7 26.4 to 58.5

Same proxy in CRS and census M    235 - - - 10.7 7.4 to 14.0 48.1 35.7 to 65.5

Different proxy in CRS than census     35 - - - ... ... ... ...

Native M   1455 - - - 10.0 8.7 to 11.3 42.1 37.0 to 47.9

Foreign born     28 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C50

Table C.60 (CRS question 25a)  LAST YEAR, 1999, did (you/...) work at a job or business at any time? –
Unedited, Census 2000 

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 83.3 * 0.6 0.2 to 1.0 6.7 6.3 to 7.1 24.3 22.8 to 25.9

No M - 16.7 * -0.6 -1.0 to -0.2 6.7 6.3 to 7.1 24.3 22.8 to 25.9

Aggregate

Total units M  10329 - - - 6.7 6.3 to 7.1 24.3 22.8 to 25.9

White M   8471 - - - 6.0 5.5 to 6.4 22.2 20.6 to 23.8

Black M    877 - - - 10.1 8.4 to 11.8 30.7 26.1 to 36.2

Asian M    274 - - - 8.3 5.6 to 11.1 40.0 28.4 to 56.3

Other single race M    421 - - - 8.7 6.5 to 11.0 28.1 21.4 to 36.8

Two or more races M    171 - - - 8.4 4.9 to 11.9 35.5 23.1 to 54.7

Hispanic M    853 - - - 11.9 10.1 to 13.8 39.6 34.1 to 46.2

Non-Hispanic M   9333 - - - 6.1 5.7 to 6.5 22.7 21.2 to 24.3

Male M   5073 - - - 6.2 5.6 to 6.7 28.7 26.1 to 31.5

Female M   5204 - - - 7.1 6.5 to 7.7 21.9 20.1 to 23.8

Age 6-15     47 - - - ... ... ... ...

Age 16-35 M   3428 - - - 8.1 7.4 to 8.9 42.3 38.3 to 46.7

Age 36-64 M   5816 - - - 5.4 4.9 to 5.8 26.4 24.1 to 29.0

Age 65 or older L    977 - - - 8.9 7.4 to 10.4 19.4 16.3 to 23.1

Mailback M   8036 - - - 6.3 5.8 to 6.7 21.6 20.1 to 23.3

Enumerator M   2292 - - - 8.1 7.2 to 9.0 37.4 33.1 to 42.2

Self in both CRS and census L   4910 - - - 5.7 5.1 to 6.2 18.8 17.0 to 20.7

Proxy in CRS, self in census M   1258 - - - 6.0 4.9 to 7.1 28.5 23.6 to 34.4

Self in CRS, proxy in census M    990 - - - 8.0 6.6 to 9.4 28.7 23.8 to 34.5

Same proxy in CRS and census M   1879 - - - 7.7 6.7 to 8.7 30.0 26.2 to 34.4

Different proxy in CRS than census M    466 - - - 11.1 8.7 to 13.4 41.0 33.3 to 51.0

Native M   9254 - - - 6.3 5.9 to 6.7 23.1 21.5 to 24.7

Foreign born M   1028 - - - 9.7 8.2 to 11.2 35.7 30.3 to 42.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C51

Table C.61 (CRS question 25b)  How many weeks did (you/...) work in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

1 to 13 weeks M - 3.0 * 0.6 0.3 to 0.9 3.0 2.7 to 3.4 46.6 41.7 to 52.1

14 to 26 weeks H - 5.4 0.2 -0.3 to 0.7 6.1 5.6 to 6.6 58.7 54.3 to 63.5

27 to 39 weeks H - 4.3 * 1.4 0.9 to 1.9 6.6 6.1 to 7.1 68.1 63.2 to 73.4

40 to 47 weeks H - 5.3 * 2.0 1.4 to 2.5 8.7 8.2 to 9.3 74.2 69.5 to 79.2

48 to 49 weeks H - 1.6 * 2.9 2.5 to 3.4 5.6 5.1 to 6.0 92.2 85.0 to 100.0

50 to 52 weeks M - 80.3 * -7.1 -7.9 to -6.3 16.2 15.5 to 16.9 45.0 43.1 to 47.0

Aggregate

Total units H   7297 - - - 23.1 22.3 to 23.9 57.5 55.5 to 59.6

White H   6101 - - - 22.3 21.4 to 23.1 56.1 54.0 to 58.4

Black H    540 - - - 23.4 20.4 to 26.3 59.7 52.7 to 68.0

Asian H    195 - - - 24.6 19.5 to 29.6 56.9 46.8 to 70.3

Other single race H    276 - - - 34.7 30.0 to 39.4 75.2 66.0 to 86.5

Two or more races H    116 - - - 28.3 21.5 to 35.2 69.8 55.7 to 89.6

Hispanic H    564 - - - 34.0 30.7 to 37.2 71.6 65.2 to 79.0

Non-Hispanic H   6664 - - - 22.1 21.2 to 22.9 55.9 53.8 to 58.0

Male H   3808 - - - 19.5 18.4 to 20.5 59.2 56.1 to 62.5

Female H   3449 - - - 27.0 25.8 to 28.2 56.8 54.3 to 59.5

Age 6-15     18 - - - ... ... ... ...

Age 16-35 H   2556 - - - 29.1 27.6 to 30.6 59.3 56.4 to 62.5

Age 36-64 H   4453 - - - 19.3 18.3 to 20.3 58.6 55.7 to 61.7

Age 65 or older M    238 - - - 27.1 22.4 to 31.8 46.5 39.4 to 55.7

Mailback H   5557 - - - 23.3 22.3 to 24.2 56.4 54.2 to 58.7

Enumerator H   1739 - - - 22.5 20.8 to 24.1 61.6 57.3 to 66.3

Self in both CRS and census H   3459 - - - 21.9 20.8 to 23.1 54.6 51.8 to 57.5

Proxy in CRS, self in census H    937 - - - 23.0 20.8 to 25.3 63.5 57.6 to 70.1

Self in CRS, proxy in census H    708 - - - 26.4 23.7 to 29.1 64.5 58.3 to 71.6

Same proxy in CRS and census H   1312 - - - 23.2 21.3 to 25.1 56.0 51.6 to 60.9

Different proxy in CRS than census H    309 - - - 29.8 25.5 to 34.1 62.9 54.8 to 72.9

Native H   6574 - - - 22.1 21.2 to 22.9 55.8 53.7 to 58.0

Foreign born H    692 - - - 31.9 28.9 to 34.8 71.3 65.2 to 78.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C52

Table C.62 (CRS question 25c)  During the weeks WORKED in 1999, how many hours did (you/...)
usually work each WEEK? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

1 to 14 hours H - 3.1 * 1.0 0.7 to 1.4 3.8 3.4 to 4.2 54.4 49.3 to 60.0

15 to 34 hours M - 14.1 * 1.1 0.6 to 1.7 8.7 8.2 to 9.3 35.0 32.8 to 37.3

35 hours or more M - 82.8 * -2.2 -2.7 to -1.6 8.7 8.1 to 9.2 28.9 27.1 to 30.9

Aggregate

Total units M   7480 - - - 10.6 10.0 to 11.2 34.3 32.4 to 36.2

White M   6202 - - - 10.5 9.8 to 11.1 32.6 30.7 to 34.6

Black M    566 - - - 10.5 8.4 to 12.7 50.0 41.1 to 61.2

Asian M    208 - - - 11.5 7.9 to 15.2 46.2 34.2 to 63.4

Other single race M    300 - - - 10.1 7.2 to 12.9 37.7 28.7 to 50.1

Two or more races M    124 - - - 14.1 8.9 to 19.2 48.9 34.8 to 70.6

Hispanic M    601 - - - 10.2 8.2 to 12.3 42.7 35.2 to 52.1

Non-Hispanic M   6802 - - - 10.6 10.0 to 11.2 33.6 31.7 to 35.6

Male M   3853 - - - 8.2 7.5 to 8.9 39.3 35.8 to 43.1

Female M   3586 - - - 13.2 12.3 to 14.2 33.0 30.8 to 35.4

Age 6-15     20 - - - ... ... ... ...

Age 16-35 M   2659 - - - 12.3 11.2 to 13.3 33.7 30.9 to 36.7

Age 36-64 M   4509 - - - 8.7 8.0 to 9.4 36.7 33.8 to 39.9

Age 65 or older M    257 - - - 22.4 18.1 to 26.7 36.1 30.0 to 43.8

Mailback M   5723 - - - 10.7 10.0 to 11.4 33.1 31.1 to 35.2

Enumerator M   1757 - - - 10.2 9.1 to 11.4 39.4 35.1 to 44.3

Self in both CRS and census M   3569 - - - 9.2 8.4 to 9.9 30.8 28.1 to 33.8

Proxy in CRS, self in census M    948 - - - 11.8 10.0 to 13.5 44.7 38.7 to 51.8

Self in CRS, proxy in census M    719 - - - 11.5 9.6 to 13.5 36.0 30.4 to 42.7

Same proxy in CRS and census M   1347 - - - 10.7 9.3 to 12.1 31.1 27.4 to 35.4

Different proxy in CRS than census M    315 - - - 16.2 12.8 to 19.6 41.8 34.1 to 51.7

Native M   6709 - - - 10.4 9.8 to 11.0 32.9 31.0 to 34.9

Foreign born H    742 - - - 12.1 10.1 to 14.0 51.5 43.9 to 60.7



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C53

Table C.63 (CRS question 26a)  Did (you/..) receive any wages, salary, commissions, bonuses or tips in
1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 62.0 * 0.8 0.2 to 1.3 9.9 9.4 to 10.5 21.2 20.0 to 22.4

No M - 38.0 * -0.8 -1.3 to -0.2 9.9 9.4 to 10.5 21.2 20.0 to 22.4

Aggregate

Total units M   8696 - - - 9.9 9.4 to 10.5 21.2 20.0 to 22.4

White M   7204 - - - 9.4 8.8 to 9.9 20.1 18.8 to 21.4

Black M    717 - - - 13.1 11.0 to 15.1 26.9 23.0 to 31.5

Asian M    237 - - - 12.6 9.0 to 16.1 27.2 20.8 to 36.1

Other single race M    329 - - - 11.6 8.7 to 14.6 23.9 18.8 to 30.7

Two or more races M    130 - - - 9.3 5.1 to 13.4 20.0 12.5 to 32.0

Hispanic M    680 - - - 14.6 12.4 to 16.8 30.1 25.9 to 35.1

Non-Hispanic M   7934 - - - 9.5 9.0 to 10.0 20.3 19.2 to 21.6

Male M   4005 - - - 10.8 10.0 to 11.6 25.6 23.8 to 27.6

Female L   4648 - - - 9.3 8.6 to 10.0 18.8 17.4 to 20.3

Age 6-15 M    149 - - - 9.4 5.4 to 13.3 39.8 25.7 to 61.6

Age 16-35 M   2682 - - - 10.2 9.3 to 11.2 27.7 25.2 to 30.4

Age 36-64 M   4336 - - - 10.8 10.0 to 11.5 27.2 25.3 to 29.2

Age 65 or older M   1486 - - - 7.1 6.0 to 8.2 29.5 25.1 to 34.6

Mailback L   6556 - - - 8.8 8.3 to 9.4 18.8 17.6 to 20.2

Enumerator M   2140 - - - 13.3 12.1 to 14.5 28.4 26.0 to 31.1

Self in both CRS and census L   4164 - - - 8.8 8.1 to 9.6 18.9 17.4 to 20.6

Proxy in CRS, self in census M    959 - - - 10.0 8.4 to 11.6 24.5 20.7 to 28.9

Self in CRS, proxy in census M    852 - - - 10.4 8.7 to 12.2 21.6 18.4 to 25.5

Same proxy in CRS and census M   1615 - - - 11.1 9.8 to 12.4 23.4 20.8 to 26.3

Different proxy in CRS than census M    417 - - - 12.2 9.5 to 14.8 24.4 19.8 to 30.4

Native M   7836 - - - 9.6 9.1 to 10.1 20.6 19.4 to 21.8

Foreign born M    824 - - - 13.3 11.3 to 15.2 27.1 23.4 to 31.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C54

Table C.64 (CRS question 26a)  What was the amount from all jobs before deductions for taxes, bonds,
dues, or other items? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $9,999 M - 15.3 * 2.1 1.6 to 2.7 6.7 6.1 to 7.3 24.4 22.3 to 26.6

$10,000 to $14,999 H - 9.0 -0.1 -0.8 to 0.5 8.4 7.8 to 9.1 51.4 47.5 to 55.5

$15,000 to $19,999 H - 9.1 -0.2 -0.9 to 0.4 8.2 7.6 to 8.9 50.4 46.6 to 54.5

$20,000 to $24,999 H - 11.0 -0.6 -1.3 to 0.1 10.1 9.4 to 10.8 52.7 49.2 to 56.4

$25,000 to $29,999 H - 9.5 -0.2 -0.9 to 0.4 8.7 8.0 to 9.3 51.0 47.2 to 55.1

$30,000 to $34,999 H - 9.5 -0.1 -0.7 to 0.6 9.5 8.8 to 10.2 55.2 51.3 to 59.4

$35,000 to $39,999 H - 6.3 0.3 -0.3 to 0.9 6.8 6.3 to 7.5 56.8 52.0 to 61.9

$40,000 to $44,999 H - 5.8 0.1 -0.5 to 0.6 6.0 5.5 to 6.6 54.4 49.6 to 59.6

$45,000 to $49,999 H - 4.6 -0.1 -0.6 to 0.4 5.1 4.6 to 5.6 59.3 53.6 to 65.5

$50,000 to $54,999 H - 4.7 -0.4 -0.9 to 0.1 5.0 4.5 to 5.5 57.6 52.1 to 63.8

$55,000 to $64,999 H - 5.3 * -0.5 -1.0 to -0.0 4.8 4.3 to 5.3 50.4 45.5 to 55.9

$65,000 to $74,999 H - 2.7 0.1 -0.3 to 0.5 3.4 3.0 to 3.9 64.9 57.4 to 73.3

$75,000 to $99,999 M - 3.7 -0.2 -0.5 to 0.2 2.5 2.2 to 2.9 36.5 31.7 to 42.0

$100,000 to $199,999 M - 2.6 * -0.3 -0.5 to -0.0 1.4 1.1 to 1.7 28.8 23.8 to 34.9

$200,000 or more M - 0.9 0.1 -0.1 to 0.3 0.7 0.6 to 1.0 40.0 30.8 to 52.0

Aggregate

Total units M   5282 - - - 43.7 42.6 to 44.8 48.0 46.7 to 49.2

White M   4376 - - - 43.1 41.8 to 44.3 47.2 45.9 to 48.6

Black H    386 - - - 50.5 46.3 to 54.7 55.9 51.7 to 61.0

Asian H    142 - - - 55.7 48.9 to 62.6 60.3 53.9 to 68.7

Other single race M    237 - - - 38.0 32.8 to 43.2 43.2 38.0 to 49.8

Two or more races M     80 - - - 44.0 34.8 to 53.1 49.6 41.2 to 61.7

Hispanic H    458 - - - 44.8 41.0 to 48.6 51.0 47.0 to 55.7

Non-Hispanic M   4758 - - - 43.5 42.3 to 44.7 47.6 46.3 to 48.9

Male H   2635 - - - 47.0 45.4 to 48.6 50.8 49.1 to 52.6

Female M   2621 - - - 40.3 38.7 to 41.9 45.5 43.7 to 47.3

Age 6-15     18 - - - ... ... ... ...

Age 16-35 M   1986 - - - 40.6 38.8 to 42.5 46.2 44.2 to 48.3

Age 36-64 H   3111 - - - 46.4 45.0 to 47.9 50.3 48.8 to 51.9

Age 65 or older M    157 - - - 30.9 24.8 to 36.9 42.9 35.7 to 52.6

Mailback M   4310 - - - 42.4 41.1 to 43.6 46.4 45.1 to 47.8

Enumerator H    972 - - - 49.6 46.9 to 52.2 55.1 52.4 to 58.2

Self in both CRS and census M   2776 - - - 42.3 40.8 to 43.9 46.2 44.6 to 47.9

Proxy in CRS, self in census H    564 - - - 47.4 43.9 to 50.8 51.7 48.2 to 55.7

Self in CRS, proxy in census H    490 - - - 48.3 44.6 to 52.0 53.4 49.6 to 57.8

Same proxy in CRS and census M    887 - - - 42.2 39.4 to 44.9 47.3 44.4 to 50.5

Different proxy in CRS than census H    171 - - - 43.1 36.9 to 49.3 50.2 43.9 to 58.4

Native M   4732 - - - 42.9 41.7 to 44.1 47.1 45.8 to 48.4

Foreign born H    528 - - - 51.6 48.0 to 55.2 57.1 53.4 to 61.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C55

Table C.65 (CRS question 26b)  Did (you/...) have any self-employment income from own nonfarm
businesses or farm businesses, including proprietorships and partnerships in 1999? – Unedited, Census
2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 8.0 * -0.6 -1.0 to -0.1 6.3 5.9 to 6.7 44.4 41.4 to 47.5

No M - 92.0 * 0.6 0.1 to 1.0 6.3 5.9 to 6.7 44.4 41.4 to 47.5

Aggregate

Total units M   9376 - - - 6.3 5.9 to 6.7 44.4 41.4 to 47.5

White M   7656 - - - 6.6 6.1 to 7.1 43.0 39.9 to 46.2

Black H    803 - - - 4.1 3.0 to 5.3 70.2 52.8 to 93.2

Asian M    257 - - - 4.2 2.2 to 6.3 28.2 17.2 to 46.3

Other single race H    420 - - - 5.3 3.5 to 7.2 82.8 58.6 to 100.0

Two or more races M    152 - - - 5.6 2.5 to 8.6 38.5 22.1 to 67.2

Hispanic H    829 - - - 5.0 3.7 to 6.2 64.3 49.9 to 83.0

Non-Hispanic M   8452 - - - 6.5 6.0 to 6.9 43.6 40.7 to 46.8

Male M   4255 - - - 8.0 7.3 to 8.7 40.9 37.4 to 44.7

Female H   5074 - - - 4.9 4.4 to 5.4 52.0 46.9 to 57.7

Age 6-15 U    155 - - - 0.7 -0.4 to 1.9 u u

Age 16-35 M   3055 - - - 4.0 3.4 to 4.6 48.8 42.1 to 56.6

Age 36-64 M   4601 - - - 8.3 7.6 to 9.0 42.9 39.5 to 46.7

Age 65 or older H   1514 - - - 5.6 4.6 to 6.6 50.5 42.2 to 60.3

Mailback M   6844 - - - 6.4 5.9 to 6.9 41.9 38.7 to 45.3

Enumerator H   2532 - - - 6.1 5.3 to 6.8 53.6 46.9 to 61.2

Self in both CRS and census M   4374 - - - 6.4 5.8 to 7.1 45.6 41.4 to 50.3

Proxy in CRS, self in census M   1069 - - - 6.7 5.4 to 7.9 38.9 32.0 to 47.3

Self in CRS, proxy in census M    941 - - - 6.7 5.4 to 8.0 45.1 36.7 to 55.5

Same proxy in CRS and census M   1756 - - - 5.3 4.5 to 6.2 38.1 32.1 to 45.1

Different proxy in CRS than census H    493 - - - 6.4 4.6 to 8.2 59.2 44.2 to 79.3

Native M   8408 - - - 6.3 5.8 to 6.7 43.7 40.7 to 47.0

Foreign born H    935 - - - 6.5 5.2 to 7.9 50.5 40.9 to 62.2



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C56

Table C.66 (CRS question 26b)  What was the net income after business expenses? – Unedited, Census
2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $499 or loss L - 91.3 * 1.2 0.8 to 1.6 2.7 2.3 to 3.2 18.3 15.7 to 21.3

$500 to $749 H - 0.1 0.0 -0.1 to 0.2 0.2 0.1 to 0.4 85.3 49.5 to 100.0

$750 to $999 H - 0.1 0.0 -0.1 to 0.0 0.1 0.1 to 0.2 100.0 48.8 to 100.0

$1,000 to $2,499 H - 0.7 0.2 -0.1 to 0.4 0.9 0.7 to 1.2 59.3 45.5 to 77.1

$2,500 to $4,999 H - 0.5 0.1 -0.2 to 0.3 0.9 0.7 to 1.2 80.0 61.5 to 100.0

$5,000 to $9,999 H - 1.6 * -0.6 -0.9 to -0.2 1.7 1.4 to 2.0 65.2 53.8 to 79.0

$10,000 to $14,999 H - 0.8 0.1 -0.2 to 0.4 1.4 1.1 to 1.7 80.3 65.0 to 99.2

$15,000 to $19,999 H - 0.5 0.1 -0.1 to 0.3 0.8 0.6 to 1.1 81.5 62.1 to 100.0

$20,000 to $29,999 H - 1.1 * -0.4 -0.7 to -0.1 1.2 1.0 to 1.5 67.3 53.6 to 84.3

$30,000 to $39,999 H - 0.9 0.0 -0.3 to 0.2 1.1 0.8 to 1.3 60.7 47.6 to 77.4

$40,000 to $49,999 H - 0.5 -0.2 -0.4 to 0.0 0.7 0.5 to 1.0 77.0 57.3 to 100.0

$50,000 to $59,999 H - 0.4 -0.1 -0.3 to 0.1 0.6 0.4 to 0.8 100.0 72.7 to 100.0

$60,000 to $69,999 H - 0.2 -0.1 -0.2 to 0.1 0.3 0.2 to 0.4 78.5 48.3 to 100.0

$70,000 to $99,999 H - 0.5 -0.2 -0.4 to 0.0 0.6 0.5 to 0.9 67.9 49.7 to 92.9

$100,000 to $149,999 M - 0.3 0.0 -0.2 to 0.1 0.3 0.2 to 0.5 45.9 28.9 to 72.9

$150,000 to $199,999 H - 0.1 0.0 -0.1 to 0.2 0.3 0.2 to 0.5 94.3 59.3 to 100.0

$200,000 or more M - 0.3 -0.1 -0.2 to 0.0 0.2 0.1 to 0.3 40.5 22.3 to 73.6

Aggregate

Total units M   4314 - - - 7.0 6.4 to 7.6 45.3 41.2 to 49.8

White M   3228 - - - 8.1 7.3 to 8.9 44.0 39.8 to 48.8

Black H    428 - - - 2.7 1.4 to 4.0 60.8 37.7 to 98.0

Asian H    156 - - - 11.9 7.7 to 16.2 50.7 36.2 to 72.5

Other single race H    242 - - - 1.8 0.4 to 3.1 85.2 39.2 to 100.0

Two or more races U    137 - - - 2.0 0.0 to 3.9 u u

Hispanic M    552 - - - 2.2 1.2 to 3.2 44.3 27.6 to 70.9

Non-Hispanic M   3644 - - - 7.7 7.0 to 8.5 44.8 40.6 to 49.4

Male M   2319 - - - 8.9 7.9 to 9.8 46.1 41.1 to 51.7

Female M   1958 - - - 4.9 4.1 to 5.7 44.0 37.3 to 52.1

Age 6-15   2371 - - - 0.0 0.0 to 0.0 # #

Age 16-35 H     98 - - - 39.9 31.8 to 48.1 53.6 44.5 to 66.4

Age 36-64 H    342 - - - 67.3 63.1 to 71.5 74.7 70.5 to 79.7

Age 65 or older     55 - - - ... ... ... ...

Mailback M   3049 - - - 7.9 7.1 to 8.7 43.1 38.7 to 47.9

Enumerator H   1265 - - - 4.8 3.8 to 5.8 58.4 47.3 to 72.0

Self in both CRS and census H    235 - - - 58.9 53.6 to 64.2 67.8 62.4 to 74.6

Proxy in CRS, self in census H     86 - - - 38.9 30.2 to 47.6 59.1 48.3 to 74.6

Self in CRS, proxy in census H     87 - - - 53.1 44.3 to 61.9 69.2 59.8 to 82.6

Same proxy in CRS and census M   2354 - - - 2.1 1.6 to 2.5 34.7 27.4 to 44.0

Different proxy in CRS than census H   1063 - - - 0.4 0.1 to 0.7 50.1 22.2 to 100.0

Native M   3825 - - - 6.4 5.8 to 7.1 43.2 38.9 to 48.0

Foreign born M    152 - - - 18.0 12.9 to 23.1 44.5 34.0 to 59.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C57

Table C.67 (CRS question 26c)  Did (you/...) receive any interest, dividends, net rental income, royalty
income, or income from estates and trusts in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 21.4 0.2 -0.6 to 0.9 19.6 18.9 to 20.2 58.0 56.1 to 60.0

No H - 78.6 -0.2 -0.9 to 0.6 19.6 18.9 to 20.2 58.0 56.1 to 60.0

Aggregate

Total units H   9986 - - - 19.6 18.9 to 20.2 58.0 56.1 to 60.0

White H   8112 - - - 21.9 21.1 to 22.6 59.0 57.0 to 61.0

Black H    886 - - - 7.4 6.0 to 8.9 76.6 62.5 to 93.7

Asian H    275 - - - 20.1 16.2 to 24.1 59.1 48.9 to 72.2

Other single race H    454 - - - 6.6 4.7 to 8.5 58.1 43.0 to 78.4

Two or more races H    155 - - - 11.7 7.5 to 16.0 83.4 59.4 to 100.0

Hispanic H    919 - - - 8.5 7.0 to 10.0 73.1 60.7 to 88.0

Non-Hispanic H   8950 - - - 20.8 20.1 to 21.5 58.4 56.5 to 60.5

Male H   4572 - - - 20.8 19.8 to 21.8 55.2 52.7 to 57.9

Female H   5362 - - - 18.6 17.7 to 19.4 61.9 59.1 to 64.9

Age 6-15 H    169 - - - 6.4 3.3 to 9.5 96.6 58.9 to 100.0

Age 16-35 H   3296 - - - 12.5 11.5 to 13.4 65.2 60.5 to 70.4

Age 36-64 H   5038 - - - 22.4 21.5 to 23.4 61.7 59.1 to 64.4

Age 65 or older H   1423 - - - 27.9 25.9 to 29.8 57.8 54.0 to 62.1

Mailback H   7522 - - - 22.1 21.3 to 22.9 58.5 56.5 to 60.7

Enumerator H   2464 - - - 11.7 10.7 to 12.8 66.3 60.6 to 72.6

Self in both CRS and census H   4706 - - - 21.4 20.4 to 22.4 55.7 53.2 to 58.4

Proxy in CRS, self in census H   1064 - - - 21.2 19.1 to 23.3 60.0 54.6 to 66.2

Self in CRS, proxy in census H   1015 - - - 22.5 20.4 to 24.7 76.6 69.7 to 84.4

Same proxy in CRS and census H   1903 - - - 15.1 13.7 to 16.4 55.8 51.0 to 61.0

Different proxy in CRS than census H    516 - - - 12.8 10.3 to 15.2 53.6 44.5 to 64.8

Native H   8947 - - - 20.2 19.5 to 20.9 58.0 56.0 to 60.1

Foreign born H   1003 - - - 14.6 12.8 to 16.4 63.0 55.7 to 71.5



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C58

Table C.68 (CRS question 26c)  What was the amount of interest, dividends, etc. received in 1999? –
Unedited, Census 2000 

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $24 or loss L - 79.7 * 0.9 0.4 to 1.4 4.7 4.3 to 5.3 14.9 13.4 to 16.6

$25 to $49 H - 0.6 -0.1 -0.3 to 0.2 1.0 0.8 to 1.2 90.3 71.3 to 100.0

$50 to $99 H - 1.1 -0.2 -0.5 to 0.1 1.4 1.1 to 1.7 73.7 60.5 to 89.8

$100 to $199 H - 1.3 0.1 -0.2 to 0.4 2.0 1.7 to 2.4 75.1 63.8 to 88.4

$200 to $499 H - 2.8 * -0.6 -1.0 to -0.1 3.1 2.7 to 3.5 62.5 54.8 to 71.4

$500 to $999 H - 1.8 * 0.5 0.1 to 0.8 2.8 2.4 to 3.2 70.0 60.9 to 80.5

$1,000 to $1,499 H - 1.5 -0.1 -0.5 to 0.3 2.4 2.1 to 2.8 83.2 71.6 to 96.7

$1,500 to $1,999 H - 0.7 0.2 -0.1 to 0.5 1.4 1.2 to 1.7 88.5 73.0 to 100.0

$2,000 to $2,499 H - 1.4 * -0.4 -0.8 to -0.1 1.7 1.4 to 2.0 70.6 59.2 to 84.3

$2,500 to $2,999 H - 0.4 0.0 -0.2 to 0.2 0.7 0.5 to 0.9 82.3 62.5 to 100.0

$3,000 to $3,999 H - 1.0 0.0 -0.2 to 0.3 1.6 1.3 to 1.9 74.7 62.1 to 89.9

$4,000 to $4,999 H - 0.8 0.1 -0.2 to 0.3 1.2 1.0 to 1.5 78.4 63.7 to 96.5

$5,000 to $7,499 H - 1.6 -0.1 -0.4 to 0.3 2.2 1.9 to 2.6 71.2 60.9 to 83.3

$7,500 to $9,999 H - 0.6 0.2 -0.1 to 0.4 1.0 0.8 to 1.3 71.9 57.1 to 90.7

$10,000 to $14,999 H - 1.5 -0.2 -0.5 to 0.2 2.2 1.9 to 2.6 77.4 66.2 to 90.6

$15,000 or more M - 3.1 -0.3 -0.6 to 0.1 2.3 2.0 to 2.7 40.1 34.5 to 46.7

Aggregate

Total units M   5031 - - - 15.8 15.0 to 16.7 44.7 42.4 to 47.2

White M   3913 - - - 18.9 17.8 to 19.9 45.6 43.2 to 48.1

Black M    435 - - - 2.6 1.3 to 3.8 34.5 21.2 to 56.0

Asian H    167 - - - 19.3 14.2 to 24.3 56.0 43.8 to 73.0

Other single race U    255 - - - 3.0 1.3 to 4.8 u u

Two or more races U    137 - - - 0.8 -0.4 to 2.1 u u

Hispanic M    568 - - - 3.0 1.8 to 4.2 31.8 21.4 to 47.3

Non-Hispanic M   4339 - - - 17.6 16.7 to 18.6 45.3 42.9 to 47.8

Male M   2683 - - - 17.1 15.9 to 18.3 45.4 42.4 to 48.7

Female M   2306 - - - 14.5 13.3 to 15.7 43.9 40.4 to 47.8

Age 6-15 H   2378 - - - 0.3 0.1 to 0.4 76.3 39.8 to 100.0

Age 16-35 H    194 - - - 55.0 49.1 to 60.9 64.6 58.6 to 72.4

Age 36-64 H    648 - - - 67.9 64.9 to 70.9 74.1 71.0 to 77.6

Age 65 or older H    361 - - - 66.1 62.0 to 70.2 72.9 68.8 to 77.9

Mailback M   3756 - - - 19.6 18.5 to 20.6 45.4 43.0 to 48.0

Enumerator H   1275 - - - 4.8 3.8 to 5.8 51.3 41.6 to 63.2

Self in both CRS and census H    723 - - - 66.0 63.1 to 68.9 71.7 68.8 to 75.1

Proxy in CRS, self in census H    130 - - - 48.7 41.4 to 55.9 60.2 52.5 to 70.4

Self in CRS, proxy in census H     93 - - - 40.6 32.2 to 49.0 52.8 43.8 to 65.6

Same proxy in CRS and census M   2463 - - - 5.4 4.6 to 6.1 42.0 36.4 to 48.5

Different proxy in CRS than census M   1087 - - - 1.5 0.9 to 2.1 41.7 28.0 to 62.3

Native M   4485 - - - 15.4 14.5 to 16.3 42.8 40.4 to 45.3

Foreign born H    180 - - - 28.0 22.5 to 33.5 50.8 42.2 to 62.2



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C59

Table C.69 (CRS question 26d)  Did (you/...) receive any Social Security or Railroad Retirement income
in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes L - 15.5 * -0.7 -1.0 to -0.4 3.5 3.2 to 3.8 13.4 12.3 to 14.7

No L - 84.5 * 0.7 0.4 to 1.0 3.5 3.2 to 3.8 13.4 12.3 to 14.7

Aggregate

Total units L  10617 - - - 3.5 3.2 to 3.7 13.4 12.3 to 14.7

White L   8654 - - - 3.4 3.1 to 3.7 12.4 11.3 to 13.7

Black L    901 - - - 4.7 3.5 to 5.8 19.3 15.0 to 24.8

Asian L    305 - - - 1.0 0.1 to 2.0 11.3 4.6 to 28.0

Other single race M    473 - - - 4.5 2.9 to 6.1 34.1 23.9 to 48.7

Two or more races U    166 - - - 3.5 1.1 to 5.8 u u

Hispanic M    938 - - - 4.3 3.2 to 5.3 28.1 21.7 to 36.4

Non-Hispanic L   9544 - - - 3.3 3.0 to 3.6 12.6 11.5 to 13.8

Male L   4950 - - - 3.0 2.6 to 3.4 12.0 10.5 to 13.8

Female L   5618 - - - 3.8 3.4 to 4.3 14.4 12.9 to 16.1

Age 6-15 M    166 - - - 3.0 0.8 to 5.2 49.7 24.2 to 100.0

Age 16-35 H   3455 - - - 1.8 1.4 to 2.2 59.0 48.0 to 72.7

Age 36-64 M   5542 - - - 2.6 2.2 to 2.9 25.0 21.8 to 28.7

Age 65 or older H   1397 - - - 10.7 9.3 to 12.0 50.3 44.3 to 57.1

Mailback L   8038 - - - 3.2 2.9 to 3.5 11.6 10.5 to 12.8

Enumerator M   2579 - - - 4.2 3.6 to 4.9 22.4 19.1 to 26.2

Self in both CRS and census L   4964 - - - 3.5 3.0 to 3.9 11.4 10.1 to 13.0

Proxy in CRS, self in census L   1205 - - - 2.2 1.5 to 3.0 10.9 7.9 to 14.9

Self in CRS, proxy in census L   1058 - - - 4.2 3.2 to 5.2 18.0 14.1 to 23.0

Same proxy in CRS and census L   1991 - - - 2.6 2.1 to 3.2 13.5 10.7 to 16.9

Different proxy in CRS than census M    535 - - - 4.6 3.1 to 6.0 22.4 16.1 to 31.3

Native L   9520 - - - 3.5 3.2 to 3.8 13.1 11.9 to 14.3

Foreign born M   1064 - - - 3.2 2.3 to 4.1 21.0 15.8 to 27.8



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C60

Table C.70 (CRS question 26d)  What was the amount of Social Security or Railroad Retirement income
received in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $999 H - 3.1 * 3.7 2.4 to 4.9 8.7 7.5 to 10.1 91.7 79.3 to 100.0

$1,000 to $1,999 H - 2.4 0.6 -0.3 to 1.4 4.1 3.4 to 5.1 79.4 64.4 to 98.1

$2,000 to $2,999 H - 2.5 -0.5 -1.2 to 0.2 2.7 2.1 to 3.6 62.6 48.3 to 81.0

$3,000 to $3,999 H - 4.9 -0.7 -1.7 to 0.2 5.2 4.3 to 6.3 60.9 50.5 to 73.5

$4,000 to $4,999 H - 8.4 -0.9 -2.2 to 0.3 7.9 6.8 to 9.2 54.1 46.5 to 63.0

$5,000 to $5 999 M - 7.5 * 1.2 0.0 to 2.3 7.2 6.1 to 8.4 48.2 41.0 to 56.5

$6,000 to $6,999 H - 9.2 * -1.5 -2.8 to -0.3 8.5 7.4 to 9.9 55.1 47.6 to 63.8

$7,000 to $7,999 H - 8.5 * -1.3 -2.5 to -0.1 7.7 6.6 to 9.0 53.0 45.4 to 61.9

$8,000 to $8,999 H - 8.0 -0.5 -1.7 to 0.7 7.8 6.6 to 9.0 54.2 46.5 to 63.2

$9,000 to $9,999 H - 9.0 * -1.3 -2.6 to -0.0 9.0 7.8 to 10.4 58.7 50.9 to 67.7

$10,000 to $10,999 H - 9.1 -0.4 -1.8 to 1.0 10.9 9.7 to 12.4 67.5 59.8 to 76.3

$11,000 to $11,999 H - 5.5 * 2.4 1.2 to 3.6 8.1 6.9 to 9.4 63.9 55.0 to 74.4

$12,000 to $12,999 H - 7.9 * -1.5 -2.7 to -0.2 8.0 6.9 to 9.3 59.7 51.3 to 69.4

$13,000 to $13,999 H - 4.3 -0.6 -1.6 to 0.4 5.0 4.2 to 6.1 66.1 54.6 to 80.0

$14,000 to $14,999 H - 3.3 0.7 -0.1 to 1.6 4.2 3.4 to 5.1 59.0 47.8 to 72.8

$15,000 to $19,999 H - 4.7 0.3 -0.7 to 1.2 4.7 3.9 to 5.8 51.9 42.7 to 63.2

$20,000 or more H - 1.6 0.5 -0.2 to 1.2 2.7 2.1 to 3.6 74.6 57.6 to 96.6

Aggregate

Total units H   1468 - - - 56.3 54.2 to 58.4 60.4 58.2 to 62.7

White H   1319 - - - 56.3 54.1 to 58.6 60.4 58.1 to 62.9

Black H    105 - - - 57.9 50.0 to 65.9 62.7 55.5 to 72.6

Asian     10 - - - ... ... ... ...

Other single race     16 - - - ... ... ... ...

Two or more races      7 - - - ... ... ... ...

Hispanic     56 - - - ... ... ... ...

Non-Hispanic H   1388 - - - 55.9 53.7 to 58.1 60.0 57.7 to 62.5

Male H    630 - - - 57.5 54.2 to 60.7 62.0 58.8 to 65.8

Female H    832 - - - 55.4 52.6 to 58.2 60.1 57.2 to 63.4

Age 6-15      2 - - - ... ... ... ...

Age 16-35     22 - - - ... ... ... ...

Age 36-64 H    226 - - - 50.1 44.6 to 55.6 53.9 48.7 to 60.5

Age 65 or older H   1203 - - - 57.3 54.9 to 59.6 61.4 59.0 to 64.1

Mailback H   1317 - - - 56.2 54.0 to 58.5 60.3 58.0 to 62.8

Enumerator H    151 - - - 56.9 50.3 to 63.6 61.2 55.0 to 69.3

Self in both CRS and census H    925 - - - 55.3 52.6 to 58.0 59.3 56.5 to 62.3

Proxy in CRS, self in census H    100 - - - 60.2 52.2 to 68.3 64.5 57.4 to 74.6

Self in CRS, proxy in census H    113 - - - 61.1 53.6 to 68.6 66.3 59.4 to 75.8

Same proxy in CRS and census H    201 - - - 57.1 51.4 to 62.9 61.4 55.9 to 68.3

Different proxy in CRS than census     39 - - - ... ... ... ...

Native H   1387 - - - 56.2 54.0 to 58.4 60.2 58.0 to 62.7

Foreign born H     73 - - - 57.1 47.6 to 66.7 61.4 53.2 to 73.7



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C61

Table C.71 (CRS question 26e)  Did (you/...) receive any Supplemental Security Income (SSI) in 1999? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 1.8 * 0.9 0.7 to 1.1 2.2 1.9 to 2.4 48.2 43.3 to 53.6

No M - 98.2 * -0.9 -1.1 to -0.7 2.2 1.9 to 2.4 48.2 43.3 to 53.6

Aggregate

Total units M  10869 - - - 2.2 1.9 to 2.4 48.2 43.3 to 53.6

White H   8915 - - - 1.8 1.6 to 2.0 51.3 45.0 to 58.4

Black M    889 - - - 5.4 4.2 to 6.6 45.5 35.9 to 57.7

Asian U    304 - - - 1.5 0.4 to 2.7 u u

Other single race H    472 - - - 4.0 2.5 to 5.5 59.5 40.9 to 86.7

Two or more races M    177 - - - 2.4 0.5 to 4.3 21.3 9.8 to 46.3

Hispanic M    939 - - - 2.6 1.7 to 3.4 46.8 33.5 to 65.4

Non-Hispanic M   9793 - - - 2.1 1.9 to 2.3 48.8 43.5 to 54.7

Male H   5055 - - - 1.9 1.5 to 2.2 58.6 49.5 to 69.4

Female M   5762 - - - 2.4 2.1 to 2.8 43.4 37.8 to 49.9

Age 6-15 H    170 - - - 2.5 0.5 to 4.5 100.0 46.0 to 100.0

Age 16-35 M   3448 - - - 1.1 0.8 to 1.4 42.1 32.2 to 54.9

Age 36-64 M   5551 - - - 1.9 1.6 to 2.2 43.6 37.2 to 51.1

Age 65 or older H   1644 - - - 4.7 3.9 to 5.6 56.1 46.5 to 67.5

Mailback M   8272 - - - 1.9 1.7 to 2.2 49.7 43.6 to 56.6

Enumerator M   2597 - - - 2.9 2.4 to 3.4 45.3 37.5 to 54.8

Self in both CRS and census M   5091 - - - 2.3 1.9 to 2.6 47.6 40.9 to 55.6

Proxy in CRS, self in census H   1237 - - - 2.1 1.4 to 2.7 51.7 37.4 to 71.5

Self in CRS, proxy in census H   1095 - - - 2.7 1.9 to 3.5 62.0 45.9 to 83.7

Same proxy in CRS and census M   2025 - - - 1.4 1.0 to 1.8 44.9 33.0 to 61.1

Different proxy in CRS than census M    543 - - - 1.7 0.8 to 2.6 27.0 15.8 to 46.0

Native H   9745 - - - 2.1 1.9 to 2.4 50.2 44.8 to 56.3

Foreign born M   1086 - - - 2.4 1.6 to 3.1 37.8 27.3 to 52.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C62

Table C.72 (CRS question 26e)  What was the amount of Supplemental Security Income (SSI) received in
1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $999 H - 20.3 * 13.0 5.7 to 20.3 25.8 20.6 to 33.0 64.3 51.3 to 82.4

$1,000 to $1,999 H - 13.9 -4.1 -9.1 to 1.0 12.2 8.5 to 17.8 57.9 40.6 to 84.9

$2,000 to $2,999 M - 9.6 -2.0 -6.1 to 2.1 7.8 4.7 to 12.9 50.0 30.2 to 82.7

$3,000 to $3,999 H - 5.2 -1.2 -4.9 to 2.6 6.4 3.7 to 11.1 72.0 41.3 to 100.0

$4,000 to $4,999 M - 3.8 2.6 -0.5 to 5.7 4.3 2.2 to 8.5 45.0 23.0 to 87.9

$5,000 to $5 999 H - 6.7 -3.8 -7.6 to 0.0 6.7 3.9 to 11.5 72.6 42.1 to 100.0

$6,000 to $6,999 M - 27.5 -3.8 -9.2 to 1.7 14.2 10.2 to 20.2 37.2 26.8 to 52.8

$7,000 to $7,999 H - 5.2 2.0 -2.5 to 6.5 9.6 6.1 to 15.1 81.7 51.8 to 100.0

$8,000 to $8,999 H - 5.5 * -3.2 -6.3 to -0.1 4.3 2.2 to 8.5 57.4 29.4 to 100.0

$9,000 to $9,999 - 0.0 0.0 -2.0 to 2.0 0.0 0.0 to 2.0 # #

$10,000 to $10,999 H - 0.0 0.9 -0.8 to 3.6 0.9 0.2 to 3.6 100.0 24.5 to 100.0

$11,000 to $11,999 - 0.0 0.0 -2.0 to 2.0 0.0 0.0 to 2.0 # #

$12,000 to $12,999 U - 1.2 0.0 -2.0 to 2.0 0.0 0.0 to 2.0 u u

$13,000 to $13,999 U - 1.2 -0.6 -3.1 to 0.9 0.6 0.1 to 3.1 u u

$14,000 to $14,999 - 0.0 0.0 -2.0 to 2.0 0.0 0.0 to 2.0 # #

$15,000 or more - 0.0 0.0 -2.0 to 2.0 0.0 0.0 to 2.0 # #

Aggregate

Total units H    134 - - - 46.4 39.3 to 53.5 55.6 48.3 to 65.3

White M     80 - - - 39.1 30.2 to 48.1 47.3 38.5 to 60.1

Black     34 - - - ... ... ... ...

Asian      5 - - - ... ... ... ...

Other single race      7 - - - ... ... ... ...

Two or more races      4 - - - ... ... ... ...

Hispanic     20 - - - ... ... ... ...

Non-Hispanic H    108 - - - 46.6 38.7 to 54.5 55.2 47.4 to 66.1

Male     34 - - - ... ... ... ...

Female H     99 - - - 51.4 43.1 to 59.6 61.8 53.5 to 73.3

Age 6-15      0 - - - # # # #

Age 16-35     27 - - - ... ... ... ...

Age 36-64 H     65 - - - 41.7 31.6 to 51.7 51.1 41.3 to 66.0

Age 65 or older     41 - - - ... ... ... ...

Mailback H     99 - - - 47.9 39.6 to 56.1 56.9 48.8 to 68.4

Enumerator     34 - - - ... ... ... ...

Self in both CRS and census H     69 - - - 50.0 40.1 to 59.9 62.4 52.5 to 77.2

Proxy in CRS, self in census      9 - - - ... ... ... ...

Self in CRS, proxy in census     14 - - - ... ... ... ...

Same proxy in CRS and census     20 - - - ... ... ... ...

Different proxy in CRS than census     10 - - - ... ... ... ...

Native H    110 - - - 45.1 37.3 to 52.9 54.7 46.8 to 65.7

Foreign born     20 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C63

Table C.73 (CRS question 26f)  Did (you/...) receive any public assistance or welfare payments from the
state or local welfare office in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 1.8 -0.2 -0.4 to 0.0 1.8 1.6 to 2.0 53.9 48.0 to 60.7

No H - 98.2 0.2 -0.0 to 0.4 1.8 1.6 to 2.0 53.9 48.0 to 60.7

Aggregate

Total units H  11077 - - - 1.8 1.6 to 2.0 53.9 48.0 to 60.7

White H   9090 - - - 1.4 1.2 to 1.6 62.4 54.1 to 72.1

Black M    913 - - - 3.1 2.2 to 4.1 34.1 25.1 to 46.3

Asian H    305 - - - 1.3 0.2 to 2.3 84.0 37.2 to 100.0

Other single race H    479 - - - 4.9 3.3 to 6.6 55.6 39.7 to 77.8

Two or more races M    175 - - - 4.2 1.7 to 6.7 46.2 25.4 to 83.9

Hispanic M    961 - - - 3.3 2.4 to 4.3 49.3 36.8 to 65.9

Non-Hispanic H   9976 - - - 1.6 1.4 to 1.8 54.7 48.1 to 62.3

Male H   5141 - - - 1.2 0.9 to 1.4 71.9 58.1 to 88.9

Female M   5886 - - - 2.3 2.0 to 2.6 49.9 43.3 to 57.5

Age 6-15 U    164 - - - 0.7 -0.4 to 1.8 u u

Age 16-35 H   3459 - - - 2.7 2.2 to 3.1 55.9 47.1 to 66.4

Age 36-64 M   5624 - - - 1.4 1.1 to 1.6 49.8 41.4 to 60.0

Age 65 or older H   1773 - - - 1.4 0.9 to 1.8 62.7 44.9 to 87.5

Mailback H   8467 - - - 1.4 1.2 to 1.6 56.6 48.6 to 65.8

Enumerator H   2610 - - - 3.0 2.4 to 3.5 50.8 42.2 to 61.2

Self in both CRS and census M   5209 - - - 2.0 1.7 to 2.3 47.9 40.8 to 56.3

Proxy in CRS, self in census H   1240 - - - 1.2 0.7 to 1.7 55.5 36.5 to 84.6

Self in CRS, proxy in census H   1099 - - - 1.3 0.8 to 1.9 100.0 65.8 to 100.0

Same proxy in CRS and census H   2075 - - - 1.5 1.1 to 2.0 64.5 48.2 to 86.5

Different proxy in CRS than census H    550 - - - 2.2 1.2 to 3.2 55.3 34.6 to 88.6

Native H   9931 - - - 1.7 1.5 to 1.9 53.9 47.5 to 61.2

Foreign born H   1107 - - - 2.4 1.7 to 3.2 52.3 38.1 to 71.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C64

Table C.74 (CRS question 26f)  What was the amount of public assistance or welfare payments received
in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $999 H - 19.4 * 22.2 13.4 to 31.0 23.1 17.2 to 32.4 51.5 38.3 to 72.0

$1,000 to $1,999 H - 11.1 6.5 -2.0 to 14.9 21.3 15.5 to 30.3 85.9 62.7 to 100.0

$2,000 to $2,999 H - 14.8 -6.5 -13.6 to 0.6 14.8 10.0 to 22.8 71.6 48.6 to 100.0

$3,000 to $3,999 M - 21.3 * -13.0 -21.3 to -6.3 13.0 8.5 to 20.6 49.7 32.7 to 79.1

$4,000 to $4,999 M - 6.0 -1.9 -6.0 to 2.3 4.6 2.1 to 10.4 47.8 21.2 to 100.0

$5,000 to $5 999 H - 14.4 * -9.7 -17.2 to -3.9 9.7 5.5 to 17.2 55.1 31.2 to 97.3

$6,000 to $6,999 H - 4.2 3.7 -1.2 to 8.6 6.5 3.2 to 13.0 56.9 28.5 to 100.0

$7,000 to $7,999 U - 3.7 -0.5 -4.1 to 3.2 3.2 1.2 to 8.5 u u

$8,000 to $8,999 - 0.0 0.0 -3.2 to 3.2 0.0 0.0 to 3.2 # #

$9,000 to $9,999 H - 0.0 1.9 -1.1 to 6.4 1.9 0.5 to 6.4 100.0 28.9 to 100.0

$10,000 to $10,999 H - 2.8 -2.8 -7.8 to 0.6 2.8 1.0 to 7.8 100.0 35.6 to 100.0

$11,000 to $11,999 - 0.0 0.0 -3.2 to 3.2 0.0 0.0 to 3.2 # #

$12,000 to $12,999 - 0.0 0.0 -3.2 to 3.2 0.0 0.0 to 3.2 # #

$13,000 to $13,999 H - 0.0 2.3 -0.9 to 7.1 2.3 0.8 to 7.1 100.0 32.5 to 100.0

$14,000 to $14,999 - 0.0 0.0 -3.2 to 3.2 0.0 0.0 to 3.2 # #

$15,000 or more H - 2.3 -2.3 -7.1 to 0.9 2.3 0.8 to 7.1 100.0 32.5 to 100.0

Aggregate

Total units H     84 - - - 52.8 43.8 to 61.8 61.7 53.1 to 74.1

White     39 - - - ... ... ... ...

Black     30 - - - ... ... ... ...

Asian      0 - - - ... ... ... ...

Other single race      8 - - - ... ... ... ...

Two or more races      5 - - - ... ... ... ...

Hispanic     17 - - - ... ... ... ...

Non-Hispanic H     66 - - - 50.0 39.9 to 60.1 60.7 50.9 to 75.5

Male     10 - - - ... ... ... ...

Female H     70 - - - 56.0 46.3 to 65.8 64.9 55.8 to 78.4

Age 6-15      1 - - - ... ... ... ...

Age 16-35     38 - - - ... ... ... ...

Age 36-64     38 - - - ... ... ... ...

Age 65 or older      8 - - - ... ... ... ...

Mailback     51 - - - ... ... ... ...

Enumerator     33 - - - ... ... ... ...

Self in both CRS and census H     62 - - - 49.1 38.6 to 59.5 57.4 47.7 to 72.2

Proxy in CRS, self in census      4 - - - ... ... ... ...

Self in CRS, proxy in census      3 - - - ... ... ... ...

Same proxy in CRS and census      3 - - - ... ... ... ...

Different proxy in CRS than census      5 - - - ... ... ... ...

Native H     71 - - - 47.5 37.8 to 57.3 56.3 47.0 to 70.1

Foreign born     13 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C65

Table C.75 (CRS question 26g)  Did (you/...) receive retirement, survivor, or disability pensions in 1999?
– Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 8.1 -0.1 -0.5 to 0.3 5.5 5.1 to 5.8 36.8 34.3 to 39.3

No M - 91.9 0.1 -0.3 to 0.5 5.5 5.1 to 5.8 36.8 34.3 to 39.3

Aggregate

Total units M  10814 - - - 5.5 5.1 to 5.8 36.8 34.3 to 39.3

White M   8848 - - - 5.6 5.2 to 6.1 35.8 33.3 to 38.5

Black M    901 - - - 6.2 4.9 to 7.5 42.9 34.4 to 53.5

Asian U    302 - - - 1.9 0.6 to 3.2 u u

Other single race M    473 - - - 3.1 1.8 to 4.4 45.7 29.8 to 69.9

Two or more races M    172 - - - 3.8 1.4 to 6.2 41.5 22.1 to 78.0

Hispanic H    956 - - - 4.2 3.1 to 5.3 67.2 51.9 to 87.0

Non-Hispanic M   9731 - - - 5.5 5.2 to 5.9 35.6 33.2 to 38.2

Male M   4983 - - - 6.2 5.6 to 6.7 35.2 32.1 to 38.7

Female M   5781 - - - 4.8 4.4 to 5.3 38.7 35.1 to 42.7

Age 6-15 U    166 - - - 0.7 -0.4 to 1.8 u u

Age 16-35 H   3464 - - - 1.2 0.9 to 1.5 86.4 67.1 to 100.0

Age 36-64 M   5550 - - - 4.9 4.4 to 5.4 41.5 37.5 to 45.8

Age 65 or older M   1577 - - - 17.3 15.7 to 18.8 40.2 36.8 to 44.1

Mailback M   8224 - - - 5.5 5.1 to 6.0 34.0 31.5 to 36.8

Enumerator H   2590 - - - 5.1 4.4 to 5.9 51.7 44.8 to 59.6

Self in both CRS and census M   5048 - - - 6.4 5.9 to 7.0 33.9 31.0 to 37.2

Proxy in CRS, self in census M   1220 - - - 4.8 3.8 to 5.8 35.8 28.9 to 44.3

Self in CRS, proxy in census M   1095 - - - 5.1 4.0 to 6.2 42.1 33.8 to 52.4

Same proxy in CRS and census M   2036 - - - 3.7 3.0 to 4.4 41.2 34.1 to 49.7

Different proxy in CRS than census M    542 - - - 3.7 2.4 to 5.0 46.0 31.9 to 66.2

Native M   9695 - - - 5.6 5.2 to 6.0 36.0 33.6 to 38.7

Foreign born H   1085 - - - 4.2 3.2 to 5.2 52.8 41.4 to 67.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C66

Table C.76 (CRS question 26g)  What was the amount of retirement, survivor, or disability pensions
received in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $499 H - 1.7 * 1.7 0.4 to 3.0 3.7 2.6 to 5.2 74.8 53.3 to 100.0

$500 to $749 H - 2.4 0.0 -1.1 to 1.1 2.6 1.7 to 3.9 56.6 37.7 to 84.9

$750 to $999 M - 1.3 0.1 -0.6 to 0.9 1.2 0.7 to 2.2 46.1 25.7 to 82.5

$1,000 to $2,499 M - 11 * -1.8 -3.6 to -0.0 7.2 5.7 to 9.2 40 31.3 to 51.0

$2,500 to $4,999 M - 13.6 -1.4 -3.2 to 0.4 7.2 5.7 to 9.2 32.2 25.2 to 41.1

$5,000 to $9,999 M - 21.2 -1.3 -3.6 to 1.0 11.9 10.0 to 14.3 36.6 30.7 to 43.8

$10,000 to $14,499 M - 16.4 -0.6 -2.9 to 1.7 12.3 10.3 to 14.6 45.4 38.2 to 54.2

$15,000 to $19,999 M - 8.5 * 3.0 1.0 to 4.9 8.9 7.2 to 11.1 49.5 39.8 to 61.7

$20,000 to $29,999 M - 13.4 -0.8 -2.9 to 1.3 9.8 8.0 to 12.1 43.4 35.2 to 53.5

$30,000 to $39,999 M - 5.4 0.4 -1.0 to 1.9 4.8 3.5 to 6.4 44.6 33.0 to 60.2

$40,000 to $49,999 U - 2.8 -0.3 -1.2 to 0.5 1.5 0.9 to 2.6 u u

$50,000 or more M - 2.4 * 1.0 0.0 to 2.0 2.1 1.3 to 3.3 37.2 23.7 to 58.4

Aggregate

Total units M    625 - - - 36.7 33.5 to 39.9 42 38.7 to 45.9

White M    558 - - - 35.5 32.2 to 38.8 40.7 37.2 to 44.8

Black     46 - - - ... ... ... ...

Asian      5 - - - ... ... ... ...

Other single race     10 - - - ... ... ... ...

Two or more races      4 - - - ... ... ... ...

Hispanic     21 - - - ... ... ... ...

Non-Hispanic M    594 - - - 36.3 33.0 to 39.5 41.6 38.2 to 45.6

Male M    356 - - - 34.6 30.5 to 38.8 39.9 35.6 to 45.2

Female M    267 - - - 39.2 34.3 to 44.1 45.4 40.3 to 51.6

Age 6-15      0 - - - ... ... ... ...

Age 16-35      5 - - - ... ... ... ...

Age 36-64 M    216 - - - 39.5 34.0 to 45.0 45.4 39.8 to 52.4

Age 65 or older M    402 - - - 34.9 31.0 to 38.8 40.2 36.1 to 45.0

Mailback M    575 - - - 36.2 32.9 to 39.5 41.4 37.9 to 45.4

Enumerator     51 - - - ... ... ... ...

Self in both CRS and census M    429 - - - 35.1 31.3 to 38.9 40.1 36.2 to 44.8

Proxy in CRS, self in census     44 - - - ... ... ... ...

Self in CRS, proxy in census     41 - - - ... ... ... ...

Same proxy in CRS and census M     71 - - - 33.7 24.5 to 42.9 39.7 31.1 to 52.8

Different proxy in CRS than census      8 - - - ... ... ... ...

Native M    598 - - - 36.1 32.9 to 39.3 41.4 37.9 to 45.3

Foreign born     22 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C67

Table C.77 (CRS question 26h)  Did (you/...) have any other sources of income received regularly? –
Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 4.5 0.0 -0.4 to 0.3 5.2 4.9 to 5.6 60.7 56.7 to 65.1

No H - 95.5 0.0 -0.3 to 0.4 5.2 4.9 to 5.6 60.7 56.7 to 65.1

Aggregate

Total units H  10938 - - - 5.2 4.9 to 5.6 60.7 56.7 to 65.1

White H   8974 - - - 5.2 4.8 to 5.5 60.0 55.5 to 64.7

Black H    901 - - - 6.8 5.4 to 8.2 61.8 50.1 to 76.2

Asian H    302 - - - 4.0 2.1 to 5.8 85.6 53.5 to 100.0

Other single race H    474 - - - 4.9 3.3 to 6.5 69.2 49.3 to 97.2

Two or more races H    173 - - - 5.8 2.9 to 8.7 53.1 31.8 to 88.7

Hispanic H    950 - - - 4.9 3.8 to 6.1 75.0 59.0 to 95.3

Non-Hispanic H   9846 - - - 5.3 4.9 to 5.7 60.0 55.9 to 64.5

Male H   5072 - - - 4.6 4.1 to 5.1 62.8 56.4 to 69.9

Female H   5813 - - - 5.7 5.2 to 6.2 59.2 54.1 to 64.8

Age 6-15 H    164 - - - 0.9 -0.3 to 2.2 100.0 29.0 to 100.0

Age 16-35 H   3427 - - - 5.1 4.5 to 5.8 66.3 58.6 to 75.1

Age 36-64 H   5548 - - - 5.5 5.0 to 6.0 58.4 53.1 to 64.2

Age 65 or older H   1742 - - - 5.0 4.1 to 5.9 58.2 48.8 to 69.4

Mailback H   8381 - - - 4.9 4.5 to 5.2 58.3 53.7 to 63.2

Enumerator H   2557 - - - 6.4 5.6 to 7.2 67.8 59.6 to 77.1

Self in both CRS and census H   5135 - - - 6.0 5.5 to 6.6 55.7 50.7 to 61.1

Proxy in CRS, self in census H   1218 - - - 3.8 2.9 to 4.7 62.1 48.9 to 79.0

Self in CRS, proxy in census H   1098 - - - 5.5 4.3 to 6.6 74.9 60.6 to 92.6

Same proxy in CRS and census H   2056 - - - 4.5 3.8 to 5.3 66.1 55.7 to 78.4

Different proxy in CRS than census H    549 - - - 3.2 2.0 to 4.5 65.5 44.5 to 96.5

Native H   9818 - - - 5.4 5.1 to 5.8 59.8 55.7 to 64.3

Foreign born H   1086 - - - 3.4 2.5 to 4.2 82.7 63.0 to 100.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

C68

Table C.78 (CRS question 26h)  What was the amount of any other sources of income received in 1999? –
Unedited, Census 2000 

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $499 H - 3.3 * 4.0 1.1 to 6.9 6.2 4.0 to 9.8 61.4 39.2 to 96.3

$500 to $999 H - 4.2 1.1 -1.5 to 3.7 5.1 3.1 to 8.4 56.5 34.5 to 92.7

$1,000 to $1,999 H - 14.9 1.8 -2.8 to 6.4 16.1 12.6 to 21.0 60.7 47.5 to 78.8

$2,000 to $2,999 M - 14.3 -0.7 -4.7 to 3.2 11.7 8.7 to 16.0 48.9 36.4 to 66.8

$3,000 to $3,999 M - 13.4 * -3.9 -7.4 to -0.3 9.7 6.8 to 14.0 47.7 33.3 to 68.5

$4,000 to $4,999 M - 9.2 -0.4 -3.4 to 2.7 7.0 4.6 to 10.7 42.6 27.8 to 65.2

$5,000 to $5 999 M - 5.5 -0.2 -2.7 to 2.3 4.6 2.7 to 7.7 44.8 26.6 to 75.6

$6,000 to $6,999 H - 6.8 -0.7 -3.7 to 2.2 6.6 4.3 to 10.2 54.9 35.5 to 85.1

$7,000 to $7,999 U - 5.0 2.0 -0.2 to 4.2 3.5 1.9 to 6.3 u u

$8,000 to $8,999 M - 2.0 1.1 -0.7 to 2.9 2.2 1.0 to 4.6 43.9 20.8 to 92.6

$9,000 to $9,999 M - 4.2 -1.5 -3.5 to 0.6 2.9 1.5 to 5.6 43.6 22.7 to 83.4

$10,000 to $10,999 H - 3.7 -0.2 -2.8 to 2.4 5.0 3.0 to 8.2 71.8 43.4 to 100.0

$11,000 to $11,999 U - 0.7 -0.4 -1.9 to 0.6 0.4 0.1 to 1.9 u u

$12,000 to $12,999 H - 2.8 * -2.6 -5.1 to -0.6 2.6 1.3 to 5.1 87.8 43.9 to 100.0

$13,000 to $13,999 L - 1.8 -0.2 -1.6 to 0.6 0.2 0.0 to 1.6 5.4 0.6 to 47.6

$14,000 to $14,999 U - 0.7 0.0 -1.2 to 1.2 0.7 0.2 to 2.5 u u

$15,000 or more M - 7.5 0.6 -2.2 to 3.3 5.7 3.6 to 9.1 39.6 24.7 to 63.3

Aggregate

Total units M    211 - - - 45.1 39.5 to 50.8 49.6 44.1 to 56.5

White M    168 - - - 43.7 37.4 to 50.0 47.8 41.8 to 55.5

Black     27 - - - ... ... ... ...

Asian      0 - - - ... ... ... ...

Other single race      7 - - - ... ... ... ...

Two or more races      6 - - - ... ... ... ...

Hispanic     11 - - - ... ... ... ...

Non-Hispanic M    194 - - - 45.1 39.2 to 51.0 49.6 43.9 to 56.8

Male M     72 - - - 41.7 32.2 to 51.2 47.2 38.5 to 60.1

Female H    137 - - - 46.5 39.4 to 53.5 50.7 44.1 to 59.4

Age 6-15      0 - - - # # # #

Age 16-35     55 - - - ... ... ... ...

Age 36-64 M    120 - - - 45.3 37.8 to 52.8 49.5 42.6 to 59.0

Age 65 or older     37 - - - ... ... ... ...

Mailback M    171 - - - 40.9 34.7 to 47.0 45.0 39.0 to 52.6

Enumerator     39 - - - ... ... ... ...

Self in both CRS and census M    151 - - - 42.3 35.7 to 48.9 46.3 40.1 to 54.5

Proxy in CRS, self in census     12 - - - ... ... ... ...

Self in CRS, proxy in census      8 - - - ... ... ... ...

Same proxy in CRS and census     26 - - - ... ... ... ...

Different proxy in CRS than census      5 - - - ... ... ... ...

Native M    205 - - - 43.7 38.0 to 49.4 48.0 42.4 to 55.0

Foreign born      5 - - - ... ... ... ...



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.79 (CRS question 27)  What was (your/...'s) total income in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

None box not marked H - 90.9 * -3.5 -4.0 to -3.0 11.3 10.8 to 11.7 58.0 55.8 to 60.4

None box marked H - 9.1 * 3.5 3.0 to 4.0 11.3 10.8 to 11.7 58.0 55.8 to 60.4

Aggregate

Total units H  13635 - - - 11.3 10.8 to 11.7 58.0 55.8 to 60.4

White H  11106 - - - 10.1 9.6 to 10.6 57.3 54.7 to 60.1

Black H   1203 - - - 17.4 15.6 to 19.2 73.8 66.7 to 81.9

Asian H    372 - - - 16.0 12.9 to 19.1 52.6 43.5 to 64.0

Other single race H    550 - - - 16.2 13.6 to 18.8 52.4 44.9 to 61.6

Two or more races M    224 - - - 8.8 5.7 to 11.9 37.1 25.7 to 53.7

Hispanic H   1177 - - - 19.4 17.5 to 21.3 60.3 54.8 to 66.6

Non-Hispanic H  12222 - - - 10.4 9.9 to 10.8 58.1 55.6 to 60.7

Male H   6265 - - - 7.9 7.4 to 8.5 59.7 55.5 to 64.3

Female H   7293 - - - 14.2 13.5 to 14.8 58.4 55.7 to 61.3

Age 6-15 H    227 - - - 35.4 30.2 to 40.7 73.3 63.7 to 85.3

Age 16-35 H   4127 - - - 14.6 13.7 to 15.5 54.4 51.2 to 57.9

Age 36-64 H   6892 - - - 9.5 8.9 to 10.1 61.9 58.1 to 66.0

Age 65 or older H   2267 - - - 8.0 7.1 to 8.9 94.7 83.8 to 100.0

Mailback H  10518 - - - 11.2 10.7 to 11.7 58.5 56.0 to 61.3

Enumerator H   3117 - - - 11.5 10.5 to 12.4 56.4 52.0 to 61.2

Self in both CRS and census H   6334 - - - 9.7 9.1 to 10.3 62.8 58.7 to 67.1

Proxy in CRS, self in census H   1533 - - - 10.4 9.1 to 11.7 67.0 59.3 to 75.9

Self in CRS, proxy in census H   1365 - - - 13.2 11.7 to 14.7 59.3 53.0 to 66.6

Same proxy in CRS and census M   2510 - - - 11.7 10.6 to 12.8 48.8 44.6 to 53.4

Different proxy in CRS than census M    692 - - - 15.8 13.5 to 18.1 47.0 40.8 to 54.3

Native H  12151 - - - 10.7 10.2 to 11.2 58.5 56.0 to 61.0

Foreign born H   1374 - - - 16.2 14.5 to 17.8 56.4 51.0 to 62.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table C.80 (CRS question 27)  What was (your/...) total income in 1999? – Unedited, Census 2000

Census questions and categories

Incon-
sistency

level
Sample

size
Percent
in CRS

Net difference rate Gross difference rate Index of inconsistency

Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

$1 to $9,999 or loss M - 51.8 * 3.8 3.2 to 4.3 11.2 10.7 to 11.7 22.5 21.5 to 23.5

$10,000 to $14,999 H - 7.1 * -1.3 -1.7 to -0.9 7.0 6.6 to 7.5 58.2 54.9 to 61.8

$15,000 to $19,999 H - 5.7 * -0.6 -1.0 to -0.2 6.2 5.8 to 6.6 60.6 56.8 to 64.5

$20,000 to $24,999 H - 6.1 * -0.8 -1.2 to -0.4 6.1 5.7 to 6.5 56.6 53.1 to 60.3

$25,000 to $29,999 H - 4.7 0.1 -0.3 to 0.4 5.2 4.9 to 5.6 57.8 53.9 to 61.9

$30,000 to $34,999 H - 4.9 -0.2 -0.5 to 0.2 5.5 5.1 to 5.9 60.0 56.1 to 64.1

$35,000 to $39,999 H - 3.4 -0.1 -0.4 to 0.2 4.0 3.7 to 4.3 62.3 57.5 to 67.4

$40,000 to $44,999 H - 3.1 -0.2 -0.5 to 0.1 3.7 3.4 to 4.0 64.1 59.0 to 69.5

$45,000 to $49,999 H - 2.2 0.0 -0.3 to 0.3 2.8 2.6 to 3.1 66.5 60.5 to 73.1

$50,000 to $54,999 H - 2.4 -0.3 -0.5 to 0.0 3.0 2.7 to 3.3 66.7 60.9 to 73.1

$55,000 to $64,999 H - 2.8 -0.3 -0.5 to 0.0 3.2 2.9 to 3.5 60.9 55.7 to 66.5

$65,000 to $74,999 H - 1.6 -0.1 -0.4 to 0.1 2.1 1.9 to 2.4 70.2 63.0 to 78.2

$75,000 to $99,999 H - 1.9 0.0 -0.2 to 0.2 1.9 1.7 to 2.1 50.5 45.1 to 56.7

$100,000 to $199,999 M - 1.7 -0.1 -0.2 to 0.1 1.3 1.1 to 1.5 39.2 34.1 to 45.0

$200,000 or more M - 0.6 0.1 -0.1 to 0.2 0.5 0.4 to 0.7 43.5 35.0 to 53.9

Aggregate

Total units M  10878 - - - 31.9 31.1 to 32.6 46.0 45.0 to 47.1

White M   8620 - - - 32.8 32.0 to 33.7 45.5 44.4 to 46.7

Black H    961 - - - 29.1 26.7 to 31.5 51.1 47.1 to 55.5

Asian H    320 - - - 35.6 31.2 to 40.0 52.4 46.6 to 59.5

Other single race M    518 - - - 24.4 21.3 to 27.5 42.0 37.1 to 47.7

Two or more races M    229 - - - 22.7 18.1 to 27.2 48.0 39.6 to 58.9

Hispanic M   1083 - - - 23.7 21.6 to 25.8 43.5 39.8 to 47.6

Non-Hispanic M   9513 - - - 32.7 31.9 to 33.5 46.0 44.9 to 47.1

Male M   5407 - - - 34.6 33.5 to 35.7 47.3 45.9 to 48.8

Female M   5377 - - - 29.1 28.1 to 30.2 44.7 43.2 to 46.4

Age 6-15 H   2424 - - - 0.2 0.0 to 0.3 75.1 35.6 to 100.0

Age 16-35 H   2030 - - - 43.2 41.4 to 45.0 51.2 49.1 to 53.4

Age 36-64 H   3615 - - - 52.9 51.5 to 54.2 58.1 56.6 to 59.6

Age 65 or older H   1283 - - - 48.5 46.2 to 50.8 63.1 60.3 to 66.3

Mailback M   8224 - - - 32.5 31.7 to 33.4 44.9 43.7 to 46.1

Enumerator H   2654 - - - 29.9 28.4 to 31.3 51.7 49.3 to 54.3

Self in both CRS and census H   3722 - - - 48.7 47.4 to 50.1 54.8 53.3 to 56.3

Proxy in CRS, self in census H    693 - - - 51.5 48.4 to 54.7 58.5 55.1 to 62.2

Self in CRS, proxy in census H    694 - - - 47.6 44.5 to 50.7 56.9 53.4 to 60.8

Same proxy in CRS and census M   3473 - - - 15.6 14.6 to 16.7 39.6 37.1 to 42.2

Different proxy in CRS than census M   1283 - - - 7.5 6.3 to 8.7 42.7 36.1 to 50.5

Native M   9440 - - - 30.2 29.4 to 31.0 43.3 42.2 to 44.4

Foreign born H    726 - - - 45.9 42.8 to 48.9 55.8 52.3 to 59.7



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

D1

Appendix D
RESPONSE VARIANCE MEASURES FOR HOUSING CHARACTERISTICS

Table D.1 (CRS question 4)  How many people were living or staying in this (house/apartment/mobile
home) on April 1, 2000? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
ssistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

1 person L - 23.1 * -0.4 -0.6 to -0.2 2.4 2.2 to 2.5 6.7 6.2 to 7.2
2 people L - 34.0 * -0.3 -0.5 to -0.0 4.4 4.2 to 4.7 9.9 9.3 to 10.5
3 people L - 17.1 0.2 -0.1 to 0.5 4.5 4.2 to 4.7 15.7 14.8 to 16.6
4 people L - 14.8 0.1 -0.1 to 0.4 3.5 3.2 to 3.7 13.7 12.8 to 14.6
5 people L - 6.8 * 0.3 0.1 to 0.4 2.0 1.8 to 2.2 15.7 14.4 to 17.1
6 people M - 2.6 0.0 -0.1 to 0.2 1.1 1.0 to 1.2 21.8 19.4 to 24.5
7 or more people M - 1.7 0.0 -0.1 to 0.1 0.8 0.7 to 0.9 24.6 21.5 to 28.2
       
Aggregate

Total units L 18368 - - - 9.3 9.0 to 9.7 12.0 11.6 to 12.5
White L 14895 - - - 7.6 7.3 to 8.0 10.0 9.5 to 10.5
Black M 1699 - - - 17.0 15.5 to 18.5 21.3 19.5 to 23.3
Asian L 422 - - - 15.6 12.7 to 18.5 19.0 15.9 to 22.9
Other single race M 573 - - - 19.9 17.2 to 22.6 23.6 20.6 to 27.1
Two or more races L 263 - - - 13.7 10.2 to 17.2 16.9 13.3 to 21.9
Hispanic M 1267 - - - 18.5 16.7 to 20.3 22.0 20.0 to 24.2
Non-Hispanic L 16455 - - - 8.6 8.2 to 8.9 11.2 10.7 to 11.7
Owner L  12639 - - - 8.2 7.8 to 8.6 10.6 10.1 to 11.2
Renter (cash rent) L  4060 - - - 11.7 10.9 to 12.6 15.4 14.4 to 16.5
Mailback L 13539 - - - 7.3 6.9 to 7.7 9.5 9.1 to 10.1
Enumerator L 4829 - - - 15.1 14.2 to 15.9 18.8 17.7 to 19.9
Same respondent on both L 13449 - - - 7.7 7.3 to 8.1 10.1 9.6 to 10.6
Different respondent L 4013 - - - 13.1 12.2 to 13.9 17.2 16.1 to 18.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

D2

Table D.2 (CRS question 29)  Is this (house/apartment/mobile home)- - owned or rented? – Unedited,
Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Owned ... with a mortgage or loan M - 50.1 * -0.5 -0.9 to -0.1 10.4 10.0 to 10.7 20.7 20.0 to 21.5
Owned ... free and clear M - 23.6 * 0.8 0.4 to 1.2 10.1 9.8 to 10.5 27.7 26.8 to 28.8
Rented for cash rent L - 24.2 * -0.5 -0.7 to -0.3 2.3 2.2 to 2.5 6.4 5.9 to 6.9
Occupied without payment of cash rent M - 2.1 * 0.2 0.0 to 0.4 1.9 1.7 to 2.0 43.4 39.7 to 47.5

Aggregate

Total units L 18420 - - - 12.3 11.9 to 12.7 19.4 18.8 to 20.0
White L 15049 - - - 12.3 11.9 to 12.8 19.6 18.9 to 20.4
Black M 1663 - - - 14.0 12.6 to 15.3 22.1 20.0 to 24.5
Asian L 430 - - - 8.6 6.4 to 10.8 14.9 11.4 to 19.5
Other single race M 569 - - - 12.8 10.5 to 15.1 21.4 18.0 to 25.7
Two or more races L 261 - - - 7.3 4.6 to 9.9 11.5 7.9 to 16.7
Hispanic L 1274 - - - 10.9 9.5 to 12.3 18.1 15.9 to 20.7
Non-Hispanic L 16588 - - - 12.3 11.9 to 12.7 19.5 18.8 to 20.2
Owner M  13641 - - - 14.1 13.6 to 14.5 31.2 30.2 to 32.3
Renter (cash rent) H  4359 - - - 3.8 3.4 to 4.3 100.0 88.1 to 100.0
Mailback L 14188 - - - 12.2 11.7 to 12.7 19.6 18.8 to 20.3
Enumerator M 4232 - - - 12.8 12.0 to 13.7 20.0 18.8 to 21.4
Same respondent on both L 13664 - - - 12.0 11.5 to 12.4 18.6 17.9 to 19.3
Different respondent M 3943 - - - 12.6 11.7 to 13.4 21.4 19.9 to 22.9

Table D.3 (CRS question 30)  Which of these categories best describes this building? – Unedited, Census
2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

A mobile home L - 6.6 * 0.4 0.3 to 0.6 1.1 1.0 to 1.3 9.0 8.1 to 10.1
A one-family house detached... L - 70.3 * -0.9 -1.1 to -0.7 3.4 3.2 to 3.6 8.1 7.6 to 8.6
A one-family house attached... M - 4.3 * 0.5 0.3 to 0.7 3.5 3.3 to 3.7 39.9 37.4 to 42.6
A building with 2 apartments M - 3.4 0.0 -0.1 to 0.2 1.8 1.6 to 2.0 27.5 25.1 to 30.1
A building with 3 or 4 apartments M - 3.5 0.1 -0.1 to 0.2 2.1 1.9 to 2.2 30.1 27.7 to 32.8
A building with 5 to 9 apartments M - 3.5 * -0.3 -0.5 to -0.1 2.5 2.3 to 2.7 38.9 36.0 to 42.0
A building with 10 to 19 apartments M - 2.9 * -0.3 -0.5 to -0.1 2.2 2.0 to 2.4 41.3 38.0 to 44.8
A building with 20 to 49 apartments M - 2.4 0.0 -0.2 to 0.2 2.0 1.8 to 2.2 43.6 40.0 to 47.5

A building with 50 or more apartments M - 3.1 * 0.4 0.2 to 0.6 2.1 1.9 to 2.3 32.3 29.7 to 35.1

Boat, RV, van, etc. M - 0.0 * 0.0 0.0 to 0.1 0.1 0.0 to 0.1 50.0 31.3 to 80.1

Aggregate
Total units M 18290 - - - 10.4 10.0 to 10.8 20.8 20.0 to 21.5
White L 15116 - - - 8.5 8.1 to 8.8 18.5 17.7 to 19.4
Black M 1686 - - - 18.8 17.2 to 20.4 27.8 25.6 to 30.2
Asian M 427 - - - 22.0 18.7 to 25.3 32.8 28.3 to 38.1
Other single race M 572 - - - 20.3 17.5 to 23.0 30.8 26.9 to 35.3
Two or more races M 259 - - - 20.1 16.0 to 24.2 28.9 23.8 to 35.6
Hispanic M 1277 - - - 21.5 19.6 to 23.4 31.3 28.7 to 34.2
Non-Hispanic L 16688 - - - 9.4 9.1 to 9.8 19.6 18.8 to 20.4
Owner L  13145 - - - 5.1 4.7 to 5.4 17.7 16.6 to 18.9
Renter (cash rent) M  4194 - - - 26.0 24.9 to 27.1 30.4 29.1 to 31.7
Mailback L 13907 - - - 9.2 8.8 to 9.6 19.9 19.0 to 20.8
Enumerator M 4383 - - - 14.1 13.2 to 15.0 23.3 21.9 to 24.7
Same respondent on both L 13628 - - - 10.3 9.9 to 10.8 19.8 19.0 to 20.7
Different respondent M 3944 - - - 9.6 8.8 to 10.4 23.1 21.2 to 25.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

D3

Table D.4 (CRS question 31)  About when was this building first built? – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

1999 to 2000 M - 1.7 0.0 -0.1 to 0.2 0.7 0.6 to 0.8 21.0 18.0 to 24.6
1995 to 1998 L - 7.4 * 0.3 0.1 to 0.6 2.6 2.4 to 2.8 18.7 17.2 to 20.3
1990 to 1994 M - 7.3 -0.1 -0.4 to 0.1 3.8 3.5 to 4.1 28.2 26.3 to 30.1
1980 to 1989 M - 15.2 * -0.5 -0.8 to -0.2 6.6 6.2 to 6.9 25.8 24.5 to 27.1
1970 to 1979 M - 17.5 0.3 -0.1 to 0.7 8.5 8.1 to 8.9 29.2 27.9 to 30.5
1960 to 1969 M - 12.9 0.3 -0.1 to 0.7 8.3 7.9 to 8.7 36.5 34.8 to 38.2
1950 to 1959 M - 12.7 0.1 -0.3 to 0.5 8.3 7.9 to 8.7 37.3 35.6 to 39.1
1940 to 1949 H - 7.0 * 0.4 0.1 to 0.7 6.7 6.4 to 7.0 50.4 47.9 to 53.0
1939 or earlier L - 18.3 * -0.8 -1.1 to -0.5 5.2 4.9 to 5.5 17.7 16.7 to 18.8

Aggregate
Total units M 15547 - - - 25.3 24.7 to 25.9 29.3 28.6 to 29.9
White M 13409 - - - 23.2 22.6 to 23.8 26.9 26.2 to 27.6
Black M 1143 - - - 40.3 37.9 to 42.7 46.7 44.0 to 49.6
Asian M 318 - - - 28.3 24.1 to 32.5 32.8 28.5 to 38.1
Other single race M 341 - - - 41.3 37.0 to 45.7 48.0 43.4 to 53.6
Two or more races M 193 - - - 38.3 32.6 to 44.1 44.4 38.5 to 51.9
Hispanic M 821 - - - 41.4 38.6 to 44.2 47.9 44.8 to 51.3
Non-Hispanic M 14470 - - - 24.3 23.7 to 24.9 28.1 27.5 to 28.8
Owner M  12202 - - - 21.2 20.5 to 21.8 24.4 23.7 to 25.1
Renter (cash rent) M  2654 - - - 41.8 40.2 to 43.4 48.9 47.1 to 50.8
Mailback M 12397 - - - 23.2 22.6 to 23.8 26.8 26.1 to 27.6
Enumerator M 3150 - - - 33.6 32.2 to 35.0 38.9 37.3 to 40.5
Same respondent on both M 11809 - - - 24.4 23.7 to 25.0 28.2 27.4 to 28.9
Different respondent M 3264 - - - 27.1 25.9 to 28.4 31.4 30.0 to 32.9

Table D.5 (CRS question 32)  When did you move into this (house/apartment/mobile home)? – Unedited,
Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

1999 or 2000 L - 15.2 * 0.7 0.5 to 1.0 4.8 4.6 to 5.1 18.5 17.4 to 19.5
1995 to 1998 M - 28.4 * -0.6 -1.0 to -0.2 9.6 9.3 to 10.0 23.8 22.9 to 24.8
1990 to 1994 M - 17.0 * -0.5 -0.9 to -0.2 7.5 7.1 to 7.8 26.8 25.6 to 28.0
1980 to 1989 M - 16.9 * -0.3 -0.6 to -0.0 5.9 5.6 to 6.2 21.2 20.2 to 22.3
1970 to 1979 L - 11.4 0.2 -0.0 to 0.4 3.9 3.7 to 4.1 19.2 18.0 to 20.4
1969 or earlier L - 11.2 * 0.5 0.3 to 0.7 2.7 2.5 to 2.9 13.5 12.5 to 14.5

Aggregate
Total units M 17656 - - - 17.2 16.8 to 17.7 21.2 20.6 to 21.7
White L 14647 - - - 15.9 15.4 to 16.4 19.5 18.9 to 20.1
Black M 1581 - - - 24.7 22.9 to 26.5 30.8 28.7 to 33.2
Asian L 420 - - - 13.8 11.0 to 16.6 18.2 15.0 to 22.3
Other single race M 560 - - - 26.1 23.0 to 29.1 34.6 30.9 to 39.0
Two or more races M 249 - - - 23.7 19.3 to 28.1 30.7 25.6 to 37.1
Hispanic M 1260 - - - 25.4 23.4 to 27.4 33.5 31.0 to 36.3
Non-Hispanic M 16100 - - - 16.5 16.0 to 17.0 20.2 19.6 to 20.8
Owner L  12825 - - - 15.9 15.3 to 16.4 19.3 18.7 to 20.0
Renter (cash rent) M  4084 - - - 20.4 19.4 to 21.5 29.3 27.9 to 30.9
Mailback L 13725 - - - 15.2 14.7 to 15.7 18.5 17.9 to 19.1
Enumerator M 3931 - - - 24.4 23.3 to 25.6 31.3 29.9 to 32.8
Same respondent on both L 13299 - - - 15.9 15.4 to 16.4 19.5 18.9 to 20.1
Different respondent M 3795 - - - 20.9 19.9 to 22.0 25.9 24.6 to 27.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.6 (CRS question 33)  How many rooms do you have in this (house/apartment/mobile home)? –
Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

1 room H - 0.6 * 0.8 0.6 to 0.9 1.2 1.1 to 1.4 61.7 55.3 to 68.9
2 rooms H - 1.8 * 1.9 1.6 to 2.1 3.8 3.6 to 4.1 72.2 67.8 to 76.9
3 rooms H - 6.7 * 0.9 0.6 to 1.2 7.3 7.0 to 7.7 55.3 52.8 to 57.8
4 rooms M - 14.0 * -0.7 -1.1 to -0.2 11.7 11.3 to 12.1 49.3 47.7 to 51.0
5 rooms H - 22.9 * -1.5 -2.1 to -1.0 18.8 18.4 to 19.3 54.7 53.3 to 56.1
6 rooms H - 22.1 * -1.6 -2.2 to -1.1 20.5 20.0 to 21.0 61.2 59.8 to 62.7
7 rooms H - 14.4 -0.4 -0.9 to 0.1 15.7 15.3 to 16.2 64.4 62.6 to 66.3
8 rooms H - 8.9 * 0.5 0.0 to 0.9 10.7 10.3 to 11.1 64.0 61.8 to 66.4
9 or more rooms M - 8.6 0.2 -0.1 to 0.5 6.7 6.4 to 7.1 42.3 40.3 to 44.3

Aggregate
Total units H 17989 - - - 48.2 47.6 to 48.9 57.1 56.4 to 57.8
White H 14865 - - - 46.1 45.4 to 46.7 54.7 53.9 to 55.5
Black H 1670 - - - 54.3 52.3 to 56.3 64.5 62.2 to 67.0
Asian H 429 - - - 71.6 68.0 to 75.1 81.4 77.7 to 85.9
Other single race H 559 - - - 60.3 56.9 to 63.7 71.4 67.7 to 75.7
Two or more races H 253 - - - 56.9 51.8 to 62.0 66.5 61.2 to 73.2
Hispanic H 1278 - - - 62.8 60.6 to 65.1 73.6 71.1 to 76.3
Non-Hispanic H 16382 - - - 47.1 46.4 to 47.7 55.8 55.1 to 56.6
Owner H  12897 - - - 48.1 47.3 to 48.8 58.4 57.6 to 59.3
Renter (cash rent) H  4176 - - - 48.0 46.7 to 49.2 58.9 57.4 to 60.5
Mailback H 13806 - - - 47.2 46.5 to 47.9 55.9 55.0 to 56.7
Enumerator H 4183 - - - 51.6 50.3 to 52.9 61.4 59.9 to 63.0
Same respondent on both H 13469 - - - 46.0 45.3 to 46.7 54.4 53.6 to 55.2
Different respondent H 3886 - - - 55.4 54.1 to 56.7 66.0 64.4 to 67.6



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.7 (CRS question 34)  How many bedrooms do you have? – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

None M - 0.7 * 0.2 0.1 to 0.3 0.7 0.6 to 0.8 43.7 37.6 to 50.7
1 bedroom L - 8.9 0.1 -0.1 to 0.3 2.3 2.1 to 2.5 14.2 13.1 to 15.4
2 bedrooms L - 25.9 * -0.4 -0.7 to -0.0 6.9 6.6 to 7.2 18.0 17.2 to 18.9
3 bedrooms M - 45.0 * -0.5 -0.9 to -0.1 10.0 9.7 to 10.4 20.3 19.6 to 21.1
4 bedrooms M - 15.7 * 0.4 0.1 to 0.7 6.4 6.1 to 6.7 24.0 22.9 to 25.2
Five or more bedrooms M - 3.8 * 0.2 0.0 to 0.4 2.2 2.1 to 2.4 29.7 27.4 to 32.2

Aggregate
Total units M 18172 - - - 14.3 13.9 to 14.7 20.4 19.8 to 21.1
White L 14999 - - - 13.8 13.3 to 14.2 19.9 19.2 to 20.6
Black M 1695 - - - 17.2 15.7 to 18.7 24.4 22.3 to 26.6
Asian L 435 - - - 15.2 12.3 to 18.0 19.9 16.6 to 24.0
Other single race M 571 - - - 17.0 14.4 to 19.6 23.8 20.5 to 27.7
Two or more races L 261 - - - 13.0 9.6 to 16.5 18.2 14.1 to 23.7
Hispanic M 1293 - - - 18.3 16.5 to 20.0 25.2 22.9 to 27.8
Non-Hispanic M 16545 - - - 13.9 13.5 to 14.4 20.1 19.4 to 20.7
Owner M  12990 - - - 15.1 14.6 to 15.6 23.6 22.8 to 24.4
Renter (cash rent) L  4193 - - - 10.6 9.9 to 11.4 15.3 14.2 to 16.4
Mailback L 13949 - - - 13.5 13.0 to 14.0 19.5 18.8 to 20.2
Enumerator M 4223 - - - 16.9 16.0 to 17.9 23.7 22.4 to 25.1
Same respondent on both L 13619 - - - 13.2 12.7 to 13.7 18.8 18.1 to 19.5
Different respondent M 3926 - - - 16.8 15.8 to 17.8 25.2 23.8 to 26.7

Table D.8 (CRS question 35)  Do you have COMPLETE plumbing facilities in this
(house/apartment/mobile home) ...? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, have all three facilities H - 99.5 0.0 -0.1 to 0.1 0.8 0.7 to 0.9 85.2 74.3 to 97.7
No H - 0.5 0.0 -0.1 to 0.1 0.8 0.7 to 0.9 85.2 74.3 to 97.7

Aggregate
Total units H 18393 - - - 0.8 0.7 to 0.9 85.2 74.3 to 97.7
White H 15169 - - - 0.6 0.5 to 0.7 80.5 68.1 to 95.1
Black H 1720 - - - 1.3 0.8 to 1.7 92.3 65.1 to 100.0
Asian H 436 - - - 1.1 0.3 to 2.0 100.0 48.9 to 100.0
Other single race H 575 - - - 1.7 0.8 to 2.6 100.0 60.3 to 100.0
Two or more races H 265 - - - 1.5 0.3 to 2.7 100.0 45.1 to 100.0
Hispanic H 1309 - - - 2.2 1.5 to 2.9 100.0 74.4 to 100.0
Non-Hispanic H 16735 - - - 0.7 0.6 to 0.8 81.5 69.8 to 95.2
Owner H  13113 - - - 0.6 0.5 to 0.7 81.5 67.7 to 98.2
Renter (cash rent) H  4239 - - - 1.3 1.0 to 1.6 90.8 72.8 to 100.0
Mailback H 14060 - - - 0.7 0.6 to 0.9 84.1 71.5 to 98.9
Enumerator H 4333 - - - 1.0 0.7 to 1.2 88.0 68.3 to 100.0
Same respondent on both H 13761 - - - 0.8 0.7 to 1.0 85.7 73.6 to 99.8
Different respondent H 3974 - - - 0.6 0.4 to 0.8 79.6 56.6 to 100.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.9 (CRS question 36)  Do you have COMPLETE kitchen facilities in this
(house/apartment/mobile home) ...? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, have all three facilities H - 99.5 0.1 -0.0 to 0.2 0.7 0.6 to 0.8 75.8 65.6 to 87.6
No H - 0.5 -0.1 -0.2 to 0.0 0.7 0.6 to 0.8 75.8 65.6 to 87.6

Aggregate
Total units H 18398 - - - 0.7 0.6 to 0.8 75.8 65.6 to 87.6
White H 15178 - - - 0.6 0.5 to 0.7 72.8 61.5 to 86.2
Black H 1719 - - - 0.9 0.5 to 1.2 79.4 52.1 to 100.0
Asian H 437 - - - 1.1 0.3 to 2.0 71.7 34.9 to 100.0
Other single race H 575 - - - 1.6 0.7 to 2.4 100.0 58.6 to 100.0
Two or more races H 264 - - - 0.8 -0.1 to 1.6 100.0 33.2 to 100.0
Hispanic H 1308 - - - 1.6 1.0 to 2.2 100.0 70.5 to 100.0
Non-Hispanic H 16739 - - - 0.6 0.5 to 0.7 71.3 60.7 to 83.9
Owner H  13116 - - - 0.5 0.4 to 0.6 85.9 69.5 to 100.0
Renter (cash rent) H  4237 - - - 1.4 1.1 to 1.7 68.1 54.9 to 84.5
Mailback H 14062 - - - 0.7 0.5 to 0.8 75.9 64.0 to 90.0
Enumerator H 4336 - - - 0.8 0.6 to 1.1 75.4 57.4 to 99.1
Same respondent on both H 13772 - - - 0.7 0.6 to 0.9 77.5 65.8 to 91.2
Different respondent H 3970 - - - 0.6 0.4 to 0.8 79.6 56.6 to 100.0

Table D.10 (CRS question 37)  Is there telephone service available in this (house/apartment/mobile
home) ...? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 98.2 * 0.3 0.1 to 0.4 1.8 1.6 to 2.0 54.7 49.9 to 59.9
No H - 1.8 * -0.3 -0.4 to -0.1 1.8 1.6 to 2.0 54.7 49.9 to 59.9

Aggregate
Total units H 18152 - - - 1.8 1.6 to 2.0 54.7 49.9 to 59.9
White M 14994 - - - 1.3 1.1 to 1.5 50.0 44.5 to 56.3
Black H 1683 - - - 5.4 4.5 to 6.3 71.2 59.9 to 84.6
Asian H 427 - - - 1.6 0.6 to 2.7 78.6 42.6 to 100.0
Other single race M 572 - - - 3.0 1.8 to 4.1 36.2 24.4 to 53.9
Two or more races H 263 - - - 4.6 2.4 to 6.7 100.0 63.9 to 100.0
Hispanic H 1294 - - - 3.2 2.4 to 4.0 52.3 40.4 to 67.5
Non-Hispanic H 16517 - - - 1.7 1.5 to 1.8 54.9 49.7 to 60.6
Owner H  13043 - - - 0.9 0.7 to 1.0 54.8 46.9 to 64.0
Renter (cash rent) H  4193 - - - 4.5 3.9 to 5.0 56.8 50.4 to 64.1
Mailback H 14018 - - - 1.2 1.0 to 1.3 52.5 46.2 to 59.6
Enumerator H 4134 - - - 3.9 3.4 to 4.4 57.9 50.9 to 65.9
Same respondent on both H 13600 - - - 1.8 1.6 to 2.0 55.7 50.1 to 61.8
Different respondent H 3925 - - - 1.6 1.3 to 1.9 53.7 43.7 to 66.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.11 (CRS question 38)  Which FUEL is used MOST for heating this (house/apartment/mobile
home)? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Gas: from underground pipes L - 51.9 * -0.4 -0.8 to -0.0 8.5 8.1 to 8.9 17.0 16.3 to 17.8
Gas: bottled  tank  or LP L - 8.1 * 0.4 0.2 to 0.6 2.6 2.4 to 2.8 17.3 16.0 to 18.7
Electricity L - 26.2 0.2 -0.2 to 0.5 7.7 7.4 to 8.1 19.9 19.0 to 20.8
Fuel oil, kerosene, etc. L - 10.6 -0.1 -0.3 to 0.1 1.7 1.5 to 1.8 8.7 7.9 to 9.6
Coal or coke M - 0.2 0.0 -0.1 to 0.0 0.1 0.0 to 0.1 22.8 14.5 to 35.9
Wood M - 2.1 0.0 -0.1 to 0.2 1.0 0.9 to 1.1 23.8 21.0 to 27.0
Solar energy H - 0.0 * 0.0 0.0 to 0.1 0.1 0.0 to 0.1 60.0 34.9 to 100.0
Other fuel H - 0.3 0.0 -0.1 to 0.1 0.5 0.4 to 0.5 79.8 66.3 to 96.1
No fuel used H - 0.6 * -0.1 -0.2 to -0.0 0.8 0.7 to 0.9 66.7 57.7 to 77.0

Aggregate
Total units L 17315 - - - 11.4 11.0 to 11.8 17.7 17.1 to 18.3
White L 14382 - - - 9.6 9.2 to 10.0 14.7 14.1 to 15.4
Black M 1554 - - - 18.5 16.9 to 20.2 30.7 28.2 to 33.5
Asian M 408 - - - 21.8 18.5 to 25.2 38.8 33.4 to 45.4
Other single race M 533 - - - 23.3 20.3 to 26.3 40.1 35.4 to 45.8
Two or more races M 238 - - - 23.9 19.4 to 28.5 36.9 30.8 to 44.8
Hispanic M 1220 - - - 21.5 19.5 to 23.4 38.1 34.8 to 41.7
Non-Hispanic L 15777 - - - 10.6 10.2 to 11.0 16.3 15.7 to 16.9
Owner L  12573 - - - 9.1 8.6 to 9.5 14.2 13.5 to 14.9
Renter (cash rent) M  3935 - - - 17.3 16.3 to 18.2 27.7 26.2 to 29.4
Mailback L 13470 - - - 10.0 9.6 to 10.4 15.6 14.9 to 16.3
Enumerator M 3845 - - - 16.4 15.4 to 17.3 25.1 23.6 to 26.6
Same respondent on both L 13012 - - - 10.5 10.1 to 10.9 16.3 15.6 to 17.0
Different respondent M 3722 - - - 13.6 12.7 to 14.5 21.2 19.8 to 22.7

Table D.12 (CRS question 39)  How many automobiles, vans, and trucks of one-tone capacity or less are
kept at home for use by members of your household? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No vehicles M - 10.5 * -2.1 -2.4 to -1.8 6.4 6.1 to 6.7 37.3 35.6 to 39.1
1 vehicle M - 31.0 * 0.7 0.3 to 1.1 11.6 11.2 to 12.0 26.9 26.0 to 27.9
2 vehicles M - 39.5 * 0.7 0.2 to 1.2 17.0 16.5 to 17.4 35.4 34.4 to 36.4
3 vehicles M - 13.1 * 1.0 0.6 to 1.4 11.3 10.9 to 11.7 48.1 46.5 to 49.8
4 vehicles H - 4.1 0.1 -0.2 to 0.3 4.5 4.3 to 4.8 57.5 54.4 to 60.9
5 vehicles H - 1.1 * -0.2 -0.4 to -0.1 1.4 1.2 to 1.5 68.3 61.5 to 76.0
6 or more vehicles H - 0.6 * -0.2 -0.3 to -0.1 0.7 0.6 to 0.9 71.6 61.9 to 82.8

Aggregate
Total units M  18149 - - - 26.5 25.9 to 27.0 37.1 36.4 to 37.9
White M  15036 - - - 25.6 25.0 to 26.2 36.4 35.6 to 37.3
Black M  1668 - - - 29.0 27.2 to 30.9 40.2 37.7 to 42.8
Asian M  431 - - - 25.8 22.3 to 29.5 35.9 31.1 to 41.1
Other single race M  440 - - - 35.2 31.5 to 39.2 47.7 42.6 to 53.1
Two or more races M  257 - - - 34.2 29.4 to 39.5 46.3 39.7 to 53.4
Hispanic M  1269 - - - 33.6 31.5 to 35.9 45.8 42.9 to 48.9
Non-Hispanic M  16555 - - - 25.9 25.4 to 26.5 36.5 35.7 to 37.3
Owner M  12120 - - - 23.8 23.2 to 24.5 35.9 35.0 to 36.9
Renter (cash rent) M  3097 - - - 19.4 18.2 to 20.6 35.1 33.1 to 37.3
Mailback M  14196 - - - 24.6 24.0 to 25.2 34.7 33.9 to 35.6
Enumerator M  3953 - - - 33.2 32.0 to 34.4 45.7 44.0 to 47.4
Same respondent on both M  13508 - - - 23.6 23.0 to 24.2 33.5 32.7 to 34.4
Different respondent M  3864 - - - 32.2 30.9 to 33.4 46.6 44.8 to 48.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.13 (CRS question 40a)  Is there a business (such as a store or barber shop) or a medical office on
this property? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 3.6 0.0 -0.3 to 0.3 4.5 4.3 to 4.9 65.8 61.6 to 70.2
No H - 96.4 0.0 -0.3 to 0.3 4.5 4.3 to 4.9 65.8 61.6 to 70.2

Aggregate
Total units H 13627 - - - 4.5 4.3 to 4.8 65.8 61.6 to 70.2
White H 11795 - - - 4.7 4.4 to 5.0 64.7 60.3 to 69.4
Black H 973 - - - 3.0 2.1 to 3.9 89.4 65.9 to 100.0
Asian H 243 - - - 2.1 0.6 to 3.6 72.3 35.2 to 100.0
Other single race H 339 - - - 5.3 3.3 to 7.3 84.5 57.5 to 100.0
Two or more races H 154 - - - 4.5 1.8 to 7.3 55.9 30.3 to 100.0
Hispanic H 712 - - - 4.5 3.2 to 5.8 86.1 64.4 to 100.0
Non-Hispanic H 12717 - - - 4.5 4.2 to 4.8 64.7 60.4 to 69.3
Owner H  11760 - - - 4.4 4.1 to 4.8 64.8 60.3 to 69.6
Renter (cash rent) H  1263 - - - 4.1 3.2 to 5.0 76.4 60.8 to 95.9
Mailback H 10629 - - - 4.4 4.0 to 4.7 63.4 58.8 to 68.5
Enumerator H 2998 - - - 5.2 4.6 to 5.9 73.7 64.7 to 84.1
Same respondent on both H 10050 - - - 4.4 4.1 to 4.7 64.0 59.1 to 69.2
Different respondent H 3137 - - - 5.2 4.6 to 5.9 73.4 64.6 to 83.5

Table D.14 (CRS question 40b)  How many acres is this (house/mobile home) on? – Unedited, Census
2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than 1 acre L - 73.4 * -0.6 -1.0 to -0.2 7.6 7.2 to 8.0 19.3 18.3 to 20.3
1 to 9.9 acres M - 19.8 * 0.6 0.2 to 1.1 8.2 7.8 to 8.6 25.5 24.3 to 26.9
10 or more acres L - 6.8 -0.1 -0.3 to 0.1 1.8 1.6 to 2.0 14.3 12.9 to 15.9

Aggregate
Total units M 13244 - - - 8.8 8.4 to 9.2 20.9 20.0 to 22.0
White L 11543 - - - 8.6 8.2 to 9.0 19.5 18.5 to 20.5
Black H 898 - - - 14.0 12.1 to 15.9 51.4 44.9 to 58.9
Asian U 225 - - - 2.2 0.6 to 3.8 u u
Other single race M 319 - - - 9.7 7.0 to 12.4 40.5 30.1 to 54.3
Two or more races L 146 - - - 4.1 1.4 to 6.8 11.8 6.1 to 22.8
Hispanic M 666 - - - 6.5 4.9 to 8.0 41.9 32.6 to 53.8
Non-Hispanic M 12390 - - - 8.9 8.5 to 9.3 20.6 19.7 to 21.7
Owner L  11516 - - - 8.1 7.6 to 8.5 18.7 17.7 to 19.8
Renter (cash rent) M  1187 - - - 12.0 10.5 to 13.6 46.3 40.7 to 52.7
Mailback L 10336 - - - 8.1 7.7 to 8.6 19.1 18.0 to 20.2
Enumerator M 2908 - - - 11.3 10.3 to 12.2 27.9 25.6 to 30.4
Same respondent on both L 9754 - - - 8.0 7.5 to 8.4 19.0 17.9 to 20.2
Different respondent M 3072 - - - 10.8 9.9 to 11.8 25.6 23.5 to 27.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined
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Table D.15 (CRS question 40c)  In 1999, what were the actual sales of all agricultural products from this
property? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

None M - 93.5 * -2.2 -2.9 to -1.6 6.2 5.6 to 6.9 43.8 39.2 to 48.8
$1 to $999 H - 1.5 * 0.8 0.3 to 1.2 2.7 2.3 to 3.1 72.1 61.0 to 85.2
$1,000 to $2,499 H - 0.8 * 0.4 0.1 to 0.8 1.7 1.4 to 2.1 84.8 69.0 to 100.0
$2,500 to $4,999 H - 0.6 0.3 -0.0 to 0.6 1.2 0.9 to 1.5 78.3 60.8 to 100.0
$5,000 to $9,999 H - 0.5 0.2 -0.0 to 0.5 1.0 0.7 to 1.3 78.2 59.3 to 100.0
$10,000 or more M - 3.1 * 0.5 0.1 to 0.9 2.4 2.1 to 2.9 37.3 31.3 to 44.4

Aggregate
Total units H 3645 - - - 7.6 6.9 to 8.3 52.0 47.1 to 57.4
White H 3346 - - - 7.7 7.0 to 8.5 50.4 45.5 to 55.9
Black H 176 - - - 5.7 2.8 to 8.6 100.0 60.3 to 100.0
Asian 25 - - - ... ... # #
Other single race 40 - - - ... ... ... ...
Two or more races 33 - - - ... ... ... ...
Hispanic H 73 - - - 5.5 1.1 to 9.9 100.0 45.8 to 100.0
Non-Hispanic H 3516 - - - 7.6 6.8 to 8.3 51.2 46.3 to 56.7
Owner H  3298 - - - 7.4 6.7 to 8.2 51.4 46.3 to 57.1
Renter (cash rent) H  200 - - - 6.0 3.2 to 8.8 76.9 48.1 to 100.0
Mailback H 2909 - - - 8.3 7.4 to 9.1 51.2 46.1 to 57.0
Enumerator H 736 - - - 4.8 3.5 to 6.0 59.0 44.7 to 77.8
Same respondent on both H 2722 - - - 7.5 6.7 to 8.4 50.2 44.7 to 56.3
Different respondent H 809 - - - 7.7 6.1 to 9.2 56.5 45.8 to 69.5

Table D.16 (CRS question 41a)  What is the annual cost for Electricity? – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $300 H - 4.6 * 2.3 1.9 to 2.7 7.9 7.5 to 8.3 73.1 69.5 to 76.8
$300 to $599 H - 17.6 * -1.5 -2.1 to -1.0 15.8 15.3 to 16.3 56.2 54.4 to 58.1
$600 to $899 H - 23.4 * -1.2 -1.8 to -0.5 23.8 23.2 to 24.4 67.6 66.0 to 69.3
$900 to $1,199 H - 14.9 -0.3 -0.9 to 0.4 19.7 19.2 to 20.3 78.5 76.3 to 80.7
$1,200 to $1,499 H - 17.2 * -1.6 -2.3 to -1.0 20.0 19.5 to 20.6 73.0 71.0 to 75.1
$1,500 to $1,799 H - 5.9 0.4 -0.1 to 0.8 9.4 9.0 to 9.8 82.0 78.3 to 85.8
$1,800 to $2,099 H - 5.7 0.1 -0.3 to 0.5 9.0 8.6 to 9.5 82.6 78.8 to 86.5
$2,100 to $2,399 H - 1.1 -0.1 -0.3 to 0.1 1.9 1.7 to 2.1 89.2 80.7 to 98.6
$2,400 to $3,599 H - 4.1 * 0.5 0.1 to 0.8 5.9 5.5 to 6.2 70.8 66.9 to 75.0

$3,600 or more H - 1.1 * 0.5 0.3 to 0.7 2.0 1.8 to 2.2 72.8 66.0 to 80.4
Included in rent, other fee, no charge M - 4.3 * 0.9 0.7 to 1.1 2.4 2.2 to 2.6 26.2 24.0 to 28.7

Aggregate
Total units H 13952 - - - 58.9 58.2 to 59.6 68.8 68.0 to 69.6
White H 11612 - - - 58.1 57.4 to 58.9 68.2 67.3 to 69.1
Black H 1218 - - - 64.5 62.3 to 66.8 73.3 70.8 to 75.9
Asian H 342 - - - 58.2 53.8 to 62.6 68.3 63.6 to 73.9
Other single race H 442 - - - 62.9 59.1 to 66.7 73.4 69.4 to 78.2
Two or more races H 204 - - - 57.4 51.7 to 63.0 66.5 60.6 to 73.9
Hispanic H 991 - - - 62.2 59.6 to 64.7 72.6 69.8 to 75.7
Non-Hispanic H 12750 - - - 58.6 57.8 to 59.3 68.4 67.6 to 69.3
Owner H  10048 - - - 60.9 60.1 to 61.7 71.9 71.0 to 72.9
Renter (cash rent) H  3353 - - - 53.9 52.5 to 55.3 64.0 62.4 to 65.7
Mailback H 11128 - - - 58.7 57.9 to 59.4 68.5 67.7 to 69.4
Enumerator H 2824 - - - 59.9 58.4 to 61.4 69.8 68.1 to 71.6
Same respondent on both H 10902 - - - 57.6 56.8 to 58.3 67.4 66.5 to 68.3
Different respondent H 2722 - - - 63.9 62.4 to 65.4 74.4 72.7 to 76.2



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.17 (CRS question 41b)  What is the annual cost for Gas? – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $300 H - 11.0 -0.2 -0.7 to 0.3 11.6 11.2 to 12.1 60.0 57.6 to 62.5
$300 to $599 H - 19.8 * -0.8 -1.5 to -0.2 20.6 20.0 to 21.2 66.0 64.1 to 67.9
$600 to $899 H - 19.1 -0.5 -1.1 to 0.2 21.2 20.6 to 21.8 69.0 67.0 to 71.0
$900 to $1,199 H - 7.4 * 1.5 1.0 to 2.0 12.0 11.6 to 12.5 80.3 77.2 to 83.6
$1,200 to $1,499 H - 4.1 * 0.8 0.4 to 1.2 6.9 6.6 to 7.3 80.2 75.8 to 84.8
$1,500 to $1,799 H - 1.6 * 0.3 0.0 to 0.5 3.0 2.7 to 3.2 85.3 78.3 to 92.9
$1,800 to $2,099 H - 1.1 * 0.2 0.0 to 0.4 2.1 1.9 to 2.3 87.3 78.9 to 96.6
$2,100 to $2,399 H - 0.1 * 0.2 0.1 to 0.3 0.3 0.2 to 0.4 86.8 66.7 to 100.0
$2,400 to $3,599 H - 0.7 0.1 -0.0 to 0.3 1.2 1.1 to 1.4 82.1 71.8 to 93.9
$3,600 or more H - 0.2 * 0.2 0.1 to 0.4 0.6 0.5 to 0.8 93.2 77.5 to 100.0
Included in rent, other fee, no charge L - 34.8 * -1.9 -2.3 to -1.5 7.2 6.8 to 7.6 16.1 15.2 to 17.0

Aggregate
Total units H 12471 - - - 43.4 42.7 to 44.1 54.9 54.0 to 55.8
White H 10318 - - - 43.1 42.3 to 43.9 54.4 53.4 to 55.4
Black H 1115 - - - 46.7 44.3 to 49.2 60.7 57.6 to 64.0
Asian H 314 - - - 39.5 35.0 to 44.0 50.6 45.3 to 57.0
Other single race H 419 - - - 45.8 41.8 to 49.8 58.5 53.8 to 64.0
Two or more races H 187 - - - 40.1 34.2 to 46.0 52.4 45.6 to 61.0
Hispanic H 900 - - - 46.1 43.4 to 48.8 59.5 56.2 to 63.2
Non-Hispanic H 11437 - - - 43.0 42.3 to 43.8 54.5 53.5 to 55.4
Owner H  8880 - - - 47.5 46.6 to 48.4 58.4 57.3 to 59.4
Renter (cash rent) M  3134 - - - 31.8 30.4 to 33.2 48.4 46.4 to 50.5
Mailback H 9588 - - - 44.9 44.1 to 45.7 55.9 54.9 to 57.0
Enumerator H 2883 - - - 38.4 36.9 to 39.9 52.8 50.8 to 54.9
Same respondent on both H 9690 - - - 42.3 41.5 to 43.1 53.5 52.5 to 54.6
Different respondent H 2482 - - - 47.9 46.3 to 49.6 60.2 58.2 to 62.3

Table D.18 (CRS question 41c)  What is the annual cost for Water and sewer? – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $300 M - 18.3 * 1.6 1.1 to 2.2 15.4 14.9 to 15.9 49.8 48.2 to 51.5
$300 to $599 H - 26.9 * -1.6 -2.2 to -0.9 20.9 20.3 to 21.5 54.1 52.7 to 55.7
$600 to $899 H - 10.7 0.3 -0.2 to 0.8 12.5 12.0 to 13.0 64.6 62.2 to 67.1
$900 to $1,199 H - 2.6 * 0.5 0.2 to 0.8 4.5 4.2 to 4.8 80.7 75.5 to 86.3
$1,200 to $1,499 H - 1.5 0.1 -0.2 to 0.3 2.5 2.3 to 2.7 81.3 74.3 to 88.9
$1,500 to $1,799 H - 0.4 0.1 -0.0 to 0.3 0.8 0.7 to 0.9 90.3 77.0 to 100.0
$1,800 to $2,099 H - 0.2 * 0.1 0.0 to 0.2 0.5 0.4 to 0.7 95.1 78.4 to 100.0
$2,100 to $2,399 H - 0.1 * 0.1 0.0 to 0.1 0.2 0.1 to 0.2 100.0 70.6 to 100.0
$2,400 or more H - 0.4 * 0.2 0.1 to 0.4 0.8 0.7 to 1.0 81.6 69.8 to 95.3
Included in rent, other fee, no charge L - 38.9 * -1.4 -1.8 to -1.1 6.5 6.2 to 6.9 13.8 13.1 to 14.6

Aggregate
Total units M 13527 - - - 32.3 31.6 to 33.0 43.8 43.0 to 44.8
White M 11259 - - - 31.6 30.9 to 32.3 42.8 41.9 to 43.8
Black H 1176 - - - 36.6 34.3 to 39.0 50.7 47.6 to 54.0
Asian M 331 - - - 33.8 29.6 to 38.1 44.3 39.3 to 50.5
Other single race H 446 - - - 37.0 33.2 to 40.8 52.4 47.5 to 58.1
Two or more races M 190 - - - 25.3 20.1 to 30.4 36.6 30.1 to 45.1
Hispanic H 951 - - - 36.6 34.0 to 39.2 50.5 47.1 to 54.2
Non-Hispanic M 12402 - - - 31.9 31.2 to 32.6 43.3 42.4 to 44.3
Owner M  9633 - - - 37.8 37.0 to 38.6 49.4 48.3 to 50.4
Renter (cash rent) M  3388 - - - 17.4 16.3 to 18.5 38.2 35.9 to 40.6
Mailback M 10541 - - - 32.9 32.1 to 33.6 44.1 43.1 to 45.1
Enumerator M 2986 - - - 30.3 28.9 to 31.7 44.5 42.5 to 46.6
Same respondent on both M 10535 - - - 31.0 30.3 to 31.8 42.2 41.2 to 43.3
Different respondent M 2657 - - - 36.5 35.0 to 38.1 49.0 47.0 to 51.1



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.19 (CRS question 41d)  What is the annual cost for Oil, coal, kerosene, wood, etc.? – Unedited,
Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $300 H - 2.5 * 1.0 0.7 to 1.3 4.2 4.0 to 4.6 72.2 67.2 to 77.6
$300 to $599 H - 2.9 * 0.7 0.4 to 1.0 3.6 3.3 to 3.9 57.0 52.7 to 61.7
$600 to $899 H - 3.5 0.3 -0.0 to 0.6 3.8 3.5 to 4.1 53.9 50.0 to 58.2
$900 to $1,199 H - 1.9 0.1 -0.2 to 0.3 2.7 2.4 to 2.9 70.1 64.0 to 76.8
$1,200 to $1,499 H - 1.1 0.1 -0.1 to 0.3 1.8 1.6 to 2.0 76.3 68.2 to 85.4
$1,500 to $1,799 H - 0.7 0.0 -0.1 to 0.2 1.1 0.9 to 1.2 77.8 67.3 to 89.9
$1,800 to $2,099 H - 0.4 0.0 -0.1 to 0.1 0.8 0.6 to 0.9 87.3 73.6 to 100.0
$2,100 to $2,399 H - 0.0 * 0.1 0.0 to 0.1 0.1 0.1 to 0.1 100.0 61.2 to 100.0
$2,400 or more H - 0.4 0.0 -0.1 to 0.1 0.5 0.4 to 0.7 75.3 61.5 to 92.1
Included in rent, other fee, no charge M - 86.5 * -2.3 -2.6 to -1.9 6.0 5.7 to 6.4 24.2 22.7 to 25.7

Aggregate
Total units M 12237 - - - 12.3 11.8 to 12.8 46.0 44.2 to 47.9
White M 10173 - - - 13.1 12.5 to 13.6 45.0 43.2 to 47.0
Black H 1057 - - - 8.9 7.5 to 10.3 56.2 47.4 to 66.6
Asian H 312 - - - 6.7 4.4 to 9.1 56.0 39.2 to 80.0
Other single race H 418 - - - 7.4 5.3 to 9.5 68.1 50.7 to 91.4
Two or more races H 178 - - - 12.9 8.8 to 17.1 59.7 44.1 to 82.3
Hispanic H 839 - - - 4.2 3.0 to 5.3 60.5 45.9 to 79.9
Non-Hispanic M 11305 - - - 12.9 12.4 to 13.4 46.1 44.3 to 48.0
Owner M  8589 - - - 15.1 14.5 to 15.7 46.6 44.7 to 48.6
Renter (cash rent) M  3220 - - - 4.6 4.0 to 5.2 46.0 40.2 to 52.7
Mailback M 8994 - - - 13.4 12.8 to 14.0 45.1 43.2 to 47.2
Enumerator H 3243 - - - 9.3 8.4 to 10.1 50.9 46.3 to 56.0
Same respondent on both M 9249 - - - 11.8 11.3 to 12.4 44.3 42.3 to 46.4
Different respondent H 2621 - - - 14.0 12.9 to 15.1 52.0 48.0 to 56.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.20 (CRS question 42a)  What was the monthly rent as of April 1, 2000? – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $100 M - 2.7 -0.1 -0.4 to 0.3 1.7 1.4 to 2.1 32.9 27.0 to 40.2
$100 to $149 M - 3.2 0.1 -0.3 to 0.5 2.2 1.8 to 2.6 34.2 28.6 to 40.8
$150 to $199 M - 3.6 * -0.4 -0.7 to -0.0 1.5 1.2 to 1.9 23.0 18.6 to 28.4
$200 to $249 M - 4.2 -0.2 -0.5 to 0.2 2.3 1.9 to 2.7 28.8 24.2 to 34.2
$250 to $299 M - 5.0 * -0.4 -0.8 to -0.0 1.9 1.5 to 2.2 20.4 16.9 to 24.7
$300 to $349 M - 6.6 0.0 -0.5 to 0.4 2.8 2.4 to 3.3 22.9 19.6 to 26.7
$350 to $399 M - 7.5 -0.3 -0.7 to 0.2 3.2 2.7 to 3.6 23.2 20.0 to 26.9
$400 to $449 M - 8.1 -0.1 -0.6 to 0.3 3.3 2.8 to 3.8 22.2 19.2 to 25.6
$450 to $499 L - 6.8 0.2 -0.2 to 0.6 2.5 2.1 to 2.9 19.5 16.6 to 23.0
$500 to $549 L - 7.5 -0.1 -0.5 to 0.4 2.8 2.4 to 3.2 19.9 17.1 to 23.3
$550 to $599 M - 5.9 0.0 -0.4 to 0.5 2.8 2.4 to 3.2 24.9 21.3 to 29.2
$600 to $649 M - 5.9 -0.3 -0.7 to 0.2 2.6 2.2 to 3.0 23.3 19.8 to 27.5
$650 to $699 M - 4.4 0.0 -0.4 to 0.3 1.8 1.5 to 2.2 21.4 17.6 to 26.0
$700 to $749 M - 3.6 -0.2 -0.5 to 0.1 1.8 1.4 to 2.1 25.7 21.1 to 31.3
$750 to $799 M - 3.5 0.1 -0.3 to 0.4 1.8 1.5 to 2.2 26.5 21.8 to 32.1
$800 to $899 M - 5.4 -0.1 -0.5 to 0.3 2.1 1.7 to 2.5 20.7 17.3 to 24.8
$900 to $999 M - 2.9 * -0.3 -0.6 to -0.0 1.2 0.9 to 1.5 22.4 17.7 to 28.4
$1,000 to $1,249 L - 3.7 0.2 -0.1 to 0.5 1.3 1.0 to 1.6 17.6 14.0 to 22.2
$1,250 to $1,499 M - 1.3 -0.1 -0.3 to 0.1 0.6 0.4 to 0.8 22.3 15.7 to 31.6
$1,500 to $1,749 L - 1.0 0.0 -0.2 to 0.1 0.4 0.2 to 0.6 19.2 12.6 to 29.2
$1,750 to $1,999 U - 0.2 0.1 -0.0 to 0.2 0.2 0.1 to 0.3 u u
$2,000 or more H - 0.8 * 0.8 0.5 to 1.1 1.3 1.0 to 1.6 53.2 42.2 to 66.9
No cash rent L - 6.4 * 1.0 0.6 to 1.4 2.3 2.0 to 2.8 18.0 15.2 to 21.3

Aggregate
Total units M 3997 - - - 21.9 20.9 to 23.0 23.2 22.1 to 24.4
White M 2841 - - - 19.6 18.3 to 20.8 20.7 19.5 to 22.1
Black M 603 - - - 31.0 27.9 to 34.1 32.9 29.9 to 36.5
Asian M 138 - - - 25.4 19.3 to 31.5 27.2 21.7 to 34.7
Other single race M 247 - - - 24.3 19.8 to 28.8 25.9 21.7 to 31.3
Two or more races L 100 - - - 18.0 11.7 to 24.3 19.2 13.9 to 27.4
Hispanic M 538 - - - 25.5 22.4 to 28.6 27.1 24.1 to 30.6
Non-Hispanic M 3394 - - - 21.2 20.1 to 22.4 22.5 21.3 to 23.7
Owner  0 - - - # # # #
Renter (cash rent) M  3699 - - - 21.9 20.8 to 23.0 23.2 22.1 to 24.5
Mailback M 2665 - - - 21.2 19.9 to 22.5 22.5 21.1 to 23.9
Enumerator M 1332 - - - 23.3 21.4 to 25.3 24.7 22.8 to 26.9
Same respondent on both M 3168 - - - 20.7 19.6 to 21.9 21.9 20.7 to 23.2
Different respondent M 680 - - - 25.7 23.0 to 28.5 27.3 24.6 to 30.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.21 (CRS question 42b)  Did the monthly rent include any meals? – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes M - 1.1 0.2 -0.0 to 0.5 0.9 0.7 to 1.2 38.2 28.9 to 50.6
No M - 98.9 -0.2 -0.5 to 0.0 0.9 0.7 to 1.2 38.2 28.9 to 50.6

Aggregate
Total units M 3854 - - - 0.9 0.6 to 1.1 38.2 28.9 to 50.6
White M 2696 - - - 0.8 0.5 to 1.1 29.4 20.7 to 41.6
Black H 603 - - - 0.7 0.1 to 1.2 100.0 45.0 to 100.0
Asian U 137 - - - 0.0 0.0 to 0.0 u u
Other single race H 243 - - - 2.9 1.1 to 4.6 100.0 54.9 to 100.0
Two or more races H 104 - - - 1.0 -0.6 to 2.5 100.0 22.3 to 100.0
Hispanic H 533 - - - 1.9 0.9 to 2.8 100.0 60.3 to 100.0
Non-Hispanic M 3263 - - - 0.7 0.5 to 1.0 31.1 22.3 to 43.5
Owner  0 - - - # # # #
Renter (cash rent) M  3854 - - - 0.9 0.6 to 1.1 38.2 28.9 to 50.6
Mailback M 2476 - - - 0.8 0.5 to 1.1 31.7 22.0 to 45.6
Enumerator H 1378 - - - 1.0 0.6 to 1.5 54.4 35.1 to 84.1
Same respondent on both M 3045 - - - 1.0 0.7 to 1.2 41.3 30.5 to 56.0
Different respondent H 660 - - - 0.6 0.1 to 1.1 50.2 22.5 to 100.0

Table D.22 (CRS question 43a)  On April 1, 2000, did you have a mortgage, deed of trust, contract to
purchase, or similar debt on THIS property? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, mortgage, etc. L - 65.8 * 1.7 1.2 to 2.1 7.5 7.1 to 7.9 16.8 15.9 to 17.8
Yes, contract to purchase H - 0.6 * 0.9 0.7 to 1.1 1.7 1.5 to 1.9 83.3 73.9 to 93.9
No L - 33.6 * -2.6 -2.9 to -2.2 6.3 6.0 to 6.7 14.5 13.6 to 15.4

Aggregate
Total units L 11167 - - - 7.8 7.3 to 8.2 17.2 16.2 to 18.2
White L 9758 - - - 7.3 6.9 to 7.7 15.8 14.9 to 16.8
Black M 730 - - - 11.9 9.9 to 13.9 30.7 26.1 to 36.2
Asian M 232 - - - 7.3 4.5 to 10.1 28.1 18.9 to 41.8
Other single race M 233 - - - 9.9 6.7 to 13.1 28.9 20.6 to 40.7
Two or more races M 123 - - - 12.2 7.3 to 17.0 28.2 19.5 to 41.9
Hispanic M 545 - - - 13.8 11.3 to 16.2 36.2 30.5 to 43.2
Non-Hispanic L 10501 - - - 7.4 7.0 to 7.8 16.3 15.4 to 17.3
Owner L  11167 - - - 7.8 7.3 to 8.2 17.2 16.2 to 18.2
Renter (cash rent)  0 - - - # # # #
Mailback L 9158 - - - 7.3 6.8 to 7.7 15.9 14.9 to 16.9
Enumerator M 2009 - - - 10.0 8.9 to 11.1 23.5 21.1 to 26.3
Same respondent on both L 8264 - - - 6.9 6.4 to 7.3 14.9 14.0 to 16.0
Different respondent M 2595 - - - 9.7 8.8 to 10.7 23.8 21.4 to 26.3



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.23 (CRS question 43b)  On April 1, 2000, how much was your regular monthly mortgage
payment on THIS property? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $100 H - 0.2 0.0 -0.1 to 0.2 0.3 0.2 to 0.5 60.2 40.9 to 88.4
$100 to $199 M - 2.3 0.0 -0.2 to 0.2 0.9 0.7 to 1.2 20.8 16.6 to 26.0
$200 to $299 L - 6.2 -0.1 -0.4 to 0.2 2.0 1.7 to 2.3 16.9 14.5 to 19.7
$300 to $399 M - 8.7 -0.1 -0.5 to 0.3 3.5 3.1 to 3.9 22.0 19.6 to 24.7
$400 to $499 M - 9.9 -0.1 -0.5 to 0.4 4.6 4.2 to 5.1 25.8 23.3 to 28.5
$500 to $599 M - 10.4 0.1 -0.3 to 0.6 4.2 3.8 to 4.7 22.5 20.2 to 24.9
$600 to $699 M - 9.5 0.4 -0.0 to 0.9 4.6 4.2 to 5.1 26.3 23.8 to 29.1
$700 to $799 M - 8.8 0.3 -0.1 to 0.8 4.5 4.1 to 5.0 27.5 24.8 to 30.4
$800 to $899 M - 7.3 -0.4 -0.8 to 0.1 4.1 3.7 to 4.6 31.2 28.0 to 34.6
$900 to $999 M - 6.2 -0.3 -0.7 to 0.1 3.7 3.3 to 4.2 32.7 29.2 to 36.5
$1,000 to $1,249 M - 12.5 * -0.8 -1.3 to -0.3 5.7 5.2 to 6.2 26.8 24.5 to 29.3
$1,250 to $1,499 M - 6.7 * 0.8 0.3 to 1.2 4.0 3.6 to 4.4 30.3 27.2 to 33.8
$1,500 to $1,749 M - 4.4 -0.3 -0.7 to 0.0 2.9 2.6 to 3.3 35.5 31.3 to 40.3
$1,750 to $1,999 M - 1.9 0.0 -0.2 to 0.3 1.4 1.2 to 1.7 37.0 30.9 to 44.4
$2,000 to $2,499 M - 2.0 -0.1 -0.3 to 0.2 1.1 0.9 to 1.4 28.6 23.3 to 35.2
$2,500 to $2,999 M - 0.7 0.1 -0.1 to 0.3 0.6 0.5 to 0.8 40.1 30.6 to 52.5
$3,000 to $3,499 M - 0.5 -0.1 -0.2 to 0.1 0.4 0.3 to 0.6 45.3 32.2 to 63.7
$3,500 to $3,999 M - 0.3 0.0 -0.1 to 0.1 0.2 0.1 to 0.3 26.4 15.8 to 44.2
$4,000 or more H - 0.7 * 0.4 0.2 to 0.6 1.2 1.0 to 1.4 62.4 51.1 to 76.1
No regular payment required H - 0.6 -0.1 -0.3 to 0.1 0.8 0.7 to 1.0 83.2 65.6 to 100.0

Aggregate
Total units M 5817 - - - 25.4 24.4 to 26.3 27.6 26.6 to 28.7
White M 4989 - - - 25.2 24.2 to 26.2 27.5 26.4 to 28.6
Black M 391 - - - 25.3 21.7 to 28.9 27.9 24.3 to 32.3
Asian M 159 - - - 37.7 31.4 to 44.1 41.9 35.8 to 49.8
Other single race M 163 - - - 25.2 19.6 to 30.7 27.5 22.3 to 34.5
Two or more races L 65 - - - 15.4 8.0 to 22.7 16.9 11.1 to 27.2
Hispanic M 349 - - - 24.6 20.8 to 28.4 26.9 23.1 to 31.4
Non-Hispanic M 5423 - - - 25.4 24.4 to 26.4 27.6 26.6 to 28.7
Owner M  5817 - - - 25.4 24.4 to 26.3 27.6 26.6 to 28.7
Renter (cash rent)  0 - - - # # # #
Mailback M 4863 - - - 25.1 24.1 to 26.2 27.4 26.3 to 28.5
Enumerator M 954 - - - 26.5 24.2 to 28.9 29.0 26.6 to 31.7
Same respondent on both M 4389 - - - 23.4 22.3 to 24.5 25.5 24.4 to 26.7
Different respondent M 1336 - - - 31.1 29.0 to 33.1 33.8 31.6 to 36.2



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.24 (CRS question 43c)  On April 1, 2000, did your regular monthly mortgage payment include
payments for real estate taxes on THIS property? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, taxes included in mortgage payment L - 63.2 * -0.7 -1.3 to -0.0 8.7 8.0 to 9.3 18.6 17.2 to 20.0
No, taxes paid separately or taxes not
required

L - 36.8 * 0.7 0.0 to 1.3 8.7 8.0 to 9.3 18.6 17.2 to 20.0

Aggregate
Total units L 5628 - - - 8.7 8.1 to 9.3 18.6 17.2 to 20.0
White L 4843 - - - 8.0 7.3 to 8.6 16.9 15.6 to 18.4
Black M 370 - - - 12.7 9.9 to 15.6 29.3 23.6 to 36.7
Asian M 149 - - - 12.8 8.3 to 17.2 26.6 19.1 to 37.8
Other single race M 156 - - - 9.0 5.2 to 12.7 21.3 13.8 to 32.9
Two or more races M 63 - - - 19.0 10.9 to 27.2 39.4 27.0 to 60.7
Hispanic M 334 - - - 10.2 7.5 to 12.9 24.8 19.2 to 32.4
Non-Hispanic L 5252 - - - 8.6 8.0 to 9.2 18.3 16.9 to 19.8
Owner L  5628 - - - 8.7 8.1 to 9.3 18.6 17.2 to 20.0
Renter (cash rent)  0 - - - # # # #
Mailback L 4721 - - - 8.1 7.5 to 8.8 17.3 15.9 to 18.9
Enumerator M 907 - - - 11.6 9.8 to 13.3 25.1 21.6 to 29.2
Same respondent on both L 4263 - - - 8.0 7.3 to 8.7 17.1 15.7 to 18.7
Different respondent M 1280 - - - 11.1 9.6 to 12.5 23.5 20.7 to 26.8

Table D.25 (CRS question 43d)  On April 1, 2000, did your regular monthly mortgage payment include
payments for fire, hazard, or flood insurance on THIS property? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, insurance included in mortgage
payment

M - 57.2 * -3.2 -4.0 to -2.4 13.1 12.4 to 13.9 26.6 25.1 to 28.1

No, insurance paid separately or no
insurance

M - 42.8 * 3.2 2.4 to 4.0 13.1 12.4 to 13.9 26.6 25.1 to 28.1

Aggregate
Total units M 5585 - - - 13.1 12.4 to 13.9 26.6 25.1 to 28.1
White M 4809 - - - 12.4 11.6 to 13.2 25.0 23.5 to 26.6
Black M 367 - - - 16.6 13.4 to 19.8 36.1 30.0 to 43.8
Asian M 148 - - - 18.2 13.0 to 23.5 37.0 28.2 to 49.4
Other single race M 153 - - - 15.0 10.3 to 19.8 31.8 23.6 to 43.8
Two or more races M 64 - - - 20.3 12.0 to 28.6 40.6 28.3 to 61.4
Hispanic M 334 - - - 17.1 13.7 to 20.5 36.5 30.1 to 44.6
Non-Hispanic M 5209 - - - 12.8 12.1 to 13.6 25.9 24.4 to 27.5
Owner M  5585 - - - 13.1 12.4 to 13.9 26.6 25.1 to 28.1
Renter (cash rent)  0 - - - # # # #
Mailback M 4672 - - - 12.8 12.0 to 13.6 25.8 24.2 to 27.5
Enumerator M 913 - - - 14.8 12.9 to 16.7 30.7 27.0 to 35.1
Same respondent on both M 4231 - - - 11.8 11.0 to 12.6 23.9 22.3 to 25.6
Different respondent M 1269 - - - 17.7 15.9 to 19.4 35.7 32.4 to 39.5



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.26 (CRS question 44a)  On April 1, 2000, did you have a second mortgage or home equity loan
on THIS property? – Edited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Both 2nd mortgage and home equity loan H - 0.4 -0.1 -0.2 to 0.1 0.7 0.6 to 0.8 100.0 82.6 to 100.0
2nd mortgage only H - 5.5 * 1.8 1.4 to 2.2 6.6 6.2 to 7.0 54.7 51.5 to 58.1
Home equity loan only H - 7.0 * 2.5 2.0 to 2.9 8.8 8.3 to 9.2 57.8 54.9 to 60.9
No M - 87.1 * -4.3 -4.8 to -3.8 10.0 9.5 to 10.5 38.9 37.1 to 40.8

Aggregate
Total units M  11006 - - - 13.0 12.5 to 13.6 48.6 46.7 to 50.6
White H 1006 - - - 30.5  28.1 to 33.0 59.4  54.7 to 64.2
Black H 50 - - - 30.0  19.7 to 42.5 65.5  43.1 to 92.8
Asian 18 - - - ... ... ... ...
Other single race 15 - - - ... ... ... ...
Two or more races 7 - - - ... ... ... ...
Hispanic 39 - - - ... ... ... ...
Non Hispanic H 1058 - - - 30.6  28.3 to 33.1 59.4  54.9 to 64.1
Owner M 1106 - - - 13.0 12.5 to 13.6 48.6 46.7 to 50.6
Renter (cash rent) 0 - - - # # # #
Mailback H 973 - - - 29.9  27.5 to 32.4 57.9  53.2 to 62.8
Enumerator H 132 - - - 33.3  26.6 to 40.7 65.2  52.1 to 79.7
Same respondent on both H 843 - - - 30.1  27.5 to 32.9 58.1  53.1 to 63.3
Different respondent than Census H 248 - - - 29.4  24.7 to 34.6 58.0  48.7 to 68.1

Table D.27 (CRS question 44m)  Second mortgage – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, a second mortgage H - 5.3 * 1.4 1.1 to 1.8 6.7 6.3 to 7.1 58.7 55.5 to 62.0
No H - 94.7 * -1.4 -1.8 to -1.1 6.7 6.3 to 7.1 58.7 55.5 to 62.0

Aggregate
Total units H 13358 - - - 6.7 6.3 to 7.0 58.7 55.5 to 62.0
White H 11498 - - - 6.5 6.1 to 6.8 57.8 54.4 to 61.4
Black H 876 - - - 9.2 7.6 to 10.9 65.8 54.9 to 79.0
Asian H 263 - - - 8.4 5.6 to 11.2 68.9 48.6 to 97.7
Other single race M 267 - - - 6.4 3.9 to 8.8 44.9 30.2 to 66.8
Two or more races M 209 - - - 5.7 3.1 to 8.4 43.1 26.9 to 69.0
Hispanic M 631 - - - 5.9 4.3 to 7.4 50.0 38.2 to 65.4
Non-Hispanic H 12309 - - - 6.7 6.3 to 7.1 58.6 55.3 to 62.1
Owner H  13358 - - - 6.7 6.3 to 7.0 58.7 55.5 to 62.0
Renter (cash rent)  0 - - - # # # #
Mailback H 10921 - - - 6.6 6.2 to 6.9 56.7 53.3 to 60.3
Enumerator H 2437 - - - 7.3 6.4 to 8.1 68.2 60.3 to 77.2
Same respondent on both H 9792 - - - 6.3 5.9 to 6.7 55.1 51.5 to 58.9
Different respondent H 3027 - - - 7.5 6.7 to 8.3 64.4 57.8 to 71.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.28 (CRS question 44e)  Home equity loan – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes, a home equity loan H - 6.6 * 2.0 1.6 to 2.4 8.5 8.1 to 8.9 60.0 57.2 to 63.1
No H - 93.4 * -2.0 -2.4 to -1.6 8.5 8.1 to 8.9 60.0 57.2 to 63.1

Aggregate
Total units H 13358 - - - 8.5 8.1 to 8.9 60.0 57.2 to 63.1
White H 11498 - - - 8.7 8.3 to 9.2 58.4 55.4 to 61.5
Black H 876 - - - 8.0 6.5 to 9.5 81.7 67.2 to 99.5
Asian H 263 - - - 8.4 5.6 to 11.2 69.2 48.8 to 98.1
Other single race H 267 - - - 4.9 2.7 to 7.0 100.0 64.7 to 100.0
Two or more races H 141 - - - 5.0 2.0 to 8.0 66.2 35.9 to 100.0
Hispanic H 631 - - - 4.3 3.0 to 5.6 62.1 45.3 to 85.2
Non-Hispanic H 12309 - - - 8.8 8.4 to 9.2 59.7 56.8 to 62.7
Owner H  13358 - - - 8.5 8.1 to 8.9 60.0 57.2 to 63.1

Renter (cash rent)  0 - - - # # # #
Mailback H 10921 - - - 8.8 8.3 to 9.2 58.5 55.5 to 61.7
Enumerator H 2437 - - - 7.1 6.2 to 8.0 71.0 62.7 to 80.5
Same respondent on both H 9792 - - - 7.7 7.2 to 8.1 56.9 53.5 to 60.4
Different respondent H 3027 - - - 10.7 9.8 to 11.6 65.3 59.9 to 71.2

Table D.29 (CRS question 44n)  No second mortgage or home equity loan – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

No H - 83.0 * -10.6 -11.3 to -9.9 22.9 22.3 to 23.5 65.0 63.3 to 66.7
Blank H - 17.0 * 10.6 9.9 to 11.3 22.9 22.3 to 23.5 65.0 63.3 to 66.7

Aggregate
Total units H 13358 - - - 22.9 22.3 to 23.5 65.0 63.3 to 66.7
White H 11498 - - - 21.8 21.2 to 22.4 62.9 61.1 to 64.8
Black H 876 - - - 27.9 25.4 to 30.3 76.0 69.6 to 83.2
Asian H 263 - - - 17.9 14.0 to 21.8 57.4 46.6 to 71.6
Other single race H 267 - - - 18.0 14.1 to 21.8 66.3 53.9 to 82.4
Two or more races H 141 - - - 20.6 15.0 to 26.2 68.9 53.4 to 90.9
Hispanic H 631 - - - 19.3 16.7 to 21.9 66.5 58.3 to 76.1
Non-Hispanic H 12309 - - - 21.8 21.2 to 22.4 63.1 61.3 to 64.9
Owner H  13358 - - - 22.9 22.3 to 23.5 65.0 63.3 to 66.7
Renter (cash rent)  0 - - - # # # #
Mailback H 10921 - - - 22.3 21.6 to 22.9 63.0 61.2 to 64.9
Enumerator H 2437 - - - 25.8 24.4 to 27.3 74.1 70.1 to 78.5
Same respondent on both H 9792 - - - 21.2 20.5 to 21.9 62.7 60.8 to 64.8
Different respondent H 3027 - - - 24.8 23.5 to 26.1 67.5 64.1 to 71.2



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.30 (CRS question 44b)  On April 1, 2000, how much was your regular monthly payment on all
second or junior mortgages and all home equity loans on THIS property? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $100 H - 5.3 * -5.1 -6.3 to -3.9 5.5 4.4 to 6.8 100.0 80.8 to 100.0
$100 to $199 H - 19.7 * -17.5 -19.8 to -15.3 19.3 17.4 to 21.4 91.4 82.4 to 100.0
$200 to $299 H - 22.4 * -18.1 -20.6 to -15.6 23.9 21.8 to 26.2 96.7 88.5 to 100.0
$300 to $399 H - 18.0 * -12.6 -14.9 to -10.3 20.5 18.6 to 22.7 95.6 86.6 to 100.0
$400 to $499 H - 9.6 -0.3 -2.4 to 1.8 16.3 14.5 to 18.3 94.8 84.6 to 100.0
$500 to $599 H - 6.8 * 2.9 0.9 to 4.8 14.5 12.8 to 16.4 94.8 83.9 to 100.0
$600 to $699 H - 4.0 * 6.5 4.7 to 8.3 12.4 10.9 to 14.2 90.7 79.4 to 100.0
$700 to $799 H - 1.5 * 7.3 5.7 to 8.9 10.0 8.6 to 11.7 98.9 85.0 to 100.0
$800 to $899 H - 1.3 * 6.0 4.5 to 7.4 8.1 6.8 to 9.7 95.5 79.8 to 100.0
$900 to $999 H - 0.4 * 5.0 3.8 to 6.2 5.8 4.7 to 7.1 100.0 81.5 to 100.0
$1,000 to $1,249 H - 1.9 * 10.9 9.0 to 12.8 13.4 11.8 to 15.3 94.0 82.7 to 100.0
$1,250 to $1,499 H - 0.9 * 6.7 5.3 to 8.2 7.7 6.4 to 9.3 92.3 76.9 to 100.0
$1,500 to $1,749 H - 0.7 * 3.6 2.4 to 4.7 4.7 3.7 to 6.0 97.2 76.9 to 100.0
$1,750 to $1,999 H - 0.0 * 2.0 1.3 to 2.9 2.0 1.4 to 2.9 100.0 70.0 to 100.0
$2,000 to $2,499 H - 0.3 * 2.0 1.2 to 2.9 2.6 1.9 to 3.6 100.0 73.3 to 100.0
$2,500 to $2,999 H - 0.4 * 0.7 0.1 to 1.3 1.3 0.8 to 2.0 87.2 55.4 to 100.0
$3,000 to $3,499 H - 0.1 -0.1 -0.4 to 0.1 0.1 0.0 to 0.4 100.0 22.3 to 100.0
$3,500 to $3,999 H - 0.0 * 0.4 0.0 to 0.9 0.4 0.2 to 0.9 100.0 44.9 to 100.0
$4,000 or more H - 0.4 0.5 -0.1 to 1.1 1.3 0.8 to 2.0 100.0 64.0 to 100.0
No regular payment required H - 6.2 -0.7 -2.1 to 0.8 7.8 6.5 to 9.4 71.1 59.2 to 85.3

Aggregate
Total units H 1038 - - - 88.7 87.1 to 90.3 93.7 92.1 to 95.5
White H 937 - - - 88.7 87.0 to 90.4 93.7 92.0 to 95.6
Black H 53 - - - 86.8 79.1 to 94.4 92.1 86.7 to 100.0
Asian 21 - - - ... ... ... ...
Other single race 15 - - - ... ... ... ...
Two or more races 5 - - - ... ... ... ...
Hispanic 36 - - - ... ... ... ...
Non-Hispanic H 995 - - - 88.4 86.8 to 90.1 93.4 91.8 to 95.3
Owner H  1038 - - - 88.7 87.1 to 90.3 93.7 92.1 to 95.5
Renter (cash rent)  0 - - - # # # #
Mailback H 897 - - - 88.4 86.6 to 90.2 93.3 91.6 to 95.3
Enumerator H 141 - - - 90.8 86.8 to 94.8 96.1 92.9 to 100.0
Same respondent on both H 790 - - - 89.4 87.6 to 91.2 94.2 92.5 to 96.3
Different respondent H 231 - - - 87.0 83.4 to 90.7 92.5 89.3 to 97.0



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.31 (CRS question 45)  What were the real estate taxes on THIS property last year? – Unedited,
Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

 Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $200 M - 4.7 * 1.1 0.8 to 1.5 3.9 3.5 to 4.2 39.0 35.5 to 42.8
$200 to $299 H - 3.5 0.0 -0.3 to 0.4 3.8 3.4 to 4.1 55.1 50.1 to 60.6
$300 to $399 H - 4.5 -0.3 -0.7 to 0.1 4.7 4.3 to 5.1 56.4 51.8 to 61.4
$400 to $599 M - 8.8 0.0 -0.5 to 0.5 7.5 7.0 to 8.0 47.0 43.9 to 50.3
$600 to $799 M - 8.9 -0.3 -0.8 to 0.3 7.6 7.1 to 8.1 47.4 44.3 to 50.7
$800 to $999 H - 8.0 -0.2 -0.7 to 0.3 7.3 6.8 to 7.8 50.1 46.8 to 53.6
$1,000 to $1,499 M - 16.4 -0.4 -1.0 to 0.2 11.6 11.0 to 12.2 42.7 40.6 to 44.9
$1,500 to $1,999 M - 11.3 * 0.7 0.1 to 1.2 9.1 8.6 to 9.7 44.3 41.6 to 47.0
$2,000 to $2,999 M - 13.4 -0.2 -0.7 to 0.4 8.2 7.7 to 8.8 35.6 33.4 to 38.0
$3,000 to $3,999 M - 7.0 * -0.6 -1.0 to -0.2 4.9 4.5 to 5.3 39.1 36.0 to 42.5
$4,000 to $4,999 M - 3.5 0.1 -0.2 to 0.4 2.9 2.6 to 3.3 42.9 38.5 to 47.7
$5,000 to $7,499 M - 3.8 -0.1 -0.4 to 0.2 2.5 2.2 to 2.8 34.4 30.6 to 38.7
$7,500 to $9,999 M - 0.9 0.0 -0.1 to 0.2 0.9 0.7 to 1.1 48.1 39.6 to 58.5
$10,000 or more H - 1.0 * 0.3 0.1 to 0.5 1.2 1.0 to 1.4 53.6 45.4 to 63.3
No real estate taxes paid M - 4.2 -0.3 -0.6 to 0.1 3.5 3.2 to 3.9 45.1 40.9 to 49.8

Aggregate
Total units M 7935 - - - 39.8 38.9 to 40.7 44.0 43.0 to 45.0
White M 7117 - - - 39.2 38.2 to 40.1 43.3 42.3 to 44.4
Black H 405 - - - 49.4 45.3 to 53.5 54.4 50.2 to 59.2
Asian M 150 - - - 42.0 35.4 to 48.6 48.2 41.6 to 56.8
Other single race M 137 - - - 42.3 35.4 to 49.3 46.8 40.2 to 55.6
Two or more races M 74 - - - 40.5 31.2 to 49.9 44.5 36.2 to 56.8
Hispanic H 330 - - - 45.8 41.2 to 50.3 50.3 45.8 to 55.8
Non-Hispanic M 7495 - - - 39.4 38.5 to 40.4 43.5 42.5 to 44.6
Owner M  7935 - - - 39.8 38.9 to 40.7 44.0 43.0 to 45.0
Renter (cash rent)  0 - - - # # # #
Mailback M 6830 - - - 39.7 38.7 to 40.7 43.9 42.8 to 45.0
Enumerator M 1105 - - - 40.7 38.3 to 43.2 44.6 42.1 to 47.4
Same respondent on both M 6275 - - - 39.0 38.0 to 40.0 43.0 41.9 to 44.2
Different respondent M 1515 - - - 44.0 41.9 to 46.1 48.4 46.2 to 50.9



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable
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Table D.32 (CRS question 46)  What was the annual payment for fire, hazard, and flood insurance on
THIS property? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $100 H - 0.7 0.1 -0.2 to 0.3 1.3 1.1 to 1.6 89.3 75.4 to 100.0
$100 to $199 H - 3.5 -0.2 -0.5 to 0.2 3.8 3.4 to 4.1 57.5 52.0 to 63.6
$200 to $299 H - 11.6 * 1.1 0.4 to 1.8 12.2 11.5 to 12.8 56.9 54.0 to 60.0
$300 to $399 H - 21.0 * -1.4 -2.2 to -0.5 19.2 18.4 to 20.0 59.1 56.8 to 61.6
$400 to $499 H - 16.2 * -1.0 -1.8 to -0.2 17.9 17.2 to 18.7 67.7 65.0 to 70.6
$500 to $599 H - 10.7 0.6 -0.2 to 1.3 14.2 13.6 to 14.9 72.4 69.1 to 76.0
$600 to $699 H - 9.3 -0.4 -1.1 to 0.3 12.3 11.7 to 13.0 74.9 71.1 to 78.9
$700 to $799 H - 4.6 0.4 -0.1 to 0.9 6.6 6.1 to 7.1 73.0 67.6 to 78.7
$800 to $899 H - 4.1 -0.3 -0.7 to 0.2 5.8 5.3 to 6.2 75.5 69.6 to 81.9
$900 to $999 H - 2.0 0.1 -0.3 to 0.4 2.9 2.6 to 3.3 72.9 65.1 to 81.7
$1,000 to $1,999 H - 7.8 -0.1 -0.7 to 0.4 8.2 7.7 to 8.8 57.6 53.8 to 61.7
$2,000 to $2,999 H - 1.2 0.1 -0.2 to 0.3 1.8 1.6 to 2.1 73.8 63.9 to 85.3
$3,000 to $3,999 H - 0.5 0.0 -0.2 to 0.2 0.7 0.6 to 0.9 75.0 59.9 to 94.0
$4,000 to $4,999 H - 0.1 -0.1 -0.1 to 0.0 0.2 0.1 to 0.3 100.0 62.5 to 100.0
$5,000 to $5,999 H - 0.1 0.0 -0.1 to 0.1 0.1 0.1 to 0.2 81.9 47.6 to 100.0
$6,000 or more H - 0.2 * 0.2 0.0 to 0.3 0.7 0.5 to 0.8 100.0 79.0 to 100.0
No insurace payment H - 6.4 * 1.0 0.4 to 1.5 8.0 7.4 to 8.6 62.0 57.8 to 66.4

Aggregate
Total units H  7142 - - - 57.9 56.9 to 58.9 65.6 64.5 to 66.7
White H  6358 - - - 57.5 56.5 to 58.6 65.3 64.2 to 66.5
Black H  396 - - - 59.3 55.3 to 63.4 66.8 62.6 to 71.8
Asian H  147 - - - 63.9 57.4 to 70.5 71.3 65.0 to 79.5
Other single race H  104 - - - 69.2 61.8 to 76.7 77.3 70.4 to 87.0
Two or more races H  69 - - - 58.0 48.2 to 67.7 66.1 57.2 to 79.5
Hispanic H  296 - - - 62.2 57.5 to 66.8 70.1 65.4 to 75.9
Non-Hispanic H  6748 - - - 57.8 56.8 to 58.8 65.5 64.4 to 66.7
Owner H  7138 - - - 57.9 57.0 to 58.9 65.6 64.6 to 66.7
Renter (cash rent)  1 - - - ... ... ... ...
Mailback H  6170 - - - 57.7 56.7 to 58.7 65.5 64.4 to 66.7
Enumerator H  972 - - - 59.2 56.6 to 61.7 66.4 63.7 to 69.5
Same respondent on both H  5770 - - - 56.6 55.5 to 57.6 64.2 63.0 to 65.4
Different respondent H 1254 - - - 63.6 61.3 to 65.8 71.6 69.2 to 74.2



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined
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Table D.33 (CRS question 47)  What is the value of this property...? – Unedited, Census 2000 
Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $10,000 M - 1.3 * 0.2 0.1 to 0.4 0.9 0.8 to 1.1 32.2 27.2 to 38.2
$10,000 to $14,999 H - 0.9 0.1 -0.1 to 0.3 1.2 1.1 to 1.4 65.0 56.3 to 75.1
$15,000 to $19,999 H - 1.0 0.0 -0.2 to 0.2 1.3 1.1 to 1.5 67.2 58.3 to 77.4
$20,000 to $24,999 H - 1.2 0.2 -0.1 to 0.4 2.0 1.7 to 2.2 79.0 70.5 to 88.6
$25,000 to $29,999 H - 1.5 0.0 -0.2 to 0.3 2.3 2.1 to 2.6 76.6 69.0 to 85.1
$30,000 to $34,999 H - 1.6 * 0.3 0.1 to 0.6 2.5 2.2 to 2.7 72.2 65.2 to 80.0
$35,000 to $39,999 H - 1.7 0.2 -0.1 to 0.4 2.9 2.7 to 3.2 82.1 74.7 to 90.1
$40,000 to $49,999 H - 3.8 * 0.5 0.1 to 0.8 5.0 4.6 to 5.4 64.5 60.1 to 69.3
$50,000 to $59,999 H - 4.9 * 0.5 0.1 to 0.9 6.6 6.2 to 7.0 67.0 63.0 to 71.3
$60,000 to $69,999 H - 5.8 -0.1 -0.5 to 0.4 6.8 6.4 to 7.2 62.7 58.9 to 66.7
$70,000 to $79,999 H - 6.4 -0.1 -0.5 to 0.4 7.2 6.8 to 7.7 61.0 57.5 to 64.8
$80,000 to $89,999 H - 6.5 * 0.5 0.0 to 0.9 7.9 7.4 to 8.3 62.5 59.0 to 66.1
$90,000 to $99,999 H - 6.2 * 0.9 0.4 to 1.3 7.9 7.5 to 8.4 64.2 60.7 to 68.0
$100,000 to $124,999 H - 12.0 0.0 -0.6 to 0.5 11.1 10.6 to 11.6 52.6 50.2 to 55.0
$125,000 to $149,999 H - 9.9 0.1 -0.4 to 0.6 9.9 9.4 to 10.4 55.1 52.4 to 58.0
$150,000 to $174,999 H - 8.4 * -0.8 -1.3 to -0.3 8.6 8.1 to 9.0 58.4 55.3 to 61.7
$175,000 to $199,999 H - 5.4 0.4 -0.1 to 0.8 6.4 6.0 to 6.9 61.1 57.4 to 65.1
$200,000 to $249,999 H - 7.3 * -0.7 -1.1 to -0.3 7.0 6.6 to 7.4 53.7 50.5 to 57.1
$250,000 to $299,999 H - 4.7 * -0.8 -1.1 to -0.4 4.9 4.6 to 5.3 59.6 55.4 to 64.1
$300,000 to $399,999 M - 4.4 * -0.6 -0.9 to -0.3 3.5 3.2 to 3.8 43.9 40.3 to 47.8
$400,000 to $499,999 H - 1.9 * -0.3 -0.6 to -0.1 2.0 1.8 to 2.3 58.6 52.3 to 65.5
$500,000 to $749,999 M - 1.8 * -0.3 -0.5 to -0.1 1.3 1.2 to 1.5 42.3 36.8 to 48.5
$750,000 to $999,999 H - 0.6 0.0 -0.2 to 0.1 0.7 0.6 to 0.8 61.4 50.6 to 74.5
$1,000,000 or more M - 0.8 -0.1 -0.2 to 0.0 0.5 0.4 to 0.6 34.0 27.1 to 42.6

Aggregate
Total units H 10507 - - - 55.2 54.4 to 56.0 59.1 58.2 to 59.9
White H 9230 - - - 54.6 53.8 to 55.5 58.5 57.6 to 59.5
Black H 648 - - - 63.0 59.8 to 66.1 67.7 64.6 to 71.3
Asian H 225 - - - 53.3 47.9 to 58.8 58.1 52.8 to 64.7
Other single race H 212 - - - 53.8 48.1 to 59.4 57.3 51.9 to 63.9
Two or more races H 107 - - - 65.4 57.9 to 73.0 69.2 62.5 to 78.5
Hispanic H 513 - - - 56.3 52.7 to 59.9 60.1 56.5 to 64.2
Non-Hispanic H 9856 - - - 55.1 54.2 to 55.9 58.9 58.0 to 59.8
Owner H  10507 - - - 55.2 54.4 to 56.0 59.1 58.2 to 59.9
Renter (cash rent)  0 - - - # # # #
Mailback H 8705 - - - 55.0 54.2 to 55.9 59.0 58.0 to 59.9
Enumerator H 1802 - - - 56.2 54.3 to 58.1 59.7 57.7 to 61.8
Same respondent on both H 7935 - - - 54.1 53.2 to 55.0 57.8 56.9 to 58.8
Different respondent H 2345 - - - 58.8 57.2 to 60.5 63.0 61.2 to 64.8



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined

... Not sufficient data to compute response error measures                                         U, u Index of inconsistency unstable

D22

Table D.34 (CRS question 48b)  What was the monthly condominium fee on April 1, 2000? – Unedited,
Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $50 U - 1.2 0.3 -0.6 to 1.2 0.9 0.3 to 2.2 u u
$50 to $99 L - 9.5 1.2 -0.2 to 2.6 2.3 1.3 to 4.1 12.7 7.2 to 22.6
$100 to $199 L - 52.6 -2.3 -5.1 to 0.5 9.8 7.4 to 13.0 19.7 14.8 to 26.0
$200 to $299 M - 21.4 1.4 -1.1 to 3.9 7.8 5.7 to 10.7 22.6 16.5 to 31.0
$300 to $399 M - 6.4 -0.9 -2.5 to 0.8 3.2 1.9 to 5.2 28.5 17.4 to 46.6
$400 to $499 L - 3.8 0.9 -0.3 to 2.0 1.4 0.7 to 3.0 18.0 8.8 to 37.0
$500 to $599 H - 1.7 -0.3 -1.6 to 1.0 2.0 1.1 to 3.7 64.7 35.1 to 100.0
$600 to $699 H - 0.9 -0.6 -1.6 to 0.5 1.2 0.5 to 2.6 100.0 45.1 to 100.0
$700 to $799 H - 0.0 0.6 -0.2 to 1.7 0.6 0.2 to 1.7 100.0 33.1 to 100.0
$800 to $899 H - 0.0 0.6 -0.2 to 1.7 0.6 0.2 to 1.7 100.0 33.1 to 100.0
$900 to $999 H - 0.3 -0.3 -1.3 to 0.3 0.3 0.1 to 1.3 100.0 22.3 to 100.0
$1,000 to $1,249 - 0.0 0.0 -0.8 to 0.8 0.0 0.0 to 0.8 # #
$1,250 to $1,499 H - 1.4 -0.9 -2.0 to 0.3 1.4 0.7 to 3.0 72.0 35.1 to 100.0
$1,500 to $1,749 H - 0.3 0.0 -0.8 to 0.8 0.6 0.2 to 1.7 100.0 33.2 to 100.0
$1,750 or more H - 0.6 0.3 -0.8 to 1.4 1.4 0.7 to 3.0 100.0 49.0 to 100.0

Aggregate
Total units M 346 - - - 16.8 13.5 to 20.1 25.0 20.7 to 30.5
White M 308 - - - 14.9 11.6 to 18.3 22.4 18.0 to 28.0
Black 12 - - - ... ... ... ...
Asian 12 - - - ... ... ... ...
Other single race 5 - - - ... ... ... ...
Two or more races 4 - - - ... ... ... ...
Hispanic 21 - - - ... ... ... ...
Non-Hispanic M 321 - - - 16.5 13.1 to 19.9 24.6 20.1 to 30.3
Owner M  346 - - - 16.8 13.5 to 20.1 25.0 20.7 to 30.5
Renter (cash rent)  0 - - - # # # #
Mailback M 311 - - - 17.4 13.8 to 20.9 26.1 21.5 to 32.1
Enumerator 35 - - - ... ... ... ...
Same respondent on both M 299 - - - 14.4 11.0 to 17.7 21.6 17.3 to 27.3
Different respondent 44 - - - ... ... ... ...

Table D.35 (CRS question 49a)  On April 1, 2000, did you have an installment loan or contract on THIS
mobile home? – Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Yes H - 23.7 * 14.1 10.9 to 17.3 26.4 23.9 to 29.4 60.6 54.8 to 67.3
No H - 76.3 * -14.1 -17.3 to -10.9 26.4 23.9 to 29.4 60.6 54.8 to 67.3

Aggregate
Total units H 700 - - - 26.4 23.7 to 29.2 60.6 54.8 to 67.3
White H 612 - - - 26.1 23.2 to 29.1 61.8 55.4 to 69.3
Black 43 - - - ... ... ... ...
Asian 4 - - - ... ... ... ...
Other single race 21 - - - ... ... ... ...
Two or more races 14 - - - ... ... ... ...
Hispanic 35 - - - ... ... ... ...
Non-Hispanic H 652 - - - 27.0 24.1 to 29.9 62.3 56.2 to 69.4
Owner H  667 - - - 27.1 24.3 to 30.0 60.9 55.0 to 67.7
Renter (cash rent)  12 - - - ... ... ... ...
Mailback H 509 - - - 25.5 22.4 to 28.7 58.8 52.0 to 66.7
Enumerator H 191 - - - 28.8 23.4 to 34.2 65.4 54.8 to 79.3
Same respondent on both H 562 - - - 24.4 21.4 to 27.4 56.7 50.4 to 64.2
Different respondent H 123 - - - 35.0 27.9 to 42.0 75.7 62.8 to 93.4



L = Low M = Moderate H=High
* Indicates significance at the 10-percent level - Not applicable               # Estimate is undefined
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Table D.36 (CRS question 49b)  What was the total cost for installment loan payments, personal
property taxed, site rent, registration fees, and license fees on THIS mobile home and its site last year? –
Unedited, Census 2000 

Net difference rate Gross difference rate Index of inconsistency

Census questions and categories

Incon-
sistency

level
Sample

size

Percent
in CRS

category Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval Estimate

90-percent
confidence

interval

Less than $50 H - 1.2 -0.6 -2.5 to 1.3 1.8 0.7 to 4.5 100.0 40.3 to 100.0
$50 to $99 H - 1.8 0.6 -2.1 to 3.3 4.2 2.3 to 7.7 100.0 55.3 to 100.0
$100 to $199 H - 4.8 0.6 -3.3 to 4.5 8.9 5.9 to 13.6 92.9 61.0 to 100.0
$200 to $299 H - 6.5 -3.0 -6.9 to 0.9 8.9 5.9 to 13.6 92.5 60.7 to 100.0
$300 to $399 H - 7.7 -4.2 -8.5 to 0.2 11.3 8.1 to 16.1 100.0 75.3 to 100.0
$400 to $499 H - 3.0 -1.2 -4.1 to 1.7 4.8 2.7 to 8.5 100.0 57.6 to 100.0
$500 to $599 H - 1.8 -1.2 -3.3 to 0.9 2.4 1.1 to 5.3 100.0 45.3 to 100.0
$600 to $699 H - 2.4 -0.6 -3.3 to 2.1 4.2 2.3 to 7.7 100.0 55.3 to 100.0
$700 to $799 H - 0.6 1.2 -0.9 to 3.3 2.4 1.1 to 5.3 100.0 45.3 to 100.0
$800 to $899 - 0.0 0.0 -1.6 to 1.6 0.0 0.0 to 1.6 # #
$900 to $999 U - 1.8 -1.2 -3.6 to 0.4 1.2 0.4 to 3.6 u u
$1,000 to $1,999 H - 11.3 -0.6 -5.6 to 4.4 14.9 11.2 to 20.2 75.9 57.0 to 100.0
$2,000 to $2,999 H - 15.5 -4.8 -9.8 to 0.3 15.5 11.7 to 20.9 67.7 51.1 to 91.2
$3,000 to $3,999 H - 12.5 3.0 -2.2 to 8.1 16.1 12.2 to 21.5 66.7 50.7 to 89.3
$4,000 to $4,999 H - 11.9 -0.6 -5.7 to 4.6 16.1 12.2 to 21.5 78.3 59.5 to 100.0
$5,000 to $5,999 H - 5.4 1.2 -3.0 to 5.4 10.7 7.6 to 15.4 95.6 67.8 to 100.0
$6,000 or more H - 11.9 * 11.3 5.0 to 17.6 24.4 19.8 to 30.7 82.5 66.8 to 100.0

Aggregate
Total units H 168 - - - 73.8 68.2 to 79.4 82.2 76.9 to 89.3
White H 144 - - - 71.5 65.3 to 77.7 80.2 74.3 to 88.1
Black 9 - - - ... ... ... ...
Asian 1 - - - ... ... ... ...
Other single race 5 - - - ... ... ... ...
Two or more races 7 - - - ... ... ... ...
Hispanic 12 - - - ... ... ... ...
Non-Hispanic H 155 - - - 73.5 67.7 to 79.4 82.0 76.5 to 89.5
Owner H  164 - - - 73.2 67.5 to 78.9 81.6 76.1 to 88.8
Renter (cash rent)  3 - - - ... ... ... ...
Mailback H 124 - - - 68.5 61.7 to 75.4 77.2 70.7 to 86.1
Enumerator 44 - - - ... ... ... ...
Same respondent on both H 141 - - - 71.6 65.4 to 77.9 80.2 74.3 to 88.3
Different respondent 22 - - - ... ... ... ...



Intentionally Blank

D24

1



E1

Appendix E
DATA COMPARISON TABLES FOR POPULATION CHARACTERISTICS

All quantities are weighted.

Table E.1 (CRS question 7)  What is (your/...’s) sex? – Unedited, Census 2000 

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 161 19393 9203 10190

     Not reported 52 2 50 22 28

     Reported

Items responses:

19502 159 19343 9181 10162

  1. Male 9287 98 9189 9103 86

  2. Female 10216 62 10154 78 10075

Table E.2 (CRS question 8)  What was (your/...’s) age on April 1, 2000? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5

Total 19554 2191 17363 1465 2786 4639 5823 2650

     Not reported 1946 1750 196 2 3 0 178 13

     Reported

Items responses:

17608 442 17167 1463 2784 4639 5645 2637

  1. 5 yrs. and younger 1485 46 1439 1250 31 51 76 31

  2. 6-15 yrs. 2798 38 2759 202 2523 24 4 7

  3. 16-35 yrs. 4611 69 4542 4 218 4275 33 12

  4. 36-64 yrs. 5948 124 5823 6 7 277 5526 7

  5. 65 yrs. and older 2768 164 2604 2 5 11 5 2580

Table E.3 (CRS question 9.1)  (Are you/Is...) Spanish/Hispanic/Latino? – Unedited, Census 2000 

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 526 19028 1953 17075

   Not reported 108 2 106 4 102

   Reported 19446 523 18922 1949 16973

Item responses:

Yes 1949 47 1902 1750 152

No 17496 476 17020 199 16821
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Table E.4 (CRS question 9.2)  (Are you/Is...) Mexican, Mexican Am., Chicano? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 526 19028 1119 17909

   Not reported 108 2 106 3 103

   Reported 19446 523 18922 1116 17806

Item responses:

Yes 1319 36 1282 997 285

No 18127 487 17640 119 17521

Table E.5 (CRS question 9.3)  (Are you/Is...) Puerto Rican? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 526 19028 219 18809

   Not reported 108 2 106 1 105

   Reported 19446 523 18922 219 18704

Item responses:

Yes 274 7 266 188 78

No 19172 516 18656 31 18625

Table E.6 (CRS question 9.4) (Are you/Is...)  Cuban? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 526 19028 64 18965

   Not reported 108 2 106 1 105

   Reported 19446 523 18922 63 18859

Item responses:

Yes 129 7 122 54 68

No 19317 517 18800 9 18791

Table E.7 (CRS question 9.5)  (Are you/Is...) other Spanish/Hispanic/Latino? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 526 19028 521 18508

   Not reported 108 2 106 3 103

   Reported 19446 523 18922 517 18405

Item responses:

Yes 543 23 520 306 214

No 18903 500 18402 212 18190
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Table E.8 (CRS question 9)  (Are you/Is...) Mexican, Puerto Rican, Cuban, or of another Hispanic or
Latino group? – Edited, Census 2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7 8

Total 19554 553 19001 17087 1104 214 60 467 2 15 51

   Not reported 123 2 121 101 17 0 0 2 0 0 1

   Reported 19431 551 18880 16986 1087 214 60 465 2 15 50

Item responses:

1. Non- Hispanic 17351 484 16868 16751 36 14 2 41 2 0 22

2. Mexican 1175 29 1146 53 975 2 0 101 0 3 12

3. Puerto Rican 207 2 205 9 3 180 0 10 0 3 0

4. Cuban 75 2 74 6 0 0 58 9 0 0 1

5. Other Spanish/Hispanic 407 21 386 41 44 1 0 285 0 4 12

6. Multiple non-Hispanic 1 0 1 1 0 0 0 0 0 0 0

7. Multiple Hispanic 38 2 37 0 10 7 0 11 0 5 2

8. Mixed non-Hispanic/Hispanic 176 12 164 126 19 10 0 8 0 0 2

Table E.9 (CRS question 10.1)  (Do you/does...) consider (yourself/himself/herself) to be White? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 15620 3517

   Not reported 86 6 79 55 24

   Reported 19468 411 19057 15565 3493

Item responses:

Yes 16203 290 15913 15215 699

No 3266 122 3144 350 2794

Table E.10 (CRS question 10.2)  (Do you/does...) consider (yourself/himself/herself) to be Black, African
Am., or Negro? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 1974 17163

   Not reported 86 6 79 11 68

   Reported 19468 411 19057 1963 17095

Item responses:

Yes 2076 26 2051 1894 156

No 17392 385 17007 69 16938
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Table E.11 (CRS question 10.3)  (Do you/does...) consider (yourself/himself/herself) to be American
Indian or Alaska Native? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 246 18891

   Not reported 86 6 79 1 79

   Reported 19468 411 19057 245 18812

Item responses:

Yes 308 4 304 124 180

No 19161 407 18754 121 18632

Table E.12 (CRS question 10.4)  (Do you/does...) consider (yourself/himself/herself) to be Asian Indian? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 100 19037

   Not reported 86 6 79 3 77

   Reported 19468 411 19057 97 18960

Item responses:

Yes 106 2 104 68 36

No 19363 409 18953 29 18924

Table E.13 (CRS question 10.5)  (Do you/does...) consider (yourself/himself/herself) to be Chinese? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 145 18992

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 145 18912

Item responses:

Yes 168 3 165 122 44

No 19300 408 18892 24 18869

Table E.14 (CRS question 10.6)  (Do you/does...) consider (yourself/himself/herself) to be Filipino? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 179 18958

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 179 18879

Item responses:

Yes 198 6 192 161 31

No 19271 405 18865 18 18848
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Table E.15 (CRS question 10.7)  (Do you/does...) consider (yourself/himself/herself) to be Japanese? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 62 19075

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 62 18996

Item responses:

Yes 72 2 70 48 22

No 19397 409 18987 14 18973

Table E.16 (CRS question 10.8)  (Do you/does...) consider (yourself/himself/herself) to be Korean? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 63 19073

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 63 18994

Item responses:

Yes 79 2 78 59 19

No 19389 409 18980 5 18975

Table E.17 (CRS question 10.9)  (Do you/does...) consider (yourself/himself/herself) to be Vietnamese? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 61 19076

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 61 18997

Item responses:

Yes 69 0 69 48 21

No 19399 411 18988 12 18976

Table E.18 (CRS question 10.10)  (Do you/does...) consider (yourself/himself/herself) to be Other Asian? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 88 19049

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 88 18969

Item responses:

Yes 131 5 126 57 69

No 19337 406 18932 32 18900
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Table E.19 (CRS question 10.11)  (Do you/does...) consider (yourself/himself/herself) to be Native
Hawaiian? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 29 19108

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 29 19028

Item responses:

Yes 34 2 32 15 17

No 19435 409 19025 14 19011

Table E.20 (CRS question 10.12)  (Do you/does...) consider (yourself/himself/herself) to be
Guamanian/Chamorro? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 4 19133

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 4 19054

Item responses:

Yes 23 0 23 0 23

No 19446 411 19035 4 19031

Table E.21 (CRS question 10.13)  (Do you/does...) consider (yourself/himself/herself) to be Samoan? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 7 19130

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 7 19051

Item responses:

Yes 26 0 26 1 25

No 19443 411 19031 6 19026

Table E.22 (CRS question 10.14)  (Do you/does...) consider (yourself/himself/herself) to be Other Pacific
Islander? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 23 19114

   Not reported 86 6 79 0 79

   Reported 19468 411 19057 23 19035

Item responses:

Yes 48 0 48 9 39

No 19421 411 19010 14 18996
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Table E.23 (CRS question 10.15)  (Do you/does...) consider (yourself/himself/herself) to be Some other
race? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported Yes No

Total 19554 417 19137 704 18432

   Not reported 86 6 79 6 73

   Reported 19468 411 19057 698 18359

Item responses:

Yes 645 81 564 174 390

No 18824 330 18494 524 17969

Table E.24 (CRS question 10)  Which race or races (do you/does...) consider (yourself/himself/herself) to
be? – Edited, Census 2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7

Total 19554 422 19132 15388 1904 121 574 26 718 402

   Not reported 94 7 88 59 12 0 5 0 10 2

   Reported 19460 415 19044 15329 1892 121 569 26 708 400

Item responses:

1. White 15859 286 15572 14858 25 25 12 3 470 179

2. Black 1902 22 1880 18 1804 4 3 2 16 34

3. American Indian or Alaska Native 111 2 109 21 0 71 0 0 3 14

4. Asian 588 16 572 8 3 0 530 1 2 28

5. Native Hawaiian or Pacific Islander 23 0 23 2 0 0 0 14 0 7

6. Some other race 512 74 438 205 7 3 2 2 197 21

7. Two or more races 464 14 451 216 53 17 22 5 20 117

Table E.25 (CRS question 11)  What was (your/...’s) marital status on April 1, 2000? – Unedited, Census
2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5

Total 19554 994 18560 8905 1074 1390 271 6920

     Not reported 168 17 151 62 7 21 3 58

     Reported

Item responses:

19386 977 18410 8843 1067 1369 268 6862

  1. Now married 9154 327 8827 8654 10 39 33 91

  2. Widowed 1122 41 1081 17 1017 33 3 12

  3. Divorced 1392 76 1316 33 21 1192 36 34

  4. Separated 271 21 251 38 5 29 170 9

  5. Never married 7446 511 6935 101 14 76 27 6717
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Table E.26 (CRS question 12a)  At any time between February 1, 2000, and April 1, 2000, (were
you/was...) attending regular school or college? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3

Total 19554 2254 17300 12909 3760 630

     Not reported 923 603 319 266 40 14

     Reported

Items responses:

18631 1651 16981 12644 3721 616

  1. No, was not attending between February 1 and April 1 14108 1271 12837 12401 324 113

  2. Yes, public school or public college 3906 319 3587 176 3295 115

  3. Yes, private school or private college 617 60 557 67 102 388

Table E.27 (CRS question 12b) What grade or level (were you/was...) attending? – Unedited, Census 2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7

Total 19554 13759 5795 274 272 1081 1247 1714 898 308

     Not reported 15035 13156 1878 89 32 79 193 786 476 224

     Reported

Items responses:

4519 603 3916 185 240 1002 1055 929 421 85

  1. Nursery school, preschool 232 61 171 159 12 0 0 0 0 0

  2. Kindergarten 259 26 233 24 192 16 1 0 0 0

  3. Grade 1 to grade 4 1066 77 989 2 34 929 19 5 0 0

  4. Grade 5 to grade 8 1157 85 1072 0 2 55 1000 15 0 0

  5. Grade 9 to grade 12 1081 155 925 0 0 3 34 887 1 0

  6. College undergraduate years 588 144 444 0 0 0 0 22 404 18

  7. Graduate or professional school 137 55 82 0 0 0 0 0 16 66
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Table E.28 (CRS question 13)  What was the highest degree or level of school (you/...) had COMPLETED
as of April 1, 2000? – Unedited, Census 2000

Reinterview classification

Census classification

Total
Not

 reported Reported 1 2 3 4 5 6 7

Total 19554 2331 17223 744 1456 726 975 560 604 598

     Not reported 1110 636 474 26 26 16 25 15 24 12

     Reported

Items responses:

18444 1694 16750 718 1429 711 950 545 580 585

  1. No schooling completed 738 234 504 368 127 3 1 0 2 0

  2. Nursery school to 4th grade 1726 180 1546 251 1192 72 14 4 3 0

  3. 5th grade or 6th grade 754 78 676 26 79 465 76 11 2 1

  4. 7th grade or 8th grade 1111 121 990 26 12 147 653 91 16 5

  5. 9th grade 560 52 509 12 3 0 120 254 67 14

  6. 10th grade 670 92 578 12 2 7 42 120 283 62

  7. 11th grade 690 76 614 3 0 2 11 26 118 313

  8. 12th grade––no diploma 290 19 272 3 3 3 5 5 9 57

  9. High School Graduate 4811 385 4425 14 7 9 27 29 73 122

10. Some college credit, but less than 1 year 793 54 740 0 0 0 2 1 2 3

11. 1 or more years of college, but no degree 2166 141 2025 1 0 1 0 3 7 9

12. Associate degree 912 53 859 0 1 0 0 1 0 0

13. Bachelors degree 2128 152 1975 0 0 0 0 0 0 0

14. Masters degree 768 39 730 0 2 0 0 1 0 0

15. Professional degree 198 13 185 1 0 0 0 0 0 0

16. Doctorate degree 128 6 122 0 0 0 0 0 0 0
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Table E.28 (CRS question 13)  What was the highest degree or level of school (you/...) had COMPLETED
as of April 1, 2000? – Unedited, Census 2000 – Con. 

Reinterview classification

Census classification–Con.

8 9 10 11 12 8 14 15 16

Total 520 4078 1060 1966 917 1946 724 240 109

     Not reported 14 106 38 65 33 44 20 6 3

     Reported

Items responses:

506 3972 1023 1901 885 1902 704 234 105

  1. No schooling completed 0 1 1 0 0 2 0 0 0

  2. Nursery school to 4h grade 4 3 0 2 0 0 0 0 0

  3. 5th grade or 6th grade 1 12 3 0 0 0 0 0 0

  4. 7th grade or 8th grade 12 21 2 1 1 0 1 1 0

  5. 9th grade 12 26 0 0 0 0 0 0 0

  6. 10th grade 22 24 2 1 2 1 0 0 0

  7. 11th grade 87 46 5 2 0 2 0 0 0

  8. 12th grade––no diploma 49 110 18 6 2 2 0 0 0

  9. High School Graduate 272 3236 330 236 39 24 1 6 0

10. Some college credit, but less than 1 year 7 184 284 200 34 16 3 3 0

11. 1 or more years of college, but no degree 27 231 330 1177 158 69 1 10 0

12. Associate degree 5 48 33 169 556 35 3 7 2

13. Bachelors degree 7 21 13 99 86 1672 48 27 3

14. Masters degree 1 5 1 3 2 65 632 15 3

15. Professional degree 0 3 0 2 3 14 12 130 19

16. Doctorate degree 0 0 0 2 2 2 4 34 78
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Table E.29 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000
(Single responses only)

Reinterview  classification

Census classification

Total

Not

reported Reported 1 2 3 4 5 6 7 8 9 10

Total 19554 8613 10941 23 25 15 22 50 28 107 656 27 116

   Not reported 5628 3738 1890 1 5 0 3 8 3 21 202 5 25

   Reported 13926 4875 9051 22 20 15 19 43 25 86 454 22 91

Item responses:

1. Armenian 29 5 24 21 0 0 0 0 0 0 0 0 0

2. Austrian 28 12 15 0 12 0 0 0 0 0 0 0 0

3. Belgian 24 7 17 0 0 13 0 0 0 0 0 0 0

4. Canadian 28 7 22 0 0 0 9 0 0 0 2 0 0

5. Czech 91 35 56 0 0 1 0 38 0 0 2 0 0

6. Danish 47 17 30 0 0 0 0 0 21 0 3 0 0

7. Dutch 143 63 80 0 0 0 0 0 0 65 1 0 0

8. English 1115 514 602 0 0 0 2 1 0 4 273 0 2

9. Finnish 36 13 23 0 0 0 0 0 0 0 0 19 0

10. French (except Basque) 259 125 133 0 0 0 0 0 0 0 2 0 58

11. French Canadian 69 21 49 0 0 0 0 0 0 0 2 0 10

12. German 2004 827 1177 0 2 0 2 1 1 10 23 0 2

13. Greek 49 9 40 0 0 0 0 0 0 0 0 0 0

14. Haitian 39 7 33 0 0 0 0 0 0 0 0 0 0

15. Hungarian 49 15 34 0 0 0 0 0 0 0 0 0 0

16. Irish 1069 499 570 0 0 0 0 0 0 1 22 0 1

17. Iranian 14 2 12 0 0 0 0 0 0 0 0 0 0

18. Italian 620 199 421 0 0 0 0 0 0 0 1 0 1

19. Jamaican 38 3 35 0 0 0 0 0 0 0 0 0 0

20. Lebanese 19 3 16 1 0 0 0 0 0 0 0 0 0

21. Lithuanian 30 9 21 0 0 0 0 0 0 0 0 0 0

22. Norwegian 192 77 116 0 0 0 0 0 1 1 0 0 0

23. Polish 320 108 212 0 1 0 0 0 0 0 0 0 0

24. Portuguese 65 27 38 0 0 0 0 0 0 0 1 0 0

25. Pennsylvania German 30 15 15 0 0 0 0 0 0 0 0 0 0

26. Romanian 14 5 9 0 0 0 0 0 0 0 0 0 0

27. Russian 128 42 87 0 0 0 0 0 0 0 0 0 0

28. Scotch-Irish 198 86 113 0 1 0 0 0 0 0 4 0 0

29. Scottish 227 122 105 0 0 0 2 0 0 1 4 0 0

30. Slovak 29 9 20 0 0 0 0 0 0 0 0 0 0

31. Subsaharan African 101 30 72 0 0 0 0 0 0 0 0 0 0

32. Swedish 128 47 81 0 0 0 0 0 0 0 1 2 0

33. Swiss 17 10 7 0 0 0 0 0 0 0 0 0 0

34. Ukrainian 40 9 31 0 0 0 0 0 0 0 0 0 0

35. United States or American 1473 752 721 0 1 0 4 2 0 0 58 0 10

36. Welsh 33 13 21 0 0 0 0 0 0 0 1 0 0

37. Yugoslavian 31 3 28 0 0 0 0 0 0 0 0 0 0

Race or Hispanic origin groups:

38. Afro-American 1561 295 1266 0 0 0 0 0 0 0 0 0 3

39. American Indian 201 89 111 0 0 0 0 0 0 0 4 0 1

40. Chinese 123 23 101 0 0 0 0 0 0 0 0 0 0

41. Colombian 30 3 27 0 0 0 0 0 0 0 0 0 0

42. Cuban 64 15 50 0 0 0 0 0 0 0 0 0 0

43. Dominican 48 7 41 0 0 0 0 0 0 0 0 0 0

44. Ecuadorian 31 8 22 0 0 0 0 0 0 0 0 0 0

45. Filipino 151 25 127 0 0 0 0 0 0 0 0 0 0

46. Guatemalan 25 2 24 0 0 0 0 0 0 0 0 0 0

47. Hispanic 83 21 62 0 0 0 0 0 0 0 0 0 0

48. Honduran 23 4 19 0 0 0 0 0 0 0 0 0 0

49. Japanese 48 9 39 0 0 0 0 0 0 0 0 0 0

50. Korean 64 6 58 0 0 0 0 0 0 0 0 0 0

51. Mexican 1108 151 957 0 0 0 0 0 0 0 0 0 0

52. Puerto Rican 168 34 134 0 0 0 0 0 0 0 0 0 0

53. Salvadoran 39 6 33 0 0 0 0 0 0 0 0 0 0

54. Spanish 125 23 102 0 0 0 0 0 0 0 0 0 0

55. Vietnamese 60 8 52 0 0 0 0 0 0 0 0 0 0

56. White 108 48 59 0 0 0 0 0 0 0 12 0 0

57. Other groups 904 286 618 0 4 0 0 0 2 3 29 0 2

58. Unclassified 132 63 68 0 0 0 0 0 0 0 9 0 0
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Table E.29 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000
(Single responses only) – Con.

Reinterview classification

Census classification–Con.

11 12 13 14 15 16 17 18 19 20 21 22
Total 101 1301 40 32 44 623 14 491 42 14 20 140

   Not reported 22 264 0 0 8 151 1 70 2 0 0 19

   Reported 79 1037 40 32 36 473 12 421 41 14 20 120

Item responses:

1. Armenian 0 0 0 0 0 0 0 1 0 0 0 0

2. Austrian 0 0 0 0 0 0 0 0 0 0 0 0

3. Belgian 0 2 0 0 0 0 0 0 0 0 0 0

4. Canadian 2 1 0 0 0 2 0 0 0 0 0 0

5. Czech 0 2 0 0 0 0 0 0 0 0 0 0

6. Danish 0 0 0 0 0 0 0 0 0 0 0 3

7. Dutch 1 1 0 0 0 1 0 0 0 0 0 0

8. English 3 28 0 0 0 16 0 3 0 0 0 1

9. Finnish 0 1 0 0 0 0 0 0 0 0 0 0

10. French (except Basque) 34 3 0 0 0 0 0 1 0 0 0 1

11. French Canadian 29 0 0 0 0 0 0 0 0 0 0 0

12. German 1 897 0 0 0 11 0 6 0 0 0 5

13. Greek 0 0 37 0 0 0 0 0 0 0 0 0

14. Haitian 0 0 0 32 0 0 0 0 0 0 0 0

15. Hungarian 0 0 0 0 27 0 0 0 0 0 0 0

16. Irish 0 13 1 0 0 365 0 5 0 0 0 2

17. Iranian 0 0 0 0 0 0 10 0 0 0 0 0

18. Italian 2 2 0 0 0 2 0 385 0 0 0 0

19. Jamaican 0 0 0 0 0 0 0 0 29 0 0 0

20. Lebanese 0 0 0 0 0 0 0 0 0 12 0 0

21. Lithuanian 0 0 0 0 0 0 0 0 0 0 15 0

22. Norwegian 0 0 0 0 0 0 0 0 0 0 0 101

23. Polish 0 4 0 0 0 0 0 1 0 0 1 0

24. Portuguese 0 0 0 0 0 0 0 0 0 0 0 0

25. Pennsylvania German 0 7 0 0 0 0 0 0 0 0 0 1

26. Romanian 0 0 0 0 0 0 0 0 0 0 0 0

27. Russian 0 3 0 0 0 2 0 0 0 0 1 0

28. Scotch-Irish 0 0 0 0 0 19 0 0 0 0 1 0

29. Scottish 0 2 0 0 0 7 0 0 0 0 0 0

30. Slovak 0 0 0 0 0 2 0 0 0 0 0 0

31. Subsaharan African 0 0 0 0 0 0 0 0 0 0 0 0

32. Swedish 0 0 0 0 0 0 0 1 0 0 0 2

33. Swiss 0 0 0 0 0 0 0 0 0 0 0 0

34. Ukrainian 0 0 0 0 0 0 0 0 0 0 1 0

35. United States or American 4 51 0 0 6 32 2 9 0 0 0 2

36. Welsh 0 0 0 0 0 2 0 0 0 0 0 0

37. Yugoslavian 0 0 0 0 0 0 0 0 0 0 0 0

Race or Hispanic origin groups:

38. Afro-American 0 0 0 0 0 0 0 0 5 0 0 0

39. American Indian 0 2 0 0 1 2 0 0 0 0 0 0

40. Chinese 0 0 0 0 0 0 0 0 0 0 0 0

41. Colombian 0 0 0 0 0 0 0 0 0 0 0 0

42. Cuban 0 0 0 0 0 0 0 0 0 0 0 0

43. Dominican 0 0 0 0 0 0 0 0 0 0 0 0

44. Ecuadorian 0 0 0 0 0 0 0 0 0 0 0 0

45. Filipino 0 0 0 0 0 0 0 0 0 0 0 0

46. Guatemalan 0 0 0 0 0 0 0 0 0 0 0 0

47. Hispanic 0 0 0 0 0 0 0 0 0 0 0 0

48. Honduran 0 0 0 0 0 0 0 0 0 0 0 0

49. Japanese 0 0 0 0 0 0 0 0 0 0 0 0

50. Korean 0 0 0 0 0 0 0 0 0 0 0 0

51. Mexican 1 0 0 0 2 0 0 0 0 0 0 0

52. Puerto Rican 0 0 0 0 0 0 0 0 0 0 0 0

53. Salvadoran 0 0 0 0 0 0 0 0 0 0 0 0

54. Spanish 0 0 0 0 0 0 0 0 0 0 0 0

55. Vietnamese 0 0 0 0 0 0 0 0 0 0 0 0

56. White 0 1 0 0 0 8 0 4 0 1 0 0

57. Other groups 2 11 2 0 0 3 0 3 7 0 1 3

58. Unclassified 0 6 0 0 0 0 1 2 0 0 0 0
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Table E.29 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000
(Single responses only) – Con.

Reinterview classification

Census classification–Con.

23 24 25 26 27 28 29 30 31 32 33 34
Total 265 33 14 10 79 135 111 26 87 108 12 41

   Not reported 46 5 5 1 9 21 25 2 7 20 3 2

   Reported 218 28 9 10 70 115 86 24 80 88 10 39

Item responses:

1. Armenian 0 0 0 0 0 0 0 0 0 0 0 0

2. Austrian 1 0 0 0 0 0 0 1 0 0 0 0

3. Belgian 0 0 0 0 0 0 0 0 0 0 0 0

4. Canadian 0 0 0 0 0 0 0 0 0 0 0 0

5. Czech 3 0 0 0 0 0 0 5 0 0 0 0

6. Danish 0 0 0 0 0 0 0 0 0 0 0 0

7. Dutch 0 0 0 0 0 0 0 0 0 0 0 0

8. English 1 0 0 0 2 7 5 0 0 2 0 2

9. Finnish 0 0 0 0 0 0 0 0 0 2 0 0

10. French (except Basque) 0 0 0 0 0 0 0 0 0 0 1 0

11. French Canadian 0 0 0 0 0 0 2 0 0 0 0 0

12. German 6 0 5 0 1 0 2 0 0 0 1 1

13. Greek 0 0 0 0 0 0 0 1 0 0 0 0

14. Haitian 0 0 0 0 0 0 0 0 0 0 0 0

15. Hungarian 0 0 0 0 0 0 0 0 0 0 0 0

16. Irish 0 0 0 0 0 21 6 0 0 1 0 0

17. Iranian 0 0 0 0 0 0 0 0 0 0 0 0

18. Italian 1 0 0 0 0 0 0 0 1 0 0 0

19. Jamaican 0 0 0 0 0 0 0 0 0 0 0 0

20. Lebanese 0 0 0 0 0 0 0 0 0 0 0 0

21. Lithuanian 2 0 0 0 0 0 0 1 0 0 0 0

22. Norwegian 0 0 0 0 0 0 0 0 0 0 0 0

23. Polish 190 0 0 0 3 0 0 0 0 0 0 0

24. Portuguese 0 27 0 0 0 0 0 0 2 0 0 0

25. Pennsylvania German 0 0 3 0 0 0 0 0 0 0 0 0

26. Romanian 0 0 0 7 0 0 0 0 0 0 0 0

27. Russian 0 0 0 0 56 0 1 0 0 1 0 2

28. Scotch-Irish 0 0 0 0 0 57 5 0 0 0 0 0

29. Scottish 0 0 0 0 0 16 52 0 0 0 0 0

30. Slovak 1 0 0 0 0 0 0 14 0 0 0 1

31. Subsaharan African 0 0 0 0 0 0 0 0 26 0 0 0

32. Swedish 0 0 0 0 0 0 0 0 0 64 0 0

33. Swiss 0 0 0 0 0 0 0 0 0 0 7 0

34. Ukrainian 0 0 0 0 0 0 0 0 0 0 0 30

35. United States or American 6 1 0 1 1 9 8 0 2 8 1 0

36. Welsh 0 0 0 0 0 0 0 0 0 0 0 0

37. Yugoslavian 2 0 0 0 0 0 0 1 0 0 0 0

Race or Hispanic origin groups:

38. Afro-American 0 0 0 0 0 0 0 0 44 0 0 0

39. American Indian 0 0 0 0 0 0 0 0 0 0 0 0

40. Chinese 0 0 0 0 0 0 0 0 0 0 0 0

41. Colombian 0 0 0 0 0 0 0 0 0 0 0 0

42. Cuban 0 0 0 0 0 0 0 0 1 0 0 0

43. Dominican 0 0 0 0 0 0 0 0 0 0 0 0

44. Ecuadorian 0 0 0 0 0 0 0 0 0 0 0 0

45. Filipino 0 0 0 0 0 0 0 0 0 0 0 0

46. Guatemalan 0 0 0 0 0 0 0 0 0 0 0 0

47. Hispanic 0 0 0 0 0 0 0 0 0 0 0 0

48. Honduran 0 0 0 0 0 0 0 0 2 0 0 0

49. Japanese 0 0 0 0 0 0 0 0 0 0 0 0

50. Korean 0 0 0 0 0 0 0 0 0 0 0 0

51. Mexican 0 0 0 0 0 0 0 0 0 0 0 0

52. Puerto Rican 0 0 0 0 0 0 0 0 0 0 0 0

53. Salvadoran 0 0 0 0 0 0 0 0 0 0 0 0

54. Spanish 0 0 0 0 0 0 0 0 0 0 0 0

55. Vietnamese 0 0 0 0 0 0 0 0 0 0 0 0

56. White 2 0 0 0 0 3 1 0 0 0 0 0

57. Other groups 5 0 0 2 6 2 3 1 4 10 0 2

58. Unclassified 0 0 0 0 1 0 0 0 0 0 0 1
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Table E.29 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000
(Single responses only) – Con.

Reinterview classification

Census classification–Con.

35 36 37 38 39 40 41 42 43 44 45 46
Total 1502 26 30 1362 112 97 28 45 45 23 135 32

   Not reported 482 11 3 81 29 2 0 2 0 1 8 0

   Reported 1019 15 27 1281 83 94 28 43 45 22 127 32

Item responses:

1. Armenian 0 0 0 0 0 0 0 0 0 0 0 0

2. Austrian 1 0 0 0 0 0 0 0 0 0 0 0

3. Belgian 3 0 0 0 0 0 0 0 0 0 0 0

4. Canadian 3 0 0 1 0 0 0 0 0 0 0 0

5. Czech 3 0 0 0 0 0 0 0 0 0 0 0

6. Danish 0 0 0 0 0 0 0 0 0 0 0 0

7. Dutch 8 0 0 0 0 0 0 0 0 0 0 0

8. English 185 2 1 3 1 1 0 0 0 0 0 0

9. Finnish 0 0 0 0 0 0 0 0 0 0 0 0

10. French (except Basque) 20 0 0 2 0 0 0 0 0 0 1 0

11. French Canadian 4 0 0 0 0 0 0 0 0 0 0 0

12. German 147 0 0 1 0 0 0 0 0 0 1 0

13. Greek 0 0 0 0 0 0 0 0 0 0 0 0

14. Haitian 0 0 0 0 0 0 0 0 0 0 0 0

15. Hungarian 3 1 0 0 0 0 0 0 0 0 0 0

16. Irish 82 1 0 3 0 0 0 0 0 0 0 0

17. Iranian 0 0 0 0 0 0 0 0 0 0 0 0

18. Italian 15 0 0 0 2 0 0 0 0 0 0 0

19. Jamaican 2 0 0 3 0 0 0 0 0 0 0 0

20. Lebanese 2 0 0 0 0 0 0 0 0 0 0 0

21. Lithuanian 1 0 0 0 0 0 0 0 0 0 0 0

22. Norwegian 6 0 0 0 0 0 0 0 0 0 0 0

23. Polish 5 0 0 0 0 0 0 0 0 0 0 0

24. Portuguese 2 0 0 0 0 0 0 0 0 0 0 0

25. Pennsylvania German 3 0 0 0 0 0 0 0 0 0 0 0

26. Romanian 0 0 2 0 0 0 0 0 0 0 0 0

27. Russian 4 0 0 0 0 0 0 0 0 0 0 0

28. Scotch-Irish 14 0 0 0 2 0 0 0 0 0 0 0

29. Scottish 10 0 0 2 0 0 0 0 0 0 0 0

30. Slovak 0 0 0 0 0 0 0 0 0 0 0 0

31. Subsaharan African 1 0 0 44 0 0 0 0 0 0 0 0

32. Swedish 10 0 0 0 0 0 0 0 0 0 0 0

33. Swiss 0 0 0 0 0 0 0 0 0 0 0 0

34. Ukrainian 0 0 0 0 0 0 0 0 0 0 0 0

35. United States or American 318 1 0 40 12 0 0 2 0 0 0 0

36. Welsh 3 10 0 0 1 0 0 0 0 0 0 0

37. Yugoslavian 0 0 23 0 0 0 0 0 0 0 0 0

Race or Hispanic origin groups:

38. Afro-American 31 0 0 1160 2 0 0 0 1 0 0 0

39. American Indian 15 0 0 5 49 0 0 0 0 0 0 0

40. Chinese 1 0 0 0 0 84 0 0 0 0 0 0

41. Colombian 0 0 0 0 0 0 24 0 0 0 0 0

42. Cuban 0 0 0 0 0 0 1 41 0 0 0 0

43. Dominican 0 0 0 0 0 0 0 0 38 0 0 0

44. Ecuadorian 0 0 0 0 0 0 0 0 0 21 0 0

45. Filipino 0 0 0 0 0 2 0 0 0 0 118 0

46. Guatemalan 0 0 0 0 0 0 0 0 0 0 0 22

47. Hispanic 0 0 0 0 0 0 0 1 0 0 0 2

48. Honduran 0 0 0 0 0 0 0 0 0 0 0 0

49. Japanese 0 0 0 2 0 0 0 0 0 0 0 0

50. Korean 0 0 0 0 0 0 0 0 0 0 0 0

51. Mexican 16 0 0 2 1 0 0 0 0 0 0 0

52. Puerto Rican 2 0 0 0 0 0 1 0 0 0 0 0

53. Salvadoran 0 0 0 0 0 0 0 0 0 0 0 0

54. Spanish 1 0 0 0 0 0 0 0 4 0 1 8

55. Vietnamese 0 0 0 0 0 1 0 0 0 0 0 0

56. White 15 0 0 0 0 0 0 0 0 0 0 0

57. Other groups 60 0 2 7 11 7 2 0 0 1 5 0

58. Unclassified 24 0 0 5 2 0 0 0 2 0 0 0
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Table E.29 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000
(Single responses only) – Con.

Reinterview classification

Census classification–Con.

47 48 49 50 51 52 53 54 55 56 57 58
Total 123 23 43 59 924 156 36 89 53 202 767 177

   Not reported 7 1 2 1 23 12 0 5 0 55 125 82

   Reported 116 22 41 58 901 144 36 84 53 147 642 95

Item responses:

1. Armenian 0 0 0 0 0 0 0 0 0 1 1 0

2. Austrian 0 0 0 0 0 0 0 0 0 0 0 0

3. Belgian 0 0 0 0 0 0 0 0 0 0 0 0

4. Canadian 0 0 0 0 0 0 0 0 0 0 3 0

5. Czech 0 0 0 0 0 0 0 0 0 1 1 0

6. Danish 0 0 0 0 0 1 0 0 0 0 0 2

7. Dutch 0 0 0 0 0 0 0 0 0 1 1 0

8. English 0 0 0 0 0 0 0 0 0 14 36 8

9. Finnish 0 0 0 0 0 0 0 0 0 0 1 0

10. French (except Basque) 0 0 0 0 0 0 0 0 0 2 5 3

11. French Canadian 0 0 0 0 0 0 0 0 0 0 2 0

12. German 0 0 0 0 1 0 0 0 0 11 27 9

13. Greek 0 0 0 0 0 0 0 0 0 0 0 2

14. Haitian 0 0 0 0 0 0 0 0 0 0 0 0

15. Hungarian 0 0 0 0 0 0 0 0 0 0 3 0

16. Irish 0 0 0 0 1 1 0 0 0 26 5 13

17. Iranian 0 0 0 0 0 0 0 0 0 0 2 0

18. Italian 0 0 0 0 1 0 0 0 0 3 3 3

19. Jamaican 0 0 0 0 0 0 0 0 0 0 1 0

20. Lebanese 0 0 0 0 0 0 0 0 0 0 2 0

21. Lithuanian 0 0 0 0 0 0 0 0 0 0 1 0

22. Norwegian 0 0 0 0 0 0 0 0 0 0 5 2

23. Polish 0 0 0 0 0 0 0 0 0 2 3 3

24. Portuguese 0 0 0 0 0 2 0 0 0 0 5 0

25. Pennsylvania German 0 0 0 0 0 0 0 0 0 0 0 0

26. Romanian 0 0 0 0 0 0 0 0 0 0 0 0

27. Russian 0 0 0 0 0 0 0 0 0 0 16 0

28. Scotch-Irish 0 0 0 0 0 0 0 0 0 5 6 0

29. Scottish 0 0 0 0 0 0 0 0 0 3 3 2

30. Slovak 0 0 0 0 0 0 0 0 0 0 2 0

31. Subsaharan African 0 0 0 0 0 0 0 0 0 0 1 0

32. Swedish 0 0 0 0 0 0 0 0 0 0 1 1

33. Swiss 0 0 0 0 0 0 0 0 0 0 0 0

34. Ukrainian 0 0 0 0 0 0 0 0 0 0 0 0

35. United States or American 2 1 3 0 2 1 0 1 0 42 45 32

36. Welsh 0 0 0 0 0 0 0 0 0 2 1 0

37. Yugoslavian 0 0 0 0 0 0 0 0 0 1 2 0

Race or Hispanic origin groups:

38. Afro-American 0 0 0 1 0 0 0 2 0 0 10 5

39. American Indian 0 0 0 0 0 0 0 0 0 6 28 0

40. Chinese 0 0 0 0 0 0 0 0 2 0 14 0

41. Colombian 0 0 0 0 0 0 0 3 0 0 0 0

42. Cuban 0 0 0 0 0 0 0 7 0 0 0 0

43. Dominican 3 0 0 0 0 0 0 0 0 0 0 0

44. Ecuadorian 2 0 0 0 0 0 0 0 0 0 0 0

45. Filipino 0 0 0 0 2 0 0 1 0 3 0 0

46. Guatemalan 0 0 0 0 0 0 0 0 0 0 2 0

47. Hispanic 5 1 0 0 30 12 0 9 0 0 2 0

48. Honduran 0 17 0 0 0 0 0 0 0 0 0 0

49. Japanese 0 0 37 0 0 0 0 0 0 0 1 0

50. Korean 0 0 0 57 0 0 0 0 0 0 1 0

51. Mexican 73 0 0 0 830 0 2 21 0 0 7 1

52. Puerto Rican 9 0 0 0 3 116 0 3 0 0 0 0

53. Salvadoran 3 0 0 0 0 0 26 1 0 2 2 0

54. Spanish 16 2 0 0 22 10 4 30 0 2 3 0

55. Vietnamese 0 0 0 0 0 0 0 0 51 0 0 0

56. White 0 0 0 0 2 0 0 0 0 7 4 0

57. Other groups 5 1 0 0 7 2 4 7 0 8 378 3

58. Unclassified 0 0 0 0 0 0 0 0 0 5 6 5
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Table E.30 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000 (Used first
response in CRS and Census)

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10
Total 19554 4020 15534 26 49 26 27 88 65 220 1242 45 338

   Not reported 1550 615 935 0 5 2 1 3 0 9 100 0 18

   Reported 18004 3405 14599 26 44 25 26 85 65 212 1142 45 320

Item responses:

1. Armenian 30 2 28 24 0 0 0 0 0 0 0 0 0

2. Austrian 42 6 36 0 19 0 0 0 0 0 2 2 0

3. Belgian 32 5 27 0 0 19 0 1 0 0 0 0 0

4. Canadian 35 3 32 0 0 0 10 0 0 1 2 0 1

5. Czech 109 16 93 0 1 1 0 50 0 3 5 0 0

6. Danish 72 5 67 0 0 0 0 0 41 2 8 0 0

7. Dutch 259 49 211 0 0 0 0 2 1 112 12 1 2

8. English 1680 405 1275 0 0 0 3 5 3 19 581 1 25

9. Finnish 43 5 38 0 0 0 0 0 0 1 1 29 0

10. French (except Basque) 493 113 380 0 0 0 1 2 0 2 15 2 161

11. French Canadian 82 13 69 0 0 0 0 0 0 0 3 0 16

12. German 3156 634 2522 0 8 2 2 6 5 35 140 2 32

13. Greek 58 7 52 0 0 0 0 0 0 0 0 0 0

14. Haitian 39 7 33 0 0 0 0 0 0 0 0 0 0

15. Hungarian 63 11 51 0 0 0 0 0 0 0 0 0 2

16. Irish 1755 331 1424 1 2 1 2 2 3 10 77 1 20

17. Iranian 14 2 12 0 0 0 0 0 0 0 0 0 0

18. Italian 904 103 802 0 0 0 0 2 2 0 14 1 9

19. Jamaican 39 2 37 0 0 0 0 0 0 0 0 0 0

20. Lebanese 22 3 19 1 0 0 0 0 0 0 0 0 0

21. Lithuanian 34 1 33 0 0 0 0 0 0 0 0 0 0

22. Norwegian 301 37 264 0 0 0 0 0 1 7 5 2 3

23. Polish 466 57 409 0 2 0 0 3 0 0 3 0 3

24. Portuguese 84 22 61 0 0 0 0 1 0 0 3 0 0

25. Pennsylvania German 33 9 24 0 0 0 0 0 0 2 0 0 0

26. Romanian 15 3 12 0 0 0 0 0 0 0 0 0 0

27. Russian 162 29 132 0 3 0 0 0 0 1 0 0 1

28. Scotch-Irish 262 46 216 0 1 0 0 0 0 3 24 0 2

29. Scottish 325 72 253 0 0 0 3 0 0 1 30 0 5

30. Slovak 38 5 33 0 0 0 0 1 0 0 2 0 0

31. Subsaharan African 107 29 78 0 0 0 0 0 0 0 0 0 0

32. Swedish 230 25 205 0 0 0 0 0 2 1 16 2 1

33. Swiss 35 7 28 0 0 0 0 0 0 0 1 0 0

34. Ukrainian 45 7 37 0 0 0 0 1 0 0 2 0 0

35. United States or American 1473 528 946 0 3 0 5 3 3 3 92 0 18

36. Welsh 63 6 57 0 0 0 0 0 0 0 10 0 0

37. Yugoslavian 34 1 34 0 0 0 0 0 0 0 0 0 0

Race or Hispanic origin groups:

38. Afro-American 1576 271 1305 0 0 0 0 0 0 0 0 0 6

39. American Indian 250 68 182 0 0 0 0 2 0 3 8 0 3

40. Chinese 130 11 119 0 0 0 0 0 0 0 0 0 0

41. Colombian 31 2 30 0 0 0 0 0 0 0 0 0 0

42. Cuban 70 11 59 0 0 0 0 0 0 0 0 0 0

43. Dominican 48 6 42 0 0 0 0 0 0 0 0 0 0

44. Ecuadorian 32 7 25 0 0 0 0 0 0 0 0 0 0

45. Filipino 166 17 149 0 0 0 0 0 0 0 1 0 0

46. Guatemalan 25 0 25 0 0 0 0 0 0 0 0 0 0

47. Hispanic 85 11 74 0 0 0 0 0 0 2 0 0 0

48. Honduran 23 0 23 0 0 0 0 0 0 0 0 0 0

49. Japanese 50 3 47 0 0 0 0 0 0 0 0 0 0

50. Korean 66 6 60 0 0 0 0 0 0 0 0 0 0

51. Mexican 1153 105 1048 0 0 0 0 0 0 2 2 0 0

52. Puerto Rican 180 24 156 0 0 0 0 0 0 0 0 0 0

53. Salvadoran 39 4 36 0 0 0 0 0 0 0 0 0 0

54. Spanish 144 14 130 0 0 0 0 0 0 0 1 0 1

55. Vietnamese 60 3 57 0 0 0 0 0 0 0 2 0 0

56. White 108 28 80 0 0 0 0 0 0 0 14 0 0

57. Other groups 1000 170 830 0 5 0 0 3 4 3 57 3 7

58. Unclassified 132 38 94 0 0 0 0 0 1 1 11 0 2
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Table E.30 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited,: Census 2000 (Used
first responses in CRS and Census) – Con.

Reinterview classification

Census classification–Con.

11 12 13 14 15 16 17 18 19 20 21 22
Total 137 2436 54 32 63 1367 14 865 46 22 36 282

   Not reported 5 123 2 0 3 81 0 28 1 0 0 6

   Reported 132 2313 52 32 60 1286 14 837 45 22 36 276

Item responses:

1. Armenian 0 0 0 0 0 0 0 1 0 0 0 0

2. Austrian 0 1 0 0 2 0 0 2 0 0 0 2

3. Belgian 0 3 0 0 0 0 0 0 0 0 0 1

4. Canadian 3 2 0 0 0 3 0 2 0 0 0 0

5. Czech 0 10 0 0 0 4 0 1 0 0 2 1

6. Danish 0 4 0 0 0 1 0 0 0 0 0 4

7. Dutch 1 21 0 0 0 12 0 4 0 0 0 4

8. English 9 115 1 0 0 66 0 14 0 2 0 10

9. Finnish 0 2 0 0 0 0 0 0 0 0 0 0

10. French (except Basque) 49 31 0 0 0 17 0 7 0 1 0 2

11. French Canadian 40 2 0 0 0 0 0 0 0 0 0 0

12. German 7 1684 0 0 1 126 0 27 0 0 4 32

13. Greek 0 3 43 0 0 0 0 1 0 0 0 0

14. Haitian 0 0 0 32 0 0 0 0 0 0 0 0

15. Hungarian 0 2 0 0 36 0 0 0 0 0 0 0

16. Irish 3 115 2 0 4 817 0 49 0 1 0 2

17. Iranian 0 0 0 0 0 0 10 0 0 0 0 0

18. Italian 2 21 0 0 3 32 0 649 0 4 0 0

19. Jamaican 0 0 0 0 0 0 0 0 31 0 0 0

20. Lebanese 0 0 0 0 0 0 0 0 0 14 0 0

21. Lithuanian 0 2 1 0 0 0 0 0 0 0 23 0

22. Norwegian 0 22 0 0 0 2 0 0 0 0 0 189

23. Polish 2 25 2 0 0 13 0 10 0 0 3 1

24. Portuguese 0 0 0 0 0 0 0 2 0 0 0 0

25. Pennsylvania German 0 8 0 0 0 3 0 2 0 0 0 1

26. Romanian 0 0 0 0 0 0 0 0 0 0 0 0

27. Russian 0 5 0 0 2 2 0 1 0 0 1 0

28. Scotch-Irish 0 15 0 0 0 34 0 0 0 0 1 0

29. Scottish 0 20 0 0 1 10 0 3 0 0 0 2

30. Slovak 0 0 0 0 0 4 0 1 0 0 0 0

31. Subsaharan African 0 0 0 0 0 0 0 0 0 0 0 0

32. Swedish 2 12 0 0 2 2 0 1 0 0 0 8

33. Swiss 0 4 0 0 0 0 0 0 0 0 0 2

34. Ukrainian 0 0 0 0 0 2 0 0 0 0 1 0

35. United States or American 9 98 0 0 6 84 2 27 0 0 0 9

36. Welsh 0 7 0 0 0 3 0 0 0 0 0 0

37. Yugoslavian 0 0 0 0 0 0 0 0 0 0 0 0

Race or Hispanic origin groups:

38. Afro-American 0 0 0 0 0 2 0 0 6 0 0 0

39. American Indian 0 10 0 0 1 8 0 3 0 0 0 1

40. Chinese 0 0 0 0 0 0 0 1 1 0 0 0

41. Colombian 0 0 0 0 0 0 0 1 0 0 0 0

42. Cuban 0 0 0 0 0 0 0 0 0 0 0 0

43. Dominican 0 0 0 0 0 0 0 0 0 0 0 0

44. Ecuadorian 0 0 0 0 0 0 0 0 0 0 0 0

45. Filipino 0 2 0 0 0 0 0 1 0 0 0 0

46. Guatemalan 0 0 0 0 0 0 0 0 0 0 0 0

47. Hispanic 0 0 0 0 0 0 0 0 0 0 0 0

48. Honduran 0 0 0 0 0 0 0 0 0 0 0 0

49. Japanese 0 0 0 0 0 0 0 0 0 0 0 0

50. Korean 0 0 0 0 0 0 0 0 0 0 0 0

51. Mexican 1 7 2 0 2 3 0 0 0 0 0 0

52. Puerto Rican 0 0 0 0 0 0 0 2 0 0 0 0

53. Salvadoran 0 0 0 0 0 0 0 0 0 0 0 0

54. Spanish 0 1 0 0 0 0 0 2 0 0 0 0

55. Vietnamese 0 0 0 0 0 0 0 0 0 0 0 0

56. White 0 9 0 0 0 12 0 5 0 1 0 2

57. Other groups 3 36 2 0 1 19 1 13 7 0 2 5

58. Unclassified 0 12 0 0 1 3 1 5 0 0 0 0
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Table E.30 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000 (Used
first responses in CRS and Census) – Con.

Reinterview classification

Census classification–Con.

23 24 25 26 27 28 29 30 31 32 33 34
Total 433 52 18 13 118 248 208 37 90 233 31 51

   Not reported 13 0 4 0 5 9 13 2 2 9 1 1

   Reported 420 52 14 13 113 240 195 35 88 224 30 50

Item responses:

1. Armenian 0 0 0 0 0 0 0 0 0 0 0 0

2. Austrian 1 0 0 0 1 0 0 1 0 0 0 0

3. Belgian 1 0 0 0 0 0 0 0 0 0 0 0

4. Canadian 0 0 0 0 0 0 1 0 0 0 0 0

5. Czech 4 0 0 0 0 0 1 5 0 0 1 0

6. Danish 0 0 0 0 0 0 2 0 0 0 0 0

7. Dutch 0 0 2 0 1 3 1 0 0 1 0 0

8. English 10 0 0 1 2 24 27 0 0 11 2 2

9. Finnish 1 0 0 0 0 0 1 0 0 2 0 0

10. French (except Basque) 7 0 0 0 0 4 3 0 0 0 1 2

11. French Canadian 0 0 0 0 0 0 2 0 0 0 0 0

12. German 28 3 5 0 5 8 9 1 0 23 1 4

13. Greek 0 0 0 0 2 0 0 1 0 0 0 0

14. Haitian 0 0 0 0 0 0 0 0 0 0 0 0

15. Hungarian 1 0 0 0 0 0 0 0 0 0 0 0

16. Irish 18 2 0 0 0 46 9 0 0 8 2 0

17. Iranian 0 0 0 0 0 0 0 0 0 0 0 0

18. Italian 4 2 0 0 0 3 1 0 1 1 1 0

19. Jamaican 0 0 0 0 0 0 0 0 0 0 0 0

20. Lebanese 0 0 0 0 0 0 0 0 0 0 0 0

21. Lithuanian 3 0 0 0 0 0 0 1 0 0 0 0

22. Norwegian 2 0 0 0 0 0 2 0 0 9 0 0

23. Polish 303 0 2 0 6 2 0 3 0 0 0 0

24. Portuguese 0 43 0 0 0 0 0 0 2 0 0 0

25. Pennsylvania German 0 0 5 0 0 0 0 0 0 0 0 0

26. Romanian 1 0 0 8 1 0 0 0 0 0 0 0

27. Russian 5 0 0 1 73 0 1 0 0 1 0 5

28. Scotch-Irish 0 0 0 0 0 92 13 0 0 0 0 0

29. Scottish 2 0 0 0 0 33 101 0 0 2 0 0

30. Slovak 2 0 0 0 0 0 0 21 0 0 0 1

31. Subsaharan African 0 0 0 0 0 0 0 0 27 0 0 0

32. Swedish 0 0 0 0 0 0 0 0 0 133 1 0

33. Swiss 0 0 0 0 0 0 0 0 0 0 20 0

34. Ukrainian 0 0 0 0 0 0 0 0 0 0 0 32

35. United States or American 11 1 0 1 5 14 11 0 2 11 1 1

36. Welsh 1 0 0 0 0 0 2 1 0 0 0 0

37. Yugoslavian 2 0 0 0 0 0 0 1 0 1 0 0

Race or Hispanic origin groups:

38. Afro-American 0 0 0 0 0 0 0 0 46 0 0 0

39. American Indian 1 0 0 0 0 2 0 0 0 1 0 0

40. Chinese 0 0 0 0 0 0 0 0 0 0 0 0

41. Colombian 0 0 0 0 0 0 0 0 0 0 0 0

42. Cuban 0 0 0 0 0 0 0 0 1 0 0 0

43. Dominican 0 0 0 0 0 0 0 0 0 0 0 0

44. Ecuadorian 0 0 0 0 0 0 0 0 0 0 0 0

45. Filipino 1 0 0 0 0 0 0 0 3 0 0 0

46. Guatemalan 0 0 0 0 0 0 0 0 0 0 0 0

47. Hispanic 0 0 0 0 0 0 0 0 0 0 0 0

48. Honduran 0 0 0 0 0 0 0 0 2 0 0 0

49. Japanese 0 0 0 0 0 0 0 0 0 0 0 0

50. Korean 0 0 0 0 0 0 0 0 0 0 0 0

51. Mexican 4 0 0 0 0 0 0 0 0 0 0 0

52. Puerto Rican 0 0 0 0 0 0 0 0 0 0 0 0

53. Salvadoran 0 0 0 0 0 0 0 0 0 0 0 0

54. Spanish 0 1 0 0 0 0 0 0 0 0 0 0

55. Vietnamese 0 0 0 0 0 0 0 0 0 0 0 0

56. White 2 0 0 0 0 3 1 0 0 2 0 0

57. Other groups 6 1 0 2 15 5 7 1 4 18 1 2

58. Unclassified 1 0 0 1 2 0 1 0 0 1 0 1
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Table E.30 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000 (Used
first responses in CRS and Census) – Con.

Reinterview classification

Census classification–Con.

35 36 37 38 39 40 41 42 43 44 45 46
Total 1502 62 35 1389 158 110 30 57 46 23 146 32

   Not reported 255 3 1 65 8 1 0 0 0 0 0 0

   Reported 1247 59 34 1324 150 110 30 57 46 23 146 32

Item responses:

1. Armenian 0 0 0 0 0 0 0 0 0 0 0 0

2. Austrian 2 0 0 0 0 0 0 0 0 0 0 0

3. Belgian 3 0 0 0 0 0 0 0 0 0 0 0

4. Canadian 4 0 0 1 0 0 0 0 0 0 0 0

5. Czech 3 0 0 0 0 0 0 0 0 0 0 0

6. Danish 0 0 0 0 0 0 0 0 0 0 0 0

7. Dutch 21 1 0 0 0 0 0 0 0 0 0 0

8. English 218 14 1 5 4 2 0 0 0 0 0 0

9. Finnish 1 0 0 0 0 0 0 0 0 0 0 0

10. French (except Basque) 41 3 0 2 3 0 0 0 0 0 1 0

11. French Canadian 4 0 0 0 0 0 0 0 0 0 0 0

12. German 203 8 2 3 4 0 0 0 0 0 1 0

13. Greek 0 0 0 0 0 0 0 0 0 0 0 0

14. Haitian 0 0 0 0 0 0 0 0 0 0 0 0

15. Hungarian 3 1 0 0 0 0 0 0 0 0 0 0

16. Irish 129 1 0 3 10 0 0 0 0 0 0 0

17. Iranian 0 0 0 0 0 0 0 0 0 0 0 0

18. Italian 24 1 0 0 2 0 0 0 0 0 1 0

19. Jamaican 2 0 0 3 0 0 0 0 0 0 0 0

20. Lebanese 2 1 0 0 1 0 0 0 0 0 0 0

21. Lithuanian 1 0 0 0 0 0 0 0 0 0 0 0

22. Norwegian 9 0 0 0 2 0 0 0 0 0 0 0

23. Polish 10 0 0 0 0 0 0 0 0 0 0 0

24. Portuguese 2 0 0 0 0 0 0 0 0 0 0 0

25. Pennsylvania German 3 0 0 0 0 0 0 0 0 0 0 0

26. Romanian 0 0 2 0 0 0 0 0 0 0 0 0

27. Russian 5 0 0 0 1 0 0 0 0 0 0 0

28. Scotch-Irish 15 1 0 0 2 0 0 0 0 0 0 0

29. Scottish 17 0 0 2 2 0 0 0 0 0 0 0

30. Slovak 0 0 0 0 0 0 0 0 0 0 0 0

31. Subsaharan African 1 0 0 48 0 0 0 0 0 0 0 0

32. Swedish 15 1 0 0 0 0 0 0 0 0 0 0

33. Swiss 1 0 0 0 0 0 0 0 0 0 0 0

34. Ukrainian 0 0 0 0 0 0 0 0 0 0 0 0

35. United States or American 318 3 0 43 20 0 0 2 0 0 0 0

36. Welsh 3 23 0 2 2 0 0 0 0 0 0 0

37. Yugoslavian 0 0 28 0 0 0 0 0 0 0 0 0

Race or Hispanic origin groups:

38. Afro-American 33 0 0 1183 2 0 0 1 1 0 0 0

39. American Indian 19 1 0 6 69 0 0 0 0 0 0 0

40. Chinese 1 0 0 0 0 91 0 0 0 0 5 0

41. Colombian 0 0 0 0 0 0 26 0 0 0 0 0

42. Cuban 0 0 0 0 0 0 1 50 0 0 0 0

43. Dominican 0 0 0 0 0 0 0 0 39 0 0 0

44. Ecuadorian 0 0 0 0 0 0 0 0 0 22 0 0

45. Filipino 0 0 0 0 0 4 0 0 0 0 128 0

46. Guatemalan 0 0 0 0 0 0 0 2 0 0 0 22

47. Hispanic 0 0 0 0 0 0 0 1 0 0 0 2

48. Honduran 0 0 0 0 0 0 0 0 0 0 0 0

49. Japanese 0 0 0 2 0 0 0 0 0 0 0 0

50. Korean 0 0 0 0 0 0 0 0 0 0 0 0

51. Mexican 18 0 0 3 3 0 0 0 0 0 0 0

52. Puerto Rican 2 0 0 3 0 0 1 2 0 0 0 0

53. Salvadoran 0 0 0 0 0 0 0 0 0 0 0 0

54. Spanish 1 0 0 2 0 0 0 0 4 0 1 8

55. Vietnamese 0 0 0 0 0 3 0 0 0 0 0 0

56. White 15 0 0 0 0 1 0 0 0 0 0 0

57. Other groups 74 0 2 7 21 9 2 0 0 1 7 0

58. Unclassified 24 0 0 5 2 0 0 0 2 0 0 0
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Table E.30 (CRS question 14)  What is (your/...'s) ancestry or ethnic origin? – Edited, Census 2000 (Used
first responses in CRS and Census) – Con.

Reinterview classification

Census classification–Con.

47 48 49 50 51 52 53 54 55 56 57 58
Total 132 27 51 61 974 173 37 126 53 202 917 177

   Not reported 3 0 0 1 4 10 0 5 0 25 62 45

   Reported 130 27 51 60 970 163 37 121 53 176 854 132

Item responses:

1. Armenian 0 0 0 0 0 0 0 0 0 1 3 0

2. Austrian 0 0 0 0 0 0 0 0 0 0 3 0

3. Belgian 0 0 0 0 0 0 0 0 0 0 0 0

4. Canadian 0 0 0 0 0 0 0 0 0 0 3 0

5. Czech 0 0 0 0 0 0 0 0 0 1 1 0

6. Danish 0 0 0 0 0 1 0 2 0 0 0 2

7. Dutch 0 0 0 0 0 0 0 0 0 2 6 1

8. English 0 0 0 0 2 0 0 4 0 18 61 12

9. Finnish 0 0 0 0 0 0 0 0 0 0 1 0

10. French (except Basque) 0 0 0 0 0 0 0 0 0 3 13 6

11. French Canadian 0 0 0 0 0 0 0 0 0 0 2 0

12. German 0 0 0 0 4 0 0 2 0 21 56 18

13. Greek 0 0 0 0 0 1 0 0 0 0 0 2

14. Haitian 0 0 0 0 0 0 0 0 0 0 0 0

15. Hungarian 0 0 0 0 0 0 0 0 0 0 6 0

16. Irish 0 0 0 0 1 1 0 4 0 33 26 19

17. Iranian 0 0 0 0 0 0 0 0 0 0 2 0

18. Italian 0 0 2 0 2 0 0 0 0 6 8 7

19. Jamaican 0 0 0 0 0 0 0 0 0 0 1 0

20. Lebanese 0 0 0 0 0 0 0 0 0 0 2 0

21. Lithuanian 0 0 0 0 0 0 0 0 0 0 1 0

22. Norwegian 0 0 0 0 0 0 0 0 0 1 7 2

23. Polish 0 0 0 0 2 0 0 0 0 2 7 3

24. Portuguese 0 0 0 0 0 2 0 0 0 0 6 1

25. Pennsylvania German 0 0 0 0 0 0 0 0 0 0 0 0

26. Romanian 0 0 0 0 0 0 0 0 0 0 0 0

27. Russian 0 0 0 0 2 0 0 0 0 0 24 0

28. Scotch-Irish 0 0 0 0 0 0 0 0 0 5 8 0

29. Scottish 0 0 0 0 0 0 0 0 0 3 13 3

30. Slovak 0 0 0 0 0 0 0 0 0 0 2 0

31. Subsaharan African 0 0 0 0 0 1 0 0 0 0 1 0

32. Swedish 0 0 0 0 0 0 0 0 0 1 3 3

33. Swiss 0 0 0 0 0 0 0 0 0 0 1 0

34. Ukrainian 0 0 0 0 0 0 0 0 0 0 0 0

35. United States or American 2 1 3 0 3 1 0 3 0 42 53 32

36. Welsh 0 0 0 0 0 0 0 0 0 2 1 0

37. Yugoslavian 0 0 0 0 0 0 0 0 0 1 2 0

Race or Hispanic origin groups:

38. Afro-American 0 0 0 1 0 2 0 2 0 0 15 5

39. American Indian 0 0 0 0 0 0 0 0 0 6 36 2

40. Chinese 0 0 0 0 0 0 0 0 2 0 18 0

41. Colombian 0 0 0 0 0 0 0 3 0 0 0 0

42. Cuban 0 0 0 0 0 0 0 7 0 0 0 0

43. Dominican 3 0 0 0 0 0 0 0 0 0 0 0

44. Ecuadorian 2 0 0 0 0 0 0 1 0 0 0 0

45. Filipino 0 0 0 0 2 0 0 1 0 3 2 0

46. Guatemalan 0 0 0 0 0 0 0 0 0 0 2 0

47. Hispanic 9 1 0 0 33 12 0 10 0 0 3 0

48. Honduran 0 21 0 0 0 0 0 0 0 0 0 0

49. Japanese 0 0 45 0 0 0 0 0 0 0 1 0

50. Korean 0 0 0 58 0 0 0 0 0 0 1 0

51. Mexican 78 1 1 0 873 0 2 27 0 0 14 3

52. Puerto Rican 10 0 0 0 5 128 0 3 0 0 0 0

53. Salvadoran 3 0 0 0 0 0 27 1 0 2 3 0

54. Spanish 17 2 0 0 26 11 4 43 0 2 5 0

55. Vietnamese 0 0 0 0 0 0 0 0 51 0 0 0

56. White 0 0 0 0 2 0 0 0 0 7 5 0

57. Other groups 7 1 0 0 10 4 4 9 0 10 423 5

58. Unclassified 0 0 0 0 0 0 0 0 0 5 6 5
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Table E.31 (CRS question 15a)  (Do you/Does...) speak a language other than English at home? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 1351 18203 2779 15424

     Not reported 201 21 180 18 162

     Reported

Items responses:

19353 1330 18023 2762 15261

  1. Yes 2738 204 2534 2135 399

  2. No 16615 1126 15489 627 14862
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Table E.32 (CRS question 15b)  What is that language? – Unedited, Census 2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7 8

Total 19554 2848 16706 14374 1382 79 24 47 30 67 0

     Not reported 1524 1113 411 349 30 0 0 4 0 0 0

     Reported

Items responses:

18030 1735 16295 14025 1352 79 24 43 30 67 0

  1. English only spoken 15568 1465 14103 13741 176 31 2 14 6 37 0

  2. Spanish or Spanish Creole 1459 150 1309 139 1163 1 0 0 3 0 0

  3. French (inc. Patois  Cajun) 81 7 74 27 0 40 5 0 0 0 0

  4. French Creole 32 10 22 3 0 3 17 0 0 0 0

  5. Italian 48 3 44 12 3 0 0 29 0 0 0

  6. Portuguese or Portuguese Creole 35 8 27 3 3 0 0 0 21 0 0

  7. German 65 8 57 23 3 0 0 0 0 29 0

  8. Yiddish 0 0 0 0 0 0 0 0 0 0 0

  9. Other West Germanic languages 9 0 9 1 0 0 0 0 0 0 0

10. Scandinavian languages 9 0 9 3 0 0 0 0 0 0 0

11. Greek 22 0 22 0 0 0 0 0 0 0 0

12. Russian 63 1 62 1 0 0 0 0 0 0 0

13. Polish 39 7 32 3 0 0 0 0 0 0 0

14. Serbo-Croatian 21 4 17 1 0 2 0 0 0 0 0

15. Other Slavic languages 24 2 21 5 0 0 0 0 0 0 0

16. Armenian 14 0 14 0 0 0 0 0 0 0 0

17. Persian 15 3 12 0 0 0 0 0 0 0 0

18. Gujarathi 9 0 9 2 0 0 0 0 0 0 0

19. Hindi 23 2 21 2 0 0 0 0 0 0 0

20. Urdu 13 0 13 0 0 0 0 0 0 0 0

21. Other Indic languages 13 0 13 1 0 0 0 0 0 0 0

22. Other Indo-European languages 17 1 16 5 0 1 0 0 0 0 0

23. Chinese 97 18 79 9 0 0 0 0 0 0 0

24. Japanese 23 2 21 5 0 0 0 0 0 0 0

25. Korean 45 5 40 5 0 0 0 0 0 0 0

26. Mon-Khmer, Cambodian 12 3 8 0 0 0 0 0 0 0 0

27. Miao, Hmong 8 0 8 0 0 0 0 0 0 0 0

28. Thai 7 4 3 1 0 0 0 0 0 0 0

29. Laotian 14 1 13 0 0 1 0 0 0 0 0

30. Vietnamese 46 6 40 0 0 0 0 0 0 0 0

31. Other Asian languages 19 0 19 2 0 0 0 0 0 0 0

32. Tagalog 82 7 74 11 0 0 0 0 0 0 0

33. Other Pacific Island languages 21 0 21 4 0 0 0 0 0 0 0

34. Navajo 6 2 4 0 0 0 0 0 0 0 0

35. languages 7 3 4 0 0 0 0 0 0 0 0

36. Hungarian 5 0 5 2 0 0 0 0 0 0 0

37. Arabic 23 3 20 1 0 0 0 0 0 0 0

38. Hebrew 10 1 9 6 0 0 0 0 0 0 0

39. African languages 19 5 14 7 0 0 0 0 0 0 0

40. Other and unspecified languages 10 0 10 1 2 0 0 0 0 0 0
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Table E.32 (CRS question 15b)  What is that language? – Unedited, Census 2000 – Con.

Reinterview classification

Census classification–Con.

9 10 11 12 13 14 15 16 17 18 19

Total 17 10 28 75 37 15 20 15 9 17 17

     Not reported 0 2 0 3 2 0 2 0 0 4 0

     Reported

Items responses:

17 8 28 72 35 15 19 15 9 13 16

  1. English only spoken 8 2 3 7 8 2 3 0 1 2 0

  2. Spanish or Spanish Creole 0 0 0 0 0 0 0 0 0 0 0

  3. French (inc. Patois  Cajun) 1 0 0 1 0 0 0 0 0 0 0

  4. French Creole 0 0 0 0 0 0 0 0 0 0 0

  5. Italian 0 0 0 0 0 0 0 0 0 0 0

  6. Portuguese or Portuguese Creole 0 0 0 0 0 0 0 0 0 0 0

  7. German 0 0 0 0 1 0 0 0 0 0 0

  8. Yiddish 0 0 0 0 0 0 0 0 0 0 0

  9. Other West Germanic languages 8 0 0 0 0 0 0 0 0 0 0

10. Scandinavian languages 0 6 0 0 0 0 0 0 0 0 0

11. Greek 0 0 21 0 0 0 0 0 0 0 0

12. Russian 0 0 0 58 0 0 1 1 0 0 0

13. Polish 0 0 2 0 26 0 0 0 0 0 0

14. Serbo-Croatian 0 0 0 0 0 12 0 0 0 0 0

15. Other Slavic languages 0 0 0 3 0 0 14 0 0 0 0

16. Armenian 0 0 0 0 0 0 0 14 0 0 0

17. Persian 0 0 0 0 0 0 0 0 8 0 0

18. Gujarathi 0 0 0 0 0 0 0 0 0 7 0

19. Hindi 0 0 0 0 0 0 0 0 0 1 15

20. Urdu 0 0 0 0 0 0 0 0 0 0 0

21. Other Indic languages 0 0 0 0 0 0 0 0 0 0 2

22. Other Indo-European languages 0 0 1 3 0 0 0 0 0 0 0

23. Chinese 0 0 0 0 0 0 0 0 0 0 0

24. Japanese 0 0 0 0 0 0 0 0 0 0 0

25. Korean 0 0 0 0 0 0 0 0 0 0 0

26. Mon-Khmer, Cambodian 0 0 0 0 0 0 0 0 0 0 0

27. Miao, Hmong 0 0 0 0 0 0 0 0 0 0 0

28. Thai 0 0 0 0 0 0 0 0 0 0 0

29. Laotian 0 0 0 0 0 0 0 0 0 0 0

30. Vietnamese 0 0 0 0 0 0 0 0 0 0 0

31. Other Asian languages 0 0 0 0 0 0 0 0 0 0 0

32. Tagalog 0 0 0 0 0 0 0 0 0 0 0

33. Other Pacific Island languages 0 0 0 0 0 0 0 0 0 0 0

34. Navajo 0 0 0 0 0 0 0 0 0 0 0

35. languages 0 0 0 0 0 0 0 0 0 0 0

36. Hungarian 0 0 0 0 0 0 0 0 0 0 0

37. Arabic 0 0 0 0 0 0 0 0 0 0 0

38. Hebrew 0 0 0 0 0 0 0 0 0 0 0

39. African languages 0 0 0 0 0 0 0 0 0 0 0

40. Other and unspecified languages 0 0 0 0 0 0 0 0 0 3 0
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Table E.32 (CRS question 15b)  What is that language? – Unedited, Census 2000 – Con.

Reinterview classification

Census classification–Con.

20 21 22 23 24 25 26 27 28 29 30

Total 12 16 12 79 22 37 8 8 6 12 45

     Not reported 0 1 0 3 0 0 0 0 2 0 2

     Reported

Items responses:

12 15 12 76 22 37 8 8 4 12 42

  1. English only spoken 2 1 2 7 6 2 0 0 2 2 0

  2. Spanish or Spanish Creole 0 0 0 0 0 0 0 0 0 0 0

  3. French (inc. Patois  Cajun) 0 0 0 0 0 0 0 0 0 0 0

  4. French Creole 0 0 0 0 0 0 0 0 0 0 0

  5. Italian 0 0 0 0 0 0 0 0 0 0 0

  6. Portuguese or Portuguese Creole 0 0 0 0 0 0 0 0 0 0 0

  7. German 0 0 0 0 0 0 0 0 0 0 0

  8. Yiddish 0 0 0 0 0 0 0 0 0 0 0

  9. Other West Germanic languages 0 0 0 0 0 0 0 0 0 0 0

10. Scandinavian languages 0 0 0 0 0 0 0 0 0 0 0

11. Greek 0 0 0 0 0 0 0 0 0 0 0

12. Russian 0 0 0 0 0 0 0 0 0 0 0

13. Polish 0 0 0 0 0 0 0 0 0 0 0

14. Serbo-Croatian 0 0 2 0 0 0 0 0 0 0 0

15. Other Slavic languages 0 0 0 0 0 0 0 0 0 0 0

16. Armenian 0 0 0 0 0 0 0 0 0 0 0

17. Persian 0 2 2 0 0 0 0 0 0 0 0

18. Gujarathi 0 0 0 0 0 0 0 0 0 0 0

19. Hindi 0 0 0 0 0 0 0 0 0 0 0

20. Urdu 11 2 0 0 0 0 0 0 0 0 0

21. Other Indic languages 0 10 0 0 0 0 0 0 0 0 0

22. Other Indo-European languages 0 0 6 0 0 0 0 0 0 0 0

23. Chinese 0 0 0 68 0 0 0 0 0 0 1

24. Japanese 0 0 0 0 16 0 0 0 0 0 0

25. Korean 0 0 0 0 0 36 0 0 0 0 0

26. Mon-Khmer, Cambodian 0 0 0 0 0 0 8 0 0 0 0

27. Miao, Hmong 0 0 0 0 0 0 0 8 0 0 0

28. Thai 0 0 0 0 0 0 0 0 2 0 0

29. Laotian 0 0 0 0 0 0 0 0 0 10 2

30. Vietnamese 0 0 0 0 0 0 0 0 0 0 39

31. Other Asian languages 0 0 0 2 0 0 0 0 0 0 0

32. Tagalog 0 0 0 0 0 0 0 0 0 0 0

33. Other Pacific Island languages 0 0 0 0 0 0 0 0 0 0 0

34. Navajo 0 0 0 0 0 0 0 0 0 0 0

35. languages 0 0 0 0 0 0 0 0 0 0 0

36. Hungarian 0 0 0 0 0 0 0 0 0 0 0

37. Arabic 0 0 0 0 0 0 0 0 0 0 0

38. Hebrew 0 0 0 0 0 0 0 0 0 0 0

39. African languages 0 0 0 0 0 0 0 0 0 0 0

40. Other and unspecified languages 0 0 0 0 0 0 0 0 0 0 0
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Table E.32 (CRS question 15b)  What is that language? – Unedited, Census 2000 – Con.

Reinterview classification

Census classification–Con.

31 32 33 34 35 36 37 38 39 40

Total 22 80 19 6 2 5 29 7 10 9

     Not reported 0 1 0 0 0 0 0 2 2 0

     Reported

Items responses:

21 79 19 6 2 5 29 6 9 9

  1. English only spoken 2 13 3 2 0 2 8 2 0 5

  2. Spanish or Spanish Creole 0 2 0 0 0 0 0 0 1 0

  3. French (inc. Patois  Cajun) 0 0 0 0 0 0 0 0 0 0

  4. French Creole 0 0 0 0 0 0 0 0 0 0

  5. Italian 0 0 0 0 0 0 0 0 0 0

  6. Portuguese or Portuguese Creole 0 0 0 0 0 0 0 0 0 0

  7. German 0 0 0 0 0 1 0 0 0 0

  8. Yiddish 0 0 0 0 0 0 0 0 0 0

  9. Other West Germanic languages 0 0 0 0 0 0 0 0 0 0

10. Scandinavian languages 0 0 0 0 0 0 0 0 0 0

11. Greek 0 0 0 0 0 0 0 0 0 0

12. Russian 0 0 0 0 0 0 0 0 0 0

13. Polish 0 0 0 0 0 0 0 0 0 0

14. Serbo-Croatian 0 0 0 0 0 0 0 0 0 0

15. Other Slavic languages 0 0 0 0 0 0 0 0 0 0

16. Armenian 0 0 0 0 0 0 0 0 0 0

17. Persian 0 0 0 0 0 0 0 0 0 0

18. Gujarathi 0 0 0 0 0 0 0 0 0 0

19. Hindi 1 0 0 0 0 0 0 0 0 3

20. Urdu 0 0 0 0 0 0 0 0 0 0

21. Other Indic languages 0 0 0 0 0 0 0 0 0 0

22. Other Indo-European languages 0 0 0 0 0 0 0 0 0 0

23. Chinese 1 0 0 0 0 0 0 0 0 0

24. Japanese 0 0 0 0 0 0 0 0 0 0

25. Korean 0 0 0 0 0 0 0 0 0 0

26. Mon-Khmer, Cambodian 0 0 0 0 0 0 0 0 0 0

27. Miao, Hmong 0 0 0 0 0 0 0 0 0 0

28. Thai 0 0 0 0 0 0 0 0 0 0

29. Laotian 0 0 0 0 0 0 0 0 0 0

30. Vietnamese 0 0 0 0 0 0 0 0 0 0

31. Other Asian languages 15 0 0 0 0 0 0 0 0 0

32. Tagalog 0 59 4 0 0 0 0 0 0 0

33. Other Pacific Island languages 2 3 12 0 0 0 0 0 0 0

34. Navajo 0 0 0 4 0 0 0 0 0 0

35. languages 0 2 0 0 2 0 0 0 0 0

36. Hungarian 0 0 0 0 0 2 0 0 0 0

37. Arabic 0 0 0 0 0 0 19 0 0 0

38. Hebrew 0 0 0 0 0 0 0 3 0 0

39. African languages 0 0 0 0 0 0 0 0 7 0

40. Other and unspecified languages 0 0 0 0 0 0 2 0 0 2
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Table E.33 (CRS question 15c)  How well (do you/does...) speak English? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4

Total 19554 16960 2594 1457 591 392 153

     Not reported 17039 16449 590 452 81 50 8

     Reported

Items responses:

2515 511 2003 1005 511 342 146

  1. Very well 1517 346 1170 842 259 63 5

  2. Well 452 67 385 126 185 70 4

  3. Not well 415 72 343 36 64 169 74

  4. Not at all 130 25 105 1 3 39 62

Table E.34 (CRS question 16)  Where (were/was...) born? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 4131 15423 13969 1454

     Not reported 1122 229 894 810 83

     Reported

Items responses:

18432 3903 14529 13158 1371

  1. In the United States 16558 3394 13164 13128 36

  2. Outside the United States 1873 508 1365 30 1335
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7 8
Total 19554 2013 17541 275 27 126 204 1225 171 168 43
     Not reported 1016 147 870 14 1 5 3 54 3 10 2
     Reported

Items responses:

18538 1866 16671 261 26 121 201 1171 168 158 41

  1. Alabama 293 34 259 256 0 0 0 0 0 0 0
  2. Alaska 31 2 29 0 26 0 0 0 0 0 0
  3. Arizona 140 17 123 0 0 115 0 4 2 0 0
  4. Arkansas 229 25 204 0 0 2 194 0 0 0 0
  5. California 1298 141 1157 0 0 2 0 1134 0 0 0
  6. Colorado 190 27 163 0 0 0 0 1 161 0 0
  7. Connecticut 184 25 159 0 0 0 0 3 0 153 0
  8. Delaware 46 4 41 0 0 0 0 0 0 0 41
  9. District of Columbia 81 8 73 0 0 0 0 0 0 0 1
10. Florida 352 36 316 0 0 0 0 0 0 0 0
11. Georgia 356 35 321 3 0 1 0 2 0 0 0
12. Hawaii 69 11 58 0 0 0 0 0 0 0 0
13. Idaho 77 7 70 0 0 0 0 0 0 0 0
14. Illinois 886 82 804 0 0 0 1 1 0 0 0
15. Indiana 457 55 402 0 0 0 0 0 2 0 0
16. Iowa 336 19 317 0 0 0 0 0 0 0 0
17. Kansas 217 20 197 0 0 0 1 2 0 0 0
18. Kentucky 308 46 263 0 0 0 0 0 0 0 0
19. Louisiana 265 25 240 0 0 0 0 4 0 0 0
20. Maine 99 6 93 0 0 0 0 0 0 0 0
21. Maryland 199 24 175 0 0 0 0 2 0 0 0
22. Massachusetts 395 47 348 0 0 0 0 3 0 0 0
23. Michigan 791 67 723 2 0 0 1 6 0 0 0
24. Minnesota 517 45 472 0 0 0 0 0 0 0 0
25. Mississippi 250 26 224 0 0 0 0 0 0 0 0
26. Missouri 425 54 372 0 0 0 1 0 1 0 0
27. Montana 67 4 62 0 0 0 0 1 0 0 0
28. Nebraska 180 21 158 0 0 0 0 0 0 0 0
29. Nevada 29 3 26 0 0 0 0 0 0 0 0
30. New Hampshire 64 7 58 0 0 0 0 0 0 0 0
31. New Jersey 398 48 349 0 0 0 0 0 0 0 0
32. New Mexico 90 9 81 0 0 0 0 0 0 0 0
33. New York 1182 126 1056 0 0 0 0 0 0 5 0
34. North Carolina 406 47 358 0 0 0 0 0 0 0 0
35. North Dakota 104 9 95 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification- Con.

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7 8
36. Ohio 822 69 753 0 0 2 0 0 1 0 0
37. Oklahoma 269 26 243 0 0 0 0 0 0 0 0
38. Oregon 173 20 153 0 0 0 0 2 0 0 0
39. Pennsylvania 1077 105 972 0 0 0 2 1 0 0 0
40. Rhode Island 59 10 50 0 0 0 0 0 0 0 0
41. South Carolina 196 29 167 0 0 0 0 0 0 0 0
42. South Dakota 103 8 95 0 0 0 0 0 0 0 0
43. Tennessee 375 34 341 0 0 0 0 0 0 0 0
44. Texas 953 79 874 0 0 0 0 0 0 0 0
45. Utah 147 15 132 0 0 0 0 2 1 0 0
46. Vermont 51 2 49 0 0 0 0 0 0 0 0
47. Virginia 316 34 283 0 0 0 0 0 0 0 0
48. Washington 240 31 209 0 0 0 1 1 0 0 0
49. West Virginia 194 21 172 0 0 0 0 0 0 0 0
50. Wisconsin 560 58 502 0 0 0 0 0 0 0 0
51. Wyoming 34 3 31 0 0 0 0 0 1 0 0
52. U.S. state not reported 5 0 5 1 0 0 0 0 0 0 0
53. American Samoa 2 0 2 0 0 0 0 0 0 0 0
54. Guam 9 0 9 0 0 0 0 0 0 0 0
55. Puerto Rico 99 3 96 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 1 0 1 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0
58. Europe 415 29 386 0 0 0 0 0 0 0 0
59. Asia 459 44 415 0 0 0 0 2 0 0 0
60. Canada 44 2 42 0 0 0 0 0 0 0 0
61. Other Northern America 1 1 0 0 0 0 0 0 0 0 0
62. Mexico 449 38 411 0 0 0 0 0 0 0 0
63. Other Central America 98 8 90 0 0 0 0 0 0 0 0
64. Caribbean 190 22 168 0 0 0 0 0 0 0 0
65. South America 120 10 109 0 0 0 0 0 0 0 0
66. Africa 52 5 47 0 0 0 0 0 0 0 0
67. Oceania 17 0 17 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification
Census classification - Con.

9 10 11 12 13 14 15 16 17 18 19 20
Total 77 346 342 64 76 836 428 328 205 277 276 102
     Not reported 9 27 24 2 5 43 31 3 7 10 34 6
     Reported

Items responses:

69 319 318 62 71 793 397 325 198 267 242 96

  1. Alabama 0 0 1 0 0 0 0 0 0 0 0 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 0 0 0 0 0 2 0 0 0 0 0 0
  4. Arkansas 0 0 1 0 0 1 0 0 0 0 1 0
  5. California 0 2 0 4 0 1 0 1 0 0 0 0
  6. Colorado 0 0 0 0 0 0 0 0 0 0 0 0
  7. Connecticut 0 0 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 65 0 0 0 0 0 0 0 0 0 0 0
10. Florida 0 305 1 0 0 1 0 0 0 0 0 0
11. Georgia 1 2 309 0 0 1 0 0 0 0 0 0
12. Hawaii 0 0 0 56 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 69 1 0 0 0 0 0 0
14. Illinois 0 0 0 0 0 781 5 3 1 0 0 0
15. Indiana 0 1 1 0 0 2 384 0 0 1 0 0
16. Iowa 0 0 0 0 0 0 0 317 0 0 0 0
17. Kansas 0 0 0 0 0 0 0 0 190 0 0 0
18. Kentucky 0 0 0 0 0 0 1 0 0 257 0 0
19. Louisiana 0 0 0 0 0 1 0 0 0 0 230 0
20. Maine 0 0 0 0 0 0 0 0 0 0 0 93
21. Maryland 2 0 0 0 0 0 0 0 0 0 0 0
22. Massachusetts 0 0 0 0 0 0 0 0 0 0 0 0
23. Michigan 0 0 0 0 0 0 2 0 0 0 0 0
24. Minnesota 0 0 0 0 0 0 0 2 0 0 0 0
25. Mississippi 0 0 0 0 0 0 0 0 0 0 1 0
26. Missouri 0 0 0 0 1 0 1 1 3 0 0 0
27. Montana 0 0 0 0 0 0 0 0 0 0 0 0
28. Nebraska 0 0 0 0 0 0 0 2 0 0 0 0
29. Nevada 0 0 0 0 0 0 0 0 0 0 0 0
30. New Hampshire 0 0 0 0 0 0 0 0 0 0 0 2
31. New Jersey 0 2 0 0 0 0 0 0 0 0 0 0
32. New Mexico 0 0 0 0 0 1 0 0 0 0 0 0
33. New York 0 3 2 0 0 0 0 0 1 1 1 0
34. North Carolina 0 0 1 0 0 0 0 0 2 0 0 0
35. North Dakota 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

9 10 11 12 13 14 15 16 17 18 19 20
36. Ohio 0 1 0 0 0 0 0 0 0 4 0 0
37. Oklahoma 0 0 0 0 0 0 0 0 0 0 0 0
38. Oregon 0 0 0 0 0 0 0 0 0 0 0 0
39. Pennsylvania 0 0 0 0 0 0 0 0 0 1 1 0
40. Rhode Island 0 0 0 0 0 0 0 0 0 0 0 0
41. South Carolina 0 0 0 0 0 0 1 0 0 0 0 0
42. South Dakota 0 0 0 0 0 0 0 0 0 0 0 0
43. Tennessee 0 0 0 0 0 2 0 0 0 3 2 0
44. Texas 0 1 0 0 0 0 0 0 2 0 7 0
45. Utah 0 0 0 0 0 0 0 0 0 0 0 0
46. Vermont 0 0 0 0 0 0 0 0 0 0 0 0
47. Virginia 1 0 1 0 0 0 0 0 0 0 0 1
48. Washington 1 0 1 1 2 0 0 0 0 0 0 0
49. West Virginia 0 0 0 0 0 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 1 0 0 0 0 0 0
51. Wyoming 0 0 0 0 0 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 1 0 0 2 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 0 0 0 0 0 0 0
59. Asia 0 0 0 0 0 0 0 0 0 0 0 0
60. Canada 0 0 0 0 0 0 0 0 0 0 0 1
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 1 0
64. Caribbean 0 3 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification
Census classification - Con.

21 22 23 24 25 26 27 28 29 30 31 32
Total 189 359 738 485 251 387 62 163 33 66 371 88
     Not reported 14 19 23 11 19 11 2 8 4 9 30 2
     Reported

Items responses:

175 340 715 474 232 376 60 155 29 57 341 86

  1. Alabama 0 0 0 0 1 0 0 0 0 0 0 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 0 0 0 0 0 0 0 0 0 0 0 0
  4. Arkansas 0 0 0 0 1 1 0 0 0 0 0 0
  5. California 0 0 2 0 0 1 0 0 0 0 0 0
  6. Colorado 0 0 0 0 0 0 0 0 0 0 0 0
  7. Connecticut 0 1 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 3 0 0 0 0 0 0 0 0 0 0 0
10. Florida 0 2 0 0 0 0 0 0 0 0 0 0
11. Georgia 0 0 0 0 0 0 0 0 0 0 0 0
12. Hawaii 0 0 0 0 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 0 0 0 0 0 0 0 0
14. Illinois 0 0 1 1 0 2 0 0 0 0 0 0
15. Indiana 0 0 0 0 0 0 0 0 0 0 0 0
16. Iowa 0 0 0 0 0 0 0 0 0 0 0 0
17. Kansas 0 0 0 0 0 3 0 0 0 0 0 0
18. Kentucky 0 0 0 0 0 0 0 0 0 0 0 0
19. Louisiana 0 0 0 0 3 0 0 0 0 0 0 0
20. Maine 0 0 0 0 0 0 0 0 0 0 0 0
21. Maryland 164 0 0 0 0 0 0 0 0 0 2 0
22. Massachusetts 0 332 0 0 1 0 0 0 0 0 0 0
23. Michigan 0 1 702 2 0 0 0 0 0 0 0 0
24. Minnesota 0 0 1 463 0 0 0 0 0 0 0 0
25. Mississippi 0 0 0 0 217 2 0 0 0 0 0 0
26. Missouri 0 0 1 2 1 360 0 0 0 0 0 0
27. Montana 0 0 0 0 0 0 60 0 0 0 0 0
28. Nebraska 0 0 0 0 0 0 0 155 0 0 0 2
29. Nevada 0 0 0 0 0 0 0 0 26 0 0 0
30. New Hampshire 0 3 0 0 0 0 0 0 0 53 0 0
31. New Jersey 1 0 0 0 0 0 0 0 0 0 333 0
32. New Mexico 0 0 0 0 0 0 0 0 0 1 0 78
33. New York 2 1 1 0 0 0 0 0 0 0 4 0
34. North Carolina 0 0 1 0 1 3 0 0 0 0 1 0
35. North Dakota 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

21 22 23 24 25 26 27 28 29 30 31 32
36. Ohio 1 0 3 0 0 0 0 0 0 0 0 0
37. Oklahoma 0 0 0 0 0 0 0 0 2 0 0 0
38. Oregon 0 0 1 0 0 0 0 0 0 0 0 0
39. Pennsylvania 1 0 0 0 0 0 0 0 0 0 1 0
40. Rhode Island 1 0 0 0 0 0 0 0 0 0 0 0
41. South Carolina 0 0 0 0 0 0 0 0 0 0 0 0
42. South Dakota 0 0 0 1 0 0 0 0 0 0 0 0
43. Tennessee 0 0 0 0 6 1 0 0 0 0 0 0
44. Texas 0 0 2 0 0 2 0 0 0 0 0 5
45. Utah 0 0 0 0 0 0 0 0 0 0 0 0
46. Vermont 0 0 0 0 0 0 0 0 0 4 0 0
47. Virginia 3 0 2 0 0 0 0 0 0 0 0 0
48. Washington 0 0 0 2 0 2 0 0 0 0 0 0
49. West Virginia 1 0 0 0 0 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 5 0 0 0 0 0 0 0 0
51. Wyoming 0 0 0 0 0 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 1
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 1 0 0 0 0 0 0
59. Asia 0 0 0 0 0 0 0 0 0 0 0 0
60. Canada 0 0 0 1 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 0 0 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification
Census classification - Con.

33 34 35 36 37 38 39 40 41 42 43 44
Total 1129 375 104 788 265 158 1005 51 187 98 348 956
     Not reported 81 16 7 36 19 3 29 4 16 2 15 92
     Reported

Items responses:

1047 359 97 752 246 155 976 47 170 96 333 864

  1. Alabama 0 0 0 0 0 0 0 0 0 0 1 0
  2. Alaska 0 0 0 0 0 1 0 0 0 0 0 2
  3. Arizona 0 0 0 0 0 0 0 0 0 0 0 0
  4. Arkansas 0 0 0 0 1 0 0 0 0 0 0 1
  5. California 1 0 0 2 0 0 0 0 0 0 0 1
  6. Colorado 0 0 0 0 0 0 0 0 0 0 0 0
  7. Connecticut 1 0 0 0 0 0 1 0 1 0 0 0
  8. Delaware 0 0 0 0 0 0 1 0 0 0 0 0
  9. District of Columbia 0 0 0 0 0 0 0 0 0 0 0 0
10. Florida 3 4 0 1 0 0 0 0 0 0 0 0
11. Georgia 0 0 0 0 0 0 0 0 0 0 0 2
12. Hawaii 0 0 0 0 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 0 0 0 0 0 0 0 0
14. Illinois 0 2 0 0 0 0 0 0 0 0 0 0
15. Indiana 0 0 0 3 0 0 1 0 0 0 0 2
16. Iowa 0 0 0 0 0 0 0 0 0 0 0 0
17. Kansas 0 0 0 0 0 0 0 0 0 0 0 1
18. Kentucky 0 0 0 4 0 0 0 0 0 0 0 0
19. Louisiana 0 0 0 0 0 0 0 0 0 0 0 1
20. Maine 0 0 0 0 0 0 0 0 0 0 0 0
21. Maryland 2 2 0 0 0 0 1 0 0 0 0 0
22. Massachusetts 4 0 0 0 0 0 2 0 0 0 0 2
23. Michigan 3 0 0 2 0 0 0 0 0 0 0 0
24. Minnesota 0 0 2 0 0 0 0 0 0 0 0 0
25. Mississippi 0 0 0 0 0 0 0 0 0 0 2 0
26. Missouri 0 0 0 0 1 0 0 0 0 0 0 0
27. Montana 0 0 0 0 0 0 0 0 0 1 0 0
28. Nebraska 0 0 0 0 0 0 0 0 0 0 0 0
29. Nevada 0 0 0 0 0 0 0 0 0 0 0 0
30. New Hampshire 0 0 0 0 0 0 0 0 0 0 0 0
31. New Jersey 5 0 0 0 0 0 2 0 2 0 0 0
32. New Mexico 0 0 0 0 0 0 0 0 0 0 0 1
33. New York 1016 1 0 0 0 0 2 0 1 0 0 0
34. North Carolina 0 342 0 0 1 0 1 0 3 0 0 0
35. North Dakota 0 0 95 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

33 34 35 36 37 38 39 40 41 42 43 44
36. Ohio 0 0 0 735 1 0 1 0 0 0 1 0
37. Oklahoma 1 0 0 0 240 0 0 0 0 0 0 0
38. Oregon 0 0 0 0 0 149 0 0 0 0 0 0
39. Pennsylvania 2 0 0 0 0 0 958 0 0 0 2 0
40. Rhode Island 0 0 0 2 0 0 0 47 0 0 0 0
41. South Carolina 0 1 0 0 0 0 0 0 163 0 0 0
42. South Dakota 0 0 0 0 0 0 0 0 0 94 0 0
43. Tennessee 0 0 0 0 0 0 0 0 0 0 325 1
44. Texas 0 0 0 0 2 1 0 0 0 0 0 847
45. Utah 0 0 0 0 0 0 2 0 0 0 0 0
46. Vermont 2 0 0 0 0 0 0 0 0 0 0 0
47. Virginia 0 3 0 1 0 0 2 0 1 0 2 2
48. Washington 0 0 0 1 0 4 1 0 0 1 0 0
49. West Virginia 0 3 0 1 0 0 2 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 0 0 0 0 0 0 0
51. Wyoming 1 0 0 0 0 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 2 1 0 0 0 0 0 0 0 0 0 0
59. Asia 0 0 0 0 0 0 0 0 0 0 0 0
60. Canada 0 0 0 0 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 2
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 4 0 0 0 0 0 0 0 0 0 0 0
65. South America 1 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification
Census classification - Con.

45 46 47 48 49 50 51 52 53 54 55 56
Total 132 47 290 211 183 517 36 25 2 9 101 4
     Not reported 9 1 17 13 11 10 2 0 0 0 3 2
     Reported

Items responses:

123 46 273 199 173 507 34 25 2 9 98 2

  1. Alabama 0 0 0 0 0 0 0 0 0 0 0 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 0 0 0 0 0 0 0 1 0 0 0 0
  4. Arkansas 0 0 0 2 0 0 0 0 0 0 0 0
  5. California 0 0 0 0 0 1 0 2 0 0 0 0
  6. Colorado 1 0 0 0 0 0 1 0 0 0 0 0
  7. Connecticut 0 0 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 0 0 5 0 0 0 0 0 0 0 0 0
10. Florida 0 0 0 0 0 0 0 0 0 0 0 0
11. Georgia 0 0 0 0 0 0 0 0 0 0 0 0
12. Hawaii 0 0 0 0 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 1 0 0 0 0 0 0 0 0
14. Illinois 0 0 0 0 0 2 0 0 0 0 0 0
15. Indiana 0 0 0 0 1 0 0 5 0 0 0 0
16. Iowa 0 0 0 0 0 0 0 0 0 0 0 0
17. Kansas 0 0 0 0 0 0 0 0 0 0 0 0
18. Kentucky 0 0 0 0 0 0 0 0 0 0 0 0
19. Louisiana 0 0 0 0 0 0 0 1 0 0 0 0
20. Maine 0 0 0 0 0 0 0 0 0 0 0 0
21. Maryland 0 0 0 0 2 1 0 0 0 0 0 0
22. Massachusetts 0 2 0 0 0 0 0 1 0 0 0 0
23. Michigan 0 0 1 0 0 0 0 1 0 0 0 0
24. Minnesota 0 0 0 0 0 4 0 0 0 0 0 0
25. Mississippi 0 0 0 0 0 0 0 3 0 0 0 0
26. Missouri 0 0 0 0 0 0 0 0 0 0 0 0
27. Montana 0 0 0 0 0 0 0 0 0 0 0 0
28. Nebraska 0 0 0 0 0 0 0 0 0 0 0 0
29. Nevada 0 0 0 0 0 0 0 0 0 0 0 0
30. New Hampshire 0 0 0 0 0 0 0 0 0 0 0 0
31. New Jersey 0 0 0 0 0 0 0 0 0 0 0 0
32. New Mexico 0 0 0 0 0 0 0 0 0 0 0 0
33. New York 0 1 0 2 0 2 0 3 0 0 3 0
34. North Carolina 0 0 3 0 0 0 0 2 0 0 0 0
35. North Dakota 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

45 46 47 48 49 50 51 52 53 54 55 56
36. Ohio 0 0 0 0 3 0 0 0 0 0 0 0
37. Oklahoma 0 0 0 0 0 0 0 0 0 0 0 0
38. Oregon 0 0 0 1 0 0 0 0 0 0 0 0
39. Pennsylvania 0 0 0 0 1 0 0 1 0 0 0 0
40. Rhode Island 0 0 0 0 0 0 0 0 0 0 0 0
41. South Carolina 0 0 0 0 0 0 0 1 0 0 2 0
42. South Dakota 0 0 0 0 0 0 0 0 0 0 0 0
43. Tennessee 0 0 1 0 0 0 0 0 0 0 0 0
44. Texas 0 0 0 1 0 0 0 1 0 0 0 0
45. Utah 122 0 0 0 0 0 3 0 0 0 0 0
46. Vermont 0 43 0 0 0 0 0 0 0 0 0 0
47. Virginia 0 0 261 0 1 0 0 0 0 0 0 0
48. Washington 0 0 0 192 0 0 0 1 0 0 0 0
49. West Virginia 0 0 1 0 165 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 496 0 1 0 0 0 0
51. Wyoming 0 0 0 0 0 0 30 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 2 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 9 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 93 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 1
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 1 0 0 0 0 0 0
59. Asia 0 0 0 0 0 0 0 0 0 0 0 0
60. Canada 0 0 0 0 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 0 0 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification
Census classification - Con.

57 58 59 60 61 62 63 64 65 66 67 68
Total 0 390 442 40 0 424 93 166 111 50 17 0
     Not reported 0 9 15 0 0 8 2 3 1 0 0 0
     Reported

Items responses:

0 380 427 40 0 416 91 163 111 50 17 0

  1. Alabama 0 0 0 0 0 0 0 0 0 0 0 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 0 0 0 0 0 0 0 0 0 0 0 0
  4. Arkansas 0 0 0 0 0 0 0 0 0 0 0 0
  5. California 0 1 3 0 0 0 0 0 0 0 0 0
  6. Colorado 0 0 0 0 0 0 0 0 0 0 0 0
  7. Connecticut 0 0 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 0 0 0 0 0 0 0 0 0 0 0 0
10. Florida 0 0 0 0 0 0 0 0 0 0 0 0
11. Georgia 0 0 0 0 0 0 0 0 0 0 0 0
12. Hawaii 0 0 2 0 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 0 0 0 0 0 0 0 0
14. Illinois 0 1 2 0 0 0 0 0 0 0 0 0
15. Indiana 0 0 1 0 0 0 0 0 0 0 0 0
16. Iowa 0 0 0 0 0 0 0 0 0 0 0 0
17. Kansas 0 0 0 0 0 0 0 0 0 0 0 0
18. Kentucky 0 0 0 0 0 0 0 0 0 0 0 0
19. Louisiana 0 0 0 0 0 0 0 0 0 0 0 0
20. Maine 0 0 0 0 0 0 0 0 0 0 0 0
21. Maryland 0 0 0 0 0 0 0 0 0 0 0 0
22. Massachusetts 0 0 0 0 0 0 0 1 0 0 0 0
23. Michigan 0 1 0 0 0 0 0 0 0 0 0 0
24. Minnesota 0 1 0 0 0 0 0 0 0 0 0 0
25. Mississippi 0 0 0 0 0 0 0 0 0 0 0 0
26. Missouri 0 0 0 0 0 0 0 0 0 0 0 0
27. Montana 0 0 0 0 0 0 0 0 1 0 0 0
28. Nebraska 0 0 0 0 0 0 0 0 0 0 0 0
29. Nevada 0 0 0 0 0 0 0 0 0 0 0 0
30. New Hampshire 0 0 0 0 0 0 0 0 0 0 0 0
31. New Jersey 0 0 2 0 0 0 0 3 0 0 0 0
32. New Mexico 0 0 0 0 0 0 0 0 0 0 0 0
33. New York 0 0 1 0 0 0 0 2 0 0 0 0
34. North Carolina 0 0 0 0 0 0 0 0 0 0 0 0
35. North Dakota 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.35 (CRS question 16)  Where (were/was...) born? (Name of state/region/country where born) –
Unedited, Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

57 58 59 60 61 62 63 64 65 66 67 68
36. Ohio 0 0 0 0 0 0 0 0 0 0 0 0
37. Oklahoma 0 0 0 0 0 0 0 0 0 0 0 0
38. Oregon 0 0 0 0 0 0 0 0 0 0 0 0
39. Pennsylvania 0 0 0 0 0 0 0 0 0 1 0 0
40. Rhode Island 0 0 0 0 0 0 0 0 0 0 0 0
41. South Carolina 0 0 0 0 0 0 0 0 0 0 0 0
42. South Dakota 0 0 0 0 0 0 0 0 0 0 0 0
43. Tennessee 0 0 0 0 0 0 0 0 0 0 0 0
44. Texas 0 0 0 0 0 3 0 0 0 0 0 0
45. Utah 0 1 0 0 0 0 0 0 0 0 0 0
46. Vermont 0 0 0 0 0 0 0 0 0 0 0 0
47. Virginia 0 0 0 0 0 0 0 0 0 0 0 0
48. Washington 0 0 0 0 0 0 0 0 0 0 0 0
49. West Virginia 0 0 0 0 0 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 0 0 0 0 0 0 0
51. Wyoming 0 0 0 0 0 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 3 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 370 8 0 0 1 2 0 0 0 0 0
59. Asia 0 4 409 0 0 0 0 0 0 0 0 0
60. Canada 0 1 0 40 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 409 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 89 0 0 0 0 0
64. Caribbean 0 1 0 0 0 0 0 157 2 0 0 0
65. South America 0 0 0 0 0 0 0 0 108 1 0 0
66. Africa 0 0 0 0 0 0 0 0 0 47 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 17 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0

Table E.36 (CRS question 17)  (Are you/Is...) a CITIZEN of the United States? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5

Total 19554 1232 18322 16475 109 110 726 901

     Not reported 402 33 370 338 2 1 14 15

     Reported

Items responses:

19152 1200 17952 16137 107 109 713 887

  1. Yes, born in the United States 17210 1059 16151 16083 17 10 30 11

  2. Yes, born in Puerto Rico, Guam, etc. 103 1 102 9 85 1 3 3

  3. Yes, born abroad of American parents 107 7 100 9 2 72 16 1

  4. Yes, a U.S. citizen by naturalization 798 54 744 29 3 21 600 91

  5. No, not a citizen of the United States 934 79 855 7 0 5 62 781
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Table E.37 (CRS question 18)  What year did (you/...) come to live in the United States? – Unedited,
Census 2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10

Total 19554 17802 1752 348 264 247 234 149 146 85 52 146 82

     Not reported 17755 17526 230 38 32 21 26 16 11 19 6 33 30

     Reported

Items responses:

1799 276 1523 310 232 226 209 133 135 67 46 113 52

  1. 1995 to 2000 354 36 318 291 14 5 0 4 0 1 0 3 0

  2. 1990 to 1994 291 60 231 9 188 23 8 1 2 0 0 0 0

  3. 1985 to 1989 266 37 228 7 19 183 14 0 2 1 0 0 3

  4. 1980 to 1984 253 42 211 3 7 14 177 8 2 0 0 0 0

  5. 1975 to 1979 155 23 132 0 2 2 6 100 21 0 1 0 0

  6. 1970 to 1974 137 18 119 0 1 0 2 14 98 4 1 0 0

  7. 1965 to 1969 83 22 61 0 1 0 0 3 6 48 1 1 0

  8. 1960 to 1964 66 9 57 0 1 0 0 1 2 9 40 4 0

  9. 1950 to 1959 134 14 120 0 0 0 1 2 2 3 4 103 5

10. Before 1950 60 14 46 0 0 1 0 1 0 0 0 1 44

Table E.38 (CRS question 19a)  Did (you/...) live in this (house/apartment) on April 1, 1995? – Unedited,
Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4

Total 19554 1684 17870 1124 10181 438 6127

     Not reported 440 60 380 19 195 9 157

    Reported

Items responses:

19114 1624 17489 1105 9985 429 5970

  1. Person is under 5 years old 1203 106 1098 935 40 16 106

  2. Yes, this house 11486 914 10572 111 9437 33 991

  3. No, outside the United States 457 45 413 2 31 256 124

  4. No, different house in the United States 5967 560 5407 57 477 124 4749

Table E.39 (CRS question 19b)  Did (you/...) live inside the limits of that city or town? – Unedited, Census
2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 11572 7982 6220 1762

     Not reported 13731 10441 3290 2467 822

     Reported

Items responses:

5823 1131 4692 3752 940

  1. Yes 4783 938 3844 3421 423

  2. No, outside the city/town limits 1041 193 848 331 516
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7 8
Total 19554 13175 6379 107 24 101 64 782 102 76 14
     Not reported 13608 12050 1559 31 3 24 15 175 21 17 5
     Reported

Items responses:

5946 1126 4820 76 21 77 49 608 81 58 9

  1. Alabama 95 19 76 75 0 0 0 0 0 0 0
  2. Alaska 24 4 21 0 21 0 0 0 0 0 0
  3. Arizona 104 19 84 0 0 76 0 4 0 0 0
  4. Arkansas 63 12 52 0 0 0 47 5 0 0 0
  5. California 747 146 601 0 0 0 0 581 1 0 0
  6. Colorado 88 14 75 0 0 0 0 0 72 1 0
  7. Connecticut 68 14 54 0 0 0 0 0 0 51 0
  8. Delaware 17 7 9 0 0 0 0 0 0 0 9
  9. District of Columbia 15 3 12 0 0 0 0 0 0 0 0
10. Florida 273 72 201 1 0 0 0 1 1 2 0
11. Georgia 153 26 127 0 0 0 0 0 0 0 0
12. Hawaii 39 8 31 0 0 0 0 1 0 0 0
13. Idaho 27 3 24 0 0 0 0 0 0 0 0
14. Illinois 270 51 219 0 0 0 0 0 1 0 0
15. Indiana 129 22 107 0 0 0 0 0 0 0 0
16. Iowa 109 19 90 0 0 0 0 0 0 0 0
17. Kansas 65 11 54 0 0 0 0 1 0 0 0
18. Kentucky 80 18 62 0 0 0 0 0 0 0 0
19. Louisiana 81 13 68 0 0 0 0 0 0 0 0
20. Maine 18 5 13 0 0 0 0 0 0 0 0
21. Maryland 97 24 73 0 0 0 0 0 0 0 0
22. Massachusetts 114 26 88 0 0 0 0 0 0 0 0
23. Michigan 226 29 197 0 0 0 0 0 0 0 0
24. Minnesota 146 24 122 0 0 0 0 0 0 2 0
25. Mississippi 49 21 28 0 0 0 0 0 0 0 0
26. Missouri 154 23 132 0 0 0 2 3 0 0 0
27. Montana 30 5 25 0 0 0 0 0 0 0 0
28. Nebraska 45 5 39 0 0 0 0 0 0 0 0
29. Nevada 33 7 25 0 0 0 0 0 0 0 0
30. New Hampshire 27 4 23 0 0 0 0 2 0 0 0
31. New Jersey 143 26 117 0 0 0 0 0 0 0 0
32. New Mexico 36 10 26 0 0 0 0 0 0 0 0
33. New York 360 79 281 0 0 0 0 1 0 1 0
34. North Carolina 140 31 109 0 0 0 0 1 0 0 0
35. North Dakota 22 1 21 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification- Con.

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7 8
36. Ohio 281 48 233 0 0 0 0 0 0 0 0
37. Oklahoma 102 15 87 0 0 0 0 0 0 0 0
38. Oregon 94 18 76 0 0 0 0 0 0 0 0
39. Pennsylvania 240 27 212 0 0 0 0 0 0 2 0
40. Rhode Island 18 2 15 0 0 0 0 0 0 0 0
41. South Carolina 65 14 51 0 0 0 0 0 0 0 0
42. South Dakota 27 2 25 0 0 0 0 1 0 0 0
43. Tennessee 126 28 98 0 0 0 0 0 0 0 0
44. Texas 404 75 329 0 0 0 0 3 0 0 0
45. Utah 55 7 48 0 0 0 0 0 4 0 0
46. Vermont 17 4 13 0 0 0 0 0 1 0 0
47. Virginia 125 29 96 0 0 0 0 0 0 0 0
48. Washington 110 20 90 0 0 0 0 3 0 0 0
49. West Virginia 33 10 23 0 0 0 0 0 0 0 0
50. Wisconsin 142 23 119 0 0 0 0 0 0 0 0
51. Wyoming 18 2 16 0 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 2 0 2 0 0 0 0 2 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 0 0 0 0 0 0
59. Asia 3 0 3 0 0 0 0 0 0 0 0
60. Canada 0 0 0 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 0 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification
Census classification - Con.

9 10 11 12 13 14 15 16 17 18 19 20
Total 12 276 182 41 31 291 134 104 62 80 85 21
     Not reported 4 81 59 10 7 76 25 13 11 17 21 9
     Reported

Items responses:

9 194 123 31 25 215 109 91 51 63 65 12

  1. Alabama 0 0 0 0 0 0 0 0 0 1 0 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 0 0 0 0 0 0 0 0 0 0 0 0
  4. Arkansas 0 0 0 0 0 0 0 0 0 0 0 0
  5. California 0 0 1 1 0 0 1 4 0 0 0 0
  6. Colorado 0 0 0 0 0 0 0 0 0 0 0 0
  7. Connecticut 0 0 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 6 0 0 0 0 0 0 0 0 0 0 0
10. Florida 0 186 2 0 0 0 1 0 0 0 0 0
11. Georgia 0 2 118 0 0 0 0 0 2 0 0 0
12. Hawaii 0 0 0 29 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 24 0 0 0 0 0 0 0
14. Illinois 0 0 0 0 0 208 0 0 0 1 0 0
15. Indiana 0 0 0 0 0 0 104 0 0 0 0 0
16. Iowa 0 0 0 0 0 0 0 85 0 0 0 0
17. Kansas 0 0 0 0 0 2 0 0 49 0 0 0
18. Kentucky 0 0 0 0 0 0 0 0 0 60 0 0
19. Louisiana 0 0 0 0 0 0 0 0 0 0 63 0
20. Maine 0 0 0 0 0 0 0 0 0 0 0 12
21. Maryland 0 0 0 0 0 0 0 2 0 0 0 0
22. Massachusetts 0 0 0 0 0 0 1 0 0 0 0 0
23. Michigan 0 0 0 0 0 0 0 0 0 0 0 0
24. Minnesota 0 0 0 0 0 0 2 0 0 0 0 0
25. Mississippi 0 1 0 0 0 0 0 0 0 0 0 0
26. Missouri 0 0 0 0 0 0 0 0 0 0 0 0
27. Montana 0 0 0 0 0 0 0 0 0 0 0 0
28. Nebraska 0 0 0 0 0 0 0 0 0 0 0 0
29. Nevada 0 0 0 0 0 1 0 0 0 0 0 0
30. New Hampshire 0 0 0 0 0 0 0 0 0 0 0 0
31. New Jersey 0 2 0 0 0 0 0 0 0 0 0 0
32. New Mexico 0 0 0 0 0 0 0 0 0 0 0 0
33. New York 0 0 0 0 0 0 0 0 0 0 0 0
34. North Carolina 0 0 0 0 0 1 0 0 0 0 1 0
35. North Dakota 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

9 10 11 12 13 14 15 16 17 18 19 20
36. Ohio 0 2 0 0 0 2 0 0 0 0 0 0
37. Oklahoma 0 0 0 0 0 0 0 0 0 0 0 0
38. Oregon 0 0 0 0 0 0 0 0 0 0 0 0
39. Pennsylvania 0 0 0 0 0 0 0 0 0 0 0 0
40. Rhode Island 0 0 0 0 0 0 0 0 0 0 0 0
41. South Carolina 0 0 1 0 0 0 0 0 0 0 0 0
42. South Dakota 0 0 0 0 0 0 0 0 0 0 0 0
43. Tennessee 0 0 0 0 0 1 0 0 0 0 0 0
44. Texas 0 0 0 0 0 0 0 0 0 0 0 0
45. Utah 0 0 0 0 0 0 0 0 0 0 0 0
46. Vermont 0 0 0 0 0 0 0 0 0 0 0 0
47. Virginia 2 0 2 0 0 1 0 0 0 0 0 0
48. Washington 0 0 0 0 0 0 0 0 0 0 0 0
49. West Virginia 0 0 0 0 0 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 0 0 0 0 1 0 0
51. Wyoming 0 0 0 0 1 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 0 0 0 0 0 0 0
59. Asia 0 0 0 0 0 0 0 0 0 0 0 0
60. Canada 0 0 0 0 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 0 0 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification
Census classification - Con.

21 22 23 24 25 26 27 28 29 30 31 32
Total 101 124 279 150 47 158 31 52 43 27 158 31

     Not reported 25 35 84 32 19 27 5 11 17 5 45 5
     Reported

Items responses:

75 89 195 118 29 130 26 41 26 23 113 26

  1. Alabama 0 0 0 0 0 0 0 0 0 0 0 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 0 0 0 0 0 0 0 0 2 0 0 0
  4. Arkansas 0 0 0 0 0 0 0 0 0 0 0 0
  5. California 1 0 0 0 0 0 0 0 2 0 0 0
  6. Colorado 0 0 0 0 0 2 0 0 0 0 0 0
  7. Connecticut 0 2 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 3 0 0 0 0 0 0 0 0 0 0 0
10. Florida 0 0 0 0 0 0 0 0 0 0 0 0
11. Georgia 0 0 0 0 0 0 0 0 0 0 0 0
12. Hawaii 0 0 0 0 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 0 0 0 0 0 0 0 0
14. Illinois 0 0 0 0 0 0 0 0 0 0 0 0
15. Indiana 0 0 0 0 0 0 0 0 0 0 0 0
16. Iowa 0 0 0 0 0 1 0 1 0 0 0 0
17. Kansas 0 0 0 0 0 0 0 0 0 0 0 0
18. Kentucky 0 0 1 0 0 0 0 0 0 0 0 0
19. Louisiana 0 0 0 0 2 0 0 0 0 0 0 0
20. Maine 0 0 0 0 0 0 0 0 0 0 0 0
21. Maryland 70 0 0 0 0 0 0 0 0 0 0 0
22. Massachusetts 0 85 0 0 0 0 0 0 0 0 0 0
23. Michigan 0 0 193 0 0 0 0 0 0 0 0 0
24. Minnesota 0 0 0 118 0 0 0 0 0 0 0 0
25. Mississippi 0 0 0 0 26 0 0 0 0 0 0 0
26. Missouri 0 0 0 0 0 125 0 0 0 0 0 0
27. Montana 0 0 0 0 0 0 24 0 0 0 0 0
28. Nebraska 0 0 0 0 0 0 0 39 0 0 0 0
29. Nevada 0 0 0 0 0 0 0 0 22 1 0 0
30. New Hampshire 0 0 0 0 0 0 0 0 0 20 0 0
31. New Jersey 0 0 0 0 0 0 0 0 0 0 111 0
32. New Mexico 0 0 0 0 0 0 0 0 0 0 0 26
33. New York 0 1 2 0 0 0 0 0 0 0 0 0
34. North Carolina 0 0 0 0 0 0 0 0 0 0 0 0
35. North Dakota 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

21 22 23 24 25 26 27 28 29 30 31 32
36. Ohio 1 0 0 0 0 0 0 0 0 0 0 0
37. Oklahoma 0 0 0 0 0 2 0 0 0 0 0 0
38. Oregon 0 0 0 0 0 0 1 0 0 0 0 0
39. Pennsylvania 0 0 0 0 0 0 0 0 0 0 1 0
40. Rhode Island 0 0 0 0 0 0 0 0 0 0 0 0
41. South Carolina 0 0 0 0 0 0 0 0 0 0 0 0
42. South Dakota 0 0 0 0 0 0 0 0 0 0 0 0
43. Tennessee 0 0 0 0 1 0 0 0 0 0 0 0
44. Texas 0 0 0 0 0 0 0 0 0 0 0 0
45. Utah 0 0 0 0 0 0 0 0 0 0 0 0
46. Vermont 0 0 0 0 0 0 0 0 0 2 0 0
47. Virginia 0 0 0 0 0 0 0 0 0 0 0 0
48. Washington 0 0 0 0 0 0 0 0 0 0 0 0
49. West Virginia 0 0 0 0 0 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 0 0 0 0 0 0 0
51. Wyoming 0 0 0 0 0 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 0 0 0 0 0 0 0
59. Asia 0 0 0 0 0 0 0 0 0 0 0 0
60. Canada 0 0 0 0 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 0 0 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification
Census classification - Con.

33 34 35 36 37 38 39 40 41 42 43 44
Total 380 151 23 287 110 87 269 22 79 31 128 444
     Not reported 98 40 1 53 22 12 51 7 25 6 23 112
     Reported

Items responses:

283 110 22 233 87 75 218 16 54 24 105 332

  1. Alabama 0 0 0 0 0 0 0 0 0 0 1 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 1 0 0 0 0 0 0 0 0 0 0 0
  4. Arkansas 0 0 0 0 0 0 0 0 0 0 0 0
  5. California 0 2 0 2 0 0 0 0 2 0 0 2
  6. Colorado 0 0 0 0 0 0 0 0 0 0 0 0
  7. Connecticut 0 0 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 0 0 0 0 0 0 0 0 0 0 0 0
10. Florida 3 0 0 1 1 0 0 0 0 0 2 0
11. Georgia 0 0 0 0 0 0 0 0 0 0 2 1
12. Hawaii 0 0 0 0 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 0 0 0 0 0 0 0 0
14. Illinois 2 0 0 0 0 0 2 0 0 0 0 1
15. Indiana 0 0 0 2 0 0 0 0 0 0 1 0
16. Iowa 0 0 0 2 0 0 0 0 0 0 0 0
17. Kansas 0 0 0 0 1 0 0 0 0 0 0 2
18. Kentucky 0 0 0 0 0 0 0 0 0 0 0 0
19. Louisiana 0 0 0 0 0 0 0 0 1 0 0 2
20. Maine 0 0 0 0 0 0 0 0 0 0 0 0
21. Maryland 0 0 0 0 0 0 0 0 0 0 0 0
22. Massachusetts 0 0 0 0 0 0 2 0 0 0 0 0
23. Michigan 1 1 0 0 0 0 0 0 2 0 0 0
24. Minnesota 0 0 0 0 0 0 0 0 0 0 0 0
25. Mississippi 0 0 0 0 0 0 0 0 0 0 1 0
26. Missouri 0 0 0 0 1 0 0 0 0 0 0 0
27. Montana 0 0 1 0 0 0 0 0 0 0 0 0
28. Nebraska 0 0 0 0 0 0 0 0 0 0 0 0
29. Nevada 0 0 0 0 0 1 0 0 0 0 0 0
30. New Hampshire 1 0 0 0 0 0 0 0 0 0 0 0
31. New Jersey 0 2 0 0 0 0 2 0 0 0 0 0
32. New Mexico 0 0 0 0 0 0 0 0 0 0 0 0
33. New York 274 0 0 0 0 0 3 0 0 0 0 0
34. North Carolina 0 104 0 1 0 0 0 0 0 0 0 0
35. North Dakota 0 0 21 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

33 34 35 36 37 38 39 40 41 42 43 44
36. Ohio 0 0 0 225 0 0 0 0 0 0 2 0
37. Oklahoma 0 0 0 0 82 0 1 0 0 0 0 1
38. Oregon 0 0 0 0 0 74 0 0 0 0 0 0
39. Pennsylvania 0 0 0 0 0 0 207 0 0 0 0 1
40. Rhode Island 0 0 0 0 0 0 0 15 0 0 0 0
41. South Carolina 0 0 0 0 0 0 0 0 50 0 1 0
42. South Dakota 0 0 0 0 0 0 0 0 0 24 0 0
43. Tennessee 0 0 0 0 0 0 0 0 0 0 95 0
44. Texas 0 0 0 0 2 0 0 0 0 0 0 322
45. Utah 0 0 0 0 0 0 0 0 0 0 0 0
46. Vermont 0 0 0 0 0 0 0 0 0 0 0 0
47. Virginia 0 2 0 0 0 0 0 0 0 0 0 0
48. Washington 0 0 0 0 0 1 0 0 0 0 0 0
49. West Virginia 0 0 0 0 0 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 0 0 0 0 0 0 0
51. Wyoming 0 0 0 0 0 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 0 0 0 0 0 0 0
59. Asia 0 0 0 0 0 0 0 0 0 0 0 2
60. Canada 0 0 0 0 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 0 0 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification
Census classification - Con.

45 46 47 48 49 50 51 52 53 54 55 56
Total 51 12 149 135 36 161 17 0 0 1 0 0
     Not reported 6 2 55 43 12 40 1 0 0 1 0 0
     Reported

Items responses:

45 10 94 91 24 120 15 0 0 0 0 0

  1. Alabama 0 0 0 0 0 0 0 0 0 0 0 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 0 0 1 0 0 0 0 0 0 0 0 0
  4. Arkansas 0 0 0 0 0 0 0 0 0 0 0 0
  5. California 0 0 0 3 0 0 0 0 0 0 0 0
  6. Colorado 0 0 0 0 0 0 0 0 0 0 0 0
  7. Connecticut 0 0 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 0 0 2 0 0 0 0 0 0 0 0 0
10. Florida 0 0 0 0 0 0 0 0 0 0 0 0
11. Georgia 0 0 0 0 0 0 0 0 0 0 0 0
12. Hawaii 0 0 0 1 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 0 0 0 0 0 0 0 0
14. Illinois 0 0 2 0 0 1 0 0 0 0 0 0
15. Indiana 0 0 0 0 0 0 0 0 0 0 0 0
16. Iowa 0 0 0 0 0 0 0 0 0 0 0 0
17. Kansas 0 0 0 0 0 0 0 0 0 0 0 0
18. Kentucky 0 0 0 0 0 0 0 0 0 0 0 0
19. Louisiana 0 0 0 0 0 0 0 0 0 0 0 0
20. Maine 0 0 0 0 0 0 0 0 0 0 0 0
21. Maryland 0 0 0 0 0 0 0 0 0 0 0 0
22. Massachusetts 0 0 0 0 0 0 0 0 0 0 0 0
23. Michigan 0 0 0 0 0 0 0 0 0 0 0 0
24. Minnesota 0 0 0 0 0 0 0 0 0 0 0 0
25. Mississippi 0 0 0 0 0 0 0 0 0 0 0 0
26. Missouri 0 0 0 0 0 0 0 0 0 0 0 0
27. Montana 0 0 0 0 0 0 0 0 0 0 0 0
28. Nebraska 0 0 0 0 0 0 0 0 0 0 0 0
29. Nevada 0 0 0 0 0 0 0 0 0 0 0 0
30. New Hampshire 0 0 0 0 0 0 0 0 0 0 0 0
31. New Jersey 0 0 0 0 0 0 0 0 0 0 0 0
32. New Mexico 0 0 0 0 0 0 0 0 0 0 0 0
33. New York 0 0 0 0 0 0 0 0 0 0 0 0
34. North Carolina 0 0 0 0 0 0 0 0 0 0 0 0
35. North Dakota 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

45 46 47 48 49 50 51 52 53 54 55 56
36. Ohio 2 0 0 0 0 0 0 0 0 0 0 0
37. Oklahoma 0 0 0 1 0 0 0 0 0 0 0 0
38. Oregon 0 0 0 1 0 0 0 0 0 0 0 0
39. Pennsylvania 0 0 1 0 1 0 0 0 0 0 0 0
40. Rhode Island 0 0 0 0 0 0 0 0 0 0 0 0
41. South Carolina 0 0 0 0 0 0 0 0 0 0 0 0
42. South Dakota 0 0 0 0 0 0 0 0 0 0 0 0
43. Tennessee 0 0 0 0 0 0 0 0 0 0 0 0
44. Texas 0 0 1 0 0 0 0 0 0 0 0 0
45. Utah 43 0 0 0 0 0 0 0 0 0 0 0
46. Vermont 0 10 0 0 0 0 0 0 0 0 0 0
47. Virginia 0 0 88 0 0 1 0 0 0 0 0 0
48. Washington 0 0 0 86 0 0 0 0 0 0 0 0
49. West Virginia 0 0 0 0 23 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 118 0 0 0 0 0 0
51. Wyoming 0 0 0 0 0 0 15 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 0 0 0 0 0 0 0
59. Asia 0 0 0 0 0 0 0 0 0 0 0 0
60. Canada 0 0 0 0 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 0 0 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification
Census classification - Con.

57 58 59 60 61 62 63 64 65 66 67 68
Total 0 2 8 0 0 0 1 2 0 3 0 0

     Not reported 0 2 7 0 0 0 1 2 0 3 0 0
     Reported

Items responses:

0 1 1 0 0 0 0 0 0 0 0 0

  1. Alabama 0 0 0 0 0 0 0 0 0 0 0 0
  2. Alaska 0 0 0 0 0 0 0 0 0 0 0 0
  3. Arizona 0 0 0 0 0 0 0 0 0 0 0 0
  4. Arkansas 0 0 0 0 0 0 0 0 0 0 0 0
  5. California 0 0 0 0 0 0 0 0 0 0 0 0
  6. Colorado 0 0 0 0 0 0 0 0 0 0 0 0
  7. Connecticut 0 0 0 0 0 0 0 0 0 0 0 0
  8. Delaware 0 0 0 0 0 0 0 0 0 0 0 0
  9. District of Columbia 0 0 0 0 0 0 0 0 0 0 0 0
10. Florida 0 0 0 0 0 0 0 0 0 0 0 0
11. Georgia 0 0 0 0 0 0 0 0 0 0 0 0
12. Hawaii 0 0 0 0 0 0 0 0 0 0 0 0
13. Idaho 0 0 0 0 0 0 0 0 0 0 0 0
14. Illinois 0 0 0 0 0 0 0 0 0 0 0 0
15. Indiana 0 0 0 0 0 0 0 0 0 0 0 0
16. Iowa 0 0 0 0 0 0 0 0 0 0 0 0
17. Kansas 0 0 0 0 0 0 0 0 0 0 0 0
18. Kentucky 0 0 0 0 0 0 0 0 0 0 0 0
19. Louisiana 0 0 0 0 0 0 0 0 0 0 0 0
20. Maine 0 1 0 0 0 0 0 0 0 0 0 0
21. Maryland 0 0 0 0 0 0 0 0 0 0 0 0
22. Massachusetts 0 0 0 0 0 0 0 0 0 0 0 0
23. Michigan 0 0 0 0 0 0 0 0 0 0 0 0
24. Minnesota 0 0 0 0 0 0 0 0 0 0 0 0
25. Mississippi 0 0 0 0 0 0 0 0 0 0 0 0
26. Missouri 0 0 0 0 0 0 0 0 0 0 0 0
27. Montana 0 0 0 0 0 0 0 0 0 0 0 0
28. Nebraska 0 0 0 0 0 0 0 0 0 0 0 0
29. Nevada 0 0 0 0 0 0 0 0 0 0 0 0
30. New Hampshire 0 0 0 0 0 0 0 0 0 0 0 0
31. New Jersey 0 0 0 0 0 0 0 0 0 0 0 0
32. New Mexico 0 0 0 0 0 0 0 0 0 0 0 0
33. New York 0 0 0 0 0 0 0 0 0 0 0 0
34. North Carolina 0 0 0 0 0 0 0 0 0 0 0 0
35. North Dakota 0 0 0 0 0 0 0 0 0 0 0 0
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Table E.40 (CRS question 19)  Name of state/region/country where lived on April 1, 1995 – Unedited,
Census 2000 – Con.

Reinterview classification- Con.
Census classification - Con.

57 58 59 60 61 62 63 64 65 66 67 68
36. Ohio 0 0 0 0 0 0 0 0 0 0 0 0
37. Oklahoma 0 0 0 0 0 0 0 0 0 0 0 0
38. Oregon 0 0 0 0 0 0 0 0 0 0 0 0
39. Pennsylvania 0 0 0 0 0 0 0 0 0 0 0 0
40. Rhode Island 0 0 0 0 0 0 0 0 0 0 0 0
41. South Carolina 0 0 0 0 0 0 0 0 0 0 0 0
42. South Dakota 0 0 0 0 0 0 0 0 0 0 0 0
43. Tennessee 0 0 0 0 0 0 0 0 0 0 0 0
44. Texas 0 0 0 0 0 0 0 0 0 0 0 0
45. Utah 0 0 0 0 0 0 0 0 0 0 0 0
46. Vermont 0 0 0 0 0 0 0 0 0 0 0 0
47. Virginia 0 0 0 0 0 0 0 0 0 0 0 0
48. Washington 0 0 0 0 0 0 0 0 0 0 0 0
49. West Virginia 0 0 0 0 0 0 0 0 0 0 0 0
50. Wisconsin 0 0 0 0 0 0 0 0 0 0 0 0
51. Wyoming 0 0 0 0 0 0 0 0 0 0 0 0
52. U.S. state not reported 0 0 0 0 0 0 0 0 0 0 0 0
53. American Samoa 0 0 0 0 0 0 0 0 0 0 0 0
54. Guam 0 0 0 0 0 0 0 0 0 0 0 0
55. Puerto Rico 0 0 0 0 0 0 0 0 0 0 0 0
56. U.S. Virgin Islands 0 0 0 0 0 0 0 0 0 0 0 0
57. Other U.S. island areas 0 0 0 0 0 0 0 0 0 0 0 0
58. Europe 0 0 0 0 0 0 0 0 0 0 0 0
59. Asia 0 0 1 0 0 0 0 0 0 0 0 0
60. Canada 0 0 0 0 0 0 0 0 0 0 0 0
61. Other Northern America 0 0 0 0 0 0 0 0 0 0 0 0
62. Mexico 0 0 0 0 0 0 0 0 0 0 0 0
63. Other Central America 0 0 0 0 0 0 0 0 0 0 0 0
64. Caribbean 0 0 0 0 0 0 0 0 0 0 0 0
65. South America 0 0 0 0 0 0 0 0 0 0 0 0
66. Africa 0 0 0 0 0 0 0 0 0 0 0 0
67. Oceania 0 0 0 0 0 0 0 0 0 0 0 0
68. At Sea / Abroad not specified 0 0 0 0 0 0 0 0 0 0 0 0

Table E.41 (CRS question 20a)  (Do you/Does...) have a long-lasting condition such as blindness, deafness,
or a severe vision or hearing impairment? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 2938 16616 601 16015

     Not reported 1663 1256 408 7 401

     Reported

Items responses:

17891 1683 16208 593 15614

  1. Yes 843 98 746 366 380

  2. No 17047 1585 15462 227 15235
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Table E.42 (CRS question 20b)  (Do you/Does...) have a long-lasting condition that substantially limits
one or more basic physical activities such as walking, climbing stairs, reaching, lifting, or carrying? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 3055 16499 1369 15130

     Not reported 1669 1256 413 29 384

     Reported

Items responses:

17885 1799 16086 1340 14746

  1. Yes 1721 209 1512 880 632

  2. No 16164 1590 14574 460 14114

Table E.43 (CRS question 21a)  Because of a physical, mental, or emotional condition lasting 6 months or
more, (do you/does...) have any difficulty in learning, remembering, or concentrating? – Unedited,
Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 3046 16508 755 15753

     Not reported 1675 1253 422 15 407

     Reported

Items responses:

17879 1793 16086 740 15346

  1. Yes 884 106 779 366 413

  2. No 16995 1687 15307 374 14933

Table E.44 (CRS question 21b)  Because of a physical, mental, or emotional condition lasting 6 months or
more, (do you/does...) have any difficulty in dressing, bathing, or getting around inside the home? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 3103 16451 445 16006

     Not reported 1723 1256 467 7 460

     Reported

Items responses:

17831 1847 15984 439 15546

  1. Yes 436 61 375 202 173

  2. No 17395 1785 15609 237 15372

Table E.45 (CRS question 21c)  Because of a physical, mental, or emotional condition lasting 6 months or
more, (do you/does...) have any difficulty in going outside the home alone to shop or visit the doctor's
office? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 6282 13272 1143 12129

     Not reported 4642 4254 389 38 351

     Reported

Items responses:

14912 2028 12883 1105 11778

  1. Yes 726 136 590 334 256

  2. No 14186 1892 12294 772 11522
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Table E.46 (CRS question 21d)  Because of a physical, mental, or emotional condition lasting 6 months or
more, (do you/does...) have any difficulty in working at a job or business? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 6520 13034 1617 11416

     Not reported 4648 4269 379 43 336

     Reported

Items responses:

14906 2251 12655 1574 11080

  1. Yes 2033 348 1686 487 1199

  2. No 12873 1903 10969 1088 9882

Table E.47 (CRS question 23a)  (Did you/Did...) have any of (your/his/her) own grandchildren under the
age of 18 living in this (house/apartment) on April 1, 2000? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 5802 13752 453 13299

     Not reported 4465 4021 444 16 427

     Reported

Items responses:

15089 1780 13309 437 12872

  1. Yes 465 54 411 318 93

  2. No 14624 1726 12898 118 12779

Table E.48 (CRS question 23b)  (Were you/Was...) responsible for most of the basic needs of any
grandchild(ren) under the age of 18 who lived in this (house/apartment) on April 1, 2000? – Unedited,
Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17128 2426 233 2194

     Not reported 18744 16714 2031 69 1962

     Reported

Items responses:

810 414 396 164 232

  1. Yes 227 50 176 125 51

  2. No 583 364 219 38 181

Table E.49 (CRS question 23c)  How long (were you/was...) responsible for the(se) grandchild(ren)? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5

Total 19554 19308 246 41 29 45 44 87

     Not reported 19325 19206 119 25 12 26 17 39

     Reported

Items responses:

229 102 127 15 17 18 27 49

  1. Less than 6 months 25 10 15 10 5 0 0 0

  2. 6 to 11 months 26 8 18 2 5 5 3 2

  3. 1 to 2 years 45 24 21 0 6 9 5 2

  4. 3 or 4 years 38 17 21 3 0 2 11 4

  5. 5 years or more 94 43 52 0 1 2 8 41
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Table E.50 (CRS question 24a)  (Have you/Has...) ever served on active duty in the U.S. Armed Forces,
military Reserves, or National Guard? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4

Total 19554 5914 13640 69 1672 311 11587

     Not reported 4556 4050 506 4 51 13 438

     Reported

Items responses:

14998 1865 13133 65 1621 298 11149

  1. Yes, now on active duty 125 13 111 35 63 5 9

  2. Yes, on active duty in past, but not now 1756 210 1546 24 1428 42 51

  3. No, training for Reserves or National Guard only 219 17 203 1 34 59 108

  4. No, never served in the military 12898 1625 11273 5 95 192 10981

Table E.51 (CRS question 24b1)  Did (you/...) serve on active duty in the U.S. Armed Forces during April
1995 or later? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 2118 96

     Not reported 17475 16890 585 575 10

     Reported

Items responses:

2079 450 1629 1544 86

  1. No 1977 433 1544 1515 29

  2. Yes 102 17 85 28 57

Table E.52 (CRS question 24b2)  Did (you/...) serve on active duty in the U.S. Armed Forces during
August 1990 to March 1995 (including Persian Gulf War)? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 2042 172

     Not reported 17475 16890 585 571 14

     Reported

Items responses:

2079 450 1629 1472 158

  1. No 1900 429 1470 1429 42

  2. Yes 180 21 159 43 116

Table E.53 (CRS question 24b3)  Did (you/...) serve on active duty in the U.S. Armed Forces during
September 1980 to July 1990? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 1979 235

     Not reported 17475 16890 585 554 31

     Reported

Items responses:

2079 450 1629 1425 204

  1. No 1842 421 1420 1369 51

  2. Yes 238 29 209 55 153
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Table E.54 (CRS question 24b4)  Did (you/...) serve on active duty in the U.S. Armed Forces during May
1975 to August 1980? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 2049 165

     Not reported 17475 16890 585 568 17

     Reported

Items responses:

2079 450 1629 1481 148

  1. No 1902 421 1480 1420 60

  2. Yes 178 29 149 61 88

Table E.55 (CRS question 24b5)  Did (you/...) serve on active duty in the U.S. Armed Forces during the
Vietnam era (August 1964 to April 1975)? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 1646 568

     Not reported 17475 16890 585 518 67

     Reported

Items responses:

2079 450 1629 1128 501

  1. No 1504 377 1128 1068 60

  2. Yes 575 74 501 60 441
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Table E.56 (CRS question 24b6)  Did (you/...) serve on active duty in the U.S. Armed Forces during
February 1955 to July 1964? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 1933 281

     Not reported 17475 16890 585 567 18

     Reported 2079 450 1629 1366 263

  1. No 1763 403 1360 1293 67

  2. Yes 316 48 269 73 196

Table E.57 (CRS question 24b7)  Did (you/...) serve on active duty in the U.S. Armed Forces during the
Korean conflict (June 1950 to January 1955)? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 1935 279

     Not reported 17475 16890 585 567 18

     Reported

Items responses:

2079 450 1629 1368 261

  1. No 1783 413 1370 1331 39

  2. Yes 296 37 259 36 223

Table E.58 (CRS question 24b8)  Did (you/...) serve on active duty in the U.S. Armed Forces during
World War II (September 1940 to July 1947)? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 1831 383

     Not reported 17475 16890 585 564 22

     Reported

Items responses:

2079 450 1629 1268 361

  1. No 1646 388 1258 1241 17

  2. Yes 433 62 371 27 344

Table E.59 (CRS question 24b9)  Did (you/...) serve on active duty in the U.S. Armed Forces during some
other time? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17340 2214 2177 38

     Not reported 17475 16890 585 582 3

     Reported

Items responses:

2079 450 1629 1594 35

  1. No 2046 444 1602 1570 32

  2. Yes 34 7 27 24 3



E57

Table E.60 (CRS Question 24c)  In total, how many years of active-duty military service (have you/has...)
had? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 17828 1726 295 1430

     Not reported 17753 17514 239 60 179

     Reported

Items responses:

1801 314 1487 235 1252

  1. Less than 2 years 242 68 173 131 43

  2. 2 years or more 1559 246 1314 105 1209

Table E.61 (CRS question 25a)  LAST YEAR, 1999, did (you/...) work at a job or business at any time? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 8874 10680 8956 1724

     Not reported 4516 4165 351 290 60

     Reported

Items responses:

15038 4709 10329 8665 1663

  1. Yes 10196 1593 8603 8290 313

  2. No 4843 3117 1726 375 1350

Table E.62 (CRS question 25b)  How many weeks did (you/...) work in 1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5 6

Total 19554 11449 8105 406 523 490 608 355 5722

     Not reported 9767 8959 808 140 114 68 80 23 382

     Reported

Items responses:

9787 2490 7297 266 409 422 528 332 5340

  1. 1 to 13 weeks 459 237 222 134 39 14 3 1 31

  2. 14 to 26 weeks 580 186 394 46 179 70 27 9 63

  3. 27 to 39 weeks 441 124 317 12 54 130 64 4 53

  4. 40 to 47 weeks 512 127 386 12 23 58 139 27 128

  5. 48 to 49 weeks 149 30 119 3 1 5 31 22 57

  6. 50 to 52 weeks 7645 1786 5859 58 113 145 264 269 5009

Table E.63 (CRS question 25c)  During the weeks WORKED in 1999, how many hours did (you/...)
usually work each WEEK? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3

Total 19554 11225 8329 398 1380 6552

     Not reported 9802 8952 850 88 242 519

     Reported

Items responses:

9752 2272 7480 310 1138 6032

  1. 1 to 14 hours 399 166 233 129 72 32

  2. 15 to 34 hours 1453 400 1053 74 768 211

  3. 35 hours or more 7901 1706 6194 106 298 5790
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Table E.64 (CRS question 26a)  Did (you/...) receive any wages, salary, commissions, bonuses or tips in
1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 9644 9910 6404 3506

     Not reported 5887 4673 1214 941 273

     Reported

Items responses:

13667 4970 8696 5463 3233

  1. Yes 8326 2930 5395 4997 398

  2. No 5341 2040 3301 466 2835

Table E.65 (CRS question 26a)  What was the amount from all jobs before deductions for taxes, bonds,
dues, or other items? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5 6

Total 19554 11964 7590 1592 678 665 752 665 660

     Not reported 12676 10367 2309 670 207 197 204 176 159

     Reported

Items responses:

6878 1597 5282 923 472 469 548 488 500

  1. $1 to $9,999 1285 476 809 689 67 17 10 7 7

  2. $10,000 to $14,999 641 163 478 106 253 81 19 6 4

  3. $15,000 to $19,999 660 180 481 45 75 257 71 11 9

  4. $20,000 to $24,999 747 166 581 18 41 82 299 84 33

  5. $25,000 to $29,999 641 140 501 18 11 19 98 266 62

  6. $30,000 to $34,999 609 106 503 11 9 5 34 82 251

  7. $35,000 to $39,999 402 70 332 7 2 2 6 15 87

  8. $40,000 to $44,999 380 72 308 7 2 0 3 6 22

  9. $45,000 to $49,999 280 40 240 3 2 3 2 4 9

10. $50,000 to $54,999 302 53 249 5 1 0 2 2 9

11. $55,000 to $64,999 326 47 279 5 3 1 0 1 2

12. $65,000 to $74,999 164 23 141 2 0 1 0 2 0

13. $75,000 to $99,999 224 28 195 2 1 0 0 2 2

14. $100,000 to $199,999 157 20 137 3 3 0 0 0 0

15. $200,000 or more 60 13 48 2 1 0 5 0 2
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Table E.65 (CRS question 26a)  What was the amount from all jobs before deductions for taxes, bonds,
dues, or other items? – Unedited, Census 2000 – Con.

Reinterview classification

Census classification–Con.

7 8 9 10 11 12 13 14 15

Total 468 421 314 294 337 202 265 189 89

     Not reported 119 109 78 65 86 57 78 66 38

     Reported

Items responses:

348 312 236 229 252 145 187 123 51

  1. $1 to $9,999 1 1 1 3 2 1 1 1 1

  2. $10,000 to $14,999 0 0 0 2 1 0 1 2 3

  3. $15,000 to $19,999 7 1 1 0 0 1 0 0 3

  4. $20,000 to $24,999 10 3 3 4 2 0 1 0 1

  5. $25,000 to $29,999 12 7 2 0 3 0 1 0 0

  6. $30,000 to $34,999 59 29 6 3 5 4 2 0 3

  7. $35,000 to $39,999 159 29 13 8 3 0 0 0 0

  8. $40,000 to $44,999 63 151 29 14 6 1 2 0 1

  9. $45,000 to $49,999 24 57 103 22 7 3 3 0 0

10. $50,000 to $54,999 4 21 47 108 36 10 2 2 0

11. $55,000 to $64,999 7 7 18 48 138 32 13 3 0

12. $65,000 to $74,999 0 2 6 13 43 53 17 2 1

13. $75,000 to $99,999 0 0 3 3 3 38 124 17 0

14. $100,000 to $199,999 0 2 2 0 5 1 18 94 9

15. $200,000 or more 2 1 1 0 0 1 1 3 30

Table E.66 (CRS question 26b)  Did (you/...) have any self-employment income from own nonfarm
businesses or farm businesses, including proprietorships and partnerships in 1999? – Unedited, Census
2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 9527 10027 776 9251

     Not reported 5041 4390 651 83 568

     Reported

Items responses:

14513 5138 9376 693 8683

  1. Yes 1192 446 747 425 322

  2. No 13321 4692 8629 268 8361
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Table E.67 (CRS question 26b)  What was the net income after business expenses? – Unedited, Census
2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7

Total 19554 13262 6292 5581 15 4 92 70 110 90

     Not reported 14393 12414 1979 1591 9 2 55 43 66 50

     Reported

Items responses:

5161 847 4314 3991 6 2 37 26 44 39

  1. $1 to $499 or loss 4443 504 3939 3906 3 1 4 2 4 5

  2. $500 to $749 17 12 4 1 1 0 2 0 0 0

  3. $750 to $999 6 2 3 1 0 0 2 0 0 0

  4. $1,000 to $2,499 66 37 29 7 1 0 14 4 1 1

  5. $2,500 to $4,999 47 24 23 6 1 0 7 5 3 0

  6. $5,000 to $9,999 114 45 69 17 0 1 5 12 20 7

  7. $10,000 to $14,999 74 38 36 13 0 0 2 2 7 8

  8. $15,000 to $19,999 45 25 21 6 0 0 0 0 0 8

  9. $20,000 to $29,999 101 52 48 8 0 0 0 1 5 4

10. $30,000 to $39,999 72 34 38 6 1 0 0 0 2 2

11. $40,000 to $49,999 40 16 24 1 0 0 0 0 2 1

12. $50,000 to $59,999 23 8 15 3 0 0 0 0 0 5

13. $60,000 to $69,999 19 10 9 4 0 0 0 0 0 0

14. $70,000 to $99,999 49 26 24 6 0 0 0 0 0 0

15. $100,000 to $149,999 19 5 14 1 0 0 0 0 0 0

16. $150,000 to $199,999 9 3 6 2 0 0 0 0 0 0

17. $200,000 or more 16 5 11 2 0 0 0 0 0 0
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Table E.67 (CRS question 26b)  What was the net income after business expenses? – Unedited, Census
2000 – Con.

Reinterview classification

Census classification–Con.

8 9 10 11 12 13 14 15 16 17

Total 50 75 65 33 22 9 33 20 10 13

     Not reported 26 45 27 17 12 4 16 7 3 6

     Reported

Items responses:

24 31 38 16 10 5 17 13 7 7

  1. $1 to $499 or loss 2 1 6 1 0 0 2 1 1 0

  2. $500 to $749 0 0 0 0 0 0 0 0 0 0

  3. $750 to $999 0 0 0 0 0 0 0 0 0 0

  4. $1,000 to $2,499 0 0 1 0 0 0 0 0 0 0

  5. $2,500 to $4,999 1 0 0 0 0 0 0 0 0 0

  6. $5,000 to $9,999 2 1 2 0 0 1 0 1 0 0

  7. $10,000 to $14,999 2 0 1 1 0 0 0 0 0 0

  8. $15,000 to $19,999 4 1 0 0 0 0 0 0 0 0

  9. $20,000 to $29,999 7 13 5 2 2 0 1 0 1 0

10. $30,000 to $39,999 2 6 15 1 1 2 2 0 0 0

11. $40,000 to $49,999 3 3 2 5 5 0 0 0 1 0

12. $50,000 to $59,999 0 2 3 3 0 0 0 0 0 0

13. $60,000 to $69,999 0 0 0 3 0 2 0 0 0 0

14. $70,000 to $99,999 1 3 1 1 1 1 7 3 0 0

15. $100,000 to $149,999 0 0 1 0 1 0 2 7 2 1

16. $150,000 to $199,999 0 0 0 0 0 0 3 0 0 1

17. $200,000 or more 0 0 0 0 0 0 1 0 3 5

Table E.68 (CRS question 26c)  Did (you/...) receive any interest, dividends, net rental income, royalty
income, or income from estates and trusts in 1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 8717 10837 2385 8453

     Not reported 5357 4506 851 232 618

     Reported

Items responses:

14197 4211 9986 2152 7834

  1. Yes 3164 1028 2136 1167 969

  2. No 11033 3182 7851 985 6865
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Table E.69 (CRS question 26c)  What was the amount of interest, dividends, etc. received in 1999?  –
Unedited, Census 2000

Reinterview classification

Census classification

Total
Not

reported Reported 1 2 3 4 5 6 7

Total 19554 11144 8410 5667 86 152 230 392 295 211

     Not reported 13312 9933 3379 1611 61 110 159 279 182 140

     Reported

Items responses:

6242 1211 5031 4055 25 42 71 113 113 71

  1. $1 to $24 or loss 4520 508 4012 3915 8 10 13 12 13 7

  2. $25 to $49 65 37 28 14 3 5 3 3 0 0

  3. $50 to $99 112 59 53 7 5 13 10 5 4 2

  4. $100 to $199 150 83 67 12 3 5 18 6 11 2

  5. $200 to $499 243 102 141 24 1 5 15 50 19 6

  6. $500 to $999 169 79 90 12 1 2 3 13 32 7

  7. $1,000 to $1,499 148 72 75 6 1 2 3 7 10 13

  8. $1,500 to $1,999 61 24 37 3 0 0 1 1 7 8

  9. $2,000 to $2,499 109 36 73 6 0 0 1 2 6 10

10. $2,500 to $2,999 31 10 22 1 0 0 0 2 0 6

11. $3,000 to $3,999 79 27 52 7 0 0 0 1 1 0

12. $4,000 to $4,999 55 17 38 3 0 0 2 1 1 5

13. $5,000 to $7,499 128 47 81 14 0 1 0 2 2 3

14. $7,500 to $9,999 44 13 31 3 0 0 0 2 2 0

15. $10,000 to $14,999 111 35 76 14 0 0 0 5 2 1

16. $15,000 or more 217 61 156 16 3 0 2 3 3 1
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Table E.69 (CRS question 26c)  What was the amount of interest, dividends, etc. received in 1999? –
Unedited, Census 2000 – Con.

Reinterview classification

Census classification–Con.

8 9 10 11 12 13 14 15 16

Total 120 147 60 145 96 194 93 146 377

     Not reported 74 97 38 90 54 117 54 78 234

     Reported

Items responses:

46 50 21 55 42 77 39 68 143

  1. $1 to $24 or loss 6 1 2 4 2 7 3 2 8

  2. $25 to $49 0 0 0 0 0 0 0 0 0

  3. $50 to $99 1 1 0 2 0 1 1 0 1

  4. $100 to $199 2 3 1 0 3 2 0 0 1

  5. $200 to $499 3 5 1 1 1 3 2 1 5

  6. $500 to $999 3 2 1 4 1 2 1 2 6

  7. $1,000 to $1,499 5 2 1 10 1 4 1 5 3

  8. $1,500 to $1,999 5 2 2 2 1 2 2 0 1

  9. $2,000 to $2,499 6 19 5 3 3 1 3 4 3

10. $2,500 to $2,999 2 1 4 1 1 2 0 2 0

11. $3,000 to $3,999 6 5 2 14 6 5 2 0 3

12. $4,000 to $4,999 3 3 1 2 9 5 1 1 1

13. $5,000 to $7,499 2 0 2 7 6 24 5 12 2

14. $7,500 to $9,999 0 1 0 0 2 3 10 2 5

15. $10,000 to $14,999 1 2 1 2 5 7 7 17 12

16. $15,000 or more 2 2 0 2 2 7 3 18 91

Table E.70 (CRS question 26d)  Did (you/...) receive any Social Security or Railroad Retirement income
in 1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 8269 11285 1716 9569

     Not reported 4985 4317 668 147 520

     Reported

Items responses:

14569 3952 10617 1568 9049

  1. Yes 2836 1190 1646 1424 223

  2. No 11733 2762 8970 144 8826
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Table E.71 (CRS question 26d)  What was the amount of Social Security or Railroad Retirement income
received in 1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not
reported

Reported 1 2 3 4 5 6 7

Total 19554 17466 2088 181 63 39 85 146 180 166

     Not reported 17320 16700 620 81 19 10 25 36 53 53

     Reported

Items responses:

2234 766 1468 100 43 29 60 110 127 113

  1. $1 to $999 93 46 46 9 3 3 2 2 10 0

  2. $1,000 to $1,999 53 18 35 3 9 3 0 2 2 0

  3. $2,000 to $2,999 64 27 37 3 2 13 10 2 1 2

  4. $3,000 to $3,999 122 51 71 7 1 4 27 19 2 2

  5. $4,000 to $4,999 202 79 123 13 2 4 7 58 24 6

  6. $5,000 to $5 999 179 69 110 10 0 0 3 10 66 15

  7. $6,000 to $6,999 216 80 135 15 0 2 4 7 14 62

  8. $7,000 to $7,999 195 70 125 12 0 0 1 2 2 15

  9. $8,000 to $8,999 178 61 117 7 2 0 1 0 3 3

10. $9,000 to $9,999 195 63 133 12 2 0 1 1 0 1

11. $10,000 to $10,999 193 60 134 3 3 0 0 3 1 2

12. $11,000 to $11,999 109 27 81 4 1 0 0 0 0 1

13. $12,000 to $12,999 156 39 116 0 7 0 0 1 1 2

14. $13,000 to $13,999 79 17 63 0 4 0 0 0 0 0

15. $14,000 to $14,999 72 24 48 0 3 0 0 0 0 0

16. $15,000 to $19,999 89 20 69 0 2 0 1 1 0 1

17. $20,000 or more 39 15 24 1 2 0 2 2 1 0
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Table E.71 (CRS question 26d)  What was the amount of Social Security or Railroad Retirement income
received in 1999? – Unedited, Census 2000 – Con.

Reinterview classification

Census classification–Con.

8 9 10 11 12 13 14 15 16 17

Total 147 157 156 175 156 139 77 73 108 39

     Not reported 41 47 43 48 39 43 23 14 36 8

     Reported

Items responses:

106 110 113 128 117 95 54 59 72 31

  1. $1 to $999 3 4 3 3 3 2 0 0 0 0

  2. $1,000 to $1,999 0 0 2 2 2 3 2 2 3 1

  3. $2,000 to $2,999 1 1 1 0 0 1 0 0 0 0

  4. $3,000 to $3,999 1 0 0 0 2 1 0 0 0 3

  5. $4,000 to $4,999 1 2 2 1 0 0 0 0 1 1

  6. $5,000 to $5 999 2 1 1 0 2 0 0 0 1 0

  7. $6,000 to $6,999 20 6 1 2 0 2 0 0 2 0

  8. $7,000 to $7,999 59 21 4 4 1 0 1 0 2 0

  9. $8,000 to $8,999 10 57 25 5 2 1 1 0 0 0

10. $9,000 to $9,999 3 10 57 24 12 3 0 1 3 2

11. $10,000 to $10,999 2 5 11 50 36 7 3 1 2 3

12. $11,000 to $11,999 2 0 2 15 40 9 3 1 0 2

13. $12,000 to $12,999 0 1 3 12 12 47 15 8 7 1

14. $13,000 to $13,999 0 1 1 1 2 11 21 15 5 0

15. $14,000 to $14,999 0 0 1 3 1 3 5 23 7 2

16. $15,000 to $19,999 1 0 0 2 2 5 3 8 36 7

17. $20,000 or more 0 0 1 3 1 0 1 0 3 7

Table E.72 (CRS question 26e)  Did (you/...) receive any Supplemental Security Income (SSI) in 1999? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 8027 11527 335 11192

     Not reported 4941 4283 658 36 622

     Reported

Items responses:

14613 3744 10869 299 10570

  1. Yes 305 105 200 132 68

  2. No 14308 3639 10669 167 10502
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Table E.73 (CRS question 26e)  What was the amount of Supplemental Security Income received in
1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5 6

Total 19554 19195 359 118 26 30 13 19 17

     Not reported 19275 19049 226 74 13 20 7 10 13

     Reported

Items responses:

279 146 134 45 13 10 5 9 4

  1. $1 to $999 45 18 27 19 3 1 1 2 0

  2. $1,000 to $1,999 33 15 19 9 8 0 0 0 0

  3. $2,000 to $2,999 24 11 13 4 0 6 2 1 0

  4. $3,000 to $3,999 23 16 7 2 0 1 2 0 1

  5. $4,000 to $4,999 18 13 5 1 0 0 0 4 0

  6. $5,000 to $5 999 17 9 9 2 0 0 0 0 2

  7. $6,000 to $6,999 75 38 37 5 3 2 1 0 0

  8. $7,000 to $7,999 14 7 7 2 0 0 0 1 0

  9. $8,000 to $8,999 14 6 7 2 0 0 0 0 0

10. $9,000 to $9,999 5 5 0 0 0 0 0 0 0

11. $10,000 to $10,999 5 5 0 0 0 0 0 0 0

12. $11,000 to $11,999 0 0 0 0 0 0 0 0 0

13. $12,000 to $12,999 2 1 2 0 0 0 0 0 0

14. $13,000 to $13,999 2 0 2 0 0 0 0 0 0

15. $14,000 to $14,999 2 2 0 0 0 0 0 0 0

16. $15,000 or more 0 0 0 0 0 0 0 0 0
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Table E.73 (CRS question 26e)  What was the amount of Supplemental Security Income received in
1999? – Unedited, Census 2000 – Con.

Reinterview classification

Census Classification–Con.

7 8 9 10 11 12 13 14 15 16

Total 52 18 17 10 10 3 11 4 3 7

     Not reported 21 9 14 10 9 3 10 3 3 7

     Reported

Items responses:

32 10 3 0 1 0 2 1 0 0

  1. $1 to $999 0 0 0 0 1 0 0 0 0 0

  2. $1,000 to $1,999 0 2 0 0 0 0 0 0 0 0

  3. $2,000 to $2,999 0 0 0 0 0 0 0 0 0 0

  4. $3,000 to $3,999 0 0 0 0 0 0 0 0 0 0

  5. $4,000 to $4,999 0 0 0 0 0 0 0 0 0 0

  6. $5,000 to $5 999 5 0 0 0 0 0 0 0 0 0

  7. $6,000 to $6,999 25 2 0 0 0 0 0 0 0 0

  8. $7,000 to $7,999 2 2 1 0 0 0 0 0 0 0

  9. $8,000 to $8,999 0 3 2 0 0 0 0 0 0 0

10. $9,000 to $9,999 0 0 0 0 0 0 0 0 0 0

11. $10,000 to $10,999 0 0 0 0 0 0 0 0 0 0

12. $11,000 to $11,999 0 0 0 0 0 0 0 0 0 0

13. $12,000 to $12,999 0 0 0 0 0 0 2 0 0 0

14. $13,000 to $13,999 0 1 0 0 0 0 0 1 0 0

15. $14,000 to $14,999 0 0 0 0 0 0 0 0 0 0

16. $15,000 or more 0 0 0 0 0 0 0 0 0 0
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Table E.74 (CRS question 26f)  Did (you/...) receive any public assistance or welfare payments from the
state or local welfare office in 1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 7825 11729 197 11532

     Not reported 4896 4244 652 22 630

     Reported

Items responses:

14658 3581 11077 175 10902

  1. Yes 272 78 194 87 107

  2. No 14386 3502 10884 89 10795

Table E.75 (CRS question 26f)  What was the amount of public assistance or welfare payments received
in 1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5 6

Total 19554 19338 216 105 30 19 16 10 8

     Not reported 19346 19213 133 70 15 12 9 6 4

     Reported

Items responses:

208 124 84 35 15 7 7 3 4

  1. $1 to $999 62 45 16 16 0 0 0 0 0

  2. $1,000 to $1,999 39 29 9 5 3 1 0 0 0

  3. $2,000 to $2,999 19 7 12 5 3 3 0 0 0

  4. $3,000 to $3,999 24 6 18 3 4 0 7 0 0

  5. $4,000 to $4,999 15 10 5 0 1 1 0 2 0

  6. $5,000 to $5 999 18 6 12 3 1 2 0 0 4

  7. $6,000 to $6,999 8 5 3 0 0 0 0 1 0

  8. $7,000 to $7,999 7 4 3 2 0 0 0 0 0

  9. $8,000 to $8,999 8 8 0 0 0 0 0 0 0

10. $9,000 to $9,999 1 1 0 0 0 0 0 0 0

11. $10,000 to $10,999 2 0 2 0 2 0 0 0 0

12. $11,000 to $11,999 0 0 0 0 0 0 0 0 0

13. $12,000 to $12,999 0 0 0 0 0 0 0 0 0

14. $13,000 to $13,999 2 2 0 0 0 0 0 0 0

15. $14,000 to $14,999 2 2 0 0 0 0 0 0 0

16. $15,000 or more 2 0 2 0 0 0 0 0 0
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Table E.75 (CRS question 26f)  What was the amount of public assistance or welfare payments received
in 1999? – Unedited, Census 2000 – Con.

Reinterview classification

Census classification

7 8 9 10 11 12 13 14 15 16

Total 15 4 2 2 0 0 0 3 0 3

     Not reported 9 2 2 0 0 0 0 1 0 3

     Reported

Items responses:

7 3 0 2 0 0 0 2 0 0

  1. $1 to $999 0 0 0 0 0 0 0 0 0 0

  2. $1,000 to $1,999 0 0 0 0 0 0 0 0 0 0

  3. $2,000 to $2,999 0 1 0 0 0 0 0 0 0 0

  4. $3,000 to $3,999 2 0 0 2 0 0 0 0 0 0

  5. $4,000 to $4,999 0 0 0 0 0 0 0 0 0 0

  6. $5,000 to $5 999 2 0 0 0 0 0 0 0 0 0

  7. $6,000 to $6,999 2 0 0 0 0 0 0 0 0 0

  8. $7,000 to $7,999 0 2 0 0 0 0 0 0 0 0

  9. $8,000 to $8,999 0 0 0 0 0 0 0 0 0 0

10. $9,000 to $9,999 0 0 0 0 0 0 0 0 0 0

11. $10,000 to $10,999 0 0 0 0 0 0 0 0 0 0

12. $11,000 to $11,999 0 0 0 0 0 0 0 0 0 0

13. $12,000 to $12,999 0 0 0 0 0 0 0 0 0 0

14. $13,000 to $13,999 0 0 0 0 0 0 0 0 0 0

15. $14,000 to $14,999 0 0 0 0 0 0 0 0 0 0

16. $15,000 or more 0 0 0 0 0 0 0 2 0 0

Table E.76 (CRS question 26g)  Did (you/...) receive retirement, survivor, or disability pensions in 1999? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 8039 11515 960 10555

     Not reported 5010 4309 701 93 608

     Reported

Items responses:

14544 3730 10814 867 9947

  1. $1 to $999 1348 471 877 577 300

  2. $1,000 to $1,999 13196 3259 9937 290 9647
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Table E.77 (CRS question 26g)  What was the amount of retirement, survivor, etc. received in 1999? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2 3 4 5

Total 19554 18348 1206 73 35 20 120 155

     Not reported 18481 17900 581 51 21 11 62 79

     Reported

Items responses:

1073 447 625 21 15 9 57 76

  1. $1 to $499 33 22 10 4 1 0 2 1

  2. $500 to $749 26 11 15 1 7 0 0 1

  3. $750 to $999 24 15 8 0 0 5 1 0

  4. $1,000 to $2,499 145 77 69 7 1 1 40 7

  5. $2,500 to $4,999 152 67 85 6 1 0 6 58

  6. $5,000 to $9,999 242 110 132 2 5 3 1 7

  7. $10,000 to $14,499 163 60 103 1 1 0 4 2

  8. $15,000 to $19,999 81 28 53 0 0 0 0 0

  9. $20,000 to $29,999 116 32 84 0 0 0 2 0

10. $30,000 to $39,999 47 13 34 0 0 0 0 0

11. $40,000 to $49,999 24 7 17 0 0 0 0 0

12. $50,000 or more 20 5 15 0 0 0 1 0

Table E.77 (CRS question 26g)  What was the amount of retirement, survivor, etc. received in 1999? –
Unedited, Census 2000 – Con.

Reinterview classification

Census classification

6 7 8 9 10 11 12

Total 229 173 124 139 67 28 43

     Not reported 105 74 53 60 31 13 21

     Reported

Items responses:

124 99 72 79 37 15 21

  1. $1 to $499 0 0 0 0 0 0 2

  2. $500 to $749 4 0 0 2 0 0 0

  3. $750 to $999 2 0 0 0 0 0 0

  4. $1,000 to $2,499 4 4 3 2 0 0 0

  5. $2,500 to $4,999 11 1 0 1 1 0 1

  6. $5,000 to $9,999 91 15 4 1 1 0 3

  7. $10,000 to $14,499 7 62 20 3 2 0 1

  8. $15,000 to $19,999 2 9 34 7 0 0 1

  9. $20,000 to $29,999 3 6 10 51 10 0 1

10. $30,000 to $39,999 1 0 1 9 21 3 0

11. $40,000 to $49,999 0 0 0 2 2 12 2

12. $50,000 or more 1 1 0 0 1 0 12
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Table E.78 (CRS question 26h)  Did (you/...) have any other sources of income received regularly such as
Veterans’ (VA) payments, unemployment compensation, child support, or alimony in 1999? – Unedited,
Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 7920 11634 536 11098

     Not reported 4977 4281 697 45 651

     Reported

Items responses:

14577 3639 10938 491 10447

  1. Yes 673 178 495 207 288

  2. No 13904 3461 10443 284 10159

Table E.79 (CRS question 26h)  What was the amount of any other sources of income received in 1999? –
Unedited, Census 2000

Reinterview classification

Census classification

Total Not
reported

Reported 1 2 3 4 5 6 7

Total 19554 18913 641 53 37 98 88 73 50 30

     Not reported 19005 18576 430 37 26 62 60 53 32 19

     Reported

Items responses:

549 338 211 15 11 35 29 20 19 11

  1. $1 to $499 41 34 7 5 0 1 0 0 0 0

  2. $500 to $999 29 21 9 0 5 3 1 0 0 0

  3. $1,000 to $1,999 99 68 31 7 2 16 3 0 2 0

  4. $2,000 to $2,999 77 47 30 3 2 2 17 3 1 0

  5. $3,000 to $3,999 67 38 28 0 1 3 3 14 3 1

  6. $4,000 to $4,999 42 22 19 0 0 2 2 0 12 1

  7. $5,000 to $5 999 26 14 12 1 1 1 1 0 0 7

  8. $6,000 to $6,999 26 12 14 0 0 0 0 3 0 2

  9. $7,000 to $7,999 21 11 10 0 1 0 0 0 0 0

10. $8,000 to $8,999 10 6 4 0 0 0 0 0 0 0

11. $9,000 to $9,999 21 12 9 0 0 0 0 0 0 0

12. $10,000 to $10,999 15 7 8 0 0 2 2 0 0 0

13. $11,000 to $11,999 5 3 2 0 0 0 0 0 0 0

14. $12,000 to $12,999 14 9 6 0 0 2 0 0 0 0

15. $13,000 to $13,999 4 0 4 0 0 0 0 0 0 0

16. $14,000 to $14,999 6 4 2 0 0 0 0 0 0 0

17. $15,000 or more 46 30 16 0 0 2 0 0 0 0
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Table E.79 (CRS question 26h)  What was the amount of any other sources of income received in 1999? – 
Unedited, Census 2000 – Con.

Reinterview classification

Census classification

8 9 10 11 12 13 14 15 16 17

Total 35 28 23 17 20 4 5 9 3 67

     Not reported 22 13 16 12 12 3 5 6 2 50

     Reported

Items responses:

13 15 7 6 7 1 0 3 2 17

  1. $1 to $499 0 0 2 0 0 0 0 0 0 0

  2. $500 to $999 0 0 0 0 0 0 0 0 0 0

  3. $1,000 to $1,999 2 0 0 0 0 0 0 0 0 0

  4. $2,000 to $2,999 0 1 0 0 0 0 0 0 0 2

  5. $3,000 to $3,999 0 1 0 0 0 0 0 0 0 2

  6. $4,000 to $4,999 0 1 0 0 0 0 0 0 0 1

  7. $5,000 to $5 999 1 0 0 0 0 0 0 0 0 0

  8. $6,000 to $6,999 7 0 0 0 0 0 0 0 0 2

  9. $7,000 to $7,999 0 9 0 0 0 0 0 0 0 0

10. $8,000 to $8,999 0 0 3 1 0 0 0 0 0 0

11. $9,000 to $9,999 0 0 1 4 4 0 0 0 0 0

12. $10,000 to $10,999 0 0 1 0 2 0 0 0 0 0

13. $11,000 to $11,999 0 0 0 0 0 1 0 0 0 0

14. $12,000 to $12,999 0 2 0 0 1 0 0 0 0 0

15. $13,000 to $13,999 0 0 0 0 0 0 0 3 0 0

16. $14,000 to $14,999 0 0 0 0 0 0 0 0 1 0

17. $15,000 or more 3 0 0 0 0 0 0 0 1 10

Table E.80 (CRS question 27)  What was (your/...'s) total income in 1999? – Unedited, Census 2000

Reinterview classification

Census classification

Total Not reported Reported 1 2

Total 19554 5442 14112 12346 1766

     Not reported 4357 3880 477 427 50

     Reported

Items responses:

15197 1562 13635 11918 1717

  1. None box not marked 13763 1369 12394 11389 1005

  2. None box marked 1434 193 1241 529 711
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Table E.81 (CRS question 27)  What was (your/...'s) total income in 1999? – Unedited, Census 2000

Reinterview classification
Census classification

Total Not reported Reported 1 2 3 4 5 6
Total 19554 5179 14375 7546 877 810 821 725 702
     Not reported 6233 2736 3497 1501 249 255 241 204 186
     Reported

Items responses:

13321 2443 10878 6045 628 555 580 521 516

  1. $1 to $9,999 or loss 6616 980 5636 5232 138 62 28 27 29
  2. $10,000 to $14,999 1022 249 773 255 319 103 41 10 20
  3. $15,000 to $19,999 831 214 617 141 93 250 71 27 11
  4. $20,000 to $24,999 881 213 668 98 35 90 291 94 24
  5. $25,000 to $29,999 685 171 513 55 14 22 89 233 57
  6. $30,000 to $34,999 677 144 532 62 9 9 23 81 225
  7. $35,000 to $39,999 463 97 367 39 2 2 10 15 92
  8. $40,000 to $44,999 417 83 334 37 4 3 5 7 29
  9. $45,000 to $49,999 289 54 235 16 0 6 5 5 7
10. $50,000 to $54,999 329 66 263 27 5 3 2 7 9
11. $55,000 to $64,999 353 46 308 25 3 2 9 7 6
12. $65,000 to $74,999 198 22 175 17 3 1 0 4 2
13. $75,000 to $99,999 260 51 208 24 2 1 2 2 3
14. $100,000 to $199,999 223 37 186 13 3 1 0 0 2
15. $200,000 or more 78 15 63 5 0 0 2 2 0

Table E.81 (CRS question 27)  What was (your/...'s) total income in 1999? – Unedited, Census 2000 – Con.

Reinterview classification

Census classification

7 8 9 10 11 12 13 14 15

Total 499 449 325 387 387 213 318 270 108

     Not reported 146 135 89 108 108 52 111 90 38

     Reported

Items responses:

353 314 235 279 279 161 206 180 70

  1. $1 to $9,999 or loss 15 16 8 18 18 10 10 14 10

  2. $10,000 to $14,999 3 2 4 5 5 2 2 3 3

  3. $15,000 to $19,999 8 5 1 3 3 2 3 1 1

  4. $20,000 to $24,999 11 5 5 1 1 2 2 2 3

  5. $25,000 to $29,999 16 7 4 4 4 2 2 0 1

  6. $30,000 to $34,999 62 33 8 7 7 3 4 0 1

  7. $35,000 to $39,999 143 31 11 2 2 0 2 2 0

  8. $40,000 to $44,999 55 123 17 12 12 1 5 2 2

  9. $45,000 to $49,999 23 49 21 14 14 2 3 1 0

10. $50,000 to $54,999 5 25 87 39 39 5 6 2 0

11. $55,000 to $64,999 5 10 48 120 120 41 13 4 0

12. $65,000 to $74,999 2 4 14 45 45 52 20 3 1

13. $75,000 to $99,999 2 2 3 5 5 34 105 21 1

14. $100,000 to $199,999 1 3 5 3 3 4 29 112 9

15. $200,000 or more 1 0 1 1 1 1 0 11 38
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Appendix F
DATA COMPARISON TABLES FOR HOUSING CHARACTERISTICS

Table F.1 (CRS question 4)  How many people were living or staying in this (house/apartment/mobile
home) on April 1, 2000? – Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7

 Total 19897 1356 18541 4258 6228 3194 2762 1296 490 313

      Not reported 187 14 173 90 30 15 20 8 6 4

     Reported

Item responses:

19710 1342 18368 4168 6198 3179 2742 1288 484 309

 1. 1 person 4717 479 4238 3987 184 36 13 9 5 4

 2. 2 people 6757 510 6247 134 5815 230 41 15 4 8

 3. 3 people 3308 165 3143 21 140 2750 183 37 4 8

 4. 4 people 2817 99 2718 13 32 129 2412 99 25 8

 5. 5 people 1294 54 1240 2 9 17 68 1079 52 13

 6. 6 people 489 13 476 3 3 6 11 40 378 35

 7. 7 or more people 328 22 306 8 15 11 14 9 16 233

Table F.2 (CRS question 29)  Is this (house/apartment/mobile home)-- owned/rented? – Unedited, Census
2000

Census classification

Reinterview classification Total Not reported Reported 1 2 3 4

Total 19897 1454 18443 9143 4514 4364 422

     Not reported 31 8 23 9 7 5 2

     Reported

Item responses:

19866 1446 18420 9134 4507 4359 420

 1. Owned... with mortgage or loan 9861 634 9227 8226 882 90 29

 2. Owned ... free and clear 4720 364 4356 752 3498 32 74

 3. Rented for cash rent 4872 418 4454 120 56 4192 86

 4. Occupied without payment of cash rent 413 30 383 36 71 45 231

 



F2

Table F.3 (CRS question 30)  Which of these categories best describes this building? – Unedited, Census
2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10

Total 19897 1358 18539 1306 12837 894 636 668 596 482 439 665 16

     Not reported 283 34 249 17 149 15 10 12 14 9 7 16 0

     Reported

Item responses:

19614 1324 18290 1289 12688 879 626 656 582 473 432 649 16

 1. A mobile home 1292 85 1207 1143 56 0 1 0 0 0 1 0 6

 2. A one-family house detached... 13754 904 12850 141 12458 165 47 22 4 4 2 3 4

 3. A one-family house attached... 836 47 789 1 99 516 63 32 38 17 10 13 0

 4. A building with 2 apartments 673 55 618 1 44 70 457 33 5 3 1 4 0

 5. A building with 3 or 4 apartments 696 52 644 0 14 45 37 461 32 15 18 22 0

 6. A building with 5 to 9 apartments 684 42 642 1 5 51 8 61 382 55 24 55 0

 7. A building with 10 to 19 apartments 569 43 526 0 3 15 6 22 82 299 43 56 0

 8. A building with 20 to 49 apartments 474 43 431 0 1 12 3 9 22 61 248 75 0

 9. A building with 50 or more apartments 627 52 575 0 8 5 4 16 17 19 85 421 0

10. Boat, RV, van, etc. 9 1 8 2 0 0 0 0 0 0 0 0 6

 
Table F.4 (CRS question 31)  About when was this building first built? – Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9

Total 19897 2404 17493 288 1293 1229 2572 3186 2342 2267 1317 2999

     Not reported 2697 751 1946 14 88 110 283 423 291 286 173 278

     Reported

Item responses:

17200 1653 15547 274 1205 1119 2289 2763 2051 1981 1144 2721

 1. 1999 to 2000 283 15 268 215 30 6 5 4 3 1 2 2

 2. 1995 to 1998 1232 80 1152 51 975 87 20 6 5 4 2 2

 3. 1990 to 1994 1239 103 1136 3 134 833 122 18 12 6 1 7

 4. 1980 to 1989 2601 233 2368 1 36 162 1818 280 46 10 2 13

 5. 1970 to 1979 3033 313 2720 3 12 14 253 2083 248 61 25 21

 6. 1960 to 1969 2216 214 2002 0 10 9 34 254 1384 200 70 41

 7. 1950 to 1959 2190 220 1970 0 3 5 23 63 227 1332 225 92

 8. 1940 to 1949 1218 137 1081 0 3 2 5 28 61 227 592 163

 9. 1939 or earlier 3188 338 2850 1 2 1 9 27 65 140 225 2380
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Table F.5 (CRS question 32)  When did you move into this (house/apartment/mobile home)? – Unedited,
Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2 3 4 5 6

Total 19897 1705 18192 2859 5056 2980 3043 2116 2138

     Not reported 658 122 536 56 139 70 123 76 72

     Reported

Item responses:

19239 1583 17656 2803 4917 2910 2920 2040 2066

 1. 1999 or 2000 2863 188 2675 2312 247 44 36 17 19

 2. 1995 to 1998 5480 462 5018 431 4117 300 102 38 30

 3. 1990 to 1994 3274 268 3006 38 408 2299 186 42 33

 4. 1980 to 1989 3253 276 2977 14 98 225 2427 152 61

 5. 1970 to 1979 2180 175 2005 2 23 25 132 1679 144

 6. 1969 or earlier 2189 214 1975 6 24 17 37 112 1779

 
Table F.6 (CRS question 33)  How many rooms do you have in this (house/apartment/mobile home)? –
Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9

Total 19897 1423 18474 268 666 1388 2456 3921 3786 2607 1730 1652

     Not reported 591 106 485 16 10 23 56 86 107 81 40 66

     Reported

Item responses:

19306 1317 17989 252 656 1365 2400 3835 3679 2526 1690 1586

 1. 1 room 125 11 114 71 24 9 4 4 0 0 0 2

 2. 2 rooms 348 29 319 63 144 69 20 14 3 2 2 2

 3. 3 rooms 1306 102 1204 92 184 625 189 62 29 17 6 0

 4. 4 rooms 2732 212 2520 22 210 286 1412 412 113 34 17 14

 5. 5 rooms 4410 298 4112 2 70 222 524 2280 731 180 61 42

 6. 6 rooms 4249 280 3969 0 15 104 153 792 1980 626 200 99

 7. 7 rooms 2768 176 2592 0 8 38 53 176 621 1145 401 150

 8. 8 rooms 1720 111 1609 0 0 8 24 58 133 382 690 314

 9. 9 or more rooms 1648 98 1550 2 1 4 21 37 69 140 313 963
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Table F.7 (CRS question 34)  How many bedrooms do you have? – Unedited, Census 2000
Census classification

Reinterview classification Total Not reported Reported 1 2 3 4 5 6

Total 19897 1290 18607 162 1651 4759 8288 2995 752

     Not reported 532 97 435 5 25 111 199 72 23

     Reported

Item responses:

19365 1193 18172 157 1626 4648 8089 2923 729

 1. None 129 7 122 79 37 4 1 0 1

 2. 1 bedroom 1745 131 1614 46 1410 115 30 7 6

 3. 2 bedrooms 5036 322 4714 15 130 4055 428 66 20

 4. 3 bedrooms 8678 501 8177 13 43 419 7220 422 60

 5. 4 bedrooms 3037 185 2852 3 5 42 363 2305 134

 6. Five or more bedrms 740 47 693 1 1 13 47 123 508

 

Table F.8 (CRS question 35)  Do you have COMPLETE plumbing facilities in this
(house/apartment/mobile home) ...? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 1179 18718 18633 85

     Not reported 387 62 325 324 1

     Reported

Item responses:

19510 1117 18393 18309 84

 1. Yes, have all three facilities 19414 1108 18306 18235 71

 2. No 96 9 87 74 13

 

Table F.9 (CRS question 36)  Do you have COMPLETE kitchen facilities in this
(house/apartment/mobile home) ...? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 1161 18736 18655 81

     Not reported 400 62 338 337 1

     Reported

Item responses:

19497 1099 18398 18318 80

 1. Yes, have all three facilities 19394 1087 18307 18248 59

 2. No 103 12 91 70 21
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Table F.10 (CRS question 37)  Is there telephone service available in this (house/apartment/mobile
home...? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 1397 18500 18219 281

     Not reported 402 54 348 345 3

     Reported

Item responses:

19495 1343 18152 17874 278

 1. Yes 19121 1297 17824 17686 138

 2. No 374 46 328 188 140

 

Table F.11 (CRS question 38)  Which FUEL is used MOST for heating this (house/apartment/mobile
home...? – Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9

Total 19897 2006 17891 9219 1515 4684 1881 30 403 11 58 90

     Not reported 740 164 576 293 54 128 58 3 29 0 7 4

     Reported

Item responses:

19157 1842 17315 8926 1461 4556 1823 27 374 11 51 86

 1. Gas: from underground pipes 9875 882 8993 8224 151 517 57 2 14 2 9 17

 2. Gas: bottled  tank  or LP 1558 164 1394 76 1201 50 26 0 31 0 10 0

 3. Electricity 5017 488 4529 495 53 3875 28 3 32 2 9 32

 4. Fuel oil, kerosene, etc. 2050 211 1839 83 20 28 1688 0 9 0 11 0

 5. Coal or coke 37 7 30 1 0 2 3 22 2 0 0 0

 6. Wood 446 77 369 17 26 27 14 0 285 0 0 0

 7. Solar energy 4 0 4 0 0 1 0 0 0 3 0 0

 8. Other fuel 51 4 47 12 7 7 6 0 1 0 10 4

 9. No fuel used 119 9 110 18 3 49 1 0 0 4 2 33

 
Table F.12 (CRS question 39)  How many automobiles, vans, and trucks of one-tone capacity or less are
kept at home for use by members of your household? – Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7

Total 19897 1747 18150 1533 5768 7306 2557 752 160 74

     Not reported 1 0 1 1 0 0 0 0 0 0

     Reported

Item responses:

19896 1747 18149 1532 5768 7306 2557 752 160 74

 1. No vehicles 2262 350 1912 1140 400 254 82 29 3 4

 2. 1 vehicle 6133 498 5635 265 4648 634 75 8 3 2

 3. 2 vehicles 7806 633 7173 92 605 5699 649 103 14 11

 4. 3 vehicles 2552 180 2372 25 84 587 1439 203 27 7

 5. 4 vehicles 802 64 738 4 19 100 233 334 38 10

 6. 5 vehicles 217 12 205 1 2 21 53 56 59 13

 7. 6 or more vehicles 124 10 114 5 10 11 26 19 16 27
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Table F.13 (CRS question 40a)  Is there a business (such as a store or barber shop) or a medical office on
this property? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 5620 14277 526 13751

     Not reported 4380 3730 650 37 613

     Reported

Item responses:

15517 1890 13627 489 13138

 1. Yes 566 77 489 179 310

 2. No 14951 1813 13138 310 12828

Table F.14 (CRS question 40b)  How many acres is this (house/mobile home) on? – Unedited, Census
2000

Census classification

Reinterview classification Total Not reported Reported 1 2 3

Total 19897 5976 13921 10142 2854 925

     Not reported 4466 3789 677 502 142 33

     Reported

Item responses:

15431 2187 13244 9640 2712 892

 1. Less than 1 acre 11451 1735 9716 9175 503 38

 2. 1 to 9.9 acres 2959 332 2627 425 2125 77

 3. 10 or more acres 1021 120 901 40 84 777

Table F.15 (CRS question 40c)  In 1999, what were the actual sales of all agricultural products from this
property? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2 3 4 5 6

Total 19897 12737 7160 6701 101 68 55 41 194

     Not reported 14082 10567 3515 3376 18 23 23 14 61

     Reported

Item responses:

5815 2170 3645 3325 83 45 32 27 133

 1. None 5521 2114 3407 3253 55 27 15 12 45

 2. $1 to$ 999 65 11 54 26 20 6 1 1 0

 3. $1,000 to $2,499 34 4 30 12 4 6 5 2 1

 4. $2,500 to $4,999 31 9 22 5 2 3 6 3 3

 5. $5,000 to $9,999 27 9 18 4 1 1 2 5 5

 6. $10,000 or more 137 23 114 25 1 2 3 4 79
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Table F.16 (CRS question 41a)  What is the annual cost for Electricity? – Unedited, Census 2000
Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10 11

Total 19897 3770 16127 1101 2628 3597 2378 2500 996 948 165 727 276 811

     Not reported 3123 948 2175 145 382 502 340 324 120 129 18 90 46 79

     Reported

Item responses:

16774 2822 13952 956 2246 3095 2038 2176 876 819 147 637 230 732

 1. Less than $300 771 131 640 247 176 70 38 33 12 5 4 14 6 35

 2. $300 to $599 2908 451 2457 261 1252 580 133 73 31 19 7 11 26 64

 3. $600 to $899 3933 675 3258 166 533 1517 497 282 83 63 15 35 24 43

 4. $900 to $1,199 2473 398 2075 101 122 506 680 389 88 94 13 39 18 25

 5. $1,200 to $1,499 2876 473 2403 82 82 259 471 891 267 182 18 92 32 27

 6. $1,500 to $1,799 995 168 827 33 21 59 82 210 196 117 18 69 12 10

 7. $1,800 to $2,099 984 183 801 25 14 46 72 169 135 180 27 108 13 12

 8. $2,100 to $2,399 186 28 158 9 0 10 9 17 17 37 18 37 3 1

 9. $2,400 to $3,599 691 118 573 14 11 17 33 82 39 109 25 195 40 8

10. $3,600 or more 198 44 154 2 11 12 11 10 5 9 2 33 54 5

11. Included in rent, no  charge,  or not used 759 153 606 16 24 19 12 20 3 4 0 4 2 502

 
Table F.17 (CRS question 41b)  What is the annual cost for Gas? – Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10 11

Total 19897 5359 14538 1555 2866 2783 1379 767 276 219 39 132 72 4450

     Not reported 3141 1074 2067 210 500 452 271 151 37 53 6 32 15 340

     Reported

Item responses:

16756 4285 12471 1345 2366 2331 1108 616 239 166 33 100 57 4110

 1. Less than $300 1674 308 1366 631 394 129 44 20 7 3 1 5 5 127

 2. $300 to $599 2999 528 2471 322 1132 606 183 75 24 9 0 6 14 100

 3. $600 to $899 2872 484 2388 123 542 1040 379 142 45 21 6 27 12 51

 4. $900 to $1,199 1106 183 923 51 83 286 266 124 38 30 3 7 6 29

 5. $1,200 to $1,499 651 139 512 22 36 91 121 132 47 30 3 12 6 12

 6. $1,500 to $1,799 256 51 205 7 13 32 28 51 36 25 3 4 2 4

 7. $1,800 to $2,099 183 44 139 8 3 20 23 27 19 21 6 8 1 3

 8. $2,100 to $2,399 18 6 12 0 0 1 1 1 2 1 3 1 1 1

 9. $2,400 to $3,599 106 22 84 4 9 8 12 11 4 8 2 17 4 5

10. $3,600 or more 42 14 28 3 5 4 1 3 1 2 1 4 3 1

11. Included in rent, no  charge,  or not used 6849 2506 4343 174 149 114 50 30 16 16 5 9 3 3777
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Table F.18 (CRS question 41c)  What is the annual cost for Water and sewer? – Unedited, Census 2000
Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10

Total 19897 4498 15399 3141 4034 1757 503 257 89 58 16 104 5440

     Not reported 2800 928 1872 442 610 271 82 43 21 12 1 19 371

     Reported

Item responses:

17097 3570 13527 2699 3424 1486 421 214 68 46 15 85 5069

 1. Less than $300 3027 547 2480 1547 598 138 31 19 8 7 4 5 123

 2. $300 to $599 4369 733 3636 701 2117 473 116 38 13 7 5 26 140

 3. $600 to $899 1757 306 1451 129 440 623 126 49 8 6 2 15 53

 4. $900 to $1,199 421 73 348 20 68 107 83 39 11 4 1 4 11

 5. $1,200 to $1,499 262 56 206 21 24 51 33 42 9 7 2 8 9

 6. $1,500 to $1,799 60 9 51 2 6 14 6 8 6 4 0 1 4

 7. $1,800 to $2,099 41 10 31 3 4 4 5 7 3 2 0 2 1

 8. $2,100 to $2,399 11 4 7 0 1 3 0 1 1 1 0 0 0

 9. $2,400 or more 62 9 53 6 12 6 2 2 5 4 0 13 3

10. Included in rent, no  charge,  or not used 7087 1823 5264 270 154 67 19 9 4 4 1 11 4725

 
Table F.19 (CRS question 41d)  What is the annual cost for Oil, coal, kerosene, wood, etc.? – Unedited,
Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10

Total 19897 6760 13137 470 520 540 279 181 96 65 9 53 10924

     Not reported 1528 628 900 39 77 75 37 30 11 11 0 9 611

     Reported

Item responses:

18369 6132 12237 431 443 465 242 151 85 54 9 44 10313

 1. Less than $300 413 102 311 111 41 9 5 0 2 1 0 1 141

 2. $300 to $599 436 76 360 35 180 78 17 12 1 2 0 2 33

 3. $600 to $899 521 91 430 7 84 215 50 25 9 5 0 3 32

 4. $900 to $1,199 289 57 232 7 11 71 74 31 11 8 0 6 13

 5. $1,200 to $1,499 157 23 134 3 7 19 35 35 20 6 0 4 5

 6. $1,500 to $1,799 97 15 82 4 2 9 11 23 19 6 2 3 3

 7. $1,800 to $2,099 66 13 53 1 0 4 9 11 9 7 2 7 3

 8. $2,100 to $2,399 4 2 2 0 0 0 0 0 1 1 0 0 0

 9. $2,400 or more 57 13 44 1 1 5 6 5 3 8 3 11 1

10. Included in rent, no  charge,  or not used 16329 5740 10589 262 117 55 35 9 10 10 2 7 10082
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Table F.20 (CRS question 42a)  What was the monthly rent as of April 1, 2000? – Unedited, Census 2000
Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10

Total 19897 15450 4447 112 151 139 185 202 286 306 341 309 313

     Not reported 15016 14566 450 7 19 11 25 20 22 18 23 30 16

     Reported

Item responses:

4881 884 3997 105 132 128 160 182 264 288 318 279 297

 1. Less than $100 147 40 107 72 5 3 2 0 3 1 2 2 1

 2. $100 to $149 165 37 128 13 87 1 4 1 3 1 1 2 3

 3. $150 to $199 176 34 142 7 12 105 6 1 1 1 2 1 0

 4. $200 to $249 199 33 166 7 7 8 118 6 3 3 3 2 0

 5. $250 to $299 248 50 198 0 3 4 14 153 11 2 0 1 0

 6. $300 to $349 327 62 265 0 2 2 5 11 208 18 4 1 2

 7. $350 to $399 353 55 298 0 2 1 1 2 22 230 18 3 0

 8. $400 to $449 382 59 323 0 2 1 2 2 6 22 255 11 1

 9. $450 to $499 329 58 271 0 1 0 2 1 1 1 18 225 12

10. $500 to $549 357 58 299 0 0 0 0 0 2 2 2 15 243

11. $550 to $599 271 35 236 1 1 0 0 0 0 2 2 7 23

12. $600 to $649 278 41 237 0 0 1 2 0 0 3 3 2 4

13. $650 to $699 204 30 174 2 1 0 1 0 1 0 0 1 1

14. $700 to $749 171 26 145 1 0 0 0 0 0 0 0 1 2

15. $750 to $799 156 16 140 0 0 0 0 1 0 1 0 2 0

16. $800 to $899 246 32 214 0 0 0 0 0 1 0 2 1 1

17. $900 to $999 134 18 116 0 2 0 1 0 0 0 0 2 0

18. $1,000 to $1,249 165 18 147 0 2 0 0 0 1 0 1 0 0

19. $1,250 to $1,499 59 7 52 0 0 0 0 0 0 0 0 0 0

20. $1,500 to $1,749 48 8 40 0 0 0 0 1 0 0 0 0 0

21. $1,750 to $1,999 12 3 9 0 0 0 0 0 0 0 0 0 0

22. $2,000 or more 41 8 33 0 0 1 0 1 0 0 2 0 0

23. No cash rent 413 156 257 2 5 1 2 2 1 1 3 0 4
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Table F.20 (CRS question 42a)  What was the monthly rent as of April 1, 2000? – Unedited, Census 2000
– Con.

Census classification –Con.

Reinterview classification 11 12 13 14 15 16 17 18 19 20 21 22 23

Total 256 251 186 147 151 223 113 163 61 42 17 71 422

     Not reported 19 24 13 10 9 14 9 9 13 3 5 7 124

     Reported

Item responses:

237 227 173 137 142 209 104 154 48 39 12 64 298

 1. Less than $100 3 2 1 0 0 0 1 2 0 0 0 2 5

 2. $100 to $149 0 1 0 0 0 1 0 2 1 1 1 0 5

 3. $150 to $199 0 0 0 1 0 0 0 0 1 0 1 1 2

 4. $200 to $249 0 0 0 1 0 0 0 1 0 0 0 0 7

 5. $250 to $299 2 0 0 0 1 0 0 0 1 0 0 4 2

 6. $300 to $349 0 3 0 0 0 0 2 0 0 0 0 3 4

 7. $350 to $399 3 2 0 2 1 1 1 0 0 0 0 2 7

 8. $400 to $449 2 2 0 2 0 0 0 1 1 0 0 5 8

 9. $450 to $499 3 0 1 0 1 0 0 1 0 0 0 3 1

10. $500 to $549 15 3 0 1 0 4 0 0 0 0 0 6 6

11. $550 to $599 181 11 4 0 1 0 0 0 0 0 0 1 2

12. $600 to $649 20 181 13 3 0 1 1 0 0 1 0 1 1

13. $650 to $699 2 15 138 5 3 0 0 0 0 0 0 2 2

14. $700 to $749 1 3 10 106 13 4 1 1 0 0 0 0 2

15. $750 to $799 0 2 5 10 105 7 2 0 1 0 0 2 2

16. $800 to $899 4 1 1 4 12 170 4 4 1 0 1 0 7

17. $900 to $999 0 0 0 0 1 15 86 7 0 0 0 1 1

18. $1,000 to $1,249 0 0 0 0 1 3 5 125 3 1 1 2 2

19. $1,250 to $1,499 0 0 0 0 0 1 0 7 39 2 0 3 0

20. $1,500 to $1,749 1 0 0 0 0 0 1 1 0 32 1 2 1

21. $1,750 to $1,999 0 0 0 0 0 0 0 0 0 2 7 0 0

22. $2,000 or more 0 0 0 1 2 1 0 2 0 0 0 23 0

23. No cash rent 0 1 0 1 1 1 0 0 0 0 0 1 231

 
Table F.21 (CRS question 42b)  Did the monthly rent include any meals? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 15760 4137 55 4082

     Not reported 15223 14940 283 6 277

     Reported

Item responses:

4674 820 3854 49 3805

 1. Yes 59 18 41 28 13

 2. No 4615 802 3813 21 3792
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Table F.22 (CRS question 43a)  On April 1, 2000, did you have a mortgage, deed of trust, contract to
purchase, or similar debt on THIS property? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2 3

Total 19897 8142 11755 7854 176 3725

     Not reported 5895 5307 588 322 12 254

     Reported

Item responses:

14002 2835 11167 7532 164 3471

 1. Yes, mortgage, etc. 8546 1201 7345 7021 117 207

 2. Yes, contract to purchase 84 18 66 42 20 4

 3. No 5372 1616 3756 469 27 3260

 
Table F.23 (CRS question 43b)  On April 1, 2000, how much was your regular monthly mortgage
payment on THIS property? – Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9

Total 19897 12654 7243 20 194 470 620 694 727 692 649 493

     Not reported 12595 11169 1426 4 60 114 119 121 114 111 118 87

     Reported

Item responses:

7302 1485 5817 16 134 356 501 573 613 581 531 406

 1. Less than $100 24 10 14 6 1 0 1 2 0 0 0 0

 2. $100 to $199 200 68 132 1 106 13 2 1 2 2 1 2

 3. $200 to $299 477 115 362 1 10 302 26 10 1 2 0 0

 4. $300 to $399 681 176 505 0 5 22 402 41 17 3 3 1

 5. $400 to $499 722 146 576 0 2 7 47 441 42 18 3 1

 6. $500 to $599 770 164 606 1 0 4 8 48 487 43 4 7

 7. $600 to $699 695 140 555 3 2 3 4 7 42 433 44 8

 8. $700 to $799 615 103 512 0 1 0 5 5 11 48 391 34

 9. $800 to $899 533 106 427 2 1 0 0 6 5 13 59 296

10. $900 to $999 423 62 361 1 0 0 0 3 1 12 13 41

11. $1,000 to $1,249 879 151 728 0 1 1 0 1 1 2 4 13

12. $1,250 to $1,499 456 69 387 0 1 0 1 1 0 0 4 2

13. $1,500 to $1,749 313 55 258 1 3 0 0 0 2 1 0 0

14. $1,750 to $1,999 135 23 112 0 0 0 1 0 0 0 0 1

15. $2,000 to $2,499 147 31 116 0 0 1 1 1 0 0 1 0

16. $2,500 to $2,999 49 6 43 0 0 1 0 1 0 0 0 0

17. $3,000 to $3,499 37 10 27 0 0 0 0 1 0 1 0 0

18. $3,500 to $3,999 23 3 20 0 0 0 0 0 1 0 0 0

19. $4,000 or more 53 10 43 0 0 0 1 0 1 0 0 0

20. No regular payment required 70 37 33 0 1 2 2 4 0 3 4 0
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Table F.23 (CRS question 43b)  On April 1, 2000, how much was your regular monthly mortgage
payment on THIS property? – Unedited, Census 2000 – Con.

Census classification –Con.

Reinterview classification 10 11 12 13 14 15 16 17 18 19 20

Total 413 829 512 298 146 146 63 31 25 82 139

     Not reported 70 147 80 59 32 34 13 7 7 15 114

     Reported

Item responses:

343 682 432 239 114 112 50 24 18 67 25

 1. Less than $100 0 1 0 1 0 0 0 0 0 1 1

 2. $100 to $199 0 0 0 0 0 0 0 0 0 1 1

 3. $200 to $299 0 0 2 0 0 1 0 0 0 4 3

 4. $300 to $399 3 1 1 0 0 0 0 1 0 3 2

 5. $400 to $499 3 0 1 0 0 1 0 0 0 5 5

 6. $500 to $599 0 0 1 0 0 0 0 0 0 3 0

 7. $600 to $699 2 4 0 1 0 0 0 0 0 1 1

 8. $700 to $799 6 5 4 0 0 0 0 0 0 1 1

 9. $800 to $899 21 19 1 2 0 0 0 0 0 1 1

10. $900 to $999 244 34 5 2 1 0 0 0 0 3 1

11. $1,000 to $1,249 53 539 72 20 4 3 1 0 0 10 3

12. $1,250 to $1,499 2 48 294 24 4 2 0 0 0 4 0

13. $1,500 to $1,749 2 15 42 164 23 4 1 0 0 0 0

14. $1,750 to $1,999 2 2 4 15 72 10 5 0 0 0 0

15. $2,000 to $2,499 1 2 1 6 7 82 9 1 0 3 0

16. $2,500 to $2,999 0 0 0 1 1 6 28 5 0 0 0

17. $3,000 to $3,499 0 0 0 0 1 1 6 14 2 1 0

18. $3,500 to $3,999 0 0 0 0 0 1 0 2 14 2 0

19. $4,000 or more 1 9 3 2 0 1 0 1 2 21 1

20. No regular payment required 3 3 1 1 1 0 0 0 0 3 5

 
Table F.24 (CRS question 43c)  On April 1, 2000, did your regular monthly mortgage payment include
payments for real estate taxes on THIS property? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 12884 7013 4206 2807

     Not reported 12761 11376 1385 688 697

     Reported

Item responses:

7136 1508 5628 3518 2110

 1. Yes, taxes included in rent 4400 844 3556 3293 263

 2. No, taxes paid separately or ... 2736 664 2072 225 1847
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Table F.25 (CRS question 43d)  On April 1, 2000, did your regular monthly mortgage payment include
payments for fire, hazard, or flood insurance on THIS property? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 12940 6957 3609 3348

     Not reported 12764 11392 1372 591 781

     Reported

Item responses:

7133 1548 5585 3018 2567

 1. Yes, insurance included in rent 3999 804 3195 2740 455

 2. No, insurance paid separately or .... 3134 744 2390 278 2112

Table F.26 (CRS question 44a)  On April 1, 2000, did you have a second mortgage or home equity loan on
THIS property? – Edited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2 3 4

Total 19897 8007 11890 39 872 1119 9860

     Not reported 6269 5385 884 4 65 73 742

     Reported

Item responses:

13628 2622 11006 35 807 1046 9118

1. Both 2nd mortgage and home equity loan 56 15 41 0 11 12 18

2. 2nd mortgage only 699 94 605 8 344 137 116

3. Home equity loan only 860 87 773 14 153 426 180

4. No 12013 2426 9587 13 299 471 8804

 Table F.27 (CRS question 44m)  Second mortgage – Unedited, Census 2000
Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 6240 13657 12746 911

     Not reported 5316 5017 299 294 5

     Reported

Item responses:

14581 1223 13358 12452 906

 1. Blank 13826 1181 12645 12102 543

 2. Yes, a second mortgage 755 42 713 350 363

Table F.28 (CRS question 44e)  Home equity loan – Unedited, Census 2000
Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 6240 13657 12499 1158

     Not reported 5316 5017 299 292 7

     Reported

Item responses:

14581 1223 13358 12207 1151

 1. Blank 13665 1190 12475 11776 699

 2. Yes, a home equity loan 916 33 883 431 452

 



F14

Table F.29 (CRS question 44n)  Neither second mortgage nor home equity loan – Unedited, Census 2000
Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 6240 13657 3783 9874

     Not reported 5316 5017 299 92 207

     Reported

Item responses:

14581 1223 13358 3691 9667

 1. Blank 2507 233 2274 1452 822

 2. No 12074 990 11084 2239 8845

Table F.30 (CRS question 44b)  On April 1, 2000, how much was your regular monthly payment on all
second or junior mortgages and all home equity loans on THIS property? – Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9

Total 19897 12744 7153 20 192 468 612 686 709 682 640 487

     Not reported 18516 12401 6115 18 169 424 556 589 608 573 548 411

     Reported

Item responses:

1381 343 1038 2 23 44 56 97 101 109 92 76

 1. Less than $100 68 13 55 0 1 4 4 2 8 9 7 2

 2. $100 to $199 265 60 205 0 14 12 16 23 20 26 19 22

 3. $200 to $299 288 56 232 0 3 14 12 23 17 26 24 20

 4. $300 to $399 247 60 187 1 2 7 15 21 22 11 14 10

 5. $400 to $499 142 42 100 0 2 2 7 14 8 8 9 7

 6. $500 to $599 108 37 71 0 0 1 0 4 11 10 5 5

 7. $600 to $699 54 12 42 0 0 0 0 2 4 11 2 3

 8. $700 to $799 25 9 16 0 0 1 0 0 0 2 2 1

 9. $800 to $899 18 4 14 0 0 0 0 1 2 0 1 3

10. $900 to $999 10 6 4 0 0 0 0 0 0 0 1 0

11. $1,000 to $1,249 26 6 20 0 0 0 0 2 2 0 0 0

12. $1,250 to $1,499 15 6 9 0 0 0 0 1 0 0 1 0

13. $1,500 to $1,749 7 0 7 0 0 0 0 1 0 0 0 0

14. $1,750 to $1,999 0 0 0 0 0 0 0 0 0 0 0 0

15. $2,000 to $2,499 3 0 3 0 0 0 0 0 0 0 0 1

16. $2,500 to $2,999 4 0 4 0 0 0 0 0 1 0 0 0

17. $3,000 to $3,499 1 0 1 0 0 0 0 0 0 0 0 0

18. $3,500 to $3,999 0 0 0 0 0 0 0 0 0 0 0 0

19. $4,000 or more 6 2 4 0 0 0 0 0 2 0 1 0

20. No regular payment required 94 30 64 1 1 3 2 3 4 6 6 2
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Table F.30 (CRS question 44b)  On April 1, 2000, how much was your regular monthly payment on all
second or junior mortgages and all home equity loans on THIS property? – Unedited, Census 2000 – Con.

Census classification –Con.

Reinterview classification 10 11 12 13 14 15 16 17 18 19 20

Total 407 819 506 293 144 142 61 29 24 78 154

     Not reported 351 686 427 249 123 118 50 29 20 69 97

     Reported

Item responses:

56 133 79 44 21 24 11 0 4 9 57

 1. Less than $100 4 6 2 1 0 0 0 0 1 0 4

 2. $100 to $199 8 14 13 0 1 4 2 0 0 0 11

 3. $200 to $299 15 29 20 14 1 4 2 0 0 1 7

 4. $300 to $399 13 29 12 5 7 5 3 0 0 4 6

 5. $400 to $499 5 14 11 6 2 5 0 0 0 0 0

 6. $500 to $599 5 9 6 6 3 2 0 0 1 0 3

 7. $600 to $699 1 7 3 2 2 2 0 0 0 2 1

 8. $700 to $799 0 4 0 0 2 2 0 0 0 0 2

 9. $800 to $899 1 1 1 2 0 0 1 0 0 0 1

10. $900 to $999 0 1 1 0 0 0 1 0 0 0 0

11. $1,000 to $1,249 2 7 2 2 0 0 0 0 2 1 0

12. $1,250 to $1,499 0 2 4 1 0 0 0 0 0 0 0

13. $1,500 to $1,749 1 1 2 1 0 0 0 0 0 0 1

14. $1,750 to $1,999 0 0 0 0 0 0 0 0 0 0 0

15. $2,000 to $2,499 0 0 0 2 0 0 0 0 0 0 0

16. $2,500 to $2,999 0 0 0 0 1 0 1 0 0 1 0

17. $3,000 to $3,499 0 0 0 0 0 0 0 0 0 0 1

18. $3,500 to $3,999 0 0 0 0 0 0 0 0 0 0 0

19. $4,000 or more 0 1 0 0 0 0 0 0 0 0 0

20. No regular payment required 1 8 2 2 2 0 1 0 0 0 20
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Table F.31 (CRS question 45)  What were the real estate taxes on THIS property last year? – Unedited,
Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2 3 4 5 6

Total 19897 9360 10537 601 377 455 874 914 818

     Not reported 9505 6903 2602 140 95 119 179 228 197

     Reported

Item responses:

10392 2457 7935 461 282 336 695 686 621

 1. Less than $200 579 209 370 262 28 17 7 4 5

 2. $200 to $299 405 124 281 53 132 35 22 12 5

 3. $300 to $399 486 128 358 25 48 160 60 20 7

 4. $400 to $599 938 240 698 28 37 68 398 76 31

 5. $600 to $799 909 203 706 5 12 17 109 395 79

 6. $800 to $999 821 184 637 11 4 9 35 102 339

 7. $1,000 to $1,499 1656 355 1301 9 4 9 30 43 109

 8. $1,500 to $1,999 1101 205 896 5 1 1 6 11 17

 9. $2,000 to $2,999 1341 280 1061 4 2 1 6 7 8

10. $3,000 to $3,999 682 126 556 3 0 6 6 2 3

11. $4,000 to $4,999 351 72 279 0 0 0 3 1 0

12. $5,000 to $7,499 366 63 303 1 0 0 2 0 0

13. $7,500 to $9,999 83 10 73 0 0 0 0 0 2

14. $10,000 or more 107 27 80 0 0 0 0 0 5

15. No real estate taxes paid 567 231 336 55 14 13 11 13 11
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Table F.31 (CRS question 45)  What were the real estate taxes on THIS property last year? – Unedited,
Census 2000 – Con.

Census classification –Con.

Reinterview classification 7 8 9 10 11 12 13 14 15

Total 1693 1240 1383 655 372 390 102 141 522

     Not reported 425 290 335 144 85 92 26 38 209

     Reported

Item responses:

1268 950 1048 511 287 298 76 103 313

 1. Less than $200 5 5 3 1 1 2 2 1 27

 2. $200 to $299 3 1 2 1 0 0 0 4 11

 3. $300 to $399 6 1 2 5 1 1 0 4 18

 4. $400 to $599 30 4 3 1 1 2 1 3 15

 5. $600 to $799 44 17 5 0 1 7 0 1 14

 6. $800 to $999 94 13 12 2 0 0 1 4 11

 7. $1,000 to $1,499 825 160 58 16 6 5 1 13 13

 8. $1,500 to $1,999 169 562 88 14 5 2 1 9 5

 9. $2,000 to $2,999 48 158 729 70 7 4 2 5 10

10. $3,000 to $3,999 15 12 110 339 42 14 2 1 1

11. $4,000 to $4,999 5 5 10 39 166 40 4 3 3

12. $5,000 to $7,499 3 4 9 18 46 201 16 3 0

13. $7,500 to $9,999 2 1 2 1 3 15 39 7 1

14. $10,000 or more 4 5 6 2 5 4 6 43 0

15. No real estate taxes paid 15 2 9 2 3 1 1 2 184

Table F.32 (CRS question 46)  What was the annual payment for fire, hazard, and flood insurance on
THIS property? – Unedited, Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7

Total 19897 9771 10126 79 328 1239 1943 1493 1093 901

     Not reported 10205 7221 2984 24 93 331 540 408 285 269

     Reported

Item responses:

9692 2550 7142 55 235 908 1403 1085 808 632

1. Less than $100 78 27 51 6 3 8 6 3 6 3

2. $100 to $199 352 105 247 4 107 53 28 8 8 2

3. $200 to $299 1126 298 828 9 49 434 156 57 27 12

4. $300 to $399 2003 501 1502 8 32 235 768 187 71 45

5. $400 to $499 1526 369 1157 6 9 68 230 481 158 69

6. $500 to $599 1010 243 767 2 5 31 57 160 280 98

7. $600 to $699 858 197 661 4 4 15 65 70 127 206

8. $700 to $799 429 104 325 2 4 7 11 29 29 64

9. $800 to $899 373 80 293 0 1 4 9 16 23 40

10. $900 to $999 191 46 145 1 0 3 2 8 6 16

11. $1,000 to $1,999 764 208 556 2 10 14 10 23 44 43

12. $2,000 to $2,999 123 37 86 0 0 3 1 2 2 6

13. $3,000 to $3,999 44 9 35 0 0 2 5 1 0 0

14. $4,000 to $4,999 10 2 8 0 0 0 0 1 2 0

15. $5,000 to $5,999 8 3 5 0 0 0 1 0 1 0

16. $6,000 or more 24 7 17 0 0 0 0 1 0 2

17. No insurance payment 773 314 459 11 11 31 54 38 24 26
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Table F.32 (CRS question 46)  What was the annual payment for fire, hazard, and flood insurance on
THIS property? – Unedited, Census 2000 – Con.

Census classification –Con.

Reinterview classsification 8 9 10 11 12 13 14 15 16 17

Total 491 390 223 856 137 47 8 9 44 845

     Not reported 140 116 74 310 46 11 4 3 14 316

     Reported

Item responses:

351 274 149 546 91 36 4 6 30 529

1. Less than $100 4 2 1 1 0 0 0 0 0 8

2. $100 to $199 2 1 2 2 0 0 0 0 0 30

3. $200 to $299 7 11 4 12 2 0 0 0 4 44

4. $300 to $399 22 18 2 20 2 3 0 0 6 83

5. $400 to $499 24 16 14 39 2 0 2 0 3 36

6. $500 to $599 36 18 8 34 4 2 0 0 2 30

7. $600 to $699 50 33 13 36 2 0 0 1 1 34

8. $700 to $799 103 29 6 25 4 1 0 0 1 10

9. $800 to $899 53 78 17 29 5 4 0 0 2 12

10. $900 to $999 11 23 42 23 1 1 0 0 2 6

11. $1,000 to $1,999 28 31 29 258 33 7 1 1 2 20

12. $2,000 to $2,999 2 0 2 31 24 6 0 1 4 2

13. $3,000 to $3,999 0 2 1 7 6 9 0 1 0 1

14. $4,000 to $4,999 0 0 1 2 1 0 0 0 0 1

15. $5,000 to $5,999 0 0 0 0 0 1 0 1 1 0

16. $6,000 or more 0 1 1 3 2 2 1 1 0 3

17. No insurance payment 9 11 6 24 3 0 0 0 2 209

Table F.33 (CRS question 47)  What is the value of this property...? – Unedited, Census 2000
Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7 8 9 10 11
Total 19897 7831 12066 197 144 126 175 191 235 260 529 666 696 755
     Not reported 7353 5794 1559 38 38 23 34 26 35 61 81 92 96 93
     Reported

Item responses:

12544 2037 10507 159 106 103 141 165 200 199 448 574 600 662

 1. Less than $10,000 197 60 137 101 11 1 4 2 2 0 1 1 3 1
 2. $10,000 to $14,999 129 33 96 21 36 14 8 5 3 1 2 1 1 0
 3. $15,000 to $19,999 139 39 100 7 20 34 17 8 2 2 1 4 2 2
 4. $20,000 to $24,999 175 52 123 3 12 25 29 19 13 8 6 1 3 2
 5. $25,000 to $29,999 205 44 161 6 6 13 35 40 23 12 11 3 3 2
 6. $30,000 to $34,999 213 48 165 5 4 4 16 26 53 26 13 7 5 1
 7. $35,000 to $39,999 238 56 182 1 6 4 3 19 38 37 31 21 12 4
 8. $40,000 to $49,999 503 105 398 2 3 3 8 16 27 60 161 73 19 13
 9. $50,000 to $59,999 646 128 518 3 3 2 8 14 18 28 116 199 72 26
10. $60,000 to $69,999 737 130 607 0 2 0 4 7 6 12 55 159 247 72
11. $70,000 to $79,999 788 119 669 4 0 1 2 4 5 7 22 50 141 285
12. $80,000 to $89,999 838 153 685 2 0 0 1 1 0 1 14 24 50 154
13. $90,000 to $99,999 752 103 649 0 2 0 2 2 0 0 3 7 12 50
14. $100,000 to $124,999 1483 219 1264 2 0 0 1 0 2 1 2 10 19 26
15. $125,000 to $149,999 1197 155 1042 1 0 0 2 0 1 1 2 6 2 14
16. $150,000 to $174,999 1022 143 879 0 0 1 0 1 0 0 1 2 3 4
17. $175,000 to $199,999 653 85 568 0 0 1 0 0 0 0 2 0 1 0
18. $200,000 to $249,999 871 101 770 0 0 0 1 0 0 1 2 5 4 3
19. $250,000 to $299,999 574 79 495 0 1 0 0 1 1 0 0 0 0 0
20. $300,000 to $399,999 550 84 466 1 0 0 0 0 1 1 3 0 0 2
21. $400,000 to $499,999 235 32 203 0 0 0 0 0 2 1 0 0 0 0
22. $500,000 to $749,999 224 38 186 0 0 0 0 0 0 0 0 1 1 1
23. $750,000 to $999,999 78 17 61 0 0 0 0 0 1 0 0 0 0 0
24. $1,000,000 or more 97 14 83 0 0 0 0 0 2 0 0 0 0 0
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Table F.33 (CRS question 47)  What is the value of this property...? – Unedited, Census 2000 – Con.
Census classification –Con.

Reinterview classsification 12 13 14 15 16 17 18 19 20 21 22 23 24
Total 838 843 1391 1191 884 688 792 472 458 200 180 71 84
     Not reported 105 102 129 140 90 83 95 59 57 31 27 14 10
     Reported

Item responses:

733 741 1262 1051 794 605 697 413 401 169 153 57 74

 1. Less than $10,000 0 2 3 2 1 0 2 0 0 0 0 0 0
 2. $10,000 to $14,999 0 2 2 0 0 0 0 0 0 0 0 0 0
 3. $15,000 to $19,999 0 1 0 0 0 0 0 0 0 0 0 0 0
 4. $20,000 to $24,999 0 0 0 1 0 1 0 0 0 0 0 0 0
 5. $25,000 to $29,999 3 0 1 0 0 1 0 0 2 0 0 0 0
 6. $30,000 to $34,999 1 2 2 0 0 0 0 0 0 0 0 0 0
 7. $35,000 to $39,999 1 0 3 1 0 0 0 0 0 0 0 0 1
 8. $40,000 to $49,999 4 3 2 3 1 0 0 0 0 0 0 0 0
 9. $50,000 to $59,999 14 9 1 2 1 1 1 0 0 0 0 0 0
10. $60,000 to $69,999 23 6 6 3 2 0 0 2 1 0 0 0 0
11. $70,000 to $79,999 99 29 11 4 1 1 0 1 0 0 0 0 2
12. $80,000 to $89,999 296 92 33 10 2 2 1 0 0 0 1 0 1
13. $90,000 to $99,999 167 278 100 18 5 1 1 0 0 1 0 0 0
14. $100,000 to $124,999 89 241 679 128 32 12 9 2 4 1 1 0 3
15. $125,000 to $149,999 22 44 308 527 82 15 9 2 0 0 2 0 2
16. $150,000 to $174,999 5 13 69 276 387 80 24 10 1 0 1 0 1
17. $175,000 to $199,999 3 8 18 50 175 248 50 10 1 1 0 0 0
18. $200,000 to $249,999 1 6 8 18 76 207 367 56 11 2 2 0 0
19. $250,000 to $299,999 2 1 10 6 20 27 187 195 33 8 2 1 0
20. $300,000 to $399,999 2 1 1 1 6 7 41 115 251 25 3 3 2
21. $400,000 to $499,999 1 0 2 0 0 0 2 13 82 79 18 0 3
22. $500,000 to $749,999 0 1 1 0 0 2 1 4 13 48 99 14 0
23. $750,000 to $999,999 0 1 1 1 1 0 1 0 0 2 23 23 7
24. $1,000,000 or more 0 1 1 0 2 0 1 3 2 2 1 16 52

Table F.34 (CRS question 48b)  What was the monthly condominium fee on April 1, 2000? – Unedited,
Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6

Total 19897 19417 480 12 56 226 104 27 19

     Not reported 19411 19277 134 7 19 52 25 8 3

     Reported

Item responses:

486 140 346 5 37 174 79 19 16

 1. Less than $50 27 23 4 3 0 1 0 0 0

 2. $50 to $99 52 19 33 0 31 2 0 0 0

 3. $100 to $199 230 48 182 2 5 161 9 1 0

 4. $200 to $299 94 20 74 0 1 5 63 3 0

 5. $300 to $399 28 6 22 0 0 0 4 15 0

 6. $400 to $499 21 8 13 0 0 0 1 0 12

 7. $500 to $599 9 3 6 0 0 1 0 0 3

 8. $600 to $699 5 2 3 0 0 0 0 0 1

 9. $700 to $799 3 3 0 0 0 0 0 0 0

10. $800 to $899 1 1 0 0 0 0 0 0 0

11. $900 to $999 1 0 1 0 0 0 0 0 0

12. $1,000 to $1,249 1 1 0 0 0 0 0 0 0

13. $1,250 to $1,499 6 1 5 0 0 3 0 0 0

14. $1,500 to $1,749 2 1 1 0 0 1 0 0 0

15. $1,750 or more 6 4 2 0 0 0 2 0 0
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Table F.34 (CRS question 48b)  What was the monthly condominium fee on April 1, 2000? – Unedited,
Census 2000 – Con.

Census classification –Con.

Reinterview classification 7 8 9 10 11 12 13 14 15

Total 11 6 5 3 0 3 2 1 5

     Not reported 6 5 3 1 0 3 0 0 2

     Reported

Item responses:

5 1 2 2 0 0 2 1 3

 1. Less than $50 0 0 0 0 0 0 0 0 0

 2. $50 to $99 0 0 0 0 0 0 0 0 0

 3. $100 to $199 0 1 1 0 0 0 0 0 2

 4. $200 to $299 0 0 0 0 0 0 1 0 1

 5. $300 to $399 2 0 0 1 0 0 0 0 0

 6. $400 to $499 0 0 0 0 0 0 0 0 0

 7. $500 to $599 2 0 0 0 0 0 0 0 0

 8. $600 to $699 1 0 1 0 0 0 0 0 0

 9. $700 to $799 0 0 0 0 0 0 0 0 0

10. $800 to $899 0 0 0 0 0 0 0 0 0

11. $900 to $999 0 0 0 1 0 0 0 0 0

12. $1,000 to $1,249 0 0 0 0 0 0 0 0 0

13. $1,250 to $1,499 0 0 0 0 0 0 1 1 0

14. $1,500 to $1,749 0 0 0 0 0 0 0 0 0

15. $1,750 or more 0 0 0 0 0 0 0 0 0

Table F.35 (CRS question 49a)  On April 1, 2000, did you have an installment loan or contract on THIS
mobile home? – Unedited, Census 2000

Census classification

Reinterview classification Total Not reported Reported 1 2

Total 19897 18931 966 345 621

     Not reported 18914 18648 266 80 186

     Reported

Item responses:

983 283 700 265 435

 1. Yes 224 58 166 123 43

 2. No 759 225 534 142 392
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Table F.36 (CRS question 49b)  What was the total cost for installment loan payments, personal property
taxes, site rent, registration fees, and license fees on THIS mobile home and its site last year? – Unedited,
Census 2000

Census classification

Reinterview classification Total
Not

reported Reported 1 2 3 4 5 6 7

Total 19897 19521 376 11 8 11 20 11 9 7

     Not reported 19512 19304 208 10 4 2 14 5 6 6

     Reported

Item responses:

385 217 168 1 4 9 6 6 3 1

 1. Less than $50 13 11 2 0 0 0 0 1 0 0

 2. $50 to $99 10 7 3 1 0 0 0 0 0 0

 3. $100 to $199 22 14 8 0 0 1 0 0 0 0

 4. $200 to $299 30 19 11 0 0 0 1 1 0 0

 5. $300 to $399 31 18 13 0 0 1 0 0 0 0

 6. $400 to $499 17 12 5 0 1 0 0 0 0 0

 7. $500 to $599 8 5 3 0 0 0 0 0 0 0

 8. $600 to $699 9 5 4 0 1 3 0 0 0 0

 9. $700 to $799 4 3 1 0 0 0 0 0 0 0

10. $800 to $899 0 0 0 0 0 0 0 0 0 0

11. $900 to $999 5 2 3 0 0 0 0 0 0 0

12. $1,000 to $1,999 45 26 19 0 0 1 2 0 2 0

13. $2,000 to $2,999 52 26 26 0 2 0 2 0 0 0

14. $3,000 to $3,999 47 26 21 0 0 2 1 0 0 0

15. $4,000 to $4,999 40 20 20 0 0 1 0 2 1 1

16. $5,000 to $5,999 18 9 9 0 0 0 0 1 0 0

17. $6,000 or more 34 14 20 0 0 0 0 1 0 0
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Table F.36 (CRS question 49b)  What was the total cost for installment loan payments, personal property
taxes, site rent, registration fees, and license fees on THIS mobile home and its site last year? – Unedited,
Census 2000 – Con.

Census classification –Con.

Reinterview classsification 8 9 10 11 12 13 14 15 16 17

Total 11 7 0 3 30 39 60 38 25 86

     Not reported 8 4 0 2 12 21 34 19 14 47

     Reported

Item responses:

3 3 0 1 18 18 26 19 11 39

 1. Less than $50 0 0 0 0 0 1 0 0 0 0

 2. $50 to $99 0 0 0 0 0 0 0 0 0 2

 3. $100 to $199 0 0 0 0 1 0 1 1 2 2

 4. $200 to $299 0 0 0 0 0 2 2 2 0 3

 5. $300 to $399 0 0 0 0 0 0 2 3 2 5

  6. $400 to $499 0 1 0 0 0 0 0 1 1 1

  7. $500 to $599 0 0 0 0 0 0 0 0 0 3

  8. $600 to $699 0 0 0 0 0 0 0 0 0 0

  9. $700 to $799 0 0 0 0 1 0 0 0 0 0

 10. $800 to $899 0 0 0 0 0 0 0 0 0 0

 11. $900 to $999 0 0 0 1 0 0 0 1 1 0

 12. $1,000 to $1,999 1 0 0 0 6 2 1 2 0 2

 13. $2,000 to $2,999 0 0 0 0 6 9 3 0 1 3

 14. $3,000 to $3,999 0 0 0 0 0 4 10 2 1 1

 15. $4,000 to $4,999 1 0 0 0 1 0 3 6 0 4

 16. $5,000 to $5,999 0 1 0 0 0 0 1 1 1 4

 17. $6,000 or more 1 1 0 0 3 0 3 0 2 9



* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable

. G1

Appendix G
ADDITIONAL POPULATION TABLES

Table G.1  Consistency of reports by race of sample person
White Black Asian Other single race Two or more

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

CRS question 7  Sex
Low Low Low Low Low
1.6 1.8 2.9 1.7 3.9

(1.4 to 1.8) (1.2 to 2.7) (1.7 to 5.2) (0.9 to 3.1) (2.2 to 7.0)
CRS question 8  Age

Low Low Low Low Low
7.3 9.2 10.8 10.1 5.9

(6.9 to 7.8) (7.9 to 10.8) (8.3 to 13.9) (8.1 to 12.5) (3.9 to 8.8)
CRS question 9  Hispanic origin

Moderate High High Moderate Moderate
20.2 54.6 57.5 21.8 26.0

(18.5 to 22.0) (43.6 to 68.4) (30.0 to 100.0) (19.0 to 25.1) (21.1 to 32.3)
CRS question 11  Marital status

Low Low Low Low Low
4.6 13.8 4.5 9.9 4.3

(4.3 to 5.0) (12.1 to 15.8) (2.9 to 7.0) (7.9 to 12.6) (2.5 to 7.5)
CRS question 12a  School enrollment

Low Low Low Low Low
12.6 15.9 19.0 19.1 17.4

(11.7 to 13.4) (13.6 to 18.6) (14.9 to 24.4) (15.6 to 23.3) (12.9 to 23.6)
CRS question 12b  Grade level

Low Low Low Moderate Low
7.3 10.8 12.5 23.8 15.3

(6.4 to 8.3) (8.2 to 14.1) (8.7 to 18.6) (19.1 to 30.0) (10.5 to 23.2)
CRS question 13  Educational attainment

Moderate Moderate Moderate High Moderate
34.5 45.1 41.9 50.5 38.4

(33.7 to 35.2) (42.9 to 47.5) (38.1 to 46.3) (47.4 to 54.1) (34.0 to 43.7)

CRS question 14 Ancestry (single response only)
Moderate High Low Moderate Moderate

37.3 56.0 9.5 34.7 34.4
(36.2 to 38.4) (50.8 to 61.9) (7.3 to 12.5) (31.1 to 38.8) (28.9 to 41.6)

CRS question 15a  Speak a language other than English
Moderate Moderate Moderate Moderate Low

29.4 47.1 36.8 23.0 19.6
(27.7 to 31.3) (40.1 to 55.4) (31.1 to 43.7) (19.1 to 27.7) (14.6 to 26.2)

CRS question 15b  Language spoken at home
Moderate Moderate Moderate Moderate Low

22.4 36.2 22.6 21.7 14.6
(20.8 to 24.2) (29.2 to 44.9) (19.4 to 26.4) (18.1 to 26.1) (10.3 to 20.8)

CRS question 15c  English-speaking ability
High High High High High
57.6 52.6 58.8 62.2 66.4

(53.6 to 62.0) (40.1 to 72.2) (52.3 to 66.6) (56.9 to 68.3) (55.2 to 82.3)
CRS question 16  Born inside/outside U.S.

Low Low Low Low Low
2.4 8.2 4.0 4.3 2.1

(1.7 to 3.2) (5.2 to 13.1) (2.2 to 7.1) (2.8 to 6.6) (0.7 to 6.6)
CRS question 16  Place of birth

Low Low Low Low Low
3.1 5.7 3.5 2.2 5.4

(2.8 to 3.3) (4.8 to 6.8) (2.1 to 5.9) (1.5 to 3.4) (3.7 to 8.0)
CRS question 17  Citizenship

Low Low Low Low Low
8.9 17.0 11.1 15.6 13.9

(7.8 to 10.2) (13.0 to 22.2) (8.5 to 14.4) (12.9 to 19.0) (9.7 to 20.0)



* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable
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Table G.1  Consistency of reports by race of sample person – Con.
White Black Asian Other single race Two or more

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

CRS question 18  Year of entry to the U.S.
Low Moderate Low Moderate Moderate
15.6 25.4 17.9 24.3 20.2

(13.4 to 18.2) (18.9 to 35.3) (14.4 to 22.4) (20.0 to 29.7) (13.6 to 31.7)
CRS question 19a  Live at current residence on April 1, 1995

Low Moderate Moderate Moderate Moderate
19.7 33.3 29.7 29.4 26.6

(19.0 to 20.6) (30.6 to 36.3) (25.6 to 34.6) (26.1 to 33.3) (22.1 to 32.4)
CRS question 19b  Live inside city limits

Moderate High High High High
49.1 82.3 100.0 83.5 78.9

(46.2 to 52.1) (68.5 to 99.7) (78.7 to 100.0) (63.6 to 100.0) (54.2 to 100.0)
CRS question 19  Place of residence on April 1, 1995

Low Low Low Low Low
4.3 4.6 5.5 3.9 10.2

(3.8 to 4.9) (3.1 to 6.6) (2.8 to 10.7) (2.2 to 6.9) (5.7 to 18.3)
CRS question 20a  Sensory impairment

Moderate Moderate U High High
46.3 48.9 u 65.2 60.5

(43.0 to 49.8) (39.3 to 60.8) u (47.2 to 90.2) (39.1 to 93.7)
CRS question 20b  Physical limitations

Moderate Moderate High High High
40.7 41.4 57.0 60.7 50.2

(38.5 to 43.1) (35.9 to 47.8) (41.0 to 79.3) (47.2 to 78.2) (35.2 to 71.5)
CRS question 21a  Difficulty in learning, remembering, concentrating

High High Moderate High High
52.0 63.6 43.7 60.0 68.6

(48.5 to 55.7) (54.9 to 73.6) (24.7 to 77.2) (46.1 to 78.1) (45.0 to 100.0)
CRS question 21b  Difficulty in dressing, bathing, getting around home

Moderate High High High Moderate
49.7 51.7 87.2 73.1 49.3

(45.3 to 54.6) (41.4 to 64.6) (56.3 to 100.0) (49.6 to 100.0) (25.2 to 96.4)
CRS question 21c  Difficulty going outside the home

High High High High High
57.3 81.0 90.9 87.7 82.2

(53.7 to 61.0) (72.7 to 90.6) (72.4 to 100.0) (73.1 to 100.0) (62.5 to 100.0)
CRS question 21d  Difficulty working at a job or business

High High High High High
77.3 89.6 100.0 100.0 80.4

(74.6 to 80.2) (82.8 to 97.2) (86.0 to 100.0) (92.2 to 100.0) (65.3 to 100.0)
CRS question 23a  Grandchildren live here

Moderate Moderate Low Moderate Moderate
26.2 21.7 10.2 34.5 48.3

(22.7 to 30.4) (17.0 to 27.8) (4.1 to 25.2) (23.8 to 49.8) (29.2 to 79.9)
CRS question 23b  Responsible for grandchildren

Moderate High - - -
45.7 52.9 ... ... ...

(37.3 to 56.8) (40.9 to 70.4) ... ... ...
CRS question 23c  How long responsible

- - - - -
... ... # ... ...
... ... # ... ...

CRS question 24a  Veteran status
Low Moderate High Moderate Moderate
17.5 30.3 61.8 23.3 20.5

(16.3 to 18.8) (25.0 to 36.8) (38.6 to 98.9) (15.1 to 35.9) (11.1 to 37.9)
CRS question 24b1  On active duty April 1995 or later

Moderate U - - -
37.1 u ... ... ...

(29.3 to 47.1) u ... ... ...
CRS question 24b2  On active duty Aug. 1990 to March 1995

Moderate Moderate - - -
28.8 38.2 ... ... ...

(23.7 to 35.0) (25.0 to 61.1) ... ... ...



Table G.1  Consistency of reports by race of sample person – Con.
White Black Asian Other single race Two or more

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable
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CRS question 24b3  On active duty Sept. 1980 to July 1990
Moderate High - - -

27.0 58.9 ... ... ...
(22.6 to 32.3) (43.9 to 81.6) ... ... ...

CRS question 24b4  On active duty May 1975 to Aug. 1980
Moderate High - - -

45.0 54.8 ... ... ...
(38.2 to 53.0) (38.3 to 81.2) ... ... ...

CRS question 24b5  On active duty in Vietnam era
Low Moderate - - -
15.7 36.3 ... ... ...

(13.3 to 18.5) (25.5 to 53.4) ... ... ...
CRS question 24b6  On active duty Feb. 1955 to July 1964

Moderate High - - -
29.6 71.1 ... ... ...

(25.5 to 34.3) (48.0 to 100.0) ... ... ...
CRS question 24b7  On active duty during Korean conflict

Low U - - -
15.9 u ... ... ...

(12.9 to 19.5) u ... ... ...
CRS question 24b8  On active duty during World War II

Low U - - -
7.4 u ... ... ...

(5.7 to 9.6) u ... ... ...
CRS question 24b9  On active duty some other time

High High - - -
91.2 100.0 ... ... ...

(71.8 to 100.0) (55.0 to 100.0) ... ... ...
CRS question 24c  Years of military service

Moderate U - - -
42.4 u ... ... ...

(37.2 to 48.4) u ... ... ...
CRS question 25a  Work last year

Moderate Moderate Moderate Moderate Moderate
22.2 30.7 40.0 28.1 35.5

(20.6 to 23.8) (26.1 to 36.2) (28.4 to 56.3) (21.4 to 36.8) (23.1 to 54.7)
CRS question 25b  Weeks worked

High High High High High
56.1 59.7 56.9 75.2 69.8

(54.0 to 58.4) (52.7 to 68.0) (46.8 to 70.3) (66.0 to 86.5) (55.7 to 89.6)
CRS question 25c  Usual hours worked each week

Moderate Moderate Moderate Moderate Moderate
32.6 50.0 46.2 37.7 48.9

(30.7 to 34.6) (41.1 to 61.2) (34.2 to 63.4) (28.7 to 50.1) (34.8 to 70.6)
CRS question 26a  Wages (yes/no)

Moderate Moderate Moderate Moderate Moderate
20.1 26.9 27.2 23.9 20.0

(18.8 to 21.4) (23.0 to 31.5) (20.8 to 36.1) (18.8 to 30.7) (12.5 to 32.0)
CRS question 26a  Amount received from wages

Moderate High High Moderate Moderate
47.2 55.9 60.3 43.2 49.6

(45.9 to 48.6) (51.7 to 61.0) (53.9 to 68.7) (38.0 to 49.8) (41.2 to 61.7)
CRS question 26b  Self-employment income (yes/no)

Moderate High Moderate High Moderate
43.0 70.2 28.2 82.8 38.5

(39.9 to 46.2) (52.8 to 93.2) (17.2 to 46.3) (58.6 to 100.0) (22.1 to 67.2)
CRS question 26b  Amount received from self-employment income

Moderate High High High U
44.0 60.8 50.7 85.2 u

(39.8 to 48.8) (37.7 to 98.0) (36.2 to 72.5) (39.2 to 100.0) u
CRS question 26c  Interest (yes/no)

High High High High High
59.0 76.6 59.1 58.1 83.4

(57.0 to 61.0) (62.5 to 93.7) (48.9 to 72.2) (43.0 to 78.4) (59.4 to 100.0)



Table G.1  Consistency of reports by race of sample person – Con.
White Black Asian Other single race Two or more

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index

(90-percent confidence
interval)

Inconsistency level
Aggregate index
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Aggregate index
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CRS question 26c  Amount received from interest
Moderate Moderate High U U

45.6 34.5 56.0 u u
(43.2 to 48.1) (21.2 to 56.0) (43.8 to 73.0) u u

CRS question 26d  Social Security (yes/no)
Low Low Low Moderate U
12.4 19.3 11.3 34.1 u

(11.3 to 13.7) (15.0 to 24.8) (4.6 to 28.0) (23.9 to 48.7) u
CRS question 26d  Amount received from Social Security

High High - - -
60.4 62.7 ... ... ...

(58.1 to 62.9) (55.5 to 72.6) ... ... ...
CRS question 26e  Supplemental Security Income (yes/no)

High Moderate U High Moderate
51.3 45.5 u 59.5 21.3

(45.0 to 58.4) (35.9 to 57.7) u (40.9 to 86.7) (9.8 to 46.3)
CRS question 26e  Amount received from SSI

Moderate - - - -
47.3 ... ... ... ...

(38.5 to 60.1) ... ... ... ...
CRS question 26f  Public assistance (yes/no)

High Moderate High High Moderate
62.4 34.1 84.0 55.6 46.2

(54.1 to 72.1) (25.1 to 46.3) (37.2 to 100.0) (39.7 to 77.8) (25.4 to 83.9)
CRS question 26f  Amount received from public assistance

- - - - -
... ... ... ... ...
... ... ... ... ...

CRS question 26g  Retirement (yes/no)
Moderate Moderate U Moderate Moderate

35.8 42.9 u 45.7 41.5
(33.3 to 38.5) (34.4 to 53.5) u (29.8 to 69.9) (22.1 to 78.0)

CRS question 26g  Amount received from retirement
Moderate - - - -

40.7 ... ... ... ...
(37.2 to 44.8) ... ... ... ...

CRS question 26h  Other sources of income (yes/no)
High High High High High
60.0 61.8 85.6 69.2 53.1

(55.5 to 64.7) (50.1 to 76.2) (53.5 to 100.0) (49.3 to 97.2) (31.8 to 88.7)
CRS question 26h  Amount received from other sources

Moderate - - - -
47.8 ... ... ... ...

(41.8 to 55.5) ... ... ... ...
CRS question 27  Total income (None box marked)

High High High High Moderate
57.3 73.8 52.6 52.4 37.1

(54.7 to 60.1) (66.7 to 81.9) (43.5 to 64.0) (44.9 to 61.6) (25.7 to 53.7)
CRS question 27  Amount of total income

Moderate High High Moderate Moderate
45.5 51.1 52.4 42.0 48.0

(44.4 to 46.7) (47.1 to 55.5) (46.6 to 59.5) (37.1 to 47.7) (39.6 to 58.9)



* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
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Table G.2  Consistency of reports by Hispanic origin of sample person 
Hispanic Non-Hispanic

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q7  Sex Low 1.8 1.2 to 2.7 Low 1.7 1.5 to 1.9 0.2

Q8  Age Low 10.5 9.2 to 12.1 Low 7.5 7.1 to 8.0 3.3 Non-Hispanic

Q10  Race High 86.9 83.4 to 90.6 Low 12.6 11.8 to 13.5 16.5 Non-Hispanic

Q11  Marital status Low 9.9 8.5 to 11.7 Low 5.4 5.0 to 5.8 4.5 Non-Hispanic

Q12a  School enrollment Low 15.9 13.7 to 18.5 Low 13.3 12.6 to 14.2 1.7 Non-Hispanic

Q12b  Grade level Low 16.5 13.7 to 20.0 Low 7.8 6.9 to 8.7 4.4 Non-Hispanic

Q13  Educational attainment Moderate 48.6 46.4 to 51.0 Moderate 35.2 34.5 to 35.9 9.2 Non-Hispanic

Q14 Ancestry (single response only) Moderate 35.4 32.7 to 38.3 Moderate 32.6 31.6 to 33.5 1.6 Non-Hispanic

Q15a  Speak a language other than
English

Moderate 33.4 30.1 to 37.0 Moderate 33.4 31.4 to 35.4 0.0

Q15b  Language spoken at home Moderate 31.0 27.7 to 34.8 Moderate 27.7 25.8 to 29.7 1.3 Non-Hispanic

Q15c  English-speaking ability High 61.8 58.3 to 65.6 High 56.8 52.4 to 61.8 1.4 Non-Hispanic

Q16  Born inside/outside U.S. Low 3.0 2.1 to 4.3 Low 3.1 2.4 to 4.0 -0.1

Q16  Place of birth Low 2.1 1.6 to 2.8 Low 3.4 3.1 to 3.7 -3.2 Hispanic

Q17  Citizenship Low 13.3 11.5 to 15.2 Low 9.6 8.5 to 10.8 2.8 Non-Hispanic

Q18  Year of entry to the U.S. Moderate 26.3 23.3 to 29.7 Low 14.0 12.1 to 16.3 5.3 Non-Hispanic

Q19a  Live at current residence on April
1, 1995

Moderate 30.3 28.0 to 32.9 Moderate 20.9 20.1 to 21.7 6.0 Non-Hispanic

Q19b  Live inside city limits High 78.0 60.4 to 100.0 High 51.7 48.8 to 54.7 2.1 Non-Hispanic

Q19  Place of residence on April 1, 1995 Low 3.2 2.1 to 5.1 Low 4.6 4.1 to 5.2 -1.4 Hispanic

Q20a  Sensory impairment High 66.9 53.0 to 84.5 Moderate 46.2 43.0 to 49.6 2.1 Non-Hispanic

Q20b  Physical limitations High 58.7 49.6 to 69.5 Moderate 41.0 38.9 to 43.2 2.9 Non-Hispanic

Q21a  Difficulty in learning, ... High 70.1 58.8 to 83.6 High 52.7 49.5 to 56.1 2.2 Non-Hispanic

Q21b  Difficulty in dressing, ... High 69.1 53.5 to 89.3 Moderate 50.0 45.8 to 54.6 1.7 Non-Hispanic

Q21c  Difficulty going outside ... High 85.2 75.4 to 96.6 High 60.9 57.5 to 64.5 3.6 Non-Hispanic

Q21d  Difficulty working ... High 90.3 82.7 to 98.8 High 79.0 76.4 to 81.7 2.2 Non-Hispanic

Q23a  Grandchildren live here Moderate 33.3 25.8 to 43.0 Moderate 24.3 21.4 to 27.6 1.6 Non-Hispanic

Q23b  Responsible for grandchildren Moderate 49.7 35.8 to 72.5 Moderate 46.0 39.0 to 54.8 0.3

Q23c  How long responsible - ... ... High 54.8 45.8 to 67.3

Q24a  Veteran status Moderate 21.4 15.6 to 29.3 Low 18.5 17.3 to 19.8 0.7

Q24b1  ... April 1995 or later - ... ... Moderate 34.6 27.5 to 43.5

Q24b2  ... Aug. 1990 to March 1995 - ... ... Moderate 29.0 24.1 to 35.0

Q24b3  ... Sept. 1980 to July 1990 - ... ... Moderate 29.5 25.0 to 34.7

Q24b4  ... May 1975 to Aug. 1980 - ... ... Moderate 44.2 37.8 to 51.6

Q24b5  ... in Vietnam era - ... ... Low 16.7 14.3 to 19.5

Q24b6  ... Feb. 1955 to July 1964 - ... ... Moderate 31.9 27.7 to 36.8

Q24b7  ... during Korean conflict - ... ... Low 17.0 13.9 to 20.6

Q24b8  ... during World War II - ... ... Low 8.0 6.3 to 10.3

Q24b9  ... some other time - ... ... High 92.1 73.3 to 100.0

Q24c  Years of military service - ... ... Moderate 40.1 34.8 to 46.2

Q25a  Work last year Moderate 39.6 34.1 to 46.2 Moderate 22.7 21.2 to 24.3 4.5 Non-Hispanic

Q25b  Weeks worked High 71.6 65.2 to 79.0 High 55.9 53.8 to 58.0 3.6 Non-Hispanic

Q25c  Usual hours worked each week Moderate 42.7 35.2 to 52.1 Moderate 33.6 31.7 to 35.6 1.7 Non-Hispanic

Q26a  Wages (yes/no) Moderate 30.1 25.9 to 35.1 Moderate 20.3 19.2 to 21.6 3.4 Non-Hispanic

Q26a  Amount received from wages High 51.0 47.0 to 55.7 Moderate 47.6 46.3 to 48.9 1.2

Q26b  Self-employment income (yes/no) High 64.3 49.9 to 83.0 Moderate 43.6 40.7 to 46.8 2.0 Non-Hispanic

Q26b  Amount received from self-
employment income

Moderate 44.3 27.6 to 70.9 Moderate 44.8 40.6 to 49.4 0.0

Q26c  Interest (yes/no) High 73.1 60.7 to 88.0 High 58.4 56.5 to 60.5 1.8 Non-Hispanic

Q26c  Amount received from interest Moderate 31.8 21.4 to 47.3 Moderate 45.3 42.9 to 47.8 -1.7 Hispanic

Q26d  Social Security (yes/no) Moderate 28.1 21.7 to 36.4 Low 12.6 11.5 to 13.8 3.4 Non-Hispanic

Q26d  Amount received from Social
Security

- ... ... High 60.0 57.7 to 62.5

Q26e  Supplemental Security Income
(yes/no)

Moderate 46.8 33.5 to 65.4 Moderate 48.8 43.5 to 54.7 -0.2



* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
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Table G.2  Consistency of reports by Hispanic origin of sample person –Con.
Hispanic Non-Hispanic

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q26e  Amount received from SSI - - High 55.2 47.4 to 66.1

Q26f  Public assistance (yes/no) Moderate 49.3 36.8 to 65.9 High 54.7 48.1 to 62.3 -0.5

Q26f  Amount received from public
assistance

- ... ... High 60.7 50.9 to 75.5

Q26g  Retirement (yes/no) High 67.2 51.9 to 87.0 Moderate 35.6 33.2 to 38.2 2.9 Non-Hispanic

Q26g  Amount received from retirement - ... ... Moderate 41.6 38.2 to 45.6

Q26h  Other sources of income (yes/no) High 75.0 59.0 to 95.3 High 60.0 55.9 to 64.5 1.3 Non-Hispanic

Q26h  Amount received from other
sources

- ... ... Moderate 49.6 43.9 to 56.8

Q27  Total income (None box marked) High 60.3 54.8 to 66.6 High 58.1 55.6 to 60.7 0.6

Q27  Amount of total income Moderate 43.5 39.8 to 47.6 Moderate 46.0 44.9 to 47.1 -1.0

Table G.3  Consistency of reports by sex of sample person 
Male Female

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q8  Age Low 8.3 7.8 to 9.0 Low 7.2 6.7 to 7.8 2.2 Female

Q9  Hispanic origin Low 17.0 15.4 to 18.7 Low 17.6 16.1 to 19.3 -0.2

Q10  Race Moderate 25.0 23.5 to 26.6 Moderate 21.9 20.6 to 23.3 1.2
Q11  Marital status Low 6.0 5.4 to 6.6 Low 5.6 5.1 to 6.1 0.8

Q12a  School enrollment Low 12.7 11.7 to 13.7 Low 14.3 13.3 to 15.5 -1.8 Male

Q12b  Grade level Low 8.4 7.3 to 9.7 Low 9.7 8.4 to 11.0 -1.2

Q13  Educational attainment Moderate 36.0 35.0 to 37.0 Moderate 36.9 36.0 to 37.9 -1.1

Q14 Ancestry (single response only) Moderate 31.0 29.8 to 32.3 Moderate 30.3 29.2 to 31.5 0.7

Q15a  Speak a language other than
English

Moderate 21.6 20.0 to 23.3 Moderate 23.7 22.1 to 25.4 -1.5 Male

Q15b  Language spoken at home Low 17.6 16.1 to 19.2 Low 18.3 16.9 to 19.9 -0.5

Q15c  English-speaking ability High 59.7 55.8 to 64.1 High 60.2 56.4 to 64.3 -0.1

Q16  Born inside/outside U.S. Low 2.2 1.6 to 3.1 Low 3.1 2.4 to 4.0 -1.4 Male

Q16  Place of birth Low 2.9 2.6 to 3.3 Low 3.5 3.2 to 3.9 -2.0 Male

Q17  Citizenship Low 9.8 8.6 to 11.2 Low 9.8 8.7 to 11.1 0.0

Q18  Year of entry to the U.S. Moderate 21.5 18.9 to 24.6 Low 17.1 15.0 to 19.6 2.0 Female

Q19a  Live at current residence on April
1, 1995

Moderate 22.3 21.2 to 23.4 Moderate 22.0 21.0 to 23.1 0.3

Q19b  Live inside city limits High 52.8 48.8 to 57.3 High 51.2 47.5 to 55.3 0.5

Q19  Place of residence on April 1, 1995 Low 4.5 3.8 to 5.3 Low 4.3 3.7 to 5.1 0.3

Q20a  Sensory impairment Moderate 48.3 44.0 to 53.0 Moderate 46.6 42.3 to 51.3 0.4

Q20b  Physical limitations Moderate 44.4 41.1 to 48.0 Moderate 40.5 37.9 to 43.2 1.5 Female

Q21a  Difficulty in learning, ... High 54.3 49.9 to 59.2 High 54.6 50.3 to 59.2 -0.1

Q21b  Difficulty in dressing, ... High 58.2 51.4 to 65.9 Moderate 47.5 42.7 to 53.0 2.0 Female

Q21c  Difficulty going outside ... High 71.3 66.0 to 77.0 High 60.0 56.0 to 64.3 2.7 Female

Q21d  Difficulty working ... High 81.3 77.7 to 85.1 High 79.6 76.3 to 83.2 0.6

Q23a  Grandchildren live here Moderate 32.7 27.4 to 39.2 Moderate 22.0 19.0 to 25.5 2.6 Female

Q23b  Responsible for grandchildren Moderate 32.6 23.6 to 46.4 High 50.9 43.2 to 60.6 -2.1 Male

Q23c  How long responsible - ... ... High 52.6 42.6 to 67.1

Q24a  Veteran status Low 15.5 14.3 to 16.8 High 59.3 53.2 to 66.1 -11.0 Male

Q24b1  ... April 1995 or later Moderate 38.8 30.8 to 48.9 Moderate 23.1 11.8 to 45.2 1.4 Female

Q24b2  ... Aug. 1990 to March 1995 Moderate 29.3 24.2 to 35.5 Moderate 37.0 24.3 to 59.4 -0.7

Q24b3  ... Sept. 1980 to July 1990 Moderate 30.2 25.5 to 35.7 Moderate 27.1 17.5 to 44.4 0.4

Q24b4  ... May 1975 to Aug. 1980 Moderate 43.9 37.5 to 51.3 High 64.8 41.8 to 100.0 -1.0

Q24b5  ... in Vietnam era Low 17.8 15.3 to 20.7 Low 10.5 3.4 to 32.3 0.8

Q24b6  ... Feb. 1955 to July 1964 Moderate 31.9 27.7 to 36.6 U u u
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Table G.3  Consistency of reports by sex of sample person –Con.
Male Female

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q24b7  ... during Korean conflict Low 17.6 14.5 to 21.2 Low 4.6 0.5 to 40.9 1.0

Q24b8  ... during World War II Low 8.1 6.3 to 10.3 Low 1.6 0.2 to 14.2 1.5 Female

Q24b9  ... some other time High 93.7 74.8 to 100.0 U u u

Q24c  Years of military service Moderate 43.2 37.9 to 49.3 Moderate 23.8 12.4 to 45.6 1.8 Female

Q25a  Work last year Moderate 28.7 26.1 to 31.5 Moderate 21.9 20.1 to 23.8 3.4 Female

Q25b  Weeks worked High 59.2 56.1 to 62.5 High 56.8 54.3 to 59.5 1.0

Q25c  Usual hours worked each week Moderate 39.3 35.8 to 43.1 Moderate 33.0 30.8 to 35.4 2.4 Female

Q26a  Wages (yes/no) Moderate 25.6 23.8 to 27.6 Low 18.8 17.4 to 20.3 4.7 Female

Q26a  Amount received from wages High 50.8 49.1 to 52.6 Moderate 45.5 43.7 to 47.3 3.5 Female

Q26b  Self-employment income (yes/no) Moderate 40.9 37.4 to 44.7 High 52.0 46.9 to 57.7 -2.8 Male

Q26b  Amount received from self-
employment income

Moderate 46.1 41.1 to 51.7 Moderate 44.0 37.3 to 52.1 0.4

Q26c  Interest (yes/no) High 55.2 52.7 to 57.9 High 61.9 59.1 to 64.9 -2.8 Male

Q26c  Amount received from interest Moderate 45.4 42.4 to 48.7 Moderate 43.9 40.4 to 47.8 0.5

Q26d  Social Security (yes/no) Low 12.0 10.5 to 13.8 Low 14.4 12.9 to 16.1 -1.7 Male

Q26d  Amount received from Social
Security

High 62.0 58.8 to 65.8 High 60.1 57.2 to 63.4 0.7

Q26e  SSI (yes/no) High 58.6 49.5 to 69.4 Moderate 43.4 37.8 to 49.9 2.1 Female
Q26e  Amount received from SSI - ... ... High 61.8 53.5 to 73.3

Q26f  Public assistance (yes/no) High 71.9 58.1 to 88.9 Moderate 49.9 43.3 to 57.5 2.1 Female

Q26f  Amount received from public
assistance

- ... ... High 64.9 55.8 to 78.4

Q26g  Retirement (yes/no) Moderate 35.2 32.1 to 38.7 Moderate 38.7 35.1 to 42.7 -1.1

Q26g  Amount received from retirement Moderate 39.9 35.6 to 45.2 Moderate 45.4 40.3 to 51.6 -1.2

Q26h  Other sources of income (yes/no) High 62.8 56.4 to 69.9 High 59.2 54.1 to 64.8 0.7

Q26h  Amount received from other
sources

Moderate 47.2 38.5 to 60.1 High 50.7 44.1 to 59.4 -0.4

Q27  Total income (None box marked) High 59.7 55.5 to 64.3 High 58.4 55.7 to 61.3 0.4

Q27  Amount of total income Moderate 47.3 45.9 to 48.8 Moderate 44.7 43.2 to 46.4 2.0 Female

Table G.4  Consistency of reports by citizenship status of sample person 
Native Foreign born

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q7 Sex Low 1.6 1.4 to 1.8 Low 1.9 1.3 to 2.9 -0.6

Q8 Age Low 7.5 7.1 to 7.9 Low 8.4 7.0 to 10.1 -0.9

Q9 Hispanic origin Moderate 21.2 19.6 to 22.9 Low 10.2 8.6 to 12.0 3.8 Foreign

Q10 Race Moderate 21.1 20.0 to 22.2 Moderate 38.6 35.9 to 41.4 -4.9 Native
Q11 Marital status Low 5.2 4.8 to 5.5 Low 10.8 9.1 to 12.7 -5.0 Native

Q12a School enrollment Low 12.8 12.1 to 13.6 Moderate 23.1 19.8 to 27.0 -4.6 Native
Q12b Grade level Low 8.9 8.0 to 9.8 Low 10.0 6.8 to 14.7 -0.4

Q13 Educational attainment Moderate 34.4 33.8 to 35.1 High 56.3 54.0 to 58.7 -14.8 Native

Q14 Ancestry (single response only) Moderate 34.3 33.4 to 35.3 Low 15.5 13.9 to 17.2 16.2 Foreign

Q15a Speak a language other than English Moderate 34.6 32.7 to 36.6 Moderate 31.8 28.1 to 36.0 1.0

Q15b Language spoken at home Moderate 26.4 24.5 to 28.4 Low 17.9 16.2 to 19.9 5.2 Foreign

Q15c English-speaking ability High 73.1 67.4 to 79.5 High 57.0 53.8 to 60.6 3.8 Foreign
Q16 Born inside/outside U.S. Low 9.7 7.4 to 12.8 High 67.5 49.5 to 92.1 -4.4 Native
Q16 Place of birth Low 3.3 3.1 to 3.6 Low 3.4 2.6 to 4.3 -0.2

Q18 Year of entry to the U.S. Low 16.5 12.3 to 22.5 Low 19.2 17.4 to 21.3 -0.8
Q19a Live at current residence on April 1,
1995

Moderate 21.0 20.3 to 21.8 Moderate 33.1 30.5 to 35.9 -7.1 Native

Q19b Live inside city limits High 50.8 48.0 to 53.8 High 87.4 71.8 to 100.0 -3.4 Native
Q19 Place of residence on April 1, 1995 Low 4.5 4.0 to 5.1 Low 3.2 2.0 to 5.3 1.2
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Table G.4  Consistency of reports by citizenship status of sample person –Con.
Native Foreign born

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q20a Sensory impairment Moderate 47.3 44.1 to 50.7 Moderate 48.5 38.0 to 61.9 -0.2
Q20b Physical limitations Moderate 41.2 39.1 to 43.5 High 51.4 43.1 to 61.3 -1.8 Native
Q21a Difficulty in learning, … High 54.5 51.3 to 57.9 High 53.3 42.3 to 67.0 0.2
Q21b Difficulty in dressing, … High 50.5 46.3 to 55.1 High 62.6 49.7 to 78.8 -1.3 Native
Q21c Difficulty going outside … High 61.9 58.5 to 65.5 High 81.0 72.1 to 91.3 -3.1 Native

Q21d Difficulty working … High 78.5 75.9 to 81.2 High 95.5 87.9 to 100.0 -3.3 Native

Q23a Grandchildren live here Moderate 24.4 21.5 to 27.7 Moderate 32.4 25.2 to 41.7 -1.5 Native

Q23b Responsible for grandchildren Moderate 47.2 40.3 to 55.7 Moderate 48.4 33.1 to 74.7 -0.1
Q23c How long responsible Moderate 49.8 41.5 to 61.2 - ... ...

Q24a Veteran status Low 18.4 17.2 to 19.7 Moderate 33.4 24.8 to 45.0 -2.4 Native

Q24b1 ... April 1995 or later Moderate 35.0 28.0 to 43.7 - ... ...

Q24b2 ... Aug. 1990 to March 1995 Moderate 29.8 24.9 to 35.7 - ... ...

Q24b3 ... Sept. 1980 to July 1990 Moderate 29.2 24.8 to 34.3 - ... ...

Q24b4 ... May 1975 to Aug. 1980 Moderate 44.1 37.8 to 51.4 - ... ...

Q24b5 ... in Vietnam era Low 17.1 14.7 to 19.9 - ... ...

Q24b6 ... Feb. 1955 to July 1964 Moderate 31.3 27.2 to 36.0 - ... ...

Q24b7 ... during Korean conflict Low 17.1 14.1 to 20.7 - ... ...

Q24b8 ... during World War II Low 7.4 5.8 to 9.6 - ... ...

Q24b9 ... some other time High 92.7 74.2 to 100.0 - ... ...

Q24c Years of military service Moderate 42.1 37.0 to 47.9 - ... ...

Q25a Work last year Moderate 23.1 21.5 to 24.7 Moderate 35.7 30.3 to 42.1 -3.4 Native

Q25b Weeks worked High 55.8 53.7 to 58.0 High 71.3 65.2 to 78.3 -3.7 Native

Q25c Usual hours worked each week Moderate 32.9 31.0 to 34.9 High 51.5 43.9 to 60.7 -3.5 Native
Q26a Wages (yes/no) Moderate 20.6 19.4 to 21.8 Moderate 27.1 23.4 to 31.4 -2.6 Native

Q26a Amount received from wages Moderate 47.1 45.8 to 48.4 High 57.1 53.4 to 61.4 -3.9 Native

Q26b Self-employment income (yes/no) Moderate 43.7 40.7 to 47.0 High 50.5 40.9 to 62.2 -1.0
Q26b Amount received from self-
employment income

Moderate 43.2 38.9 to 48.0 Moderate 44.5 34.0 to 59.3 -0.2

Q26c Interest (yes/no) High 58.0 56.0 to 60.1 High 63.0 55.7 to 71.5 -1.0

Q26c Amount received from interest Moderate 42.8 40.4 to 45.3 High 50.8 42.2 to 62.2 -1.3
Q26d Social Security (yes/no) Low 13.1 11.9 to 14.3 Moderate 21.0 15.8 to 27.8 -2.1 Native
Q26d Amount received from Social
Security

High 60.2 58.0 to 62.7 High 61.4 53.2 to 73.7 -0.2

Q26e Supplemental Security Income
(yes/no)

High 50.2 44.8 to 56.3 Moderate 37.8 27.3 to 52.3 1.5 Foreign

Q26e Amount received from SSI High 54.7 46.8 to 65.7 - ... ...

Q26f Public assistance (yes/no) High 53.9 47.5 to 61.2 High 52.3 38.1 to 71.9 0.1
Q26f Amount received from public
assistance

High 56.3 47.0 to 70.1 - ... ...

Q26g Retirement (yes/no) Moderate 36.0 33.6 to 38.7 High 52.8 41.4 to 67.4 -2.1 Native
Q26g Amount received from retirement Moderate 41.4 37.9 to 45.3 - ... ...

Q26h Other sources of income (yes/no) High 59.8 55.7 to 64.3 High 82.7 63.0 to 100.0 -1.6 Native

Q26h Amount received from other
sources

Moderate 48.0 42.4 to 55.0 - ... ...

Q27 Total income (None box marked) High 58.5 56.0 to 61.0 High 56.4 51.0 to 62.4 0.6

Q27 Amount of total income Moderate 43.3 42.2 to 44.4 High 55.8 52.3 to 59.7 -5.3 Native
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Table G.5  Consistency of reports by age of sample person
6-15 years 16-35 years 36-64 years 65 years or older

Inconsistency level
Aggregate index

(90-percent confidence interval)

Inconsistency level
Aggregate index

(90-percent confidence interval)

Inconsistency level
Aggregate index

(90-percent confidence interval)

Inconsistency level
Aggregate index

(90-percent confidence interval)
CRS question 7  Sex

Low Low Low Low
1.9 1.2 1.7 1.6

(1.4 to 2.7) (0.9 to 1.6) (1.4 to 2.1) (1.1 to 2.3)
CRS question 9  Hispanic origin

Low Low Low Moderate
18.9 14.6 16.4 23.8

(16.4 to 21.8) (12.9 to 16.6) (14.5 to 18.6) (18.9 to 30.1)
CRS question 10  Race

Moderate Moderate Moderate Low
24.8 26.8 20.8 18.0

(22.6 to 27.3) (24.9 to 28.8) (19.3 to 22.4) (15.2 to 21.4)
CRS question 11  Marital status

High Low Low Low
74.2 7.6 9.5 5.8

(57.7 to 95.6) (6.7 to 8.5) (8.6 to 10.4) (4.8 to 6.9)
CRS question 12a  School enrollment

Moderate Moderate High High
26.0 20.0 51.6 51.9

(22.7 to 29.7) (18.3 to 21.8) (46.3 to 57.6) (35.7 to 75.6)
CRS question 12b  Grade level

Low Low Moderate to High -
9.9 9.2 36.1 ...

(8.7 to 11.2) (7.2 to 11.6) (26.1 to 51.3) ...
CRS question 13  Educational attainment

Moderate Moderate Moderate Moderate
38.0 42.9 37.3 41.0

(36.0 to 40.2) (41.5 to 44.4) (36.3 to 38.5) (39.1 to 42.9)
CRS question 14  Ancestry (single response only)

Moderate Moderate Moderate Moderate
35.1 29.7 31.4 26.8

(32.7 to 37.6) (28.1 to 31.5) (30.2 to 32.8) (24.8 to 29.0)
CRS question 15a  Speak a language other than English

Moderate Moderate Moderate Moderate
24.8 20.4 21.7 29.3

(21.9 to 28.2) (18.5 to 22.5) (19.9 to 23.7) (25.4 to 33.8)
CRS question 15b  Language spoken at home

Low Low Low Moderate
18.4 17.4 17.2 25.0

(15.8 to 21.3) (15.6 to 19.4) (15.5 to 19.0) (21.2 to 29.4)
CRS question 15c  English-speaking ability

High High High Moderate
89.2 54.3 58.6 46.6

(80.8 to 99.2) (49.8 to 59.4) (54.4 to 63.4) (39.5 to 55.9)
CRS question 16  Born inside/outside U.S.

Low Low Low Low
0.0 3.3 2.3 2.7

(0.0 to 1.1) (2.4 to 4.5) (1.6 to 3.2) (1.4 to 5.3)
CRS question 16  Place of birth

Low Low Low Low
2.7 3.5 3.4 3.4

(2.2 to 3.3) (3.1 to 4.1) (3.0 to 3.8) (2.8 to 4.2)
CRS question 17  Citizenship

Low Low Low Low
14.7 9.8 9.4 9.4

(11.4 to 19.0) (8.4 to 11.5) (8.2 to 10.8) (7.0 to 12.5)
CRS question 18  Year of entry to the U.S.

Low Moderate Moderate Low
16.3 20.8 21.6 16.4

(10.9 to 25.3) (17.7 to 24.5) (19.0 to 24.6) (12.1 to 22.9)
CRS question 19a  Live at current residence on April 1, 1995

Moderate Moderate Moderate Moderate
28.1 28.6 22.9 26.3

(26.0 to 30.4) (27.0 to 30.3) (21.5 to 24.4) (23.2 to 29.8)
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Table G.5  Consistency of reports by age of sample person – Con.
6-15 years 16-35 years 36-64 years 65 years or older

Inconsistency level
Aggregate index

(90-percent confidence interval)

Inconsistency level
Aggregate index

(90-percent confidence interval)

Inconsistency level
Aggregate index

(90-percent confidence interval)

Inconsistency level
Aggregate index

(90-percent confidence interval)
CRS question 19b  Live inside city limits

Moderate High High High
44.7 57.3 50.8 53.7

(38.9 to 51.7) (52.6 to 62.4) (46.4 to 55.6) (44.0 to 66.2)
CRS question 19  Place of residence on April 1, 1995

Low Low Low Low
4.0 5.2 4.3 1.5

(2.9 to 5.3) (4.4 to 6.2) (3.6 to 5.3) (0.7 to 3.2)
CRS question 20a  Sensory impairment

High High Moderate Moderate
72.8 55.2 48.7 48.6

(53.5 to 99.1) (44.5 to 68.4) (43.7 to 54.4) (44.4 to 53.1)
CRS question 20b  Physical limitations

High High Moderate Moderate
91.2 56.2 42.5 46.7

(71.1 to 100.0) (48.1 to 65.6) (39.5 to 45.8) (43.5 to 50.2)
CRS question 21a  Difficulty in learning, remembering, concentrating

High High High High
58.4 50.1 56.4 54.8

(51.3 to 66.4) (43.2 to 58.2) (51.0 to 62.3) (49.1 to 61.1)
CRS question 21b  Difficulty in dressing, bathing, getting around home

High High High Moderate
72.5 54.7 54.9 48.7

(53.1 to 98.9) (41.3 to 72.5) (48.5 to 62.2) (42.9 to 55.2)
CRS question 21c  Difficulty going outside the home

- High High High
# 82.7 70.0 56.9
# (74.2 to 92.2) (64.8 to 75.7) (52.5 to 61.7)

CRS question 21d  Difficulty working at a job or business
- High High High
# 93.1 79.1 74.4
# (87.6 to 99.0) (75.8 to 82.6) (69.7 to 79.5)

CRS question 23a  Grandchildren live here
High High Moderate Moderate
100.0 100.0 23.2 30.2

(32.5 to 100.0) (61.6 to 100.0) (20.1 to 26.7) (24.4 to 37.4)
CRS question 23b  Responsible for grandchildren

- - Moderate High
... ... 48.4 50.8
... ... (40.9 to 57.9) (38.4 to 69.4)

CRS question 23c  How long responsible
- - High -
# # 59.5 ...
# # (50.6 to 71.7) ...

CRS question 24a  Veteran status
High Moderate Moderate Low
84.7 28.3 20.8 13.4

(47.3 to 100.0) (24.4 to 32.8) (19.1 to 22.7) (11.6 to 15.5)
CRS question 24b1  On active duty April 1995 or later

- Moderate Moderate U
... 46.7 36.7 u
... (36.6 to 60.7) (26.2 to 51.6) u

CRS question 24b2  On active duty Aug. 1990 to March 1995
- Moderate Moderate High
... 42.2 35.8 100.0
... (33.1 to 54.8) (28.1 to 45.6) (47.6 to 100.0)

CRS question 24b3  On active duty Sept. 1980 to July 1990
- Moderate Moderate U
... 34.2 34.3 u
... (25.9 to 46.1) (28.5 to 41.3) u

CRS question 24b4  On active duty May 1975 to Aug. 1980
- High Moderate U
... 100.0 49.1 u
... (28.9 to 100.0) (42.7 to 56.6) u



Table G.5  Consistency of reports by age of sample person – Con.
6-15 years 16-35 years 36-64 years 65 years or older

Inconsistency level
Aggregate index

(90-percent confidence interval)

Inconsistency level
Aggregate index

(90-percent confidence interval)

Inconsistency level
Aggregate index

(90-percent confidence interval)
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CRS question 24b5  On active duty in Vietnam era
- - Moderate Moderate
... # 25.5 25.5
... # (22.0 to 29.6) (16.2 to 40.3)

CRS question 24b6  On active duty Feb. 1955 to July 1964
- U Moderate Moderate
... u 31.2 35.4
... u (26.5 to 36.7) (27.9 to 44.8)

CRS question 24b7  On active duty during Korean conflict
- U Moderate Low
... u 40.1 18.3
... u (27.8 to 58.0) (14.7 to 23.0)

CRS question 24b8  On active duty during World War II
- U U Low
... u u 13.8
... u u (10.7 to 17.7)

CRS question 24b9  On active duty some other time
- High High High
... 100.0 100.0 82.7
... (55.9 to 100.0) (73.6 to 100.0) (58.7 to 100.0)

CRS question 24c  Years of military service
- Moderate Moderate Moderate
... 48.6 47.5 34.7
... (31.0 to 76.2) (40.0 to 56.7) (27.9 to 43.3)

CRS question 25a  Work last year
- Moderate Moderate Low
... 42.3 26.4 19.4
... (38.3 to 46.7) (24.1 to 29.0) (16.3 to 23.1)

CRS question 25b  Weeks worked
- High High Moderate
... 59.3 58.6 46.5
... (56.4 to 62.5) (55.7 to 61.7) (39.4 to 55.7)

CRS question 25c  Usual hours worked each week
- Moderate Moderate Moderate
... 33.7 36.7 36.1
... (30.9 to 36.7) (33.8 to 39.9) (30.0 to 43.8)

CRS question 26a  Wages (yes/no)
Moderate Moderate Moderate Moderate

39.8 27.7 27.2 29.5
(25.7 to 61.6) (25.2 to 30.4) (25.3 to 29.2) (25.1 to 34.6)

CRS question 26a  Amount received from wages
- Moderate High Moderate
... 46.2 50.3 42.9
... (44.2 to 48.3) (48.8 to 51.9) (35.7 to 52.6)

CRS question 26b  Self-employment income (yes/no)
U Moderate Moderate High
u 48.8 42.9 50.5
u (42.1 to 56.6) (39.5 to 46.7) (42.2 to 60.3)

CRS question 26b  Amount received from self-employment income
- High High -
# 53.6 74.7 ...
# (44.5 to 66.4) (70.5 to 79.7) ...

CRS question 26c  Interest (yes/no)
High High High High
96.6 65.2 61.7 57.8

(58.9 to 100.0) (60.5 to 70.4) (59.1 to 64.4) (54.0 to 62.1)
CRS question 26c  Amount received from interest

High High High High
76.3 64.6 74.1 72.9

(39.8 to 100.0) (58.6 to 72.4) (71.0 to 77.6) (68.8 to 77.9)
CRS question 26d  Social Security (yes/no)

Moderate High Moderate High
49.7 59.0 25.0 50.3

(24.2 to 100.0) (48.0 to 72.7) (21.8 to 28.7) (44.3 to 57.1)
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CRS question 26d  Amount received from Social Security
- - High High
... ... 53.9 61.4
... ... (48.7 to 60.5) (59.0 to 64.1)

CRS question 26e  Supplemental Security Income (yes/no)
High Moderate Moderate High
100.0 42.1 43.6 56.1

(46.0 to 100.0) (32.2 to 54.9) (37.2 to 51.1) (46.5 to 67.5)
CRS question 26e  Amount received from SSI

- - High -
# ... 51.1 ...
# ... (41.3 to 66.0) ...

CRS question 26f  Public assistance (yes/no)
U High Moderate High
u 55.9 49.8 62.7
u (47.1 to 66.4) (41.4 to 60.0) (44.9 to 87.5)

CRS question 26f  Amount received from public assistance
- - - -
... ... ... ...
... ... ... ...

CRS question 26g  Retirement (yes/no)
U High Moderate Moderate
u 86.4 41.5 40.2
u (67.1 to 100.0) (37.5 to 45.8) (36.8 to 44.1)

CRS question 26g  Amount received from retirement
- - Moderate Moderate
... ... 45.4 40.2
... ... (39.8 to 52.4) (36.1 to 45.0)

CRS question 26h  Other sources of income (yes/no)
High High High High
100.0 66.3 58.4 58.2

(29.0 to 100.0) (58.6 to 75.1) (53.1 to 64.2) (48.8 to 69.4)
CRS question 26h  Amount received from other sources

- - Moderate -
# ... 49.5 ...
# ... (42.6 to 59.0) ...

CRS question 27  Total income (None box marked)
High High High High
73.3 54.4 61.9 94.7

(63.7 to 85.3) (51.2 to 57.9) (58.1 to 66.0) (83.8 to 100.0)
CRS question 27  Amount of total income

High High High High
75.1 51.2 58.1 63.1

(35.6 to 100.0) (49.1 to 53.4) (56.6 to 59.6) (60.3 to 66.3)
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Appendix H
ADDITIONAL HOUSING TABLES

Table H.1  Consistency of reports by race of householder
White Black Asian Other Two or more

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Q4   How many people
Low Moderate Low Moderate Low
 10.0  21.3  19.0  23.6  16.9

(9.5 to 10.5) (19.5 to 23.3) (15.9 to 22.9) (20.6 to 27.1) (13.3 to 21.9)
Q29  Tenure

Low Moderate Low Moderate Low
 19.6  22.1  14.9  21.4  11.5

(18.9 to 20.4) (20.0 to 24.5) (11.4 to 19.5) (18.0 to 25.7) (7.9 to 16.7)
Q30 Building description

Low Moderate Moderate Moderate Moderate
 18.5  27.8  32.8  30.8  28.9

(17.7 to 19.4) (25.6 to 30.2) (28.3 to 38.1) (26.9 to 35.3) (23.8 to 35.6)
Q31  Year structure  built

Moderate Moderate Moderate Moderate Moderate
 26.9  46.7  32.8  48.0  44.4

(26.2 to 27.6) (44.0 to 49.6) (28.5 to 38.1) (43.4 to 53.6) (38.5 to 51.9)
Q32  Year moved into structure

Low Moderate Low Moderate Moderate
 19.5  30.8  18.2  34.6  30.7

(18.9 to 20.1) (28.7 to 33.2) (15.0 to 22.3) (30.9 to 39.0) (25.6 to 37.1)
Q33  Number of rooms

High High High High High
 54.7  64.5  81.4  71.4  66.5

(53.9 to 55.5) (62.2 to 67.0) (77.7 to 85.9) (67.7 to 75.7) (61.2 to 73.2)
Q34  Number of bedrooms

Low Moderate Low Moderate Low
 19.9  24.4  19.9  23.8  18.2

(19.2 to 20.6) (22.3 to 26.6) (16.6 to 24.0) (20.5 to 27.7) (14.1 to 23.7)
Q35  Plumbing facilities

High High High High High
 80.5  92.3 100.0 100.0 100.0

(68.1 to 95.1) (65.1 to 100.0) (48.9 to 100.0) (60.3 to 100.0) (45.1 to 100.0)
Q36  Kitchen facilities

High High High High High
 72.8  79.4  71.7 100.0 100.0

(61.5 to 86.2) (52.1 to 100.0) (34.9 to 100.0) (58.6 to 100.0) (33.2 to 100.0)
Q37  Telephone service

Moderate High High Moderate High
 50.0  71.2  78.6  36.2 100.0

(44.5 to 56.3) (59.9 to 84.6) (42.6 to 100.0) (24.4 to 53.9) (63.9 to 100.0)
Q38  Fuel

Low Moderate Moderate Moderate Moderate
 14.7  30.7  38.8  40.1  36.9

(14.1 to 15.4) (28.2 to 33.5) (33.4 to 45.4) (35.4 to 45.8) (30.8 to 44.8)
Q39  Number of autos, ...

Moderate Moderate Moderate Moderate Moderate
 36.4  40.2  35.9  47.7  46.3

(35.6 to 37.3) (37.7 to 42.8) (31.1 to 41.1) (42.6 to 53.1) (39.7 to 53.4)
Q40a Business on premises

High High High High High
 64.7  89.4  72.3  84.5  55.9

(60.3 to 69.4) (65.9 to 100.0) (35.2 to 100.0) (57.5 to 100.0) (30.3 to 100.0)
Q40b Number of acres

Low High U Moderate Low
 19.5  51.4 u  40.5  11.8

(18.5 to 20.5) (44.9 to 58.9) u (30.1 to 54.3) (6.1 to 22.8)
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Table H.1  Consistency of reports by race of householder – Con.
White Black Asian Other Two or more

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Q40c Agricultural sales
High High ... ... ...
 50.4 100.0

(45.5 to 55.9) (60.3 to 100.0)
Q41a Electricity costs

High High High High High
 68.2  73.3  68.3  73.4  66.5

(67.3 to 69.1) (70.8 to 75.9) (63.6 to 73.9) (69.4 to 78.2) (60.6 to 73.9)
Q41b Gas costs

High High High High High
 54.4  60.7  50.6  58.5  52.4

(53.4 to 55.4) (57.6 to 64.0) (45.3 to 57.0) (53.8 to 64.0) (45.6 to 61.0)
Q41c Water and sewer costs

Moderate High Moderate High Moderate
 42.8  50.7  44.3  52.4  36.6

(41.9 to 43.8) (47.6 to 54.0) (39.3 to 50.5) (47.5 to 58.1) (30.1 to 45.1)
Q41d Oil, ... costs

Moderate High High High High
 45.0  56.2  56.0  68.1  59.7

(43.2 to 47.0) (47.4 to 66.6) (39.2 to 80.0) (50.7 to 91.4) (44.1 to 82.3)
Q42a Rent

Moderate Moderate Moderate Moderate Low
 20.7  32.9  27.2  25.9  19.2

(19.5 to 22.1) (29.9 to 36.5) (21.7 to 34.7) (21.7 to 31.3) (13.9 to 27.4)
Q42b Meals included in rent

Moderate High U High High
 29.4 100.0 u 100.0 100.0

(20.7 to 41.6) (45.0 to 100.0) u (54.9 to 100.0) (22.3 to 100.0)
Q43a Type of first mortgage

Low Moderate Moderate Moderate Moderate
 15.8  30.7  28.1  28.9  28.2

(14.9 to 16.8) (26.1 to 36.2) (18.9 to 41.8) (20.6 to 40.7) (19.5 to 41.9)
Q43b Mortgage payment

Moderate Moderate Moderate Moderate Low
 27.5  27.9  41.9  27.5  16.9

(26.4 to 28.6) (24.3 to 32.3) (35.8 to 49.8) (22.3 to 34.5) (11.1 to 27.2)
Q43c Real estate taxes included in mortgage

Low Moderate Moderate Moderate Moderate
 16.9  29.3  26.6  21.3  39.4

(15.6 to 18.4) (23.6 to 36.7) (19.1 to 37.8) (13.8 to 32.9) (27.0 to 60.7)
Q43d Insurance included in mortgage

Moderate Moderate Moderate Moderate Moderate
 25.0  36.1  37.0  31.8  40.6

(23.5 to 26.6) (30.0 to 43.8) (28.2 to 49.4) (23.6 to 43.8) (28.3 to 61.4)
Q44a Second mortgage or home equity loan - type of loan

High High ... ... ...
 59.4  65.5

(54.7 to 64.2) (43.1 to 92.8)
Q44b Second mortgage payment

High High ... ... ...
 93.7  92.1

(92.0 to 95.6) (86.7 to 100.0)
Q44e Home equity loan

High High High High High
 58.4  81.7  69.2 100.0  66.2

(55.4 to 61.5) (67.2 to 99.5) (48.8 to 98.1) (64.7 to 100.0) (35.9 to 100.0)
Q44m Second mortgage

High High High Moderate Moderate
 57.8  65.8  68.9  44.9 43.1

(54.4 to 61.4) (54.9 to 79.0) (48.6 to 97.7) (30.2 to 66.8) (26.9 to 69.0)



Table H.1  Consistency of reports by race of householder – Con.
White Black Asian Other Two or more

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
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Q44n No second mortgage
High High High High High
 62.9  76.0  57.4  66.3  68.9

(61.1 to 64.8) (69.6 to 83.2) (46.6 to 71.6) (53.9 to 82.4) (53.4 to 90.9)
Q45  Real estate tax payment

Moderate High Moderate Moderate Moderate
 43.3  54.4  48.2  46.8  44.5

(42.3 to 44.4) (50.2 to 59.2) (41.6 to 56.8) (40.2 to 55.6) (36.2 to 56.8)
Q46 Insurance payment

High High High High High
 65.3  66.8  71.3  77.3  66.1

(64.2 to 66.5) (62.6 to 71.8) (65.0 to 79.5) (70.4 to 87.0) (57.2 to 79.5)
Q47  Value

High High High High High
 58.5  67.7  58.1  57.3  69.2

(57.6 to 59.5) (64.6 to 71.3) (52.8 to 64.7) (51.9 to 63.9) (62.5 to 78.5)
Q48b Condominium fee

Moderate ... ... ... ...
 22.4

(18.0 to 28.0)
Q49a Mobile home loan

High ... ... ... ...
 61.8

(55.4 to 69.3)
Q49b Mobile home payment

High ... ... ... ...
 80.2

(74.3 to 88.1)

Table H.2  Consistency of reports by Hispanic origin of householder 
Hispanic Non-Hispanic

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q4 How many people Moderate 22.0 20.0 to 24.2 Low 11.2 10.7 to 11.7 8.2 Non-Hispanic

Q29 Tenure Low 18.1 15.9 to 20.7 Low 19.5 18.8 to 20.2 -0.9

Q30 Building description Moderate 31.3 28.7 to 34.2 Low 19.6 18.8 to 20.4 6.7 Non-Hispanic

Q31 Year structure built Moderate 47.9 44.8 to 51.3 Moderate 28.1 27.5 to 28.8 9.8 Non-Hispanic

Q32 Year moved into structure Moderate 33.5 31.0 to 36.3 Moderate 20.2 19.6 to 20.8 8.1 Non-Hispanic

Q33 Number of rooms High 73.6 71.1 to 76.3 High 55.8 55.1 to 56.6 10.8 Non-Hispanic

Q34 Number of bedrooms Moderate 25.2 22.9 to 27.8 Moderate 20.1 19.4 to 20.7 3.3 Non-Hispanic

Q35 Plumbing facilities High 100.0 74.4 to 100.0 High 81.5 69.8 to 95.2 1.7 Non-Hispanic

Q36 Kitchen facilities High 100.0 70.5 to 100.0 High 71.3 60.7 to 83.9 2.5 Non-Hispanic

Q37 Telephone service High 52.3 40.4 to 67.5 High 54.9 49.7 to 60.6 -0.3

Q38 Fuel Moderate 38.1 34.8 to 41.7 Low 16.3 15.7 to 16.9 10.2 Non-Hispanic

Q39 Number of autos, ... Moderate 45.8 42.9 to 48.9 Moderate 36.5 35.7 to 37.3 4.9 Non-Hispanic

Q40a Business on premises High 86.1 64.4 to 100.0 High 64.7 60.4 to 69.3 1.9 Non-Hispanic

Q40b Number of acres Moderate 41.9 32.6 to 53.8 Moderate 20.6 19.7 to 21.7 3.3 Non-Hispanic

Q40c Agricultural sales High 100.0 45.8 to 100.0 High 51.2 46.3 to 56.7 2.9 Non-Hispanic

Q41a Electricity costs High 72.6 69.8 to 75.7 High 68.4 67.6 to 69.3 2.3 Non-Hispanic

Q41b Gas costs High 59.5 56.2 to 63.2 High 54.5 53.5 to 55.4 2.3 Non-Hispanic

Q41c Water and sewer costs High 50.5 47.1 to 54.2 Moderate 43.3 42.4 to 44.3 3.2 Non-Hispanic

Q41d Oil, ... costs High 60.5 45.9 to 79.9 Moderate 46.1 44.3 to 48.0 1.4 Non-Hispanic

Q42a Rent Moderate 27.1 24.1 to 30.6 Moderate 22.5 21.3 to 23.7 2.2 Non-Hispanic

Q42b Meals included in rent High 100.0 60.3 to 100.0 Moderate 31.1 22.3 to 43.5 5.0 Non-Hispanic
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Table H.2  Consistency of reports by Hispanic origin of householder – Con.
Hispanic Non-Hispanic

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q43a Type of first Mortgage Moderate 36.2 30.5 to 43.2 Low 16.3 15.4 to 17.3 5.1 Non-Hispanic

Q43b Mortgage payment Moderate 26.9 23.1 to 31.4 Moderate 27.6 26.6 to 28.7 -0.3

Q43c Real estate taxes included in
mortgage

Moderate 24.8 19.2 to 32.4 Low 18.3 16.9 to 19.8 1.6 Non-Hispanic

Q43d Insurance included in mortgage Moderate 36.5 30.1 to 44.6 Moderate 25.9 24.4 to 27.5 2.4 Non-Hispanic

Q44a Second mortgage or home equity
loan - type of loan

- … … High 59.4 54.9 to 64.1

Q44b Second mortgage payment - … … High 93.4 91.8 to 95.3

Q44e Home equity loan High 62.1 45.3 to 85.2 High 59.7 56.8 to 62.7 0.2

Q44m Second mortgage Moderate 50.0 38.2 to 65.4 High 58.6 55.3 to 62.1 -1.0

Q44n No second mortgage High 66.5 58.3 to 76.1 High 63.1 61.3 to 64.9 0.6

Q45 Real estate tax payment High 50.3 45.8 to 55.8 Moderate 43.5 42.5 to 44.6 2.2 Non-Hispanic

Q46 Insurance payment High 70.1 65.4 to 75.9 High 65.5 64.4 to 66.7 1.4 Non-Hispanic

Q47 Value High 60.1 56.5 to 64.2 High 58.9 58.0 to 59.8 0.5

Q48b Condominium fee - … … Moderate 24.6 20.1 to 30.3

Q49a Mobile home loan - … … High 62.3 56.2 to 69.4

Q49b Mobile home payment - … … High 82.0 76.5 to 89.5

Table H.3  Consistency of reports by home-ownership status of householder
Owner Renter

Aggregate index of inconsistency Aggregate index of inconsistency

Population characteristic
Response

 variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q4 How many people Low 10.6 10.1 to 11.2 Low 15.4 14.4 to 16.5 -6.7 Owner

Q30 Building description Low 17.7 16.6 to 18.9 Moderate 30.4 29.1 to 31.7 -12.0 Owner

Q31 Year structure built Moderate 24.4 23.7 to 25.1 Moderate 48.9 47.1 to 50.8 -20.4 Owner

Q32 Year moved into structure Low 19.3 18.7 to 20.0 Moderate 29.3 27.9 to 30.9 -10.1 Owner

Q33 Number of rooms High 58.4 57.6 to 59.3 High 58.9 57.4 to 60.5 -0.5

Q34 Number of bedrooms Moderate 23.6 22.8 to 24.4 Low 15.3 14.2 to 16.4 10.0 Renter

Q35 Plumbing facilities High 81.5 67.7 to 98.2 High 90.8 72.8 to 100.0 -0.7

Q36 Kitchen facilities High 85.9 69.5 to 100.0 High 68.1 54.9 to 84.5 1.4 Renter

Q37 Telephone service High 54.8 46.9 to 64.0 High 56.8 50.4 to 64.1 -0.3

Q38 Fuel Low 14.2 13.5 to 14.9 Moderate 27.7 26.2 to 29.4 -12.7 Owner

Q39 Number of autos, ... Moderate 35.9 35.0 to 36.9 Moderate 35.1 33.1 to 37.3 0.6

Q40a Business on premises High 64.8 60.3 to 69.6 High 76.4 60.8 to 95.9 -1.1

Q40b Number of acres Low 18.7 17.7 to 19.8 Moderate 46.3 40.7 to 52.7 -7.5 Owner

Q40c Agricultural sales High 51.4 46.3 to 57.1 High 76.9 48.1 to 100.0 -1.6 Owner

Q41a Electricity costs High 71.9 71.0 to 72.9 High 64.0 62.4 to 65.7 6.8 Renter

Q41b Gas costs High 58.4 57.3 to 59.4 Moderate 48.4 46.4 to 50.5 7.1 Renter

Q41c Water and sewer costs Moderate 49.4 48.3 to 50.4 Moderate 38.2 35.9 to 40.6 7.2 Renter

Q41d Oil, ... costs Moderate 46.6 44.7 to 48.6 Moderate 46.0 40.2 to 52.7 0.2
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Appendix I
ADDITIONAL MISCELLANEOUS TABLES

Table I.1   Consistency of reports by collection type (mailback versus enumerator)
Mailback Enumerator

Aggregate index of inconsistency Aggregate index of inconsistency

Population or housing  characteristic
Response

variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
POPULATION
Q7  Sex Low 1.4 1.2 to 1.7 Low 2.5 2.1 to 3.1 -3.2 Mailback
Q8  Age Low 7.0 6.5 to 7.4 Low 10.1 9.3 to 11.1 -5.1 Mailback
Q9  Hispanic origin Low 17.6 16.2 to 19.2 Low 16.9 15.2 to 18.8 0.2
Q10  Race Moderate 20.9 19.7 to 22.2 Moderate 27.7 26.1 to 29.5 -2.7 Mailback
Q11  Marital status Low 4.5 4.1 to 4.9 Low 9.8 8.9 to 10.9 -8.1 Mailback
Q12a  School enrollment Low 12.6 11.8 to 13.5 Low 16.3 14.8 to 18.0 -3.4 Mailback
Q12b  Grade level Low 7.0 6.2 to 8.0 Low 14.5 12.6 to 16.8 -5.4 Mailback
Q13  Educational attainment Moderate 34.2 33.5 to 35.0 Moderate 44.1 42.6 to 45.5 -10.0 Mailback
Q14 Ancestry (single response only) Moderate 26.8 25.9 to 27.7 Moderate 32.7 31.2 to 34.1 -5.7 Mailback
Q15a  Speak a language other than
English

Moderate 24.2 22.8 to 25.7 Moderate 20.3 18.4 to 22.3 2.6 Enumerator

Q15b  Language spoken at home Low 18.5 17.2 to 19.9 Low 17.3 15.5 to 19.2 0.9
Q15c  English-speaking ability High 59.4 56.0 to 63.1 High 59.9 55.5 to 65.0 -0.1
Q16  Born inside/outside U.S. Low 1.4 1.0 to 2.0 Low 4.7 3.7 to 6.0 -4.3 Mailback
Q16  Place of birth Low 2.8 2.6 to 3.1 Low 4.6 4.1 to 5.2 -4.9 Mailback
Q17  Citizenship Low 7.8 6.9 to 8.8 Low 14.3 12.5 to 16.3 -5.0 Mailback
Q18  Year of entry to the U.S. Low 17.3 15.4 to 19.6 Moderate 22.9 19.7 to 26.8 -2.2 Mailback
Q19a  Live at current residence on April
1, 1995

Moderate 20.0 19.2 to 20.9 Moderate 28.5 27.0 to 30.2 -7.7 Mailback

Q19b  Live inside city limits High 52.8 49.6 to 56.1 High 50.2 44.5 to 56.6 0.6
Q19  Place of residence on April 1, 1995 Low 4.2 3.7 to 4.8 Low 5.0 4.0 to 6.1 -1.1
Q20a  Sensory impairment Moderate 45.8 42.4 to 49.4 High 52.9 46.1 to 60.7 -1.4 Mailback
Q20b  Physical limitations Moderate 40.8 38.5 to 43.2 Moderate 46.3 41.9 to 51.2 -1.7 Mailback
Q21a  Difficulty in learning, ... High 52.2 48.7 to 55.9 High 61.1 54.7 to 68.2 -1.9 Mailback
Q21b  Difficulty in dressing, ... Moderate 49.4 45.0 to 54.4 High 59.1 50.6 to 69.1 -1.5 Mailback
Q21c  Difficulty going outside ... High 64.1 60.5 to 68.0 High 65.7 58.9 to 73.3 -0.3
Q21d  Difficulty working ... High 76.8 73.9 to 79.8 High 89.7 85.2 to 94.6 -3.8 Mailback
Q23a  Grandchildren live here Moderate 25.4 22.2 to 29.1 Moderate 26.6 21.7 to 32.7 -0.3
Q23b  Responsible for grandchildren Moderate 43.1 36.0 to 52.2 High 53.5 42.1 to 69.8 -1.1
Q23c  How long responsible High 50.5 41.4 to 63.6 - ... ...
Q24a  Veteran status Low 18.5 17.2 to 19.9 Moderate 20.2 17.2 to 23.6 -0.8
Q24b1  ... April 1995 or later Moderate 36.9 28.9 to 47.0 Moderate 30.3 18.8 to 48.9 0.6
Q24b2  ... Aug. 1990 to March 1995 Moderate 28.2 23.0 to 34.5 Moderate 36.3 25.2 to 52.3 -0.9
Q24b3  ... Sept. 1980 to July 1990 Moderate 29.3 24.5 to 35.0 Moderate 30.9 21.7 to 44.0 -0.2
Q24b4  ... May 1975 to Aug. 1980 Moderate 45.3 38.4 to 53.5 Moderate 43.7 31.2 to 61.2 0.2
Q24b5  ... in Vietnam era Low 15.9 13.4 to 18.8 Moderate 24.9 18.8 to 33.5 -1.9 Mailback
Q24b6  ... Feb. 1955 to July 1964 Moderate 29.8 25.6 to 34.6 High 50.4 35.2 to 72.1 -1.8 Mailback
Q24b7  ... during Korean conflict Low 14.5 11.7 to 18.1 Moderate 38.5 26.5 to 56.1 -2.6 Mailback
Q24b8  ... during World War II Low 7.3 5.6 to 9.6 Low 12.1 6.7 to 22.0 -1.0
Q24b9  ... some other time High 91.4 72.1 to 100.0 High 100.0 58.6 to 100.0 -0.6
Q24c  Years of military service Moderate 41.3 36.0 to 47.4 Moderate 44.0 30.1 to 64.3 -0.2
Q25a  Work last year Moderate 21.6 20.1 to 23.3 Moderate 37.4 33.1 to 42.2 -5.4 Mailback
Q25b  Weeks worked High 56.4 54.2 to 58.7 High 61.6 57.3 to 66.3 -1.7 Mailback
Q25c  Usual hours worked each week Moderate 33.1 31.1 to 35.2 Moderate 39.4 35.1 to 44.3 -2.1 Mailback
Q26a  Wages (yes/no) Low 18.8 17.6 to 20.2 Moderate 28.4 26.0 to 31.1 -5.5 Mailback
Q26a  Amount received from wages Moderate 46.4 45.1 to 47.8 High 55.1 52.4 to 58.2 -4.5 Mailback
Q26b  Self-employment income (yes/no) Moderate 41.9 38.7 to 45.3 High 53.6 46.9 to 61.2 -2.4 Mailback
Q26b  Amount received from self-
employment income

Moderate 43.1 38.7 to 47.9 High 58.4 47.3 to 72.0 -1.9 Mailback

Q26c  Interest (yes/no) High 58.5 56.5 to 60.7 High 66.3 60.6 to 72.6 -2.0 Mailback
Q26c  Amount received from Interest Moderate 45.4 43.0 to 48.0 High 51.3 41.6 to 63.2 -0.9
Q26d  Social Security (yes/no) Low 11.6 10.5 to 12.8 Moderate 22.4 19.1 to 26.2 -4.8 Mailback
Q26d  Amount received from Social
Security

High 60.3 58.0 to 62.8 High 61.2 55.0 to 69.3 -0.2
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Table I.1   Consistency of reports by collection type (mailback versus enumerator) –Con.
Mailback Enumerator

Aggregate index of inconsistency Aggregate index of inconsistency

Population or housing  characteristic
Response

variance level Estimate

90-percent
confidence

interval
Response

variance level Estimate

90-percent
confidence

interval Z

Subgroup with
less

inconsistency
Q26e  Supplemental Security Income
(yes/no)

Moderate 49.7 43.6 to 56.6 Moderate 45.3 37.5 to 54.8 0.7

Q26e  Amount received from SSI High 56.9 48.8 to 68.4 - ... ...
Q26f  Public assistance (yes/no) High 56.6 48.6 to 65.8 High 50.8 42.2 to 61.2 0.7
Q26f  Amount received from public
assistance

- ... ... - ... ...

Q26g  Retirement (yes/no) Moderate 34.0 31.5 to 36.8 High 51.7 44.8 to 59.6 -3.7 Mailback
Q26g  Amount received from retirement Moderate 41.4 37.9 to 45.4 - … …
Q26h  Other sources of income (yes/no) High 58.3 53.7 to 63.2 High 67.8 59.6 to 77.1 -1.6 Mailback
Q26h  Amount received from other
sources

Moderate 45.0 39.0 to 52.6 - … …

Q27  Total income (yes/no) High 58.5 56.0 to 61.3 High 56.4 52.0 to 61.2 0.7
Q27  Amount of total income Moderate 44.9 43.7 to 46.1 High 51.7 49.3 to 54.3 -4.0 Mailback
HOUSING
Q4 How many people Low 9.5 9.1 to 10.1 Low 18.8 17.7 to 19.9 -12.7 Mailback
Q29 Tenure Low 19.6 18.8 to 20.3 Moderate 20.0 18.8 to 21.4 -0.4
Q30 Building description Low 19.9 19.0 to 20.8 Moderate 23.3 21.9 to 24.7 -3.4 Mailback
Q31 Year structure built Moderate 26.8 26.1 to 27.6 Moderate 38.9 37.3 to 40.5 -11.3 Mailback
Q32 Year moved into structure Low 18.5 17.9 to 19.1 Moderate 31.3 29.9 to 32.8 -13.4 Mailback
Q33 Number of rooms High 55.9 55.0 to 56.7 High 61.4 59.9 to 63.0 -5.1 Mailback
Q34 Number of bedrooms Low 19.5 18.8 to 20.2 Moderate 23.7 22.4 to 25.1 -4.5 Mailback
Q35 Plumbing facilities High 84.1 71.5 to 98.9 High 88.0 68.3 to 100.0 -0.3
Q36 Kitchen facilities High 75.9 64.0 to 90.0 High 75.4 57.4 to 99.1 0.0
Q37 Telephone service High 52.5 46.2 to 59.6 High 57.9 50.9 to 65.9 -0.9
Q38 Fuel Low 15.6 14.9 to 16.3 Moderate 25.1 23.6 to 26.6 -9.4 Mailback
Q39 Number of autos, ... Moderate 34.7 33.9 to 35.6 Moderate 45.7 44.0 to 47.4 -9.5 Mailback
Q40a Business on premises High 63.4 58.8 to 68.5 High 73.7 64.7 to 84.1 -1.6 Mailback
Q40b Number of acres Low 19.1 18.0 to 20.2 Moderate 27.9 25.6 to 30.4 -5.5 Mailback
Q40c Agricultural sales High 51.2 46.1 to 57.0 High 59.0 44.7 to 77.8 -0.7
Q41a Electricity costs High 68.5 67.7 to 69.4 High 69.8 68.1 to 71.6 -1.1
Q41b Gas costs High 55.9 54.9 to 57.0 High 52.8 50.8 to 54.9 2.2 Enumerator
Q41c Water and sewer costs Moderate 44.1 43.1 to 45.1 Moderate 44.5 42.5 to 46.6 -0.3
Q41d Oil, ... costs Moderate 45.1 43.2 to 47.2 High 50.9 46.3 to 56.0 -1.8 Mailback
Q42a Rent Moderate 22.5 21.1 to 23.9 Moderate 24.7 22.8 to 26.9 -1.5 Mailback
Q42b Meals included in rent Moderate 31.7 22.0 to 45.6 High 54.4 35.1 to 84.1 -1.4 Mailback
Q43a Type of first Mortgage Low 15.9 14.9 to 16.9 Moderate 23.5 21.1 to 26.3 -4.5 Mailback
Q43b Mortgage payment Moderate 27.4 26.3 to 28.5 Moderate 29.0 26.6 to 31.7 -0.9
Q43c Real estate taxes included in
mortgage

Low 17.3 15.9 to 18.9 Moderate 25.1 21.6 to 29.2 -3.1 Mailback

Q43d Insurance included in mortgage Moderate 25.8 24.2 to 27.5 Moderate 30.7 27.0 to 35.1 -1.8 Mailback
Q44a Second mortgage or home equity
loan - type of loan

High 57.9 53.2 to 62.8 High 65.2 52.1 to 79.7 -0.8

Q44b Second mortgage payment High 93.3 91.6 to 95.3 High 96.1 92.9 to 100.0 -1.2
Q44e Home equity loan High 58.5 55.5 to 61.7 High 71.0 62.7 to 80.5 -2.2 Mailback
Q44m Second mortgage High 56.7 53.3 to 60.3 High 68.2 60.3 to 77.2 -2.1 Mailback
Q44n No second mortgage High 63.0 61.2 to 64.9 High 74.1 70.1 to 78.5 -4.0 Mailback
Q45 Real estate tax payment Moderate 43.9 42.8 to 45.0 Moderate 44.6 42.1 to 47.4 -0.4
Q46 Insurance payment High 65.5 64.4 to 66.7 High 66.4 63.7 to 69.5 -0.5
Q47 Value High 59.0 58.0 to 59.9 High 59.7 57.7 to 61.8 -0.5
Q48b Condominium fee Moderate 26.1 21.5 to 32.1 - … …
Q49a Mobile home loan High 58.8 52.0 to 66.7 High 65.4 54.8 to 79.3 -0.8
Q49b Mobile home payment High 77.2 70.7 to 86.1 - … …



* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable
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Table I.2  Consistency of reports for population characteristics, by self/proxy
Self on both CRS 

and census
Proxy on CRS, 
self on census

Self on CRS, 
proxy on census

Same proxy for both CRS
and census

Different proxy on CRS than
on census

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Q7     Sex

Low Low Low Low Low

  1.1   2.4   2.1   1.7   3.0

(0.9 to 1.5) (1.7 to 3.4) (1.4 to 3.2) (1.3 to 2.2) (2.2 to 4.1)

Q8     Age

Low Low Low Low Low

  6.0   5.9   9.9  10.1   9.6

(5.4 to 6.7) (4.7 to 7.3) (8.4 to 11.8) (9.3 to 11.0) (8.3 to 11.1)

Q9     Hispanic origin

Low Low Low Low Low

16.3 11.1 14.9 19.4 18.3

(14.3 to 18.5) (8.0 to 15.5) (11.7 to 19.0) (17.3 to 21.7) (15.6 to 21.5)

Q10    Race

Moderate Moderate Moderate Moderate Moderate

21.1 20.7 24.0 24.1 27.0

(19.5 to 22.8) (17.5 to 24.5) (20.6 to 28.0) (22.2 to 26.1) (24.2 to 30.0)

Q11    Marital status

Low Low Low Low Low

  7.0   7.0   7.4   4.4  11.0

(6.4 to 7.7) (5.6 to 8.7) (5.8 to 9.4) (3.8 to 5.2) (9.1 to 13.3)

Q12a   School attendance

Moderate Moderate Low Low Low
 34.0  23.1  19.9  11.4  16.6

(30.5 to 37.9) (19.0 to 28.2) (16.3 to 24.4) (10.3 to 12.6) (14.5 to 19.0)
Q12b   Grade level

Low Low Low Low Low

 15.4  13.6  11.4   9.0   8.7

(10.9 to 21.8) (9.2 to 20.7) (6.8 to 19.1) (7.9 to 10.4) (7.1 to 10.8)

Q13   Educational attainment
Moderate Moderate Moderate Moderate Moderate

 35.6  39.2  46.0  35.6  38.0

(34.5 to 36.7) (37.0 to 41.7) (43.7 to 48.6) (34.3 to 36.9) !Q(35.8 to 40.4)
Q14 Ancestry (single response only)

Moderate Moderate Moderate Moderate Moderate
27.6 28.3 30.8 27.9 31.4

(26.3 to 28.9) (25.7 to 31.0) (28.1 to 33.5) (26.4 to 29.4) (28.8 to 33.9)
Q15a   Speak a language ...?

Moderate Moderate Moderate Moderate Moderate
 22.9  23.6  21.1  23.5  23.0

(21.0 to 25.1) (19.8 to 28.2) (17.7 to 25.1) (21.3 to 25.9) (19.9 to 26.6)
Q15b   Language spoken at home

Low Moderate Low Low Low

 18.4  21.6  18.1  18.9  15.6

(16.6 to 20.4) (17.9 to 26.1) (15.0 to 22.0) (16.8 to 21.3) (12.9 to 18.9)
Q15c   English-speaking ability

High Moderate High High High
 64.9  45.4  52.6  58.3  67.7

(59.9 to 70.6) (37.6 to 55.8) (45.4 to 61.8) (52.9 to 64.7) (61.2 to 75.7)
Q16    Born inside/outside US

Low Low Low Low Low

  2.6   0.5   3.6   2.1   2.9

(1.8 to 3.7) (0.1 to 1.9) (2.1 to 6.1) (1.3 to 3.4) (1.6 to 5.2)



* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable
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Table I.2  Consistency of reports for population characteristics, by self/proxy –Con.
Self on both CRS 

and census
Proxy on CRS, 
self on census

Self on CRS, 
proxy on census

Same proxy for both CRS
and census

Different proxy on CRS than
on census

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Q16s   State or country of birth

Low Low Low Low Low

  3.0   3.5   4.0   3.0   2.8

(2.6 to 3.4) (2.8 to 4.4) (3.2 to 5.0) (2.6 to 3.4) (2.1 to 3.5)

Q17    Citizenship

Low Low Low Low Low

  9.0   9.4   8.2   8.9  13.2

(7.7 to 10.5) (7.0 to 12.7) (6.1 to 11.0) (7.2 to 10.9) (10.4 to 16.8)

Q18    Year of entry to the US

Low Low Low Low Moderate
 14.1  19.3  18.8  17.2  28.1

(11.8 to 17.0) (14.5 to 26.3) (14.4 to 24.9) (13.9 to 21.5) (22.1 to 36.3)
Q19a   Live at current residence ...

Moderate Low Moderate Moderate Moderate
 21.8  18.6  28.4  20.9  23.4

(20.6 to 23.2) (16.3 to 21.3) (25.5 to 31.8) (19.6 to 22.3) (21.3 to 25.8)
Q19b  Live  inside city limits

High High High Moderate High
 51.1  59.8  53.0  45.8  65.3

(46.9 to 55.7) (51.7 to 69.7) (43.6 to 65.0) (40.8 to 51.5) (55.4 to 77.6)
Q19s   Place of residence on April 1, 1995

Low Low Low Low Low

  4.1   6.3   4.6   5.1   2.9

(3.4 to 5.0) (4.7 to 8.5) (3.0 to 6.9) (4.1 to 6.3) (1.7 to 4.9)

Q20a   Sensory impairment

High Moderate High Moderate Moderate
 51.2  44.7  55.0  36.9  43.5

(46.4 to 56.6) (35.0 to 57.2) (45.5 to 66.6) (31.4 to 43.3) (33.7 to 56.1)
Q20b   Physical limitations

Moderate High High Moderate Moderate
 40.5  51.3  51.5  36.0  37.6

(37.7 to 43.5) (43.5 to 60.6) (45.4 to 58.4) (31.5 to 41.0) (29.8 to 47.6)
Q21a   Difficulty in learning, ...

High High High Moderate High
 64.0  74.3  62.1  39.0  59.5

(58.0 to 70.5) (58.3 to 94.7) (51.5 to 74.9) (34.7 to 43.9) (49.9 to 70.8)
Q21b   Difficulty in dressing, ...

High High High Moderate Moderate
 56.5  72.9  55.6  41.8  29.7

(50.0 to 63.9) (53.5 to 99.4) (43.6 to 71.0) (34.9 to 50.2) (21.2 to 41.7)
Q21c   Difficulty going outside  ...

High High High Moderate High
 70.9  76.6  72.3  49.1  56.6

(65.8 to 76.4) (64.4 to 91.1) (62.2 to 84.0) (43.2 to 55.8) (46.9 to 68.6)
Q21d   Difficulty working ..

High High High High High

 79.8  88.9  81.4  76.2  85.4

(76.2 to 83.6) (80.3 to 98.6) (74.0 to 89.8) (70.8 to 82.0) (75.3 to 97.3)
Q23a   Grandchildren live here

Moderate Low Moderate Low High
 24.9  18.0  26.4  18.1  55.7

(20.9 to 29.6) (11.9 to 27.1) (19.6 to 35.5) (12.9 to 25.3) (40.2 to 77.2)



Table I.2  Consistency of reports for population characteristics, by self/proxy –Con.
Self on both CRS 

and census
Proxy on CRS, 
self on census

Self on CRS, 
proxy on census

Same proxy for both CRS
and census

Different proxy on CRS than
on census

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable
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Q23b   Responsible for grandchildren

Moderate ... ... High ...
 44.9        53.6    

(36.1 to 56.8) (39.2 to 76.7)
Q23c   How long responsible

High ... ... ... ...

 66.7             

(55.6 to 83.2)

Q24a   Active duty

Low Low Moderate Low Moderate
 18.2  14.3  20.6  17.2  29.8

(16.6 to 20.1) (11.7 to 17.5) (16.7 to 25.3) (14.5 to 20.3) (22.2 to 39.8)
Q24b1  ... April 1995 or later

Moderate High U U ...
 35.4  56.8 u u    

(25.8 to 48.6) (36.0 to 89.7) u u
Q24b2  ... Aug. 1990 to March 1995

Moderate Moderate Low Moderate ...
 28.5  32.0  16.1  32.3    

(21.8 to 37.3) (20.5 to 49.8) (7.2 to 36.4) (21.5 to 48.4)
Q24b3  ... Sept. 1980 to July 1990

Moderate Moderate Moderate Moderate ...
 24.2  20.4  36.7  39.0    

(18.8 to 31.0) (12.5 to 33.2) (23.1 to 58.3) (27.1 to 56.2)
Q24b4  ... May 1975 to Aug. 1980

Moderate High High Moderate ...
 41.9  56.1  64.8  41.3    

(33.8 to 51.9) (39.4 to 80.0) (45.5 to 94.7) (26.5 to 64.3)
Q24b5  ... Vietnam era

Low Low Moderate Low ...

 16.3  18.0  22.3  16.1    

(13.1 to 20.4) (12.2 to 26.4) (15.3 to 33.2) (11.0 to 23.6)
Q24b6  ... Feb. 1955 to July 1964

Moderate Moderate Moderate Moderate ...
 28.3  39.0  30.4  30.1    

(23.2 to 34.6) (29.0 to 53.2) (19.1 to 48.3) (20.1 to 44.9)
Q24b7  ... Korean conflict

Low Moderate Moderate Low ...
 14.5  21.5  24.4  13.5    

(11.0 to 19.2) (14.0 to 33.1) (13.8 to 43.0) (7.8 to 23.2)

Q24b8  ... World War II

Low Low Low Low ...
  5.2  11.6  13.8   7.8    

(3.5 to 7.8) (6.6 to 20.2) (7.1 to 27.0) (4.1 to 14.6)

Q24b9  ... some other time

High High High High ...
 86.7 100.0 100.0 100.0    

(61.4 to 100.0) (63.7 to 100.0) (49.5 to 100.0) (61.7 to 100.0)
Q24c   Years of military service

Moderate High Moderate Moderate ...
 34.2  54.3  38.7  48.1    

(27.9 to 41.9) (40.8 to 73.5) (26.4 to 58.5) (35.7 to 65.5)



Table I.2  Consistency of reports for population characteristics, by self/proxy –Con.
Self on both CRS 

and census
Proxy on CRS, 
self on census

Self on CRS, 
proxy on census

Same proxy for both CRS
and census

Different proxy on CRS than
on census

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable
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Q25a   Work last year

Low Moderate Moderate Moderate Moderate

 18.8  28.5  28.7  30.0  41.0

(17.0 to 20.7) (23.6 to 34.4) (23.8 to 34.5) (26.2 to 34.4) (33.3 to 51.0)
Q25b   Weeks worked last year

High High High High High

 54.6  63.5  64.5  56.0  62.9

(51.8 to 57.5) (57.6 to 70.1) (58.3 to 71.6) (51.6 to 60.9) (54.8 to 72.9)
Q25c   Usual hours worked ...

Moderate Moderate Moderate Moderate Moderate
 30.8  44.7  36.0  31.1  41.8

(28.1 to 33.8) (38.7 to 51.8) (30.4 to 42.7) (27.4 to 35.4) (34.1 to 51.7)
Q26a   Amount received from wages

Moderate High High Moderate High
 46.2  51.7  53.4  47.3  50.2

(44.6 to 47.9) (48.2 to 55.7) (49.6 to 57.8) (44.4 to 50.5) (43.9 to 58.4)
Q26abox Box for wages yes/no

Low Moderate Moderate Moderate Moderate

 18.9  24.5  21.6  23.4  24.4

(17.4 to 20.6) (20.7 to 28.9) (18.4 to 25.5) (20.8 to 26.3) (19.8 to 30.4)
Q26b   Amount received from self-employment income

High High High Moderate High
 67.8  59.1  69.2  34.7  50.1

(62.4 to 74.6) (48.3 to 74.6) (59.8 to 82.6) (27.4 to 44.0) (22.2 to 100.0)
Q26bbox Box for self-employment yes/no

Moderate Moderate Moderate Moderate High
 45.6  38.9  45.1  38.1  59.2

(41.4 to 50.3) (32.0 to 47.3) (36.7 to 55.5) (32.1 to 45.1) (44.2 to 79.3)
Q26c   Amount received from interest

High High High Moderate Moderate
 71.7  60.2  52.8  42.0  41.7

(68.8 to 75.1) (52.5 to 70.4) (43.8 to 65.6) (36.4 to 48.5) (28.0 to 62.3)
Q26cbox Box for interest yes/no

High High High High High
 55.7  60.0  76.6  55.8  53.6

(53.2 to 58.4) (54.6 to 66.2) (69.7 to 84.4) (51.0 to 61.0) (44.5 to 64.8)
Q26d   Amount received from Social Security

High High High High ...

 59.3  64.5  66.3  61.4    

(56.5 to 62.3) (57.4 to 74.6) (59.4 to 75.8) (55.9 to 68.3)
Q26dbox Box for Social Security yes/no

Low Low Low Low Moderate
 11.4  10.9  18.0  13.5  22.4

(10.1 to 13.0) (7.9 to 14.9) (14.1 to 23.0) (10.7 to 16.9) (16.1 to 31.3)
Q26e   Amount received from SSI

High ... ... ... ...

 62.4             

(52.5 to 77.2)

Q26ebox Box for SSI yes/no

Moderate High High Moderate Moderate
 47.6  51.7  62.0  44.9  27.0

(40.9 to 55.6) (37.4 to 71.5) (45.9 to 83.7) (33.0 to 61.1) (15.8 to 46.0)



Table I.2  Consistency of reports for population characteristics, by self/proxy –Con.
Self on both CRS 

and census
Proxy on CRS, 
self on census

Self on CRS, 
proxy on census

Same proxy for both CRS
and census

Different proxy on CRS than
on census

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

Response variance level
Aggregate index

(90-percent confidence
interval)

* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable
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Q26f   Amount received from public assistance
High ... ... ... ...

 57.4             

(47.7 to 72.2)

Q26fbox Box for public assistance yes/no

Moderate High High High High
 47.9  55.5 100.0  64.5  55.3

(40.8 to 56.3) (36.5 to 84.6) (65.8 to 100.0) (48.2 to 86.5) (34.6 to 88.6)
Q26g   Amount received from retirement

Moderate ... ... Moderate ...
 40.1        39.7    

(36.2 to 44.8) (31.1 to 52.8)
Q26gbox Box for retirement yes/no

Moderate Moderate Moderate Moderate Moderate
 33.9  35.8  42.1  41.2  46.0

(31.0 to 37.2) (28.9 to 44.3) (33.8 to 52.4) (34.1 to 49.7) (31.9 to 66.2)
Q26h   Amount received from other sources

Moderate ... ... ... ...

 46.3             

(40.1 to 54.5)
Q26hbox Box for other sources of income yes/no

High High High High High
 55.7  62.1  74.9  66.1  65.5

(50.7 to 61.1) (48.9 to 79.0) (60.6 to 92.6) (55.7 to 78.4) (44.5 to 96.5)
Q27    Total income received

High High High Moderate Moderate
 54.8  58.5  56.9  39.6  42.7

(53.3 to 56.3) (55.1 to 62.2) (53.4 to 60.8) (37.1 to 42.2) (36.1 to 50.5)
Q27box Box for no total income

High High High Moderate Moderate
 62.8  67.0  59.3  48.8  47.0

(58.7 to 67.1) (59.3 to 75.9) (53.0 to 66.6) (44.6 to 53.4) (40.8 to 54.3)

Table I.3 Consistency of reports for housing characteristics by self/proxy
Same respondent as Census Different respondent than Census

Aggregate index of inconsistency Aggregate index of inconsistency

Household characteristic
Response

variance level Estimate

90-percent
confidence

interval
Response

 variance level Estimate

90-percent
confidence

interval Z

Subgroup 
with less

inconsistency
Q4 How many people Low 10.1 9.6 to 10.6 Low 17.2 16.1 to 18.4 -9.3 Same respondent
Q29 Tenure Low 18.6 17.9 to 19.3 Moderate 21.4 19.9 to 22.9 -2.8 Same respondent
Q30 Building description Low 19.8 19.0 to 20.7 Moderate 23.1 21.2 to 25.1 -2.6 Same respondent
Q31 Year structure built Moderate 28.2 27.4 to 28.9 Moderate 31.4 30.0 to 32.9 -3.2 Same respondent
Q32 Year moved into structure Low 19.5 18.9 to 20.1 Moderate 25.9 24.6 to 27.3 -7.1 Same respondent
Q33 Number of rooms High 54.4 53.6 to 55.2 High 66.0 64.4 to 67.6 -10.7 Same respondent
Q34 Number of bedrooms Low 18.8 18.1 to 19.5 Moderate 25.2 23.8 to 26.7 -6.5 Same respondent
Q35 Plumbing facilities High 85.7 73.6 to 99.8 High 79.6 56.6 to 100.0 0.4
Q36 Kitchen facilities High 77.5 65.8 to 91.2 High 79.6 56.6 to 100.0 -0.1
Q37 Telephone service High 55.7 50.1 to 61.8 High 53.7 43.7 to 66.1 0.3
Q38 Fuel Low 16.3 15.6 to 17.0 Moderate 21.2 19.8 to 22.7 -5.0 Same respondent
Q39 Number of autos, ... Moderate 33.5 32.7 to 34.4 Moderate 46.6 44.8 to 48.4 -10.8 Same respondent
Q40a Business on premises High 64.0 59.1 to 69.2 High 73.4 64.6 to 83.5 -1.4 Same respondent
Q40b Number of acres Low 19.0 17.9 to 20.2 Moderate 25.6 23.5 to 27.9 -4.4 Same respondent
Q40c Agricultural sales High 50.2 44.7 to 56.3 High 56.5 45.8 to 69.5 -0.8
Q41a Electricity costs High 67.4 66.5 to 68.3 High 74.4 72.7 to 76.2 -5.9 Same respondent



* Indicates significance at the 10-percent level          - Not applicable                                 # Estimate is undefined
... Not sufficient data to compute response error measures                 U, u Index of inconsistency unstable
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Table I.3 Consistency of reports for housing characteristics by self/proxy –Con.
Same respondent as Census Different respondent than Census

Aggregate index of inconsistency Aggregate index of inconsistency

Household characteristic
Response

variance level Estimate

90-percent
confidence

interval
Response

 variance level Estimate

90-percent
confidence

interval Z

Subgroup 
with less

inconsistency
Q41b Gas costs High 53.5 52.5 to 54.6 High 60.2 58.2 to 62.3 -4.8 Same respondent
Q41c Water and sewer costs Moderate 42.2 41.2 to 43.3 Moderate 49.0 47.0 to 51.1 -4.9 Same respondent
Q41d Oil, ... costs Moderate 44.3 42.3 to 46.4 High 52.0 48.0 to 56.3 -2.7 Same respondent
Q42a Rent Moderate 21.9 20.7 to 23.2 Moderate 27.3 24.6 to 30.4 -2.8 Same respondent
Q42b Meals included in rent Moderate 41.3 30.5 to 56.0 High 50.2 22.5 to 100.0 -0.4
Q43a Type of first Mortgage Low 14.9 14.0 to 16.0 Moderate 23.8 21.4 to 26.3 -5.5 Same respondent
Q43b Mortgage payment Moderate 25.5 24.4 to 26.7 Moderate 33.8 31.6 to 36.2 -5.3 Same respondent
Q43c Real estate taxes included in
mortgage

Low 17.1 15.7 to 18.7 Moderate 23.5 20.7 to 26.8 -3.1 Same respondent

Q43d Insurance included in mortgage Moderate 23.9 22.3 to 25.6 Moderate 35.7 32.4 to 39.5 -5.0 Same respondent
Q44a Second mortgage or home equity
loan - type of loan

High 58.1 53.1 to 63.3 High 58.0 48.7 to 68.1 0.0

Q44b Second mortgage payment High 94.2 92.5 to 96.3 High 92.5 89.3 to 97.0 0.7
Q44e Home equity loan High 56.9 53.5 to 60.4 High 65.3 59.9 to 71.2 -2.1 Same respondent
Q44m Second mortgage High 55.1 51.5 to 58.9 High 64.4 57.8 to 71.9 -1.9 Same respondent
Q44n No second mortgage High 62.7 60.8 to 64.8 High 67.5 64.1 to 71.2 -1.9 Same respondent
Q45 Real estate tax payment Moderate 43.0 41.9 to 44.2 Moderate 48.4 46.2 to 50.9 -3.4 Same respondent
Q46 Insurance payment High 64.2 63.0 to 65.4 High 71.6 69.2 to 74.2 -4.4 Same respondent
Q47 Value High 57.8 56.9 to 58.8 High 63.0 61.2 to 64.8 -4.2 Same respondent
Q48b Condominium fee Moderate 21.6 17.3 to 27.3 - … …
Q49a Mobile home loan High 56.7 50.4 to 64.2 High 75.7 62.8 to 93.4 -1.9 Same respondent
Q49b Mobile home payment High 80.2 74.3 to 88.3 - … …
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PURPOSE STATEMENT

The Master Trace Sample database project merges Census 2000 data from multiple sources to
provide information about cases in the various phases of data collection and processing.  The
objective of this effort is to support future methodological and operational analyses and decisions
regarding the 2010 short form census.  Over the last four years, the Planning, Research, and
Evaluation Division staff has worked with subject-matter and database experts to create a
complex, relational database for research purposes.  This prototype database merges Census 2000
address frame, collection, enumeration, capture, processing, response, and coverage files.  This
merge yields a sophisticated database which allows quantitative insight into the relationship of
key census processes (for example, how information travels from data collection through data
processing).  In addition to being an innovative research tool, the Census 2000 Master Trace
Sample database is intended to serve as a model upon which we will improve in future censuses.



1A return is a response to the Census, such as a mail return short form, an enumerator-filled form, or a
response collected via the Internet or telephone.  More than one return can be associated with a given housing unit
ID.
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1.  BACKGROUND

The Planning, Research, and Evaluation Division (PRED) has created a prototype Master Trace
Sample database for 2010 short form census research.   In 1999, PRED accepted the challenge of
building a Census 2000 Master Trace Sample database with encouragement from stakeholders. 
Now, internal Census Bureau researchers are able to conduct explorations of operational and
methodological issues aiming to benefit planners of the next decennial census that would not
otherwise be possible.

1.1 What is the Master Trace Sample (MTS) database?

The MTS database contains a sample of Census 2000 housing unit records that will allow Census
Bureau researchers to trace response and operational data, such as housing unit person count or
field action codes, through stages of Census 2000 processing.  These stages include address list
development, data collection, data capture, and data processing.  For the sample of housing unit
records, the database contains all returns1, which include housing unit level and person data.  

The MTS database also contains data not typically analyzed in census evaluations.  For example,
the number of times an enumerator visited a housing unit during the Nonresponse Followup
(NRFU) operation is contained in this database.  In addition, this database links micro-level data
such as enumerator production data with response data, which are not traditionally linked in
census evaluations.  An example of a research item that could make use of this database involves
the correlation between repeated enumerator visits during NRFU and the rate of item non-
response.

The purpose of the MTS database is to facilitate research on relationships among Census 2000
operations beyond the current Census 2000 Testing, Experimentation, and Evaluation Program.   

1.2 Motivations for Building the MTS Database

“Instrumental in guiding methodological advances to be used in 2010 and beyond,” was how the
National Research Council/National Academy of Sciences described an MTS database in
Measuring A Changing Nation (1999).  In this publication, they recommended that the Census
Bureau create such a database.  The Census Bureau had attempted to create a similar database in
the previous decade based on a 1988 Council recommendation, but failed to do so due to
operational difficulties and budget constraints.

In both recommendations, the National Academy of Sciences expressed interest in the creation of
a database that would allow users to conduct a broad range of analyses on the quality of census
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content.  The database would contain a sample of Census records selected in a way that users had
the option of analyzing data at the block or interviewer level.  In addition, users would be able to 
examine respondent data at various phases of data processing.  This tool would be made
available to users throughout the decade as fresh ideas for examining data quality and the census
process arise.    

Census managers with experience from previous censuses also encouraged the idea of building
an MTS database.  The possibilities of what census researchers could learn while planning the
next census were appealing.  The Decennial Management Division also supported the project
with funding for headquarters staff and contractor support throughout the development phase of
the project.
       
1.3 MTS Database Prototype Objectives 

Census researchers will use the prototype MTS database to support future methodological and
operational analyses and decisions related to the 2010 short form census.   

While developing the database, staff met with upper management to ensure that the expectations
of the Census Bureau and stakeholders (such as the National Academy of Sciences) were met. 
Staff also met with Census subject-matter experts to come up with research interests.  Based on
these broad objectives, the MTS team developed a series of functional requirements intended to
cover a variety of research topics.  However, we could not anticipate all research uses during the
development phase of the project.  For instance, Census Bureau researchers cannot trace every
key measure through the census and similarly Census Bureau researchers cannot trace any one
measure through all stages of data collection and processing.  The team attempted to design the
database to allow a variety of analyses, but it has specific limitations and cannot address every
conceivable research question.  See Section 3 for detailed limitations.   

In addition, some of the ideas that the MTS team received during database development could
not be incorporated into the prototype because of resource and timing limitations.  However,
these suggestions may greatly improve the usefulness of the MTS database and should be
considered when designing future versions.  See Section 4 for detailed recommendations. 

1.4 Intended Uses / Targeted Users  

With the wealth of data included in the MTS database, there is great potential for research in the
following areas:   

1. Modeling to identify and measure associations and relationships;
2. Tracing items, such as population count, through census processes; and
3. Investigating how to develop improved trace databases in future censuses.     



2For more information on the Census 2000 Testing, Experimentation, and Evaluation Program, go to the
following website:  http://www.census.gov/pred/www/ 
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For these research applications, the Census Bureau researcher can use the query capability or
produce an extract for further analysis in statistical or database software.  

1.4.1 Using the MTS for Multivariate Analyses versus Descriptive Statistics  

The database is intended to be used to research hypotheses that involve relationships of various
Census 2000 operations or systems.  The MTS database is not intended to produce official totals
or point estimates involving a single source file or program.  The MTS estimates of descriptive
statistics contain a level of uncertainty (that is, sampling error). However, descriptive results
from single operations as reported for the full census do not contain sampling error.  Consult the
Census Bureau’s website for information on Census operations as reported in the Census 2000
Testing, Experimentation, and Evaluation Program2.  For example, if you want descriptive
statistics about Coverage Improvement Followup (CIFU), Census 2000 Testing,
Experimentation, and Evaluation Program report I.4, Coverage Improvement Followup is a more
appropriate source.    

1.4.2 User Community is Specialized

The MTS database is intended to be used as an analysis tool for improving the programs and
systems of the next Decennial Census.  For this reason, as well as confidentiality issues, the MTS
database access is limited to internal Census Bureau use.  Census Bureau researchers interested
in pursuing studies that will help guide the planning of the 2010 short form census will develop
research proposals for review and approval by senior staff as well as planning groups guiding
2010 Census research. 
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2.  DESIGN AND METHODS

Over the last four years, staff worked with internal subject-matter and database experts to design
a complex relational database for research purposes.  The MTS database design merges Census
2000 data from multiple sources, which allows quantitative insight into the relationship of key
census processes (for example, how information travels from data collection through data
processing).  

2.1 Database Description

The MTS database links micro-level data from various stages of the Census 2000 process such as
address frame development, data collection, data capture, data processing, and enumeration
contact records.  To facilitate research, data are linked at the following levels: 

• Local Census Office (LCO), 
• enumerator,
• housing unit, 
• return (that is, census questionnaire), 
• enumeration contact (that is, personal visit), and  
• person.   

The database contains a total of approximately 1.5 million Master Address File (MAF) housing
unit identifiers (IDs) from a systematic ID sample and a block cluster sample.  The block cluster
sample contains all housing unit IDs within selected block clusters.  

2.2 Database Content

The MTS database is intended to address a wide variety of research requests that link decennial
census response, data collection, and processing information with enumeration characteristics.  In
general, the MTS database contains the following types of data:

• geography; 
• census response data at various stages of processing; 
• enumeration characteristics (related to operations and enumerators); 
• record of contact information from the Nonresponse Followup (NRFU) and Coverage

Improvement Followup (CIFU) forms; 
• data capture system evaluation information from a reconciled keyed-from-image data set; 
• geocoding error results from one of the Census 2000 evaluations; and 
• housing unit status data (that is, occupied/vacant/delete/unresolved) from NRFU, CIFU

and the Accuracy and Coverage Evaluation (A.C.E.).  

The MTS database does not have Census 2000 person or housing unit coverage data from A.C.E. 
Coverage data represent cases that should have been added to or excluded from the Census based 



3The MTS team initially considered including group quarters.  However, to control the complexity of the
task and reduce the number/types of sources to a more manageable level, the team decided to focus on the housing
unit sample for the first prototype.

4 The 100 percent data are the data collected on all Census 2000 questionnaires, such as sex, age, race, and
Hispanic origin.  The sample data refer to items that appear only on the Census 2000 long form, such as educational
attainment and income.
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on the A.C.E.  Since the intent of the database is to trace existing census units through the
process, coverage data are not included.

The database excludes special places and group quarters3.  The database response data (that is,
data provided by respondents in Census 2000) are limited to 100 percent item data and do not
include sample data.4  



5 One exception is the record of contact data.  These data were edited based on expert review of the
enumerator records.  
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3. LIMITS

The following limitations apply to the overall MTS database:

• Any limitations present in the original Census 2000 files also are present in the MTS
database, which contains data from numerous Census 2000 source files.  Although the
variables from these files went through testing to ensure that the data were properly
extracted and merged, the values were not edited. 5    

• The MTS estimates of descriptive statistics contain a level of uncertainty (that is,
sampling error).  As previously stated in Section 1.4.1, the MTS database is intended to
be used to research hypotheses that involve relationships of various Census 2000
operations or systems.  The MTS database is not intended to produce official totals or
point estimates involving a single source file or program.  However, descriptive results
from single operations as reported for the full census do not contain sampling error. 
Consult the Census Bureau’s website for information on Census operations as reported in
the Census 2000 Testing, Experimentation, and Evaluation Program.  

• While the team attempted to design a database to handle a variety of issues, the database
cannot address every conceivable research question.  The research requirements are
derived from a series of about 15 questions that represent anticipated research areas of
high interest based on project goals and objectives.  These functional requirements guided
the design of the MTS database.  In addition, there are ten supplementary questions that
serve as a basis for building robustness and flexibility into the database.  The MTS team
attempted to create a database that could answer a wide variety of research questions
about Census 2000.  However, we could not anticipate all research uses during the
development phase of the project.  

• The database does not contain a comprehensive set of Census 2000 files.  For example,
the MTS database does not include the various Local Update of Census Addresses
(LUCA) files or the bulk of the MAF extract files used to update the DMAF.  The sources
of data in the MTS database are intended to represent the major data collection, capture
and processing steps for Census 2000.     

• Enumerator characteristic and production data have limits.  The association of enumerator
data to a particular case is limited to the last enumerator who worked on the case.  That
enumerator is not necessarily associated with the full contact history of the case, if the
case was worked by more than one enumerator.  Another important limitation of these
data is that they are “as reported” and “as keyed.”  Many of the limitations associated
with enumerator files stem from the fact that the primary objective of these files was not
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evaluation or research needs, but rather real time information for operational monitoring
and tracking.
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4.  RECOMMENDATIONS

During the course of development, the MTS team received valuable input and suggestions from
subject-matter and database experts.  Some of these ideas could not be incorporated into the
prototype because of complexity and resource/timing limitations.  Developers who may refine the
existing Census 2000 MTS prototype database or who may design future MTS databases should
consider these suggestions.  The primary recommendations are provided below.

Recommendations for Expanding the Census 2000 MTS Database

• The MTS could be expanded to include data on Group Quarters.  Adding operational,
response, and evaluation data associated with Group Quarters to the MTS database may
prove valuable for planning the 2010 Census.

• Expanding the MTS database to include coverage measurement data associated with
persons would provide an additional evaluation measure.  The A.C.E. final Census Day
housing unit status is the only Census 2000 A.C.E. data included in the prototype. 

Recommendation for the 2010 Census MTS Database

• A formal evaluation should be implemented to assess both the usefulness of the database
for research and the benefits to the Census Bureau of resulting products.  This assessment
should include quantitative and qualitative measures of effectiveness, accuracy, and value
of MTS research products, as well as performance of the MTS database and Census
Bureau researcher satisfaction.  This information would guide the development of the
2010 MTS database.

Recommendation for Creating MTS Databases for other Censuses and Surveys

• The MTS concept of linking such valuable survey data into a comprehensive database for
a specific survey or census, such as the American Community Survey, the Survey of
Income and Program Participation, or the Economic Censuses, may prove useful.  The
Census 2000 MTS database links enumerator data to response data and quality measures
for Census 2000.  In the census, as in other major surveys, these key variables are
traditionally located in separate systems or files and are not joined.  Provided the
proposed formal evaluation of the Census 2000 MTS finds the database useful, the
Census Bureau may wish to consider building such a ‘trace’ database specific to each of
its major surveys, as well as the Economic Censuses.
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EXECUTIVE SUMMARY 

Introduction 

This report presents the results of an exact-match study that used the Current Population Survey-
Census 2000 Match to evaluate the labor force data in Census 2000 by making estimates of their 
content error, which refers to the accuracy of the data, as opposed to coverage error, which refers 
to how completely people and housing units are counted . The report describes the methods used 
to create the file for the Current Population Survey-Census 2000 Match and how the Match data 
were used to measure levels of content error. 

For people in Census 2000 who were also in the Current Population Survey sample in February 
through May 2000, the Current Population Survey-Census 2000 Match brought together each 
person’s census report with the same person’s Current Population Survey report. Ideally, this 
linkage provided the opportunity to compare two independent observations (one from Census 
2000, the other from the Current Population Survey) of the same event (the person’s relationship 
to the work force at a particular time), and to use the outcome of the one observation (the 
person’s labor force classification in the Current Population Survey) to ascertain the validity of 
the outcome of the other (the same person’s labor force classification in Census 2000). The 
verdicts from these individual comparisons were combined to form a mosaic that, when viewed, 
so to speak, from various angles or through special lenses, revealed much about the accuracy of 
the Census 2000 employment-status estimates. 

The Current Population Survey was used because it is considered to be the standard of 
comparison for census labor force data. The Current Population Survey is a large, well-designed 
sample survey that focuses on labor-force measurements, is conducted by trained and 
experienced enumerators, and is continuously fielded. Other things being equal, these attributes 
should make it more accurate than the multi-purpose, highly self-enumerated, and intermittent 
census. 

Methods 

Although there is considerable emphasis on small-area geography in Census 2000, for practical 
reasons, the analysis in this report was restricted to the national level. The study centered around 
a detailed cross-tabulation of the employment status in Census 2000 of the people in the civilian 
noninstitutional population 16 years and over, by their employment status in the Current 
Population Survey in the first month between February and May 2000 that they were represented 
in the Current Population Survey (this tabulation is the “mosaic” mentioned above). This primary 
cross-tabulation is weighted to national totals, and displayed for combinations of sex, age, race, 
and Hispanic origin groupings. 

The cross-tabulation presents estimates of the quantities of response error in published census 
figures. A response error is said to occur when a person’s labor force classification in Census 
2000 as either employed, unemployed, or not in labor force differs from that same person’s 
classification in the Current Population Survey. To make these quantities meaningful, two 
relative measures of response errors (percentage distributions) and two summary measures of 
response errors were derived from them; these derived measures are the focus of the report (they 
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represent, respectively, the metaphorical “angles” and “special lenses” mentioned above). The 
percentage distributions reveal the success rates of Census 2000 in classifying people to their 
correct (same as Current Population Survey) labor force categories and away from incorrect 
(different from Current Population Survey) categories. The summary measures are the net 
difference rate, an estimator of statistical bias (to the extent that the Current Population Survey 
accurately reflects reality) that can be used to adjust published census estimates; and the index of 
inconsistency, a measure to detect response variance that is especially useful for evaluating the 
adequacy of the data-collection instrument for providing valid measures of a characteristic. The 
derived measures are valid, of course, only to the extent that their underlying assumptions are 
met. Known and presumed departures of the methods and data of this study from these 
assumptions do not invalidate the results, but they do impose the need for caution in interpreting 
and applying them. 

Response-error measures in exact-match studies are most valid and useful only when the 
classifications for all people in the scope of the study actually do represent separate and accurate 
observations of the same event for the same person. In the Current Population Survey-Census 
2000 Match, this condition unfortunately is not true for the labor force classifications of many 
people, either because the timing of their Census 2000 observation differs from that of their 
Current Population Survey observation (different reference weeks), or one or the other of the 
corresponding observations is faulty (in which case the labor force classification was either 
assigned on the basis of incomplete information, or imputed when useable information was 
unavailable) . To address this concern – historically the bane of exact-match evaluations of 
census labor force data – the authors, after computing the response-error measures for all people 
in the Match, recomputed them for various subsets of people whose corresponding observations 
were judged to have a high likelihood of being accurate representations of the same event. The 
report describes the methods and criteria used to select these subsets, and compares the response-
error measurements for them among themselves and with those of the Match population in 
general. 

This report also presents the results of efforts to use the Current Population Survey-Census 2000 
Match to gain insights into why the aggregate labor force estimates in Census 2000 differed 
substantially from the official estimates of the Bureau of Labor Statistics for the Census 2000 
time period based on the Current Population Survey. Appendices report on research into the roles 
of the Census 2000 edit and imputation procedures, of the differences between the Current 
Population Survey and Census 2000 in their reference periods for employment status, and of 
several facets of the Census 2000 employment-status questions. 

Findings 

•	 Census 2000 and the Current Population Survey are reasonably consistent in classifying 
people to the employed and not in labor force categories, but they exhibit considerable 
variability in classifying people to the unemployed category. 

•	 Previous studies of Current Population Survey-census employment classifications, which 
were done for the 1960 and 1970 censuses, but not the 1980 and 1990 censuses, revealed 
patterns similar to those described in the above statement. However, for Census 2000, the 
consistency for all three categories slipped somewhat from the 1970 levels, in spite of 

vii 



efforts, particularly after the 1990 census, to make the census employment questions 
conform more closely with the Current Population Survey questions. 

• As was true in the 1970 and 1960 studies, the values of the index of inconsistency for the 
unemployed category were in the high range (above 50), which suggests that 
improvements are needed in the method used to collect these data ( if, indeed, the 
unemployed concept is measurable at all in a census context, or, more generally, outside 
a context like that of the Current Population Survey). The shortcomings of the Match 
methodology, especially as applied to a generally short-lived phenomenon like 
unemployment, probably exaggerated these values, however. Hence, considerable caution 
must be exercised in interpreting them. 

•	 The analysis suggested that the failure of the census questionnaire to distinguish between 
active and passive methods of searching for a job, and between active job-seekers and 
discouraged workers, is an important, but likely not a decisive, factor in creating the 
census overcount of unemployed people compared with the count of the Current 
Population Survey. 

•	 The results for the employed and not in labor force categories indicated that, although the 
census is able to measure these concepts reasonably well, improvements are needed. The 
study suggested, for example, that it may have been a mistake to use the Current 
Population Survey wording for the “work last week” question in Census 2000. 

•	 The underestimate of employment and the overestimate of people not in the labor force in 
Census 2000 relative to the Current Population Survey is likely related to the failure of 
the census classification system to filter more employed people out of the not in labor 
force category and into the employed category. This failure may be related to the change 
in wording between the 1990 and 2000 census in the “work last week”question, which is 
the key question in the census decision to classify a person to the employed category. 

•	 The difference between the reference periods for the labor force estimates of Census 2000 
and the Current Population Survey is probably not a major contributor to the gaps 
between the two surveys’ estimates. 

•	 Census 2000 may have had problems correctly classifying the employment status of 
people who had a job or business in the census reference week, but who did not work 
during that week for various reasons. When the census successfully identified that such 
“absent” people had jobs, it often failed to determine that they were not at work in the 
reference week. This problem does not affect census estimates of employed people, but it 
has the potential to bias census data on the counts and characteristics of people at work; 
accurate data on the “at-work” population are critical for the census journey-to-work data 
that are used in transportation-planning studies. A worse problem for employment status 
is that Census 2000 sometimes failed to determine that absent people had jobs at all. This 
latter problem may be related to a failure of the census to clarify for people who were on 
maternity or paternity leave from jobs just how they should answer the question about 
temporary absences from work. The problem, however, can likely explain only a small 
part of the Current Population Survey-Census 2000 gap in corresponding estimates of 
employment. 

•	 A tendency for people classified as employed in the Current Population Survey to be 
classified as not employed in Census 2000 appeared to be associated with particular age 
categories (16 to 19; 20 to 24 years; 65 years and over), class of worker categories (self-
employed, unincorporated; without-pay worker), and educational attainment categories 
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(high school or less, no diploma). The finding suggests that some groups of workers may 
have had difficulty in understanding or correctly responding to the work-last-week 
question in the census. On the surface, it is consistent with the hypothesis that the 
increasing difficulty of the census to accurately measure employment status may be 
related to a growing presence in the workforce of people with nontraditional work 
arrangements, such as so-called contingent workers, for whom traditional census terms 
such as “work,”and “temporary  absence” may be ambiguous, and, even more 
foreboding, for whom the official concept of employment status may be too rigid to 
describe their fluid relationships to the labor market. 

Recommendations 

•	  The results of this study should be useful in improving the quality of employment status 
data collected in future demographic surveys and censuses, particularly in the new 
American Community Survey (ACS), which uses the same employment questions as 
those used in Census 2000. Preliminary comparisons of aggregate-level American 
Community Survey labor force estimates with CPS estimates reveal that the American 
Community Survey has many of the same shortcomings relative to the CPS as Census 
2000 does. The results of this Census 2000 evaluation should have considerable 
applicability to the American Community Survey. In particular, it is likely that the 
suggested problems with the Census 2000 questions discussed above will also be 
detrimental to the collection of accurate labor force data in the American Community 
Survey. Substantial research should be devoted to revising the American Community 
Survey questions by addressing these issues, though it should not be limited to them. 

•	  Research aimed at improving the accuracy of the American Community Survey 
employment data through questionnaire improvements must include a large component of 
cognitive/behavioral research to develop new questions or approaches prior to pre-testing 
them. This evaluation suggests that the effects of shortcomings in the employment-status 
questions may be too subtle to detect in pre-tests alone. 

•	  The American Community Survey will have the opportunity to collect labor force data 
through respondent-enumerator interactions, primarily via computer-assisted instruments, 
to a much greater extent than was true in Census 2000. The kinds of flaws in the Census 
2000 employment-status questions, and by implication in those same questions in the 
American Community Survey, suggested by this evaluation, may be especially amenable 
to amelioration or even elimination through the use of such methods. Hence, special 
attention should be devoted to the development of the enumerator versions of the 
employment-status questions in the American Community Survey. In this effort, however, 
consideration must be given to how differences in the effectiveness of various collection 
modes may differentially impact the quality of the data for various segments of the 
population. 

•	 Attempts to revise the American Community Survey employment status questions should 
proceed by evolutionary or incremental means. The evaluation results suggests that the 
existing questions, in spite of their likely flaws, likely have many virtues as well. 

•	 Efforts should be made to measure the amount of bias and response variability in the 
American Community Survey employment status data. It is especially important to make 
users aware of the potentially serious consequences of response variability on the 
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accuracy of cross-tabulations of employment status data by other characteristics. 
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1. BACKGROUND 

This report presents information on estimates of the content error associated with the 
employment status characteristic as measured in Census 2000. These estimates are based on 
comparisons of data for the same people from two independent sources (referred to in this study 
as dual-observational data): the Census 2000 long-form sample and Current Population Survey 
(CPS) in the months of February 2000 through May 2000.1  The universe for this study was 
restricted to persons in the civilian non-institutional population, as identified in the CPS.2 

The CPS has been conducted since the 1940s as an ongoing national monthly survey with a 
sample, in the year 2000, of about 50,000 eligible households per month.3  Its purpose is to 
provide monthly and annual data on the economic and social characteristics of the population; it 
is specifically designed to produce the official household estimates of employment and 
unemployment for the United States each month . 

The CPS is considered to be the standard for comparison for census employment data because 
the CPS data, although not likely to be error-free4, are believed to be more accurate than the 
census data . Employment and unemployment estimates from Census 2000 generally differ from 
the official labor force data collected in the CPS and released by the Bureau of Labor Statistics, 
if, for no other reason, than that the design and collection methodology of the census and the CPS 
meet different purposes.5 Census 2000 was primarily a mail-out/ mail-back data collection 

1 
Corresponding studies were produced after the 1950, 1960 , and 1970 censuses, but not after the 1980 and 

1990 censuses. The report for the1960 study is: U.S. Bureau of the Census, Evaluation and Research Program of the 

U.S. Censuses of Population and Housing, 1960: Accuracy of Data on Population Characteristics as Measured by 

the CPS-Census Match, Series WER60, No.5., U.S. Government Printing Office, Washington, D.C., 1964. The 

report for the 1970 study is: U.S. Bureau of the Census, 1970 Census of Population and Housing, Evaluation and 

Research Program, Accuracy of Data for Selected Population Characteristics as Measured by the 1970 CPS-

Census Match, Series PHC(E)-11, U.S. Government Printing Office, Washington, D.C., 1975. 

2 
That is, the study excludes people on active duty in the U.S. Armed Forces, and people living in 

institutional group  quarters such as prisons, hospitals, and nursing homes. 

3 
The survey was initiated by the Works Project Administration (WPA) in 1940 and transferred to the 

Bureau of the Census in 1942. In 1959, the responsibility for planning, analysis, and publication of the labor force 

data was assigned to the Bureau of Labor Statistics.  The CPS sample was expanded to approximately  60,000 

eligible households in 2001. 

4 
The report for the 1970 CPS-Census Match (U.S. Census Bureau, 1975) states (page 20): 

“Even though the CPS response is usually assumed to be the standard of accuracy, the CPS is obviously subject to 

some degree of error. In fact , for some characteristics, the CPS may be as error prone as the census.” 

5 
Specifically, at the national level, Census 2000 estimates of employment were considerably below, and 

estimates of unemployment above, the corresponding CPS estimates.  Sub-national estimates from the two sources 

may exhibit even wider relative differences. See Table B and the Census 2000 Auxiliary Evaluation, titled 

“Comparing Employment, Income, and Poverty: Census 2000 and the Current Population Survey” available at 
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designed to collect general information about the labor force for very small geographic areas on a 
one-time basis.6 CPS data collection consists of personal interviews of respondents by field 
representatives who ask a more extensive and detailed set of probing questions about labor force 
activities than it is possible to ask in the general-purpose census (see Box 1). The CPS utilizes a 
staff of full-time, experienced interviewers, and is conducted under more extensive controls and 
training procedures than the census. Appendix A describes other differences between the census 
and the CPS that support the presumption that the CPS employment estimates are more accurate 
than corresponding census estimates; the appendix also compares the questions and approaches 
of the two surveys, and elucidates the reasons for their major differences. 

Box 1: Census and CPS Batteries of Employment Questions 

Census Battery of Employment Questions (Form D-2, mail-out long form) 

In Census 2000, individuals in the civilian non-institutional population were classified as 
employed if they responded “yes” to either questions 1 or 3. Otherwise, such individuals who 
were available to work (“ yes” in 6 ) were classified as unemployed if they responded “yes” in 
5, or “yes” in both 2 and 4. All remaining individuals (16 years and over) were classified as 
not in labor force. 

1. LAST WEEK, did you do ANY work for either pay or profit? If 1 is “no” , ask 2. 

2. LAST WEEK, were you on layoff from a job? If 2 is “yes” , ask 4; otherwise, ask 3. 

3. LAST WEEK, were you TEMPORARILY absent from a job or business? 

4. (For people on layoff) Have you been informed that you will be recalled to work within the 
next 6 months OR been given a date to return to work? 

5. Have you been looking for work during the last four weeks? 

6. Could you have started a job last week if offered one, or returned to work if recalled ? 

http://www.census.gov/hhes/www/laborfor.html. A known problem in Census 2000 increased the number of 

unemployed peop le for some places with relatively large numbers of people living in civilian non-institutional group 

quarters, such as college dormitories, worker dormitories, and group homes, and may have affected comparisons of 

labor force data for higher levels of geography. For more information on this specific problem, see Data Note 4 in 

Chapter 9 of the technical documentation for Census 2000 Summary File 3 available at 

http://www.census.gov/prod/cen2000/doc/sf3.pdf. 

6 
Roughly 70 percent of the population in the employment-status universe (people 16 years old and over) 

was enumerated on mail-out/mail-back forms ( based on calculations of the authors; excludes people in group 

quarters). 
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CPS Battery of Employment Questions (Extracted from Figure 5-1, page 5-6, of Current 
Population Survey: Design and Methodology, Technical Paper 63RV ( TP63RV), available at 
http://www.bls.census.gov/cps/tp/tp63.htm: 

In the CPS, individuals are classified as employed if they say “yes” to question 2, or 3 (and 
work 15 hours or more in the reference week or receive profits from the business/farm), or 4. 
Individuals who are available to work ( “yes” in 10 or 11) are classified as unemployed if 
they say “yes” to 5 and either 6 or 7, or if they say “yes” to 8 and provide in 9 a job search 
method that could have brought them into contact with a potential employer . 

1. Does anyone in the household have a business or a farm? 

2. LAST WEEK, did you do ANY work for (either) pay (or profit)? Parenthetical filled in if 
there is a business or farm in the household. If 1 is “yes” and 2 is “no,” ask 3. If 1 is “no” 
and 2 is “no,” ask 4. 

3. LAST WEEK, did you do any unpaid work in the family business or farm? 
If 2 and 3 are both “no, ” ask 4. 

4. LAST WEEK, (in addition to the business,) did you have a job, either full or part time? 
Include any job from which you were temporarily absent. Parenthetical filled in if there is a 
business or farm in the household. If 4 is “no,” ask 5. 

5. LAST WEEK, were you on layoff from a job? If 5 is “yes,” ask 6. If 5 is “no,” ask 8. 

6. Has your employer given you a date to return to work? If “no,” ask 7. 

7. Have you been given any indication that you will be recalled to work within the next 6 
months? If “no,” ask 8. 

8. Have you been doing anything to find work during the last 4 weeks? If “yes,” ask 9. 

9. What are all of the things you have done to find work during the last 4 weeks? 

10.Could you have started a job LAST WEEK if one had been offered? 

11.(For persons who answered “yes” in 6 or 7.) Could you have returned to work LAST 
WEEK if you had been recalled? 

3
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The method of evaluating census results by using dual-observational data is only one of many 
possible evaluation procedures. Reinterview of a sample of cases, which are then matched with 
the census returns, and record checks, which consist of the matching of data collected in the 
census with independent records of establishments, are two other methods utilizing exact-match 
methods7. In addition, there are analytic methods of evaluation, such as modeling and 
comparisons of statistical aggregates from the census with aggregated data for the same 
population groups from other sources. For example, the Census 2000 Auxiliary Evaluation B.8, 
Comparing Employment, Income, and Poverty: Census 2000 and the Current Population Survey, 
compares aggregated (macro-level) employment estimates from the Census 2000 with 
corresponding estimates from the CPS.8 

Response errors in the census employment-status statistics could have resulted from: 
• erroneous or inconsistent reporting of characteristics; 
•	 failure to obtain responses for all of the information requested from all of the people in 

the sample; 
• errors in the clerical or computer processing of the data; or 
•	 errors or imprecision in the editing and imputation procedures for unacceptable or 

missing data. 

In this study, unless otherwise noted, the comparison of CPS and census figures reflects data in 
final form after all editing and imputation procedures have been completed. Therefore, the data 
presented here reflect the quality of published Census 2000 statistics. The data have been 
weighted to national totals, but, owing to the nature of the weighting procedures (see section 
2.2.a, “Weighting”, and section 3, “Limitations of the Data” ), the resulting weighted estimates 
are only approximately equal to published CPS or Census 2000 figures, and cannot be substituted 
for published figures. Primarily for this reason, the main body of this report presents only 
percentage distributions and index measures of CPS-census classification comparisons; the 
numbers used to calculate these data are provided in Appendix C. 

Although there is a considerable emphasis on geographic detail in the census, the analysis in this 
report is restricted to the national level. The cost of producing separate evaluations of each area 
for which census data are shown would be prohibitive. The measures of error presented here do 
not, therefore, necessarily apply to individual States, cities, or other local areas. 

7 
A reinterview study was conducted as part of the evaluation program for Census 2000, but it did not 

include observations of employment status because the reference period of the original observations could not be 

replicated. A description of the study is presented in Census 2000 Evaluation B.5, Census 2000 Content 

Reinterview Survey: Accuracy of Data for Selected Population and Housing Characteristics as Measured by 

Reinterview, available at: http://www.census.gov/pred/www/rpts . 

8 
Available at http://www.census.gov/hhes/www/laborfor.html . 

4 

http://www.census.gov/pred/www/rpts
http://www.census.gov/hhes/www/laborfor.html


2. METHODS 

2.1 The CPS-Census 2000 Match dataset 

The CPS-Census 2000 Match attempted to link the record for each address in the CPS sample in 
February, March, April, or May of 2000 (hereafter called the “combined-month” CPS sample) 
with its record in Census 2000. It also attempted to link the record for each person associated 
with an address in the CPS sample with his or her record in the Census. All interviewed and not-
interviewed survey addresses were eligible for matching, except those identified by the CPS 
Field Representative as “outside the survey segment,” “built after April 1, 1990,9" or “unused 
serial number or listing sheet line”. All people associated with these addresses — including those 
described as “household members,” “non-household members,” and “proxy respondents” — 
were eligible for matching. The 53,000 person (and address) records which do not figure in 
official estimates from the CPS 10 were included in the match to make it possible to pursue 
research interests beyond those undertaken here, for instance to study the census characteristics 
of survey non-respondents, differences in the construction of household membership in Census 
and CPS, and so on. Two “match” datasets were created: one using the entire combined-month 
sample; the other using records from the March CPS sample only (hereafter referred to as the 
“March CPS sample” or simply as the “March sample”). The combined-month sample consists 
of all March addresses and those addresses from the February and April surveys which were not 
in sample in March and those addresses from the May survey which were not in sample in March 
or April. It includes the March special Hispanic supplementary sample11. The matching had four 
distinct stages: computer matching, computer geocoding, clerical review, and post-clerical 
manual processing. 

2.1.a Computer Matching 

The CPS files were matched to the Census unedited files containing names and addresses using 
the commercial software, Automatch . People were matched on name, sex, and birth date 
(reported or computed), and addresses were matched on address characteristics, in independent 
operations. In each, the search for matches was limited to the state in which the survey address 

9
 The CPS building permit sample is designed to represent housing units constructed since the previous 

census. In order to maintain the “correct” probability of selection, units constructed since the previous census (1990 

in the present case) are  ineligible for inclusion in the area, group quarters, or (1990 Census) samples. 

10 
Person records associated with Type A, B, or C non-interviewed housing units and records for non-

members or proxies in interviewed housing units. (See T able B .) 

11
 Thus the sample consists of addresses in all rotation groups in March, rotation groups in their first or 

fifth month in sample in April or May, and in their fourth or eighth month in sample in February. Only the March 

records were retained for addresses which were both in sample in February and  included in the  March H ispanic 

supplementary sample. 
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was located. Both Census and CPS addresses were standardized before matching, using the 2002 
version of CodeOne, a commercial software package which attempts to resolve certain address 
ambiguities. Individual names were subject to much less refined standardization, beyond the 
removal of place holders like “child 1" or “Mr.” (Full specifications for the computer linking are 
contained in Judson, et al., 2002. ) It should be noted that in neither the Census nor the Current 
Population Survey are names required; they are merely conveniences used to distinguish the 
individuals in a household who are the subjects of the inquiry. Even when first and last name are 
present, many of the person records in the CPS do not contain sex or birth date. This is 
particularly true for people in noninterviewed housing units and non-members of the interviewed 
household. The computer match was restricted to eligible addresses, and to household members 
in addresses which were interviewed or which refused to be interviewed (type A noninterviews); 
non-members and proxies were excluded. All person records associated with addresses which 
contained no eligible people (type B noninterviews), or addresses which contained no eligible 
units (type C noninterviews) were withheld from computer matching. Table A summarizes the 
results of the operation. 

Table A. – Match results for records eligible for computer match. 

PeopleAddresses 
Disposition of survey records 

Records 
Percent of 

records 
Records 

Percent of 
records 

Total 109,654 100.0% 230,774 100.0% 

Linked by computer 

Linked after computer 

Linked in final dataset 

87,534 79.8% 197,059 85.4%


15,136 13.8% 16,850 7.3%


(computer/clerical/post-clerical) 
102,670 93.6% 213,909 92.7% 

Source: Unpublished tabulations of the CPS-Census 2000  match dataset.


Note: Only members of occupied addresses (interviews and refusals) in the sampling frame were submitted for


computer linking. The total numbers of CPS person records in the file, and the number linked in the final dataset, are


275 ,883  and 219,710, respectively.


The computer match linked about 80 percent of the eligible survey housing unit records to 
Census housing unit records and about 85 percent of eligible survey person records to Census 
person records. Among the records which were submitted to computer matching, an additional 14 
percent of addresses and 7 percent of people were matched by subsequent stages of the process 
(which will be explained below). 

2.1.b Computer Geocoding 

All survey addresses were submitted to the Census Bureau’s Geography Division for geocoding. 
This was the only way to associate the CPS addresses with areas recognized in the administration 
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of Census 2000 and the organization of its data records. These areas formed the basis for 
grouping CPS addresses and candidate census records into about 20,000 “work-units” – small 
“local” batches for clerical review. This grouping reduced the number of Census 2000 address 
records that had to be handled from 116 million – the entire census – to about 15 million, and 
the number of person records from 280 million to about 35 million.12 The geocoding also 
identified blocks adjacent to each block to which an address was geocoded, and permitted the 
identification of the set of Census 2000 maps that had to be made available (as viewable digital 
files) to the clerical analysts. 

2.1.c Clerical Matching 

Clerical analysts at the Census Bureau’s National Processing Center reviewed the computer 
match links between Census and CPS records and attempted to find links for people and 
addresses not linked by computer. Neither the Census returns nor the CPS interview records were 
available on paper. The CPS is conducted as computer-assisted telephone or personal interviews 
(CATI/CAPI) and, for the most part, never exists on paper. There was no system in place to 
permit access to the paper enumerator-filled and mail-return Census 2000 questionnaires after 
they were converted to digital images and then to electronic data files. Special software was 
created to assemble a database of survey records, census records, and census maps. The heart of 
the database is the “work unit” – the restricted set of Census 2000 records to which a small set of 
survey records could be linked. Because the only Census 2000 records to which a CPS address 
could be linked were those in its work unit, the logic of their construction is worth examining 
briefly. (Full details are available in Gunnison, 2002a.) 

Survey addresses in the “area” and “unit” sampling frames were geographically clustered, 
and therefore treated similarly, and differently from survey addresses in the “permit” and “group 
quarters” sampling frames. Each sampling segment (identified by distinct primary sampling unit 
(PSU) and segment numbers) in the area and unit frames is a distinct work unit. Every Census 
2000 block to which a survey address in the work unit is linked by geocoding is part of that work 
unit.13 

Survey addresses in the “permit” and “group quarters” sampling frames which were 
geocoded to blocks in work units formed from addresses in the area or unit frame were assigned 
to those work units. The remaining geocoded addresses in the permit or group quarters frames 
were assigned to distinct work units for each Census 2000 block to which they were geocoded. 
Permit and group quarters addresses that were not geocoded, but were linked to Census 2000 
addresses by the computer matching, were assigned to the block to which that address was 

12
 As a byproduct, this geocod ing provides census housing unit identification numbers in most cases, 

because the first stage of geocoding addresses consists of standardizing them (using the Census Bureau’s address 

standardizing software) and matching them to  the Census Bureau’s Master Address File. 

13
 A Census 2000  block can be part of more than one work unit, as will become apparent below. 
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geocoded 14. If this block was not already in a work unit, it became a work unit. Permit and group 
quarters addresses that were not geocoded, and were not linked to Census 2000 addresses, but 
which contained one or more people who were linked to a Census 2000 person by the computer 
matching, were assigned to the block containing the first linked person 15. If this block was not 
already in a work unit, it became a work unit. Finally, each remaining survey address – that is, a 
permit or group quarters frame housing unit which was not geocoded and not computer matched 
and contained no linked people – was assigned a distinct work unit number. There were 423 
work units with no census addresses – 416 with one survey address and seven with more than 
one. Of the 454 CPS addresses in these work units, three quarters were either vacant or ineligible 
units ( type B or type C noninterviews) in the survey; 79 were survey interviews; and 26 were 
refusals (type A noninterviews). 

It is not difficult to see the crucial influence of geocoding on the success of the clerical matching. 
If the analysts were presented with census addresses from the wrong area, finding an address to 
which to link a survey household was impossible. Such was the case for about 500 survey 
addresses (about 0.5 percent) where the clerical analysts indicated they could tell the address they 
were attempting to match was likely in a block for which they had not been provided the Census 
records. Providing census addresses for a one-block ring around blocks to which survey 
addresses were geocoded offered some margin for error, and the links formed in the computer 
matching phase offered further cushioning . Nevertheless, geocoding to blocks is much less 
precise in some areas than in others, and this doubtless played a role in the differential success of 
matching addresses and people from the four sampling frames of the CPS. 

Working with the output of the computer match, the clerical analysts were required to attempt to 
find links for survey people and addresses without them, review “weak” links – links regarded as 
suggestive, but not strong enough to go unexamined – formed in the computer matching, and 
review multiple links for the same address or person. They could search for matches within the 
records in a work group. Special computer software allowed them to “view” selected survey and 
census records simultaneously, and to form links between them. (Gunnison, 2002a, 2002b, 
2002c, 2003.) The software made the appropriate digital Census 2000 maps for a particular work 
unit accessible to an analyst. Analysts also had access to paper copies of the CPS field maps on 
which area and permit frame sample addresses were annotated, and to copies of the original CPS 
field listing sheets. They had access to all the links formed in the computer match, and many 
were changed or edited as the review proceeded. 

Review of address matches was conducted separately from review of person matches, in the 
sense that only address characteristics were employed to link housing unit records. The last name 
of the first household member in a survey housing unit could be used as an aid in searching for 

14 
Where the computer matching linked a survey address to more than one census address, the first was used 

here. 

15 
Recall that only household members were submitted to computer matching. 
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census addresses, but could not form the sole basis for linking addresses. Where a survey address 
was linked to more than one census address, this set of census addresses was regarded as a set of 
duplicates, and one was chosen to represent the set and be the “primary” link to the survey 
address. The primary was chosen on the basis of the person links within the household, and is 
treated as the sole match. There were a small number of survey households which were 
duplicates. The software made no provision for them, and they had to be dealt with manually, in 
a post-clerical operation (see below). People were matched on the basis only of person 
characteristics available in the two datasets (race and Hispanic origin were excluded). Where 
primaries had to be chosen among sets of person records regarded as duplicates, links between 
the addresses containing them were taken into consideration.16 

2.1.d Post-clerical processing 

Several minor final manipulations were required to complete the match data: 
•	 The unedited census file to which the CPS was matched contained some addresses 

recognized as represented by duplicate returns. One or more of the duplicate 
returns for a given address could have been deleted in subsequent stages of census 
processing. Some survey records were linked to the subsequently deleted 
members of such a group. Such links were manually reviewed to make sure that 
the survey record was linked to the retained census record. 

•	 In the CPS, the rooms or apartments in group quarters are treated as separate 
addresses, while in the Census the entire group quarters is treated as a single unit. 
For example, in CPS each room in a college dormitory is a distinct addresses. In 
the Census the entire dormitory is a single group quarters unit. The match data had 
to be reviewed manually to provide links from the several units in CPS to the 
single unit in Census that would not make the CPS records appear to be duplicate 
records for the same Census record. 

•	 The Census mail-back forms gathered detailed information for five or six people 
(depending on form type) and provided spaces on a roster on which to list the 
names of any other residents. The clerical match identified some possible links 
between CPS people and people on these rosters. Where “data-defined person” 
records were created in the Census to represent these people, the “possible” links 
were manually associated with them and treated as “matches”. In most cases, 
these survey people are represented by imputed data in the Census. 

•	 Samples of 5,000 computer matches of addresses and people were unlinked and 
sent to clerical review as not matched, in order to assess the quality of the 
computer links. About two dozen people and two dozen addresses were not linked 
by the analysts, and the analysts made different matches for 119 addresses and 
110 people. Where the two operations produced different links, the clerical link 

16
 Further information on the clerical matching operation can be found in Adams, 2003a . 
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was retained. Where the analysts failed to link an address or person that the 
computer matching had linked, the computer link was accepted. 

• A handful of addresses (about 30 of the 109,654 address in the combined-month 
sample) were discovered to be in the CPS more than once with distinct 
identification numbers. They were retained as survey duplicates because they form 
part of the survey estimates. Not all are linked to Census people or addresses. 

•	 After clerical review, there were 1,207 survey person records in groups of 
duplicates. There were 582 such groups, and in each group one survey record was 
designated the primary. These were reviewed, and, where necessary, the primary 
and duplicates were exchanged, in order to make sure that the primary was a 
household member in the survey and if possible, interviewed in March. A total of 
86 people were switched from primary to duplicate and therefore 86 from 
duplicate to primary. 

The success of matching the CPS and Census 2000 must be judged separately for each inquiry 
because the CPS file contains records for household members, some former household members, 
and non-member informants, for interviewed households and for some addresses in which 
interviews were not conducted in the reference month (see Table B). Different sets of cases will 
be relevant for different analyses. In many cases, the relevant figure is 93 percent of the members 
of interviewed survey households (people with positive weights in the survey) are linked to 
census records 17. For other analyses, the relevant figure may be the 98 percent of interviewed 
survey addresses that were matched to census records, or the 83 percent of the members of 
housing units where a CPS interview was refused. It cannot be determined whether the 
unmatched survey addresses or people could not be linked to Census records because they were 
not included in the Census or because the information available for them was insufficient to form 
a link by any of the means employed. The fact, however, that the match rate for interviewed 
survey addresses exceeds that for members of interviewed survey units suggests that coverage of 
people within housing units (HU) plays a large role in the match rates. 

17 
True for both the combined-month sample and the March sample. 
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Table B. – Matching results for people and addresses in the combined-month (February-
May) sample and the March sample, CPS-Census 2000 Match. 

CPS interview 
outcome 

Addresses All Housing Unit (HU) 
Members1 

Total Matched Total Matched Total Matched 

Combined February-May CPS Sample 

All Records 109,654 93.6% 275,883 79.6% 234,639 91.5% 

Interviewed

Housing units (HU) 

85,943 98.3% 242,035 86.5% 222,453 93.0%


HU Type A – 6,503 96.6% 
11,604 61.5% 7,590 82.7%


refusals2


HU Types B and C3 17,208 69.4% 22,244 14.3% 4,596 32.1%


March CPS Sample 

All Records 64,739 94.0% 166,235 79.6% 141,710 91.4% 

2,981 31.6% 

Interviewed 51,016 98.3% 145,775 86.1% 133,710 93.1% 
Housing units 

HU Type A – 3,747 97.2% 7,160 64.4% 5,019 82.8% 
refusals2 

HU Types B and C3 9,976 71.0% 13,300 15.7% 

Sou rce: U npub lished tabulatio ns of the CP S-Ce nsus 2000  match datase t. 
1 Armed Forces members are not treated as members of interviewed addresses in the combined-month 

sample. There are 701 of them, of whom 648 are matched. In March, Armed Forces members are treated as members 

of interviewed housing units. 
2 Occupied addresses which refused interview. Information on people may be available from prior month 

interviews or from proxy respondents. 
3 Addresses eligible for the sample which contain no eligible people (Type B) and addresses which are not 

eligible for the sample – not residential (Type C). 

2.2 Inference 

The CPS-Census 2000 match dataset can be regarded as a universe for analysis in its own right, 
but it is designed to offer a basis for inference to larger universes. Because the linking is 

People 
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conducted from CPS records to Census records, the match dataset for the combined-month 
sample represents the CPS universe consisting of the civilian non-institutional population; the 
match dataset for the March sample represents the CPS universe consisting of the civilian non-
institutional population, plus members of the Armed Forces living off base or with family on 
base. The match datasets include records for both interviewed and noninterviewed addresses, and 
for people who are not household members, in both interviewed and noninterviewed households, 
though the analyses presented here are limited to members of interviewed households – the cases 
which form the basis of the official estimates from the survey. This section briefly discusses two 
of the tools that permit inference from the match datasets to the larger universes – adjustments 
that have been made to the CPS survey weights to permit estimates of the CPS universe, and 
replicate variances to represent the uncertainty in those estimates arising from sampling. For a 
more detailed discussion of these matters, see Zbikowski, 2003. 

2.2.a Weighting 

The weights in the CPS survey files permit the construction of estimates of the civilian non-
institutional population, or the civilian non-institutional population plus members of the Armed 
Forces living off base or with family on base. These weights must be modified to reflect its 
construction in order to permit similar estimates from the CPS-Census 2000 match datasets. 

Weights for the dataset for the combined-month sample must reflect the use of cases from 
samples over several months and the inclusion of the March Hispanic supplement cases. Weights 
for individual cases must be reduced because there are cases from extra months in the sample. 
The inclusion of the March Hispanic supplementary sample cases complicates matters further, 
because these cases do not ordinarily receive weights for estimating the civilian non-institutional 
population. The weights used are based on the two-stage weights, not the composite weights 
designed for labor force estimates from CPS. This basis provides weights for many analytic foci, 
but it means that estimates from this sample will differ from the official published estimates of 
labor force categories. Weights for the match dataset for the March CPS sample are also 
constructed from the two-stage weights, but do not require the modifications outlined above. 

Records for some members of interviewed survey households could not be linked to records from 
Census 2000. This necessitates a nonmatch adjustment to the weights. For the combined-month 
sample, the nonmatch adjustment makes the sum of the adjusted weights for matched people 
equal the sum of the unadjusted weights for matched and unmatched people within cells formed 
by state, MSA (metropolitan statistical area) status (MSA Central City, MSA non-central city, 
non-MSA), and interview month (March and April vs. February and May). Then a second-stage 
ratio adjustment (see below) is applied to the results of this adjustment. Subsequent analysis 
suggests that these cells might not be the most useful in reducing nonmatch bias, but the second-
stage adjustment appears to have compensated for it, so that overall, the nonmatch adjustment for 
the combined-month sample seems adequate. A brief digression into nonmatch rates may clarify 
the issue. 
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Of the 15,000 unmatched civilian members of interviewed survey households in the combined-
month sample, 82.6 percent (12,783) are in addresses that are linked to a census address. Some 
survey characteristics of these people are shown in Table C. The Census and CPS often differ in 
the address they attribute to college students – for the most part, CPS treats them as members of 
their parents’ household, while Census treats them as residents of college group quarters – and, 
sure enough, 20.9 percent of survey records for people age 16 to 24 who are enrolled in college 
full-time are not linked to a record for a person in Census 2000, though their survey address is 18 . 
This is the only sub-population of the CPS which would be expected to have high nonmatch rates 
because of differences between the Census and the CPS. But full-time college students are a 
relatively small population, and these nonmatched students form only 8.7 percent of the 
unmatched survey people in matched addresses. Only 9.5 percent of the survey records of people 
age 16 to 24 who are not full-time college students are in addresses that are matched to a census 
address but not linked to a census person, but this is a somewhat larger population, so they 
comprise 15.7 percent of the unmatched survey people in matched addresses. 

The population ages 45 years and over has a relatively low fraction of people who are not 
matched but live in matched addresses – 3.1 percent – and it is under-represented among the 
nonmatched survey people in matched addresses – 18.8% of nonmatched people in matched 
housing units are in this age group, while almost twice the fraction ( 34.5%) of all members of 
interviewed housing units are. All other age groups except those under age 9 have nonmatch 
rates that are close to the average for all people – 5.8 percent – and form fractions of the 
unmatched survey people in matched addresses that are similar to their proportion of the total 
population. By way of contrast, the percentages of survey people in Central Cities of MSAs, 
outside the Central Cities but in MSAs, or in non-MSAs who are in survey addresses matched to 
census addresses but not matched to a census person record, are 7.6 percent, 5.0 percent, and 4.9 
percent, respectively. 

Table C. – Unmatched people in matched housing units – civilian members of interviewed 
housing units, combined-month sample. (Unweighted.) 

Sub-population 

Unmatched members of matched 
interviewed housing units† 

Members of interviewed housing 
units† 

Rate* Number Percent Number Percent 

Total 5.8% 12,783 100.0% 222,453 100.0% 

Under 9 years 7.3% 2,146 16.8% 29,362 13.2% 

9-15 years 5.4% 1,302 10.2% 24,146 10.9% 

16-24 years 11.8% 3,122 24.4% 26,471 11.9% 

18 
For similar results in matching CPS and Census, see Bancroft, 1958, p 161; Fay, 1989. 
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Sub-population 

enrolled 
college 
full time 

not 
enrolled 
college 
full time 

25-44 years 

45 years and 
over 

Central City 
of MSA 

MSA, not 
Central City 

Not MSA 

Black 

Non-Black 
Hispanic 

All other 

Reference 
person 
w/relatives 
present 

Reference 
person with 
no relatives 
present 

Unmatched members of matched 
interviewed housing units† 

Members of interviewed housing 
units† 

Rate* Number Percent Number Percent 

20.9% 1,117 8.7% 5,343 2.4% 

9.5% 2,005 15.7% 21,128 9.5% 

5.8% 3,805 29.8% 65,620 29.5% 

3.1% 2,408 18.8% 76,854 34.5% 

7.6% 4,951 38.7% 64,792 29.1% 

5.0% 5,337 41.8% 106,593 47.9% 

4.9% 2,495 19.5% 51,068 23.0% 

10.9% 2,587 20.2% 23,639 10.6% 

8.3% 2,437 19.1% 29,499 13.3% 

4.6% 7,759 60.7% 169,315 76.1% 

3.5% 2,070 16.2% 59,041 26.5% 

6.1% 1,602 12.5% 26,483 11.9% 
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Sub-population 

Unmatched members of matched 
interviewed housing units† 

Members of interviewed housing 
units† 

Rate* Number Percent Number Percent 

Spouse of 
reference 
person 

2.9% 1,344 10.5% 45,688 20.5% 

Child of 
reference 
person 

2.2% 4,927 38.5% 69,551 31.3% 

Other relative 
of reference 
person 

12.1% 1,419 11.1% 11,733 5.3% 

Non-relative 
of reference 
person 

14.3% 1,421 11.1% 9,957 4.5% 

“Owner” 4.0% 6,294 49.2% 156,781 70.5% 

“Renter” 9.9% 6,489 50.8% 65,672 29.5% 

* “rate” = 

†Excludes members of the Armed Forces. 

The percentage of records for survey people in matched addresses that are not matched to a 
census person record are 10.9 percent for Blacks, 8.3 percent for non-Black Hispanics, and 4.6 
percent for all other survey people. For people in housing units that are owned with or without a 
mortgage this peculiar nonmatch rate for people is 4 percent, while for people in housing units 
that are not owned the rate is 9.9 percent, and “renters” are greatly over-represented among the 
unmatched people in matched addresses. Finally, household reference persons with other 
relatives present, their spouses, and their children are under-represented among the unmatched 
people in matched addresses, while “other relatives” and “non-relatives” of the reference person 
are over-represented. 

In sum, the picture of nonmatch of survey to census people that emerges is largely one of within-
household nonmatch, strongly responsive to age, race and Hispanic origin, tenure, and 
relationship to the householder. With the exception of full-time college students, some of these 
are precisely the dimensions on which the second-stage controls adjust the survey weights (see 
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U.S. Census Bureau, Bureau of Labor Statistics, 2000, Chapter 10.) Others represent dimensions 
subject to more “behavioral” explications of census undercoverage (see Martin and de la Puente, 
1993). Thus, it is not surprising that the weights for the combined-month sample appear to be 
much more successfully adjusted for nonmatch than is true for those for the March sample, 
which did not undergo the second stage adjustment after nonmatch adjustment. This result is 
consistent with the “ belief  that the second-stage controls reduce the bias due to coverage errors” 
(U.S. Census Bureau, Bureau of Labor Statistics, 2000., chapter 15. ) A new nonmatch 
adjustment using household and person characteristics has been applied to the March sample. 

Most official estimates from the Current Population Surveys in 2000 use weights controlled to 
independent population estimates based on the 1990 Census. In the match dataset, this source of 
difference from Census 2000 is eliminated by using Census 2000 population controls. The cells 
in which this second-stage ratio adjustment is carried out are those of the 1990 Census-based 
sample design, but the control totals are taken from Census 2000 19 . 

When analysis focuses on characteristics measured only in the Census 2000 long form, the 
weights must be adjusted to represent the structure of the Census sample. This is accomplished 
by multiplying the adjusted CPS weight by the Census 2000 weight. This procedure was applied 
to the data in the tables in this report based on the match dataset for the combined sample. 

2.2.b 

Variances for estimates from the match datasets are formed by using replicate weights 
representing 160 independent samples from the dataset. (See U.S. Bureau of the Census and U.S. 
Bureau of Labor Statistics, 2000, Chapter 14.) set are 
adjusted for nonmatch and then have the second-stage ratio adjustment applied. In the March 
dataset, the nonmatch adjustment is applied separately to each replicate after it has had the 
second-stage ratio adjustment. When analyzing data from the census long-form, the nonmatch 
adjusted CPS sample weights are multiplied by the Census 2000 sample weights to represent the 
effect of Census 2000 sampling. The estimated sampling variance of an estimate is obtained by 
using the adjusted replicate weights to make 160 separate estimates, and estimating their variance 

as , where X0 is the statistic of interest estimated on the full sample, Xi is the 

estimate formed using the ith set of replicate weights, and the fraction 4/160 represents the 
treatment of self-representing and non-self-representing primary sampling units. (See U.S. 
Bureau of the Census and U.S. Bureau of Labor Statistics, 2002, chapter 14.) 

Variances 

The replicates for the combined-month data

19
This set of weights was made available for this study by the Small Area Income and Poverty Estimates 

staff of the Housing and Household Economics Statistics Division (HHES) of the Census Bureau. 
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2.3 Data Presentation 
This report presents estimates of response variability and net error or bias 20 associated with 
census statistics on employment status. The modern concept of employment status, developed in 
essentially its current form in the 1930s , is intended to measure the success of the labor market 
in gainfully employing all people actively interested in such employment. The concept is defined 
operationally in the same way in both the CPS and the census. It classifies people 16 years and 
over – the working-age population — in the civilian noninstitutional population into five 
categories: 
• employed, at work; 
• employed, with a job, but not at work; 
• unemployed, on layoff; 
• unemployed, looking for work; 
• not in labor force 21. 

These categories are collapsed into three major categories: employed; unemployed; not in labor 
force. Box 2 presents the definitions of the categories of the employment status concept. 

20
 The estimates of bias presented in this report are measures of the discrepancy of census estimates from 

corresponding CPS estimates, and not necessarily from the truth. They measure departures from the truth only to the 

extent that the CPS faithfully represents the truth. 

21
 This category represents a collapsing of three categories in the Current Population Survey: not in labor 

force - retired; not in labor force - disabled; not in labor force - other. 
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Box 2: Definitions of Categories of the Employment Status Concept Used in the Census and 
the CPS 

Beginning in 1970, the census has used the following definitions of employment status

concepts, which are the same official concepts used in the Current Population Survey. In the

census, these concepts are applied through a series of questions (see Box 1) to identify, in this

sequence: (1) people who worked at any time during the reference week; (2) people who did

not work during the reference week, but who had jobs or businesses from which they were

temporarily absent (excluding people on layoff); (3) people on temporary layoff who expected

to be recalled to work within the next six months or who had been given a date to return to

work, and who were available for work during the reference week; and (4) people who did not

work during the reference week, who had looked for work during the reference week or the

three previous weeks, and who were available for work during the reference week.


Employed. All civilians 16 years old and over who were either (1) "at work" — those who

did any work at all during the reference week as paid employees, worked in their own business

or profession, worked on their own farm, or worked 15 hours or more as unpaid workers on a

family farm or in a family business; or (2) were "with a job but not at work" — those who did

not work during the reference week, but who had jobs or businesses from which they were

temporarily absent because of illness, bad weather, industrial dispute, vacation, or other

personal reasons. Excluded from the employed are people whose only activity consisted of

work around their own house (painting, repairing, or own home housework) or unpaid

volunteer work for religious, charitable, and similar organizations. Also excluded are all

institutionalized people and people on active duty in the United States Armed Forces.


Unemployed.  All civilians 16 years old and over were classified as unemployed if they were

neither "at work" nor "with a job but not at work" during the reference week, were actively

looking for work during the last four weeks, and were available to start a job. Also included as

unemployed were civilians 16 years old and over who: did not work at all during the reference

week, were on temporary layoff from a job, had been informed that they would be recalled to

work within the next six months or had been given a date to return to work, and were available

to return to work during the reference week, except for temporary illness. Examples of active

job seeking methods are:

� Registering at a public or private employment office

� Meeting with prospective employers

� Investigating possibilities for starting a professional practice or opening a business

� Placing or answering advertisements

� Writing letters of application

� Being on a union or professional register
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Civilian labor force.  Consists of people classified as employed or unemployed in accordance 
with the criteria described above. 

Not in labor force.  All people 16 years old and over who are not classified as members of the 
labor force. This category consists mainly of students, individuals taking care of home or 
family, retired workers, seasonal workers enumerated in an off-season who were not looking 
for work, institutionalized people (all institutionalized people are placed in this category 
regardless of any work activities they may have done in the reference week), and people doing 
only incidental unpaid family work (fewer than 15 hours during the reference week). 

Reference week. In the census, the data on employment status related to a one-week time 
period, known as the reference week. For each person, this week is the full calendar week, 
Sunday through Saturday, preceding the date the questionnaire was completed. This calendar 
week is not the same for all people since the enumeration was not completed in one week, nor 
is the week necessarily interpreted the same way by respondents to the mail form. The 
occurrence of holidays during the enumeration period probably had no effect on the overall 
measurement of employment status. The CPS data always relate to the calendar week during 
the month that contains the 12th day of the month. 

The tables in this study focus on estimates of the differences between the employment-status 
classifications of people in the census and of these same people in the CPS. The basic data unit 
represents the union or match of two observations of the same individual: one observation of the 
employment-status classification of the person in the census, and the other, the employment-
status classification of the identical person in the CPS. For this reason, the data are referred to in 
this study as dual-observational data. Unless otherwise noted, all tables are based on the records 
in the CPS-Census 2000 Match dataset created from the entire combined-month sample (see 
Section 2.1); many tables have additional restrictions that are indicated in the table headings. 
Note that, hereafter, the terms CPS-Census 2000 Match and Combined-month CPS-Census 2000 
Match are used interchangeably in this report, and relate exclusively to the dataset created from 
the entire combined-month sample. 

Each person in the scope of the study has one and only one census employment-status 
classification 22 ; this census value is matched with the person’s CPS employment-status 
classification for the first month in the February 2000 to May 2000 period that the person was in 
the CPS sample. Some tables display both dual-observational comparisons of employment status, 
and provide aggregate-level groupings of people based on their age, race, and Hispanic origin 

22 
This classification is represented by the value of the employment status recode (ESR) for the person on the Census 

2000 Sample Edited Detail File (SEDF). 
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characteristics as observed in the CPS 23. For instance, Table 1A ( see section 4.5) presents a 
percentage distribution of people in each of the employment-status categories in the CPS by their 
employment-status classification in the census, by their age, race, and Hispanic origin 
characteristics in the CPS. 

The data in these tables are based on sample statistics that have been weighted to population 
totals. Data are presented as percentages and indices. The nature of the weighting procedure 
invalidates any direct use of the figures in this report for making absolute estimates of the people 
in the employment-status categories in Census 2000 (the reader should use the published figures 
instead) and for comparing differences in absolute figures between the census and CPS. 
Descriptions of the index measures are presented in the following section; the computational 
forms of these measures are provided in Appendix H (also see the publication, U.S. Bureau of 
the Census, 1970 Census of Population and Housing, Evaluation and Research Program, 
Accuracy of Data for Selected Population Characteristics as Measured by the 1970 CPS-Census 
Match, Series PHC(E)-11). 

2.4 The Concept of Response Error 

For categorical (qualitative) measures, such as employment status, a response error results, in 
simple terms, from the assignment of a person to an incorrect category in a classification system. 
For example, if a person actually belongs in the employed category, a response error will result 
from the assignment of that person to one of the other categories. Such errors affect census 
categorical data in at least two ways: (1) the errors may introduce bias into the estimates of the 
population characteristic; and (2) the errors distort the relationships among variables. If only a 
single observation is available for each person, it is not possible to directly estimate the bias and 
variability associated with the classification process, although the bias may be estimated when 
aggregated data from an independent source are available. For this evaluation, estimates of 
response error for the employment-status characteristic were obtained by comparing the 
classification made in the census with the corresponding classification made in the CPS across all 
people for whom both a census observation and a CPS observation were available. CPS 
classifications are not error free, so it is not appropriate to say that a difference between the 
census and the CPS classification for a person always reflects error in the census 24. Furthermore, 
for employment status, the difference may reflect a true change in category because of the close 
connection between an individual’s employment status and the timing of its observation, a 
subject discussed below. Indeed, because of timing, differences between the CPS and census 
classifications may reflect valid changes in employment status to a greater extent than response 
errors. Even so, such comparisons do, among other things, provide an estimate of the variability 

23 
The age variable shown in the boxheads of the tables under the “Census classification” heading is based 

on age data collected in Census 2000. 

24 
See the discussion in Appendix A concerning b ias in CPS estimates. 
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in the classification of an individual over repeated trials and, therefore, provide meaningful 
insights into the quality of the census data (see section 2.5.b). 

2.5 Measures of Response Error and Variability 

This report presents three measures of response error and one measure of response variability 
based on exact-match comparisons of CPS and census classifications. The percentage 
distributions exemplified in Tables 1A and 1B are descriptive measures of response error; the net 
difference rate and the index of inconsistency exemplified in Table 1C are summary measures of 
response error and response variability, respectively 25 26. 

2.5.a Descriptive Measures of Response Error 

2.5.a.i Census-Based Percentage Distributions 

The first descriptive measure is the percentage distribution of the people in each census 
employment category by their CPS categories, which is shown in Table 1A (see section 4.5) . 
The percentage for a category lying on the diagonal (shaded cells) of the table represents the 
proportion of the people in the category whose census classification matched their CPS 
classification. (For example, the “All Races, Both Sexes” rows of the “16 years and over, 
Unemployed” column for Table 1A indicate that of all those people classified as unemployed in 
the census, 33.2 percent were also designated as unemployed in the CPS.) The off-diagonal 
percentages represent various kinds of mismatches. The data provide insights into the capacity of 
the census classification system to divert, or screen-out, from a category those people who belong 
in another category. Hence, the census-based percentage distributions are indicators of both the 
compositional integrity of the census categories 27 and the filtering-out capability of the census 
classification system ( to return to the above example, Table 1A indicates that 32.0 percent of the 
people in the unemployed category in the census were designated as employed, and 34.8 percent 
as not in labor force, in the CPS; hence, the census failed about two-thirds of the time (32.0 

25 
The net difference rate, as applied in this report, measures response bias of the census in relation to the 

CPS, and not necessarily in relation to the truth. The index of inconsistency measures the impact of response errors 

on the total variance of a variable, and is not a direct measure of response error. See the appendix in U.S. Bureau of 

the Census,  Evaluating Censuses of Population and Housing, Statistical Training Document, ISP-TR-5, Washington, 

D.C., 1985. 

26
 The estimates in this report are based on responses from a sample of the population. As with all surveys, 

estimates may vary from the actual values because of sampling variation or other  factors. All comparisons made in 

this report have undergone statistical testing and are  significant at the 90-percent confidence level unless otherwise 

noted . 

27 
To use an analogy, the on-diagonal percentages can be thought of as representing the native elements of a mixture, 

and the off-diagonal percentages as representing foreign elements. The greater the proportion of native elements, the greater the 
purity of the mixture. Applied to the term “compositional integrity” as used here, this analogy means that the greater the on-
diagonal percentage, the greater the compositional integrity of the category. 
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percent + 34.8 percent = 66.8 percent ) to screen not-unemployed people out of its unemployed 
category) . 

2.5.a.ii CPS-Based Percentage Distributions 

The CPS-based percentage distributions, as shown in Table 1B (section 4.5), provide an 
indication of the capability of the census classification system to filter, or screen, into a category 
those people who belong in the category. In this sense, they are the complements of the census-
based distributions, which, as described above, are related to the screening out capacity of the 
census. Under the supposition that the CPS classification represents a person’s true category, the 
percentages in the on-diagonal (shaded) cells of the CPS-based distributions indicate the success 
rate of the census classification system in directing people to their true category; the off-diagonal 
percentages reflect census failures. (For example, Table 1B indicates that the census succeeded 
about 90 times out of 100 (or 90.6 percent) in classifying employed people to their true category 
according to the CPS: see the “16 years and over, Employed” row in Table 1B for “All Races, 
Both Sexes;” the corresponding census success rate for unemployed people in the CPS was 40.2 
percent: see the “16 years and over, Unemployed” row in Table 1B for “All Races, Both Sexes: ). 

2.5.b Summary Measures of Response Error and Variability 

The two summary measures presented in this report, the net difference rate and the index of 
inconsistency, describe, respectively, the amount of bias in the data and the impact of response 
errors on the variability of the data. Appendix H presents the formulas for computing the 
measures. All summary measures of response error have been multiplied by 100 so that the 
computed values can be discussed as percentages. 

2.5.b.i Measure of Bias 

Response bias reflects a systematic pattern or direction in the difference between the 
respondents’ answers to a question and the “correct” or “ true ” answers 28 . The measure of bias 
presented in this report is the net difference rate. For categorical variables like employment 
status, the net difference rate for a particular category describes the difference between the census 
proportion of persons in the category and the CPS proportion of persons in that category. A 
positive value of the net difference rate indicates that the proportion of persons in the category 
according to the census is greater than the corresponding CPS proportion, whereas a negative 
value indicates that the census proportion is less than the corresponding CPS proportion. A 
difference between the census and CPS estimates that is beyond what is expected from sampling 
variability may indicate the presence of bias in the census statistic when, as is assumed for 
employment status, the CPS data are considered to be more accurate. The use of the net 
difference rate as a measure of bias, however, is fully justified only if the CPS estimates 

28 
Bias is the difference between the expected value of a statistic and its true value. 
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themselves are free of bias, a condition not likely to be generally true 29 30; hence, the 
interpretation of the results of such an application of the net difference rate must be made 
cautiously. For a given category, the index tables displayed in this report show the proportion of 
persons in the category according to the CPS (in the “Percent in class CPS” column in Table 1C) 
as well as the net difference rate. The sum of these two values equals the proportion of persons in 
the category according to the census (shown in the “Percent in class: Census” column). 

Another measure of bias for a given category can also be derived. This measure, referred to as the 
net shift, is obtained by dividing the net difference rate for the category by the best estimate of the 
proportion of persons in that category – considered to be the CPS estimate for this study. The net 
shift, however, is not shown in this report since the net difference rate, having a smaller sampling 
error than the net shift, provides a somewhat more reliable estimate of bias. 

2.5.b.ii Measure of Response Variability 

The measure of response variability presented in this report is the index of inconsistency. An 
oversimplified but nontechnical definition of the index is that it is the ratio of the simple response 
variance – a measure of the average variability, across units, of responses to the same question 
over repeated trials – to the total variance, a quantity that includes the sampling variance 31. The 
index is a relative measure of response variance, showing the comparative effect that the simple 
response variance has on an estimate. 

There are various ways of interpreting the index of inconsistency. Although each interpretation 
uses different terms, they are closely related. For this report, the index of inconsistency is 
interpreted as the complement of a measure of agreement between the census and the CPS 
responses. Viewed in this way, the index is the ratio of the observed number of response 
differences to the number that would have occurred if the cell counts had been formed by a 
random agreement mechanism based on the observed marginal distributions (census and CPS) . 
Under this interpretation, the index measures inconsistency (lack of agreement) on a scale from 
zero (perfect consistency or agreement) to 100 (complete lack of consistency or agreement) 32 . 

29
 See the discussion concerning bias in the CPS in Appendix A. 

30
 If corresponding CPS and census estimates are biased in the same direction (lower or higher than the true 

value), then the net difference rate understates the amount of bias in the census estimate and provides a lower bound 

on it. Conversely, if the corresponding estimates are biased in opposite directions, then the net difference rate 

overstates and provides an upper bound on the census bias. 

31
 The sampling variance is the variability in the population of the characteristic being measured. 

32 
Strict adherence to this interpretation requires acceptance of the unrealistic assumption that the index 

itself is free from error. 
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When the second observation is not an attempt to repeat the original interview procedure, but 
may represent an “improved” data source – as is presumed to be true for the CPS, the estimated 
index of inconsistency is almost sure to be an understatement of the ratio of the simple response 
variance of the original interview procedure to the sum of the sampling variance and simple 
response variance. The interpretation of the index given here is appropriate, however, even when 
the second observation is not an attempt to repeat the original interview procedure identically. 

Values of the index of inconsistency are computed and displayed for each of the three major 
employment status categories: employed, unemployed, and not in labor force. An index of 
inconsistency for the entire distribution of people by these three categories, referred to as the 
aggregate index of inconsistency 33, is also displayed . This index is a weighted average of the 
individual indices computed for each category of the distribution. It indicates whether an entire 
variable has a problem, against, say, just one category in a multi-category variable. Conceptually, 
this measure is similar to the indices computed for individual categories. That is, it expresses the 
ratio of the observed number of differences in the entire distribution to the number of response 
differences that would be expected to result from a random association between the aggregate-
index classifications on the first and second observations. 

The index of inconsistency optimally estimates the ratio of simple response variance to the sum of 
the sampling variance and the simple response variance only when the census and the CPS meet 
the assumptions that they are independent replications of the same survey procedure under the 
same general conditions. The user is cautioned that the values for the index of inconsistency in 
this report may not fully meet the first of these assumptions – independence, and definitely do not 
meet the second – replication. Independence means that the response errors are not correlated 
between the census interview and the matched CPS interview. If the respondents remembered 
their answers to the census when they responded to the CPS, or vice versa, and consciously 
repeated them, the independence assumption would be violated.  Lack of independence generally 
results in underestimates of response variance. Replication means that both observations for a 
matched case were obtained under the same conditions, an assumption clearly violated in this 
CPS-Census match study, although the extent of the violation is not known. Replication flaws 
lead to an underestimate of the value of the index that would result from a duplication of the 
census, and to an overestimate of the value from a duplication of the CPS. The magnitudes of any 
effects from violations of either the independence or replication assumptions on the estimates for 
the index of inconsistency in this report are unknown 34 35. 

33 
This index was formerly known as the “L-fold Index of Inconsistency.” 

34
 Lack of independence probably would make the net difference rate closer to  zero than it would otherwise 

be. Perfect replication should yield a net difference rate of zero; to the extent that replication is imperfect, the net 

difference rate  is likely to differ from zero. 

35
 The net difference rate helps to ind icate how well the census meets the model assumptions. A statistically 

significant NDR (i.e., statistically different from zero) suggests that the census may not replicate the original survey 

conditions as well as desired. 
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It should also be recognized that the level of the index is sensitive to the detail of the categories in 
which the data are collected or tabulated. As the detail of the categories is decreased, the index 
cannot increase and will most likely decrease. Thus, the response variance associated with a 
particular distribution may be decreased to some extent by collapsing the categories of that 
distribution. 

2.6 Sampling Variability and Accuracy of the Estimates 

The Census 2000 data contained in this report are ultimately based on the sample of households 
who responded to the Census 2000 long form. Nationally, approximately one out of every six 
housing units was included in this sample. As a result, the sample estimates may differ somewhat 
from the100-percent figures that would have been obtained if all housing units, people within 
those housing units, and people living in group quarters had been enumerated using the same 
questionnaires, instructions, enumerators, and so forth. The sample estimates also differ from the 
values that would have been obtained from different samples of housing units, and hence of 
people living in those housing units, and people living in group quarters. The deviation of a 
sample estimate from the average of all possible samples is called the sampling error. 

In addition to the variability that arises from the sampling procedures, both sample data and 
100-percent data are subject to nonsampling error. Nonsampling error may be introduced during 
any of the various complex operations used to collect and process data. Such errors may include: 
not enumerating every household or every person in the population, failing to obtain all required 
information from the respondents, obtaining incorrect or inconsistent information, and recording 
information incorrectly. In addition, errors can occur during the field review of the enumerators’ 
work, during clerical handling of the census questionnaires, or during the electronic processing of 
the questionnaires. 

While it is impossible to completely eliminate error from an operation as large and complex as the 
decennial census, the Census Bureau attempts to control the sources of such error during the data 
collection and processing operations. The primary sources of error and the programs instituted to 
control error in Census 2000 are described in detail in Summary File 3 Technical Documentation 
under Chapter 8, “Accuracy of the Data,” located at www.census.gov/prod/cen2000/doc/sf3.pdf . 

Nonsampling error may affect the data in two ways: (1) errors that are introduced randomly will 
increase the variability of the data and, therefore, should be reflected in the standard errors; and 
(2) errors that tend to be consistent in one direction will bias both sample and 100-percent data in 
that direction. For example, if respondents consistently tend to underreport their incomes, then 
the resulting estimates of households or families by income category will tend to be understated 
for the higher income categories and overstated for the lower income categories. Such biases are 
not reflected in the standard errors. 
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All comparisons made in this report have undergone statistical testing (Bonferroni Method) and 
are significant at the 90-percent confidence level, unless otherwise noted. Except as noted, a 90-
percent confidence interval has been constructed and is shown in the tables for each of the 
estimates. If all possible samples were selected, each of them surveyed under essentially the same 
general conditions, and an estimate and its estimated standard error were calculated for each 
sample, then approximately 90 percent of the intervals from 1.6 standard errors below the estimate 
to 1.6 standard errors above the estimate would include the average value of all possible samples. 
The average value of all possible samples may or may not be contained in any particular 
computed interval, but for a particular sample, one can say with specified confidence that the 
average of all possible samples is included in the constructed interval. These confidence intervals 
have been estimated from the sample results and provide a rough approximation of the extent of 
sampling error associated with each estimate. 36 

2.7 Use of Response Error Measures in Evaluating the Quality of Data 

Of the two summary response error measures used in this report, the index of inconsistency 
probably provides the most information on the accuracy of the data collected, whereas the net 
difference rate can be used to adjust published census distributions. For categories in a 
distribution where the CPS-census comparisons suggest the presence of bias and the CPS data are 
assumed to be more accurate, the net difference rate can be added to the published census percent 
in the class to correct for the perceived bias (or more strictly, for the bias of the census estimate 
from the CPS representation of the truth). The index of inconsistency cannot be used to correct 
census distributions, but it provides insights into the reliability of the data presented in the 
published distributions (both one-way frequency distributions and cross-tabulations). 

Both the index of inconsistency and the net difference rate capture the effects of response errors 
that occurred in the field stage of enumeration as well as the effects of subsequent clerical and 
computer processing operations. Thus, these summary measures indicate the amount of 
inconsistency and bias associated with the published census data, and provide valuable 
information about the quality of the data collected. 

2.7.a Simple Distributions 37 

The net difference rate and its 90-percent confidence interval indicate whether systematic errors in 
reporting have introduced biases into the census distribution of people by employment status 
(provided, as assumed here, that the CPS data are more accurate than the census data). A bias in a 
particular category of a distribution is indicated when the 90-percent confidence interval of the net 

36 
Further information on the accuracy of published Census 2000 data is located at 

www.census.gov/prod/cen2000/doc/sf3.pdf . 

37
 Simple distributions are also known as “one-way frequency distributions.” 
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difference rate does not include zero as a possible value. The sign on the limits of the interval 
indicates the direction of the bias – a positive value indicates that the estimated census percent in 
class is greater than the corresponding CPS percent, whereas a negative value indicates the 
opposite. 

The indices of inconsistency associated with a simple distribution of a characteristic are important 
in evaluating the adequacy of the entire data collection process for providing valid measures of the 
characteristic. For the purpose of evaluating the adequacy of a data collection system, indices 
under 20 are considered small or low, those between 20 and 50 are moderate, and those over 50 
are large or high. Large values of the index for a particular category or for an entire distribution 
are an indication that (1) improvements are required in the method used to collect the data, (2) the 
concept itself may not be measurable by a household survey method, or (3) respondents are not 
able to provide accurate information to the detail desired. 

2.7.b Cross-tabulations 

For one characteristic presented in a cross-tabulation with another characteristic (for example, 
employment status by age and race), erroneous classification into or out of the various categories 
of the distribution of either characteristic could introduce biases into the cross-tabulated data. In 
addition, the greater the index of inconsistency for each of the characteristics, the more likely it is 
that relationships between the characteristics are distorted. The expected effect is a reduction of 
correlation among characteristics. The indices may serve as a guide in making inferences about 
the quality of the cross-tabulated data. If the indices of inconsistency associated with each of the 
characteristics involved in the cross-tabulation are large (over 50), it is likely that the cross-
tabulated data are subject to serious biases. In such cases, the user is advised to exercise caution 
when using the data, particularly when inferences regarding the relationships between the 
characteristics are desired. Conversely, if the indices of inconsistency associated with each of the 
characteristics are small (under 20), the user can be somewhat more confident about the accuracy 
of the cross-tabulated data. There are no specific guidelines appropriate for levels between these 
extremes (that is, for moderate-level indices). For these situations the user should again exercise 
caution when using the data and recognize that even a moderate degree of inconsistency in one or 
all of the characteristics can produce serious distortions in cross-tabulated data. 

3. LIMITATIONS OF THE DATA 

The match dataset used for this report is the one for the combined-month CPS sample. This 
dataset was designed to investigate differences between estimates. The data cannot be used to 
define “errors” without some additional assumptions or evidence from outside their scope. They 
do, however, throw light on some limitations of estimates designated as “official” (see U.S. Office 
of Management and Budget, 1978) . 
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There are certain differences between the estimates from the “official” Current Population Survey 
and estimates from the combined-month sample, which arise from its construction. Most notably, 
the combined-month sample should produce estimates which differ from those of any of the 
months which comprise it. For some purposes, e.g., the comparison of race and Hispanic origin 
responses in the Census and survey, the combined-month sample offers the advantage of more 
cases in sparse cells. For others, e.g., the comparison of reports on employment status in the two 
surveys, the difference in the week to which the question about activities last week refers can only 
be a disadvantage. One can, however, produce estimates from all (matched and unmatched) cases 
in the combined-month sample and compare them with a single-month estimate from the official 
dataset in order to gain some sense of the effect of the combination of months. 

The rate at which interviewed survey addresses are matched in the census is high – 98 percent. 
The rate at which members of interviewed survey households are matched in the census (93.0 
percent) is about the level achieved in earlier attempts to match the CPS and Census, and leaves 
room for uncertainty about the magnitude and source of CPS/Census differences for small groups. 
This uncertainty is not represented in the variances provided as guides to inference. 

Year 

Table D – 

Match rate Comments 

Matching experience in previous CPS-Census match studies 

1950 98% Matched people. 

1960 92%	
Only attempted to match people at CPS addresses which 
received the Census long form 

1970 75%	
Only attempted to match people at CPS addresses which 
received the Census long form 

1980 94%

Calculated from data weighted to population estimates 
from P-sample data in the 1980 Post Enumeration 
Program. 

Sources: Bancroft, 1958; U.S. Census Bureau, 1964; U.S. Census Bureau, 1975, p.20; Fay, 1988b 

The match study was originally designed with a field follow-up phase to resolve ambiguous 
matches and unmatched addresses and people. For budgetary reasons, this phase was not carried 
out, and the match suffers accordingly, relative to the CPS-Census match in other years. 38 

38
 The M arch match file focuses on cases from the March Current Population Survey Annual Social and 

Economic Supplement, in order to maximize the observations available for analyzing data collected only in that 

survey, e.g., income and poverty. This choice might compromise use of these data to estimate Census “coverage”, 

but there are far superior vehicles for that purpose, e.g., the Accuracy and Coverage Evaluation Survey. (See Petroni 

and Childers, 2003 and references cited there.) In  any case, the temporal difference between the CPS interview date 

and the Census reference date – April 1, 2000 – provides an interval in which households or people might move, and 

legitimately have different addresses in the two surveys, thus confounding mobility and match failure. Choice of the 

April instead of the March CPS would have slightly lengthened this interval, since 90 percent of the 64,944 March 
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This study uses the match dataset for the combined sample to evaluate the employment-status 
item in Census 2000. Several assumptions underlie the use of this dataset for this purpose. To the 
extent that the assumptions are unfounded, the methods and analysis based on them may be 
flawed or weakened. Discussions supporting the claims to reasonableness of the assumptions, 
examining their basis in fact or theory, or explicating their implications, are distributed throughout 
the main text and the appendixes. The following chart briefly catalogs these assumptions and 
directs the reader to the sections of the text where they are discussed: 

Assumption Location of Discussion 

Records for some members of the CPS 
households originally included in the 
matching operations for the CPS-Census 2000 
Match could not be linked to records from 
Census 2000. If the response error 
distributions of these unmatched cases are 
generally different from those for the matched 
population, the distributions and summary 
measures shown in this report could be biased. 
The full extent of such differences is 
unknown, and the assumption was made that 
nonmatch bias does not appreciably affect the 
validity of the statistics shown in this report. 

Section 2.2.a 

The elements of the operational definition of 
the employment status concept used in the 
CPS and the census are objectively observable 

Section 1; Box 2 in section 2.3 

The CPS-Census 2000 Match can be used to 
measure bias and response variability (at least 
the impact of simple response variance) on the 
Census 2000 estimates of employment status 

Section 2.5 

As a means of measuring employment status, 
the CPS methodology is superior to the census 
methodology 

Appendix A 

2000 CPS household interviews were completed within 10 days of April 1, while only 25 of the 60,729 April 2000 

CPS household interviews were completed before April 15. 
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The CPS classification of an individual’s 
employment status is more likely to be 
accurate (to reflect the truth) than the census 
classification, given that their reference 
periods are identical 

Appendix A 

The reference period for the census 
classification of an individual’s employment 
status may not be the same as that for the CPS 
classification 

Section 4.1, Appendixes B and 

The reference period of the census observation 
of an individual’s employment status can be 
reasonably modeled from administrative data 
associated with the observation 

Appendix B 

The reference-period modeling procedure for 
census observations can be used to control for 
reference-period differences between the 
census and the CPS 

Section 4.2; Appendix B 

Census and CPS classifications based on fully 
reported information are more likely to be 
accurate than those based on 
assignments 

Section 4.3, Appendix E 

Differences between the weighting procedure 
for the CPS-Census 2000 Match and that for 
published Census 2000 estimates do not 
invalidate the use of weighted 
Match to provide insights into the accuracy of 
the published Census 2000 estimates 

Section 2.3 

With due caution, the net difference rates 
presented in this report may be interpreted as 
measures of bias 

Section 2.5.b.i 

Violations in the data from the CPS-Census 
2000 Match of the assumptions of 
independence and replication do not invalidate 
the use of the index of inconsistency as a 
measure of response variability 

Section 2.5.b.ii 

F 

imputations or 

data from the 
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4. RESULTS 

The results of this study are analyzed in this section; the tables referenced here are found in 
section 4.5 under the heading “Detailed Tables 1A – 4C ” 39. The study looked at CPS-census 
classification comparisons from two perspectives: (1) for matched cases in general; and, (2) for 
subsets of matched cases, selected in ways to control for various effects that confound the 
interpretation of the data as indicators of the capacity of the census to measure employment status. 
Tables 1A-C represent the first perspective on the matched results; the remaining tables, 2A-C, 
3A-C, and 4A-C, represent the second perspective. In these sets of tables, the A and B tables 
present percentage distributions, while the C table presents the summary measures of response 
errors corresponding to the data in the A and B tables. 

4.1 Employment Status by Age, Race and Hispanic Origin For All People 

For all people in Census 2000, Tables 1A and 1B show percent distributions of Census 2000 
employment status by CPS employment status (in the first month of the February 2000-to- May 
2000 period that they were represented in the CPS), for selected age, race, and Hispanic origin 
groupings. The data in Table 1C present the summary measures of response error described above, 
for the three major employment-status categories (employed; unemployed; not in labor force); the 
measures correspond to the data in Tables 1A and 1B. 

An important factor complicating the use and interpretation of these tables, particularly the index 
data in Table 1C, is that, in both the census and the CPS, a person’s employment status is defined 
in relation to a particular calendar week, the reference period . This time dimension affects the 
comparability of CPS and census classifications. The census classification relates to the full 
calendar week (Sunday through Saturday) preceding the date that the person answered the census 
questionnaire.40 That week could have been at any time from March 2000 until August 2000 
(approximately 90 percent of the people in the census sample responded during March, April, and 
May). The CPS classification relates to the full calendar week that includes the 12th day of the first 
month between February and May 2000 when the person was enumerated.41 Hence, a person’s 
census reference week is not necessarily the same as that person’s CPS week; and, because a 

39 
The estimates in this report are based on responses from a sample of the population. As with all surveys, 

estimates may vary from actual values because of sampling variation or  other factors. All comparisons made in this 

report have undergone statistical testing and are significant at the 90-percent confidence interval unless otherwise 

noted. 

40 
In the case of the job search question, which is a decisive item for determining whether a person should be classified 

as unemployed, the reference period includes this week and the three prior ones. 

41 
As in the census, the reference period in the CPS for the job search questions includes this week and the three prior 

ones. Individuals are interviewed in each of four consecutive months by the CPS, so this period spans the range of weeks 
between interviews. 
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person’s relationship to the labor force, which is what employment status measures, can vary from 
week to week, a difference between a CPS and census classification may reflect a true change in 
that relationship between two different weeks. 

These considerations mean that some portion of the classification differences shown in Tables 
1A-C are likely to be valid, rather than reflections of errors.42 The index values in Table 1C 
presumably reflect a combination of response errors and real changes in employment status, 
meaning that the indices of inconsistency are probably overstated to the extent that they 
incorporate actual changes in employment status. The effect of actual changes on the index of 
inconsistency and the net difference rate cannot be exactly determined; hence, these measures 
must be interpreted cautiously.43 

Viewed with the above consideration in mind, the percentage distributions in Tables 1A and 1B 
reveal that, in general, the census did a good job of collecting data for the employed category and 
a reasonably good one for the not in labor force category, but a fairly poor job for the unemployed 
category . Table 1A, for example, shows that 92.9 percent of the people in the employed category 
in the Census were also employed in the CPS ( “on the diagonal” ), and 83.2 percent of the people 
in the not in labor force category were on the diagonal; for the unemployed category, only 33.2 
percent of the people in the census category were also unemployed in the CPS. This same 
statement can be made, with more or less precision, for each of the race/Hispanic origin, sex, age 
groups throughout Table 1A.44 

Table 1B shows that the census was successful, overall, about 90 percent of the time in placing 
CPS employed people in the census employment category, and about 86 percent of the time in 
making the corresponding placement to the not in labor force category, but only 40 percent of the 
time for making the correct placement to the unemployment category. The relationship among the 
three categories for people overall is repeated at varying average levels for the race/Hispanic 
origin, sex, age groups throughout Table 1B; for example, for people 16-19 years old, the on-
diagonal percentages for the employed and not in labor force categories, 79.7 percent  and 74.5 
percent , respectively, though both lower than the corresponding percentages given above for all 
people, were still much higher than the 29.6 percentage on the diagonal for the unemployed 
category. 

42 
Appendix F presents the results of some preliminary research that used the CPS-Census 2000 Match dataset to 

estimate the effects on the census labor force estimates of the variable nature of the reference period. 

43 
As explained in section 4.2 , the tables in that section use modeling techniques to associate a calendar week with 

each person’s census classification and thereby to control for reference-week effects, but the models are based on assumptions 
whose degree of validity is unknown, so the figures in those tables must be considered hypothetical estimates. 

44 
However, the not in labor force category shows much lower values in the 20-54 age groups, while employed was 

still relatively high. 
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As an upper limit of variability, the aggregate index of inconsistency in Table 1C for all people 
(25.7) indicates that employment status as measured in the census was moderately consistent with 
that measured in the CPS.45  The level of consistency did not differ appreciably between the sexes 
in general (aggregate index for men: 28.0; for women: 25.0) . Considerable differences in 
consistency, however, appear by age. The aggregate indices are at the high end of the moderate 
range for people under 25 (46.3 for people 16-19; 44.2 for people 20-24); generally decline by 
age to a level of 21.6 for people 55-64 and then rise to 29.0 for people 65 and over . The 
aggregate-index pattern by age for women is similar to the one for all people; but in the pattern for 
men, index values remain in the 45-55 range until they suddenly decline to 33.6 for men 45 to 54 
years old. The overall aggregate index also varied considerably by race and Hispanic origin: 20.4 
for the non-Hispanic White group; 38.6 for Blacks; and 44.1 for people of Hispanic origin. The 
same aggregate-index patterns by sex and age that mark the data for all persons, are generally 
evident within each of these race/Hispanic groups, with decreasing values in the 45-64 age 
groups. 

At the individual category level among the three major categories of the employment status 
variable, the employed and not in labor force categories had indices of inconsistency (22.6 () and 
23.4 , respectively) in the low part of the moderate range. The unemployed category, however, had 
a very high value of 65.7, indicating a high level of disagreement between the CPS and census 
measurements. This across-category pattern generally prevailed throughout the race/Hispanic, sex, 
and age groups in the table. Most noteworthy is that, with few minor exceptions, the index values 
for the unemployed category were in the high range (above 50), sometimes as large as 100.46 

For most people, unemployment is a more transitory state than being employed or not in the labor 
force, and the transition from unemployment to another status can occur on short notice.47 For this 
reason, some part of the shadow cast on the census data in the unemployment category by the 
figures in Tables 1A-C may reflect real changes in unemployment status rather than classification 
differences, more so than is likely true for  the data in the other two classifications. Nevertheless – 
and this is borne out by the analysis in sections 4.2 and 4.3 – the findings in Tables 1A-C most 
likely reflect a real problem in the census in collecting accurate unemployment data (or at least 
unemployment data that are consistent with those from the CPS). 

45 
As explained previously , for purposes of evaluating the adequacy of a data-collection system, at the category level, 

values for the aggregate index of inconsistency under 20 are considered low; those between 20 and 50, moderate; and those 
above 50, high. 

46 
Under the unrealistic assumption that the index is without error, an index value of 100 indicates complete 

inconsistency between the two measuring systems. For the data collected in the CPS and the census, it is assumed that the true 
value of any index is never greater than 100. Despite this assumption, a computed value of the index above 100 may occur as a 
result of sampling error. 

47
 The median length of a spell of unemployment for the total population was 1.8 months in the 1996 to 1999 period, 

as shown in the Census Bureau publication Dynamics of Economic Well-Being: Spells of Unemployment, 1996-1999  (P70-93), 
available at http://www.census.gov/hhes/www/laborfor . 
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Some historical perspective on the data in Table 1C is provided by Table E below, 
whichcompares the index measures for Census 2000 with those from the 1970 and 1960 censuses 
(no match was done for the 1990 or 1980 censuses):48 

Table E. Indices of Inconsistency for Employment Status for the United States : Census 
2000, 1970 Census, and 1960 Census 

1970 Census 1960 Census 

Index 
90-percent 
confidence 

interval 
Index 

90-percent 
confidence 

interval 

Census 2000 
Employment 
Status and 

Sex 

Total* 

Aggregate 
Index 

Employed 

Unemployed 

Not in Labor 
Force 

Male* 

Aggregate 
Index 

Employed 

Unemployed 

Not in Labor 
Force 

Female * 

Index 
90-percent 
confidence 

interval 

25.7 24.8 to 26.6  17.9 

22.6 21.7 to 23.5 15.5 

65.7 62.4 to 69.0 61.1 

23.4 22.5 to 24.3 16.0 

28.0 26.6 to 29.3 19.9 

25.3 23.8 to 26.7 17.2 

61.2 56.4 to 66.0 58.1 

16.7 16.5 to 17.0 

14.3 14.0 to 14.5 

56.1 54.5 to 57.7 

15.0 14.7 to 15.3 

20.9 20.4 to 21.4 

17.6 17.1 to 18.1 

49.3 47.4 to 51.2 

25.0 23.6 to 26.4 16.9 15.6 to 18.3 18.3 17.8 to 18.9 

17.1 to 18.7 

14.8 to 16.3 

56.6 to 66.0 

15.3 to 16.8 

18.6 to 21.3 

15.9 to 18.5 

52.3 to 64.6 

48 
The universes for the 1960 and 1970 data in the table were restricted to people enumerated as members of 

households; the 2000 data include people in non-institutional group quarters. The 1960 and 1970 indexes and confidence 
intervals are based on the data found in the 1960 and 1970 studies cited in footnote 1. 
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Aggregate 
Index 

25.0 23.9 to 26.1 20.3 19.2 to 21.4 20.2 19.8 to 20.7 

Employed 21.4 20.4 to 22.5 17.7 16.7 to 18.9 17.4 17.0 to 17.8 

Unemployed 70.7 65.9 to 75.4 65.0 58.1 to 72.7 68.4 65.5 to 71.4 

Not in Labor 23.2 22.1 to 24.4 19.1 18.0 to 20.3 19.1 18.7 to 19.5 
Force 

* Persons 14 years old and over for the 1960 and 1970 data; persons 16 years and over for the Census 2000 data. 

Source: For the Census 2000 data, Table 1C. For the 1970 Census data: U.S. Bureau of the Census, 1970 Census of 

Population and Housing, Evaluation and Research Program, Accuracy of Data for Selected Population 

Characteristics as Measured by the 1970 CPS-Census Match, Series PHC(E)-11, U.S. Government Printing Office, 

Washington, D.C., 1975. For the 1960  census data: U .S. Bureau of the Census, Evaluation and Research Program of 

the U.S. Censuses of Population and Housing, 1960: Accuracy of Data on Population Characteristics as Measured 

by the CPS-Census Match, Series WER60, No.5., U.S. Government Printing Office, Washington, D.C., 1964. 

The census employment questions in 2000 were somewhat similar to those used in 1970; 
however, the census questions in 1960 differed considerably from those in 1970 and 2000.49  The 
data in Table E reveal that the degree of inconsistency for employment status in general, as 
measured by the aggregate index, has increased from the low range in 1960 and 1970, to the low 
end of the moderate range in 2000. The same trend appears in the data for the employed and not in 
labor force categories. Significantly, although the index for the unemployed category in 2000 also 
increased from 1960 and 1970 levels, these previous levels themselves were already in the high 
range (see Figure 1). The historical comparisons starkly reveal that the census traditionally has 
displayed serious shortcomings as a means of measuring unemployment, and that refinements and 
major revisions to the questions over time have not remedied the problem. The census apparently 
has been able to collect data for the other two employment-status categories that are reasonably 
consistent with the CPS, but, even for them, the census moved into the moderately inconsistent 
range in 2000. 

49 
See the Introduction to: U.S. Bureau of the Census, Census of Population: 1970, SUBJECT REPORTS, Final 

Report PC(2)-6A, Employment Status and Work Experience, U.S. Government Printing Office, Washington, D.C. 20402, April 
1973. 
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Figure 1. Indexes of Inconsistency between CPS and Census Employment-Status Estimates: 
2000, 1970, 1960 

4.2 Employment Status For People With Comparable Reference Weeks 

As discussed above, reference-period effects compromise some of the value of the measures in 
tables 1A-C. This is especially true of their value as indicators of the capacity of the census 
instrument to collect quality employment-status data . To remove the effect of reference-period 
differences, it is necessary to restrict the CPS-census comparisons to people whose reference week 
is, ideally, the same – or almost the same – in both classifications. Unfortunately, the dataset used 
in this study does not identify the specific dates of a person’s census reference week ( this 
information was not collected in the census ). Nevertheless, the dataset does contain the date the 
person’s questionnaire was entered into the census processing system, or the “check-in” date. 
From a person’s check-in date, it is possible to estimate, or model, the dates of the person’s 
reference week, and in this way to associate a hypothetical reference week with each person’s 
census employment-status classification. The modeling procedure described in Appendix B was 
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used to restrict the data in Tables 2A-C to people whose hypothetical census reference week was 
in March 2000 and whose CPS reference week was also in March 2000 50. The data are shown for 
all such people only, and not by race, sex, or age. 

The modeling procedure is subject to errors because it is based on assumptions about the 
relationship between the check-in date and the reference week whose validity is unknown. For this 
reason, the data in Tables 2A-C are hypothetical. Even if they were not, they would still be subject 
to reference-period differences because the census reference weeks for the people in the tables, 
although being in March 2000, are not all likely to be in the week of March 12-18, which is the 
CPS reference week for March 2000. This complication, however, does not detract significantly 
from the usefulness of the data. (Appendix D reproduces tables 2A-C for people whose modeled 
census reference week is the week of March 12-18, 2000; it also reproduces these tables for all 
people whose modeled census reference week is in the same month as their CPS week, regardless 
of the month in question. In both cases, the values of the quality measures do not differ 
appreciably from those in Tables 2A-C.) 

As expected, Tables 2A-C show that the consistency between CPS and census results is improved 
when the comparisons are controlled for reference-week effects. This improvement is particularly 
seen in the unemployed category. The on-diagonal percentages in tables 2A and 2B are generally a 
few percentage points higher than their counterparts in tables 1A and 1B; for the unemployment 
category, they are about 14 and 18 percentage points higher. The aggregate index of inconsistency, 
and the indexes of inconsistency for the employed and not in labor force categories, are in the 
small (low) range in table 2C, down from the moderate range in table 1C; the index for the 
unemployed category moved slightly into the moderate range in table 2C (49.4) from the high 
range in table 1C (65.7). 

Although the quality measures for the unemployed category show improvement in levels, they are 
still at such levels to indicate that the quality of the data is problematic and the capacity of the 
census to collect high quality unemployment data is suspect. The improvements in CPS-census 
consistency for the category brought about by presumed reductions in reference-period effects is 
support for the theory that measurements of unemployment are particularly sensitive to timing 
because of the relatively transitory nature of joblessness. 

The census employed category consists of two sub-categories: employed, at work; and employed, 
not at work (for example, on vacation, ill, or on strike). The first subcategory is particularly 
important, because it is the major component in the definition of the universe for the place-of-
work and journey-to-work data from the census that are widely used in transportation-planning 

50 
An error in the modeling procedure identified the hypothetical reference week for a small number of 

people as being in March 2000 when it was actually in February 2000. This error could have an impact on any of the 

data in this report that use the hypothetical reference week, except for the data in Appendixes D and F, for which the 

error was corrected. The impact should be negligible, however, because of the small number of people involved; for 

example, the error affected fewer than one-half of one percent of the people in the universes for Tables 2A-C, 3A-C, 

and 4A-C. 
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studies. Tables 2A and B show that Census 2000 was over 90 percent successful in filtering 
people correctly into or out of the employed-at-work category: the on-diagonal percentage for the 
census-based distributions (Table 2A) was 93.5 percent ; that for the CPS-based distributions 
(Table 2B) was 92.0 percent (see Figure 2).51 Appendix G presents additional analyses of the 
Census 2000 employed-at-work and employed-not-at-work categories. 

Tables 2A and B (and Figure 2) also provide descriptive measures of the quality of the data in the 
two components of the unemployed category: on layoff; and looking-for-work (labeled as “other” 
under the “unemployed, total” banner).52  These categories are primarily useful in measuring total 
unemployment, rather than in themselves (see the definition of unemployed in Box 2), so the 
percentages located at their intersections with the “unemployed, total” category are more 
significant than their strictly on-diagonal percentages. The data show that Census 2000 was 
moderately successful in funneling people with these characteristics into the unemployment 
category. According to Table 2A,  48.8 percent and 46.6 percent in the census on-layoff and 
looking-for-work categories, respectively, were unemployed in the CPS. Table 2B reveals that 
65.7 percent of people in the CPS on-layoff category and 57.2 percent  of the people in the CPS 
looking-for-work category were made unemployed in the census. 53 

51 
The calculation of the summary measures (indexes of inconsistency and the net difference rate) for this category 

may be undertaken in future research. 

52
 The figures in the “unemployed, layoff”, and “unemployed, other”columns in the tables of this report are derived 

from models. The census does not publish official figures for these categories. 

53 
This obvious failure to perform the filtering out function well for these categories may be the cause of the finding 

that Census 2000 counted a significantly higher number of unemployed people than the CPS for March or April 2000. 
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Figure 2. Percentage of cases with same employment status classification in CPS and 
Census 2000 (with modeled census reference week in March 2000) 

Except for being on layoff from a job, a person can be classified as unemployed, according to the 
official definition, only if the person conducted an active search for a job (see Box 2). One often-
proposed theory to explain why, in both the 1990 and 2000 censuses, the census over-estimated 
both the number of unemployed people and the unemployment rate relative to the CPS, is that, 
unlike the CPS, the census is not able to screen out of the unemployment category people who use 
only “passive” methods to look for work. This theory is supported by the data in Table 2A that 
show that under half (44.4 percent) of the people who looked for work in the census (and for this 
reason were classified as unemployed) also looked for work in the CPS (for further analysis of this 
issue, see Appendix G). 

4.3 Employment Status For People With Comparable Reference Weeks 
Whose CPS and Census Employment Status Categories Were Not Imputed 

With respect to their patterns of responses to the census employment questions, people are 
classified by employment status in the census in one of three ways: 

(1) “Fully-reported” people are those who fully and consistently answer all the census 
employment questions relevant to their labor-market-related labor-market-related activities 
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or situation. They are classified outright to the first category in the census hierarchy (see

Box 2) whose criteria they meet ; 

(2) “Assigned “ people provide only a minimum amount of useable information. They are

placed in the first category of the hierarchy whose criteria they would most likely meet (in

the judgment of the authors of the classification system), if complete information were

available for them; and 

(3) “Imputed” people are those who either provide no information at all, or provide less

than a necessary amount of useable information, and so they are imputed a value through a

hot-deck imputation (statistical-match) procedure.


Including the imputed people and the assigned people in the measures of response error in Tables 
2A-C detracts from their value as indicators of the capacity of the census questions to collect 
accurate data, for these people were not necessarily even exposed to the questions.54  To minimize 
distortions from this source, Tables 3A-C present data for the subset of the people in Tables 2A-C 
whose employment status value was not imputed in the census nor in the CPS, although their 
census value may have been assigned . Tables 4A-C refine the data even more by restricting them 
to fully reported people only (that is, people who were neither imputed nor assigned a census 
value, and whose CPS value was not imputed). 

The data in Tables 3A-C are very similar to those in their 2A-C counterparts. They do reveal 
increases in CPS-census consistency, but the differences from Tables 2A-B are mostly marginal, 
except in the unemployment category. The index of inconsistency measures in Table 3C improve 
somewhat over those in Table 2C for all the categories, but the index for the unemployment 
category, at 43.1, remains near the extreme end of the moderate range (see Figure 3 ). 

The “fully reported” people represented in Tables 4A-C provided, at least in theory, the highest 
quality responses to the employment questions in Census 2000 census 2000, so the data should 
exhibit the greatest degree of CPS-census consistency. If these data suggest that there are 
problems with collecting data for an item in the census, or for a category of an item, either 
because of flaws in the questions themselves or because of how and when they are used, then the 
case for the existence of such problems (although the converse is not necessarily true) would be 
considerably strengthened. The percentage and summary measures in Tables 4A-C generally do 
show a high level of CPS-census agreement, except, again, for the unemployment category. In 

Table 4C the indexes of inconsistency are lower than those for any of the universes in the prior 
summary-measure tables, but the index is still in the high end of the moderate range (40.9) for the 
unemployed category (see Figure 3 ). 

Tables 3A-C and 4A-C indirectly shed some light upon the soundness of the census procedures to 
impute or assign values. The fact that Tables 3A-C, which are restricted to not-imputed people, 

54 
This assertion assumes that people who did not respond to the questions, or who did not respond fully and 

consistently, failed to do so because they chose not to respond to the questions, and not because of factors related to the 
questions themselves or the context of their use. 
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are only marginally different from Tables 2A-C, is some indication that the census imputation 
procedures are likely performing reasonably well in correctly classifying people. That Tables 4A-
C represent only marginal improvements over Tables 3A-C can be interpreted as indicating that 
the census value-assignment procedures are also performing adequately. The discussion and tables 
in Appendix E take a more direct approach in using the 2000 CPS-Census match classifications to 
judge the soundness of census imputation and assignment procedures. 

Figure 3. Indexes of Inconsistency for Census 2000 Employment Status Categories ( with 
modeled census reference week in March 2000) 
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4.4 Using the CPS-Census Match to Explain Differences between Published Estimates from 
Census 2000 and Official CPS Estimates 

The data in Table F show that, relative to the official CPS employment-status estimates for 
March, April, and May 2000 at the national level, Census 2000 underestimated the number of 
employed people, and overestimated the number of unemployed people and people not in the 
labor force: 

Table F. Comparison of Published Estimates of Employment Status Between Census 2000

and the Current Population Survey for March, April, and May 2000 

(Civilian noninstitutional population. 
 s in thou

April 2000 
CPS 

May 2000 
CPS 

Number sands) 

Employment 
Status Category 

Population 16 
Years and Over 

Civilian Labor 
Force 

Employed 

Unemployed 

Not in labor force 

Census 2000 

212,034 

137,669 

129,722 

7,947 

74,365 

March 2000 
CPS 

211,772 

142,123 

136, 054 

6,069 

69,649 

212,018 212,242 

142,138 142,145 

136,927 136,685 

5,212 5,460 

69,879 70,097 

At a general level, the data in the detailed tables of this report suggest some of the factors 
responsible for these CPS-census gaps: 
a) The differences between the census and the CPS reference periods are a factor in the gaps, 
though probably not a primary one. The measures in Tables 2A-C, which attempt to remove the 
effects of reference-period differences, are similar to those in Tables 1A-C. 
b) The underestimate of employment and the overestimate of people not in the labor force are 
likely related to the failure of the census classification system to filter more employed people out 
of the not in labor force category and into the employed category. This failure may be related to 
the change in wording between the 1990 and 2000 census in the “work last week”question, which 
is the key question in the decision to classify a person to the employed category.55 Table 1A shows 

55 
In 1990, this question asked: “Did this person work at all last week?” In 2000, the question asked: “Last week, did 

this person do any work for either pay or profit?” Perhaps the “pay or profit” addition caused many employed people, who had 
jobs that were too marginal or irregular to characterize as “pay or profit “ jobs, or people who worked for, but did not actually 
receive pay or profit in the reference week, to answer “no” to the question in 2000 . The word “profit” may also have confused 
people who responded to it, to the exclusion of the word “pay ,” or who worked for compensation that they may have considered 
neither pay nor profit, such as commissions, or who thought that profit had to be one of their compensation options. Even though 
the Census 2000 wording was identical (deliberately) to its CPS counterpart, the method of CPS data collection would have 
allowed the question to be clarified in a way that was not possible, for the most part, in the census . 
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that nearly 15 percent of the people in the Census 2000 not in labor force category were in the 
CPS employed category; Table 1B shows that nearly 8 percent of employed people in the CPS 
were put into the not in labor force category in the census. The corresponding figures in Tables 2A 
and 2B, which are controlled for reference period differences, are 11 percent and 7 percent, 
respectively. 
c) Census 2000 may not have been equal to the task of collecting accurate unemployment data. It 
especially failed to keep employed people and people not in labor force out of the unemployment 
category (the census unemployment category is made up of about equal percentages of these latter 
kinds of people). It did a slightly better job of funneling unemployed people into the unemployed 
category. That it was better at funneling-in than in screening-out probably at least partly explains 
why Census 2000 overestimated unemployment relative to the CPS. 

4.5 Detailed Tables 1A – 4C 

The following is a list of the tables presented in this section: 
Table 1A.	 Census-Based Percentage Distributions--Employment Status of the Civilian 

Noninstitutional Population 16 years and over in the Combined-month CPS-
Census 2000 Match by Race, Hispanic Origin, Sex, and Age for the United States 
Total: 2000 

Table 1B.	 CPS-Based Percentage Distributions--Employment Status of the Civilian 
Noninstitutional Population 16 years and over in the Combined-month CPS-
Census 2000 Match by Race, Hispanic Origin, Sex, and Age, for the United States 
Total: 2000 

Table 1C.	 Summary Response Measures--Employment Status of the Civilian Noninstitutional 
Population 16 years and over in the Combined-month CPS-Census 2000 Match by 
Race, Hispanic Origin, Sex, and Age, for the United States Total:2000 

Table 2A.	 Census-Based Percentage Distributions--Employment Status of the Civilian 
Noninstitutional Population 16 years and over in the Combined-month CPS-
Census 2000 Match With Reference Week in March 2000, for the United States 
Total: 2000 

Table 2B. CPS-Based Percentage Distributions–Employment Status of the Civilian 
Noninstitutional Population 16 years and over in the Combined-month CPS-
Census 2000 Match With Reference Week in March 2000, for the United States 
Total: 2000 

Table 2C. Summary Response Measures–Employment Status of the Civilian Noninstitutional 
population 16 years and over in the Combined-month CPS-Census 2000 Match 
With reference Week in March 2000, for the United States Total: 2000 

Table 3A.	 Census-Based Percentage Distributions–Employment Status of the Civilian 
Noninstitutional Population 16 years and over in the Combined-month CPS-
Census 2000 Match With Reference Week in March 2000 and Employment Status 
Not Imputed for the United States Total: 2000 

Table 3B.	 CPS-Based Percentage Distributions–Employment Status of the Civilian 
Noninstitutional Population 16 years and over in the Combined-month CPS-
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Census 2000 Match With Reference Week in March 2000 and Employment Status 
Not Imputed, for the United States Total: 2000 

Table 3C.	 Summary Response Measures–Employment Status of the Civilian Noninstitutional 
Population 16 years and over in the Combined-month CPS-Census 2000 Match 
With reference Week in March 2000 and Employment Status Not Imputed, for the 
United States Total: 2000 

Table 4A. Census-Based Percentage Distributions–Employment Status of the Civilian 
Noninstitutional Population 16 years and over in the Combined-month CPS-
Census 2000 Match, With Reference Week in March 2000 and Employment Status 
Fully Reported, for the United States Total: 2000 

Table 4B. CPS-Based percentage Distributions–Employment Status of the Civilian 
Noninstitutional Population 16 years and over in the Combined-month CPS-
Census 2000 Match, With Reference Week in March 2000 and Employment Status 
Fully Reported, for the United States Total: 2000 

Table 4C.	 Summary Response Measures–Employment Status of the Civilian Noninstitutional 
Population 16 years and over in the Combined-month CPS-Census 2000 Match, 
With Reference Week in March 2000 and Employment Status Fully Reported, for 
the United States Total: 2000 

(Insert Tables 1A to 4C here) 
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5. CONCLUSIONS/RECOMMENDATIONS 

This study examined micro-level comparisons of the Census 2000 and CPS employment-status 
classifications of the same individual for the people in the Combined-month CPS-Census 2000 
Match. In each survey, the employment classification of a person represented the outcome of the 
observation of an event, which was the relationship of the person to the labor force at a given 
period of time. The unit of analysis for this study was a comparison of these dual outcomes. 

An individual’s Census 2000 classification may differ from the same individual’s CPS 
classification because of collection or processing errors in either or both surveys. A particular 
goal of this study was to obtain insights concerning the source, nature, and prevalence of such 
errors in the Census 2000 classifications. 

The analysis assumed that the CPS was more likely than the census to make an accurate 
classification by employment status, given that the two surveys were observing the same event. 
This assumption permitted the analysis to provide measures of census bias. A major limitation on 
the interpretation of the results, however, was the inability to vouch for this assumption in any 
particular case because of possible differences in the time-reference periods of the observed 
events. Efforts were made to control the confounding effects of this problem by modeling the 
reference period of the census observations. 

The analysis evaluated census–CPS consistency using percentage measures and two response 
error measures, the net difference rate and the index of inconsistency. The index of inconsistency 
is especially useful for evaluating the suitability of the census as an instrument for classifying 
people to particular employment-status categories. 

The study showed that the census and the CPS are reasonably consistent in classifying people to 
the employed and not in labor force categories, but they exhibit considerable variability in 
classifying people to the unemployed category. The previous studies of census-CPS employment 
classifications, which were done for the 1970 and 1960 censuses, revealed similar patterns, but, 
for Census 2000, the consistency for all three categories slipped somewhat from the 1970 levels, 
in spite of efforts, particularly after the 1990 census, to make the census employment questions 
conform more closely with the CPS questions. 

As was true in the 1970 and 1960 studies, the index of inconsistency measurements for 2000 for 
the unemployed category were high enough to suggest that major improvements are required in 
the method used to collect the data, or that the concept itself may not be measurable in a census 
context (or, more generally, outside of a CPS context). The short-lived nature of many spells of 
unemployment may be a factor, however, in exaggerating CPS-census inconsistencies. The 
analysis suggested that a serious deficiency of the census – one that fosters an over-counting of 
unemployed people – is its inability to distinguish between active and passive methods of 
searching for a job. The results of this study for the employed and not in labor force categories 
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indicated that, although the census is able to measure these concepts reasonably well, 
improvements are needed in the methods used to collect them. 

This study also made an effort to relate the general findings above to possible shortcomings of 
particular Census 2000 questions. This effort led to the following insights: 

– After the 1990 census, the census employment questions were redesigned to make them more 
like the CPS questions. The results of this study suggest that these changes may not have had the 
desired effect. Of course, they could have worked very well indeed, and prevented other factors 
from making the employment data even worse, but whether this happened is unknown. 

– There was a tendency for employed people in the CPS to be classified as not in labor force in 
Census 2000. This tendency may be related to shortcomings in the work last week and temporary 
absence questions: 

1. Work Last Week question 

The work last week question may have a problem in separating people who have jobs or business 
from those who do not. For some unknown reason, it appears that respondents -- or their proxies-
too often answer “no” to this question when they have performed what is commonly considered to 
be economic kinds of work. This mistake usually caused Census 2000 to classify a genuinely 
employed person as not in the labor force. The problem may be related to confusion about the 
phrase “either pay or profit”, and to misunderstandings concerning contingent, temporary, 
marginal, or irregular work, self-employment, and unpaid work in a family business or farm. 

The study also revealed that the work last week could do a better job of separating employed 
people into those who were at work and those who were temporarily absent from jobs. This is an 
important distinction for the journey to work data, which are heavily used to do transportation 
studies. The problem is that people who are temporarily absent tend to misreport in the work last 
week question that they were at work. 

2. Temporary Absence from Work question 
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People who have jobs from which they are temporarily absent (on vacation or maternity leave, for 
example) should be classified as employed. The temporary absence question, however, did not 
explicitly mention family leave, and this omission may have caused many people on such leave to 
be incorrectly classified as not in the labor force in the census. 

– Census 2000 used five questions to classify people as unemployed. The evaluation suggested 
that there may be some problems with at least two of them: 

1. Looking for Work question 

The looking for work question may be a chief culprit. Its problem is that it fails to distinguish 
between active and passive methods searching for work. Only people who are actively looking for 
work — doing things that in and of themselves could lead to job offers, such as visiting employers 
– should legitimately answer “yes” to the looking for work question, and thus be legitimately

classified as unemployed. The question, however, lends itself to misreporting by people who use

passive job-search methods only – looking at want ads at the kitchen table, for instance – and they

end up being misclassified a unemployed when they are really not in the labor force. For the same

reason, the looking for work question may also have a tendency to cause misreporting by so-called

discouraged workers – people who have given up looking for work because they believe no jobs

are available. Again, such misreporting leads to incorrect classification to the unemployed

category.


2. Work Last Week Question

The work last week question, already discussed in terms of the employed category, may also have

had a significant role in Census 2000 unemployed misclassifications. People who were working

at temporary jobs while they were on temporary layoff or looking for permanent jobs may have

had a tendency to report “no” to the work last week question, and thereby to be misclassified as

unemployed in Census 2000. 


Several appendixes in this report present the results of attempts to use the CPS-Census 2000 
Match to examine the quality of the census edit and imputation system and to explain some of the 
macro level differences between Census 2000 and the CPS described in Census 2000 Auxiliary 
Evaluation B.8. Briefly, these additional studies suggest that: 
– the Census 2000 edit and imputation system for employment status performed reasonably well– 
probably as well as can be expected, though more research is needed on this subject; 
– several hypothesized factors – such as the shortcomings in the census questions discussed 
above and differences in census and CPS reference periods – may have had a part in creating the 
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wide CPS–Census 2000 gaps in aggregate estimates of employment and unemployment, but even 
collectively, their likely effects explain only a part of the gaps. 

The above conclusions lead to several recommendations: 

– The results of this study should be useful in improving the quality of employment status data

collected in future demographic surveys and censuses, particularly in the new American

Community Survey (ACS), which uses the same employment questions as those used in Census

2000. Preliminary comparisons of aggregate-level ACS labor force estimates with CPS estimates

reveal that the ACS has many of the same shortcomings relative to the CPS as Census 2000 does.

The results of this Census 2000 evaluation should have considerable applicability to the ACS. In

particular, it is likely that the suggested problems with the Census 2000 questions discussed above

will also be detrimental to the collection of accurate labor force data in the ACS. Substantial

research should be devoted to revising the ACS questions by addressing these issues, though it

should not be limited to them.

– Research aimed at improving the accuracy of the ACS employment data through questionnaire

improvements must include a large component of cognitive/behavioral research to develop new

questions or approaches prior to pre-testing them. This evaluation suggests that the effects of

shortcomings in the employment-status questions may be too subtle to detect in pre-tests alone. 

– The ACS will have the opportunity to collect labor force data through respondent-enumerator

interactions, primarily via computer-assisted instruments, to a much greater extent than was true

in Census 2000. The kinds of flaws in the Census 2000 employment-status questions, and by

implication in those same questions in the ACS, suggested by this evaluation, may be especially

amenable to amelioration or even elimination through the use of such methods. Hence, special

attention should be devoted to the development of the enumerator versions of the employment-

status questions in the ACS. In this effort, however, consideration must be given to how

differences in the effectiveness of various collection modes may differentially impact the quality

of the data for various segments of the population.

– Attempts to revise the ACS employment status questions should proceed by evolutionary or

incremental means. The evaluation results suggests that the existing questions, in spite of their

likely flaws, likely have many virtues as well. 

– Efforts should be made to measure the amount of bias and response variability in the ACS

employment status data. It is especially important to make users aware of the potentially serious

consequences of response variability on the accuracy of cross-tabulations of employment status 

data by other characteristics. 

– Suggestions for future research:

(a) Use multivariate analytical methods to examine some topics further (such as differences in

error tendencies among demographic groups, and the effect f complex skip patterns): This study

suggested that many factors are involved in census–CPS classification differences. Multivariate

analytical techniques have the benefit of describing the relative influence of separate factors in

multi-factor relationships. The match identified rich areas for the application of such techniques.

Using them, for example, to look at the correlation between an individual’s demographic

characteristics and the likelihood of being misclassified in a particular way, may help to detect or


48




pinpoint shortcomings of the questions or other aspects of the collection or processing of the labor

force data. 

(b) Study collection-mode effects (paper/enumerator):  One topic briefly examined in this study –

and which is a potentially rewarding subject for further research – is the relationship between the

mode of collection in the census – whether the data were self-reported or collected in the

nonresponse followup by enumerators – and the amount of bias and levels of inconsistency in the

data. 

(c) Use the datasets of the CPS-Census 2000 Match to study other topics: The Match file is a rich

resource for assessing the accuracy of the employment-status data in Census 2000, but this use

merely scratches the surface of its potential. The two match datasets – the combined-month

dataset used in this study, and its March counterpart – could be used to examine many other items

collected in Census 2000 (and that continue to be collected in the ACS), and to evaluate the

accuracy of CPS data.
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Appendix A. Major Conceptual and Methodological Differences between the 
CPS and the Census 

1. Differences Supporting the Presumption of Superior CPS Accuracy 

(Note: The following discussion was adapted from the paper prepared by Sharon Brown and Paul 
Flaim, U.S. Bureau of Labor Statistics, as part of LAUS Technical Memorandum No. S-93-1, 
November 18, 1992.) 

There are significant procedural and conceptual differences between the census and the CPS, an 
analysis of which leads to the conclusion that the CPS data are more accurate and 
reliable, at both the national and state levels, than those collected through the census. 

1) Interviewer-controlled environment versus self-enumeration:

All data from the CPS are gathered by trained field interviewers through personal visits and

telephone interviews. For the most part, decennial census data, which were once also collected by

interviewers--100 percent in 1950--are now largely self-reported; that is, by themselves,

individuals fill out a simplified questionnaire mailed to them56. For these kinds of  respondents,

there are generally no interviewers to clarify survey questions and probe for more accurate and

detailed responses, as is the case in the CPS.


2) Specific versus general survey instruments:

The CPS currently uses 13 specific, detailed questions to determine an individual’s employment

status. In the census, the questions are fewer—only six. The enhanced specificity in the CPS is

designed to avoid mis-classifications; the relative lack of specificity in the census undoubtedly

results in some mis-classifications. For this reason, too, the CPS does a better job of ferreting out

marginal work activity than the census. For example, laid-off people who worked at a temporary,

perhaps part-time, job in the reference week might totally discount such work and classify

themselves in the census as "on layoff" and thus be counted as unemployed. In the CPS, more

detailed and probing questions are more likely to prompt respondents to mention the temporary or

part-time jobs, in which case they would be officially classified as employed. Indeed, once people

report having a job to CPS interviewers, they cannot be asked questions about layoff status or job

seeking, whereas in the census such choices could easily be made. Moreover, it is also possible

that people classified as discouraged workers in the CPS--and thus outside the labor force--would

have reported themselves as unemployed in the census.


3) Intensive versus limited quality control of data collection:

CPS data are subject to much more rigorous quality control standards than are the census data .

CPS interviewers are trained extensively before going out into the field, and proficiency checks

are conducted regularly. In addition, each month, a portion of the households in the


56 
In Census 2000, according to calculations performed for this study, the responses for roughly 70 percent 

of the people in the employment-status universe were collected in this way. 
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CPS sample are re-interviewed, and the results are used to control and measure the quality of the 
data. In the census, the extent to which the quality of the data can be controlled or evaluated is 
much more limited. 

4) Definite versus variable reference period:

The CPS questions for determining current employment status relate to a specific reference week,

the week including the 12th of the month (or, in the case of job search, the 4 weeks preceding the

survey collection week); the census questions relate to the calendar week preceding the date

that the questionnaires were completed. In 2000, most of the questionnaires (approximately 96

percent) were completed between March and May, but some were not completed until August.57


Thus, the reference week for the Census 2000 varies from the first week in March to some week

in August. The census employment and unemployment may be biased relative to CPS estimates

for any given month in this period because they may somewhat reflect changes in the economy

over a longer period of time than a month.


For more information on the CPS, see Current Population Survey: Design and Methodology, 
Technical Paper ( TP63RV), available at http://www.bls.census.gov/cps/tp/tp63.htm . 

2. Instrument Differences 

The chart below compares the CPS battery of employment status questions with the Census 2000 
battery. The number in the note column refers to the note below the table that explains the reasons 
for any major differences between the CPS question and its corresponding Census 2000 
question(s). The CPS and census questions are both products of revisions to earlier questions 
made in the 1990s. The revised CPS questions were introduced in 1994 as part of the project to 
convert the CPS collection mode from a paper questionnaire to an automated, or computer-
assisted interviewing (CAI), instrument. The census questions were revised as part of the 
development and testing process for Census 2000 between 1995 and 1998, and were intended to 
conform as much as practicable with the revised set of CPS questions. The primary reasons for 
differences between the two batteries of questions is: (1) space and respondent-burden 
considerations limited the census to six questions; and (2) the difference in collection modes: 
paper for the census questions; computer-assistance for the CPS questions. 

57 
The reference week could have been as early as January for remote parts of Alaska. 
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Chart – Correspondence between CPS and Census 2000 Employment-Status Questions 
(Note: question numbers in the chart represent the order of the question within the battery of 
questions and are not equivalent to the numbering system used in the survey ) 

CPS Question Corresponding Census 2000 
Question 

Note 

1. Does anyone in the household have a 
business or a farm? 

No corresponding question 1 

2. LAST WEEK, did you do ANY work for 
(either) pay (or profit)? Parenthetical filled in if 
there is a business or farm in the household. If 1 
is “yes” and 2 is “no,” ask 3. If 1 is “no” and 2 
is “no,” ask 4. 

1. LAST WEEK, did you do 
ANY work for either pay or 
profit? If 

2 

3. LAST WEEK, did you do any unpaid work in 
the family business or farm? 
If 2 and 3 are both “no, ” ask 4. 

No directly corresponding 
question; the instruction for 
census question 1 above asked the 
respondent to answer “yes” to the 
question if the respondent “helped 
without pay in a family business 
of farm for 15 hours or more” 

1 

4. LAST WEEK, (in addition to the business,) 
did you have a job, either full or part time? 
Include any job from which you were 
temporarily absent. Parenthetical filled in if 
there is a business or farm in the household. If 4 
is “no,” ask 5. 

3. LAST WEEK, were you 
TEMPORARILY absent from a 
job or business? 
–Yes, on vacation, temporary 
illness, labor dispute, etc 
– No 

3 

5. LAST WEEK, were you on layoff from a 
job? If 5 is “yes,” ask 6. If 5 is “no,” ask 8. 

2. LAST WEEK, were you on 
layoff from a job? If s” , 
ask 4; otherwise, ask 3. 

4 

6. What was the main reason you were absent 
from work LAST WEEK? 
There are 14 answer categories including: on 
layoff; slack work; vacation/personal days, etc. 

No directly corresponding 
question; examples of reasons for 
temporary absences are associated 
with the “yes” answer box in 
question 3 

1 

1 is “no” , ask 2. 

2 is “ye
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7. Has your employer given you a date to return 
to work? If “no,” ask 8. 

4. (For people on layoff) Have 
you been informed that you will 
be recalled to work within the 
next 6 months OR been given a 
date to return to work? 

5 

8. Have you been given any indication that you 
will be recalled to work within the next 6 
months? If “no,” ask 9. 

4. (For people on layoff) Have 
you been informed that you will 
be recalled to work within the 
next 6 months OR been given a 
date to return to work? 

5 

9. Have you been doing anything to find work 
during the last 4 weeks? If “yes,” ask 10. 

5. Have you been looking for 
work during the last four weeks? 

6 

10. What are all of the things you have done to 
find work during the last 4 weeks? 

No corresponding question 1 

11.LAST WEEK, could you have started a job if 
one had been offered ? 
If “no,” ask 13. 

6. Could you have started a job 
last week if offered one, or 
returned to work if recalled? 
– Yes, could have gone to work 
– No, because of own temporary 
illness 
– No, because of all other reasons 
(in school, etc.) 

7 

12.Could you have returned to work LAST 
WEEK if you had been recalled? 

If “no,” ask 13. 

6. Could you have started a job 
last week if offered one, or 
returned to work if recalled? 
– Yes, could have gone to work 
– No, because of own temporary 
illness 
– No, because of all other reasons 
(in school, etc.) 

7 
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13. Why is that? 6. Could you have started a job 
last week if offered one, or 
returned to work if recalled? 
– Yes, could have gone to work 
– No, because of own temporary 
illness 
– No, because of all other reasons 
(in school, etc.) 

7 

Notes: 
1. This question was not included in Census 2000 because it had lower priority than competing 
items. 
2. The major difference is that the CPS, owing to its CAI capabilities, inserts “either” and “or 
profit” conditionally, whereas they are both fixtures in the paper-bound census question. 
3. The census question is a combination of CPS questions 4 and 6. 
4. The census question on layoff ( labeled as census question 2 in the chart) was asked before the 
census question on temporary absences from work (census question 3), but in the CPS the 
corresponding questions (CPS questions 5 and 4, respectively) were asked in the reverse order. 
The rationale for the divergence in ordering has to do with the perception, reinforced by 
experience, that many people on temporary layoff from a job still consider themselves to “have” 
that job. Thus, if the census had asked such people whether they were temporarily absent from a 
job (census question 3) before they were asked if they were on layoff from a job ( census question 
2), they might well have answered “yes” that they were temporarily absent, which would have 
increased their chances of being misclassified as employed. The only way to avoid the problem – 
other than the method that was actually used of asking the layoff question (census question 2) 
before the temporary absence question (census question 3)– would have been to ask all people 
who reported that they were temporarily absent to answer subsequent questions about layoff 
(census question 2) and about looking for work (census question 5).This approach was thought to 
impose an unacceptable response burden on the bulk of the temporarily absent people who were 
not on layoff, and for this reason it was rejected. The corresponding CPS approach avoids the 
problem by asking people who answer “yes” in the CPS temporary absence question (CPS 
question 4) to specify the main reason they were absent from work (CPS question 6). The census 
did not have the luxury of asking a corresponding additional question. 
5. To save space, CPS questions 7 and 8 were combined into the one census question 4. 
6. The phrase “doing anything to find work” in CPS question 9 was replaced by “looking for 
work” in the corresponding census question 5. The CPS used CPS question 10 as a followup for 
people who answered “yes” in CPS question 9. The categories of CPS question 10 enabled the 
CPS to ascertain whether the individual’s job search had been active or passive (only active 
searches qualify as a condition of unemployment). The census did not have room for a 
corresponding followup, yet it needed to convey the message that the respondent should answer 
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“yes” to census question 5 only if the respondent had used active methods to search for work. It 
was thought that, in the common parlance, the expression “looking for work” connoted the use of 
active search methods more forcibly than the rather flat and all-inclusive expression “anything to 
find work” that begged for a followup unavailable to the census. 
7. To save space, CPS questions 11, 12, and 13 were combined into the one census question 6. 

3. Bias in the CPS 

To contend that the CPS may be a more accurate source of labor force estimates than the census is 
not to imply that the CPS is error free. In fact, the Current Population Survey Technical Paper 
referenced above includes a comprehensive discussion of various kinds and sources of errors in 
the CPS (see Chapters 15 and 16). One kind of error, known as “month-in-sample-bias ” or 
“rotation-group bias,” may be especially relevant to the measures of the accuracy of the Census 
2000 data presented in this report. This kind of bias is exhibited, among other ways, by the finding 
that unemployment estimates are generally higher for persons in their first and fifth months in the 
CPS sample than in their other months (each monthly CPS sample is divided into eight 
representative subsamples or rotation groups; these groups are in the sample for 4 consecutive 
months, out for the following 8 months, back in for the next 4 months, then retired from the 
sample ). The effects of this kind of CPS bias on the data in this report are not known. 
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Appendix B. Modeling the Census Reference Week 

Two basic kinds of questionnaires were used in the Census 2000: mail-out/mail-back

questionnaires (mail forms), which were intended to be completed by respondents themselves;

and enumerator questionnaires, which were completed by census Field Representatives during

interviews with census respondents. After being completed, the forms were returned to the census

collection centers for processing. The date when a completed form first entered into the

processing system was captured as a piece of information, called the check-in date, that is

available for each person represented on the form, and thus, for each person on the CPS-Census

2000 Match dataset that forms the basis for the estimates in this report.


The reference period for the questions related to an individual’s census employment status is

intended to be the full calendar week, Sunday through Saturday, prior to the day when the

employment-status questions were answered by or for the individual58. The identity of this day and

of its concomitant reference week were not collected or captured in the census, so they cannot be

determined with certainty. Nevertheless, the check-in date for a person can be used to estimate, or

model, the reference week, by making a set of reasonable assumptions regarding the relationship

between the check-in date for a individual and that individual’s reference week. 


This study used the following set of assumptions to associate a modeled reference week with

each individual on the match dataset 59:


(1) For mail forms, it was assumed that: a) the completed form was mailed the day after it was

completed; b) there was a 3-day delay, on average, between the time the form was put into the

mailbox (M day) and the day that the form was given a check-in date (C day) at the census

collection center; and c) weekends and holidays had no effect upon the timing of any event related

to the value of the check-in date.

(2) For enumerator forms, it was assumed that: a) there was a 7-day delay, on average, between

the time the enumerator completed the form (F day) and the day that the form was given a check-

in date (C day); and (b) weekends and holidays had no effect upon the timing of any event related

to the value of the check-in date.


These assumptions led to the following conclusions:

(1) For mail forms: forms with check-in dates of Friday in week T to Thursday in week T+1 have

reference period of week T-1.


58
 The questions for many people are answered by someone else in the individual’s household – so-called 

“proxy” respondents. 

59 
For the remainder of this discussion, the term “mail forms” excludes forms used to enumerate the 

population in group quarters ( in Census 2000, the long forms used for the quarters population were: Form D-15B, 

the Individual Census Questionnaire; Form 20B, the Individual Census Report; Form D-21, The Military Census 

Report; and Form D-23, the Shipboard Census Report) ; the group-quarters forms are included in the term 

“enumerator forms.” 
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(2) For enumerator forms: forms with check-in dates of Monday in week T+1 to Sunday in Week 
T+2 have reference period of week T-1. 

These conclusions are reflected in the following table of correspondence between a person’s 
check-in date (expressed as MM/DD) and the beginning and ending dates of the modeled 
reference week (also expressed as MM/DD) for the person: 

Table B-1.1  Correspondence between census check-in dates and 
modeled reference weeks for mail-in forms 

Check-in Date Range 

period Week 

Number 

Start End 

02/20 02/26 

02/27 03/04 

03/05 03/11 

03/12 03/18 

03/19 03/25 

03/26 04/01 

04/02 04/08 

04/09 04/15 

04/16 04/22 

04/23 04/29 

04/30 05/06 

05/07 05/13 

05/14 05/20 

05/21 05/27 

05/28 06/03 

06/04 06/10 

06/11 06/17 

06/18 06/24 

06/25 07/01 

07/02 07/08 

07/09 07/15 

07/16 07/22 

07/23 07/29 

07/30 08/05 

08/06 08/12 

08/13 NA 

Reference-

Start End 

Start and End Dates of M odeled 

Reference Week for Employment Status 

NA 03/09 

03/10 03/16 

03/17 03/23 

03/24 03/30 

03/31 04/06 

04/07 04/13 

04/14 04/20 

04/21 04/27 

04/28 05/04 

05/05 05/11 

05/12 05/18 

05/19 05/25 

05/26 06/01 

06/02 06/08 

06/09 06/15 

06/16 06/22 

06/23 06/29 

06/30 07/06 

07/07 07/13 

07/14 07/20 

07/21 07/27 

07/28 08/03 

08/04 08/10 

08/11 08/17 

08/18 08/24 

08/25 NA 

NA– Any time prior to end of processing. 
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Table B-1.2  Correspondence between census check-in dates and 
modeled reference weeks for enumerator forms 

Start and End Dates of M odeled 

Reference Week for Employment Status 

Start End 

02/20 02/26 

02/27 03/04 

03/05 03/11 

03/12 03/18 

03/19 03/25 

03/26 04/01 

04/02 04/08 

04/09 04/15 

04/16 04/22 

04/23 04/29 

04/30 05/06 

05/07 05/13 

05/14 05/20 

05/21 05/27 

05/28 06/03 

06/04 06/10 

06/11 06/17 

06/18 06/24 

06/25 07/01 

07/02 07/08 

07/09 07/15 

07/16 07/22 

07/23 07/29 

07/30 08/05 

08/06 08/12 

08/13 08/19 

08/20 NA 

NA– Any time prior to end of processing. 

The following boxes display an excerpt from the computer program that applied the 
correspondences in the above table to each observation in the match dataset, and the definitions of 
the variables used in the program: 

Check-in Date Range 

Start End 

NA 03/12 

03/13 03/19 

03/20 03/26 

03/27 04/02 

04/03 04/09 

04/10 04/16 

04/17 04/23 

04/24 04/30 

05/01 05/07 

05/08 05/14 

05/15 05/21 

05/22 05/28 

05/29 06/04 

06/05 06/11 

06/12 06/18 

06/19 06/25 

06/26 07/02 

07/03 07/09 

07/10 07/16 

07/17 07/23 

07/24 07/30 

07/31 08/06 

08/07 08/13 

08/14 08/20 

08/21 08/27 

08/28 09/03 

09/04 NA 

Reference-

period Week 

Number 

NA 
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Box B-1 Excerpt from SAS ™ computer program that modeled the reference period 

if RFT in ( '02', '04') then CAPDATE = MAILD;

else if NRD not in ("0000", " ") then CAPDATE = NRD;

else if CID not in ("0000", " ") then CAPDATE = CID;

else CAPDATE= REPDATE;


if RFT in ('02','04') and CAPDATE gt "0000" then do;

if CAPDATE le "0309" then REFWEEK = 1 ;

else if CAPDATE le "0316" then REFWEEK = 2 ;

else if CAPDATE le "0323" then REFWEEK = 3 ;

.

.

.

else if CAPDATE le "0824" then REFWEEK = 25 ;

else if CAPDATE gt "0824" then REFWEEK = 26 ;

else REFWEEK = 27 ;

end;

else if CAPDATE gt "0000" then do;

if CAPDATE le "0319" then REFWEEK = 1 ;

else if CAPDATE le "0326" then REFWEEK = 2 ;

else if CAPDATE le "0402" then REFWEEK = 3 ;

.

.

.

else if CAPDATE le "0903" then REFWEEK = 25 ;

else if CAPDATE gt "0903" then REFWEEK = 26 ;

else REFWEEK = 27 ;

end ;


else if CAPDATE eq "0000" then REFWEEK = 0;

else REFWEEK= -1;


63




Box B-2 Definitions of variables (extracted from 2000 Decennial Census SCUF 
Documentation) used in modeling program 

RFT FORM TYPE : 

01 = D-1 (Short Form MR)

02 = D-2 (Long Form MR)

03 = D-1(UL) (Short Form MR)

04 = D-2(UL) (Long Form MR)

05 = D-1(E) (Short Form EQ)

06 = D-2(E) (Long Form EQ)

07 = D-10 (Be Counted)

08 = (not used)

09 = D-15A (ICQ, Short)

10 = D-15B (ICQ, Long)

11 = D-20A (ICR, Short

12 = D-20B (ICR, Long)

13 = (not used)

14 = D-21 (MCR)

15 = (not used)

16 = D-23 (SCR)

17 = D-1(E)SUPP (Enumerator Supplement, short)

18 = D-2(E)SUPP (Enumerator Supplement, long)

19 = D-1(E)(ccf) (Short EQ converted to continuation)

20 = D-2(E)(ccf) (Long EQ converted to continuation)

MAILD MAIL RETURN CHECK-IN MONTH AND DAY:

0000 = No Mail Return Check-in

0099 = Reverse Check-in 

(When it is determined during the data capture process that a form doesn’t contain enough data

to be considered checked-in, MAILD is set to 0099.) 

0101-1231= Check-in Day of 1st return

2000 = Checked-in in 2000 but we do not know the day it was actually checked-in.

NRD  NRFU CHECK-IN MONTH AND DAY (From OCS2000):

(May also be set from UUE or LE. If there is both a late mail return check-in and a NRFU

check-in, NRD will contain the NRFU  check-in month and day; however, the PSA will

determine which return is selected for the Census.) 

0000 = No NRFU Check-in

0101-1231= NRFU Check-in Month and Day

CID CIFU CHECK-IN MONTH AND DAY (From OCS2000):

0000 = No CIFU Check-in

0101-1231= CIFU Check-in Month and Day

REPDATE EARLIEST FORM PROCESSING DATE 


(from DCS2000 capture system)

blank = Date not captured

0101-1231= Earliest date (month and day)
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Appendix C. Base Data for Detailed Tables 

(Insert Appendix C Tables 1- 4 here) 

65




Appendix D. Counterparts to Detailed Tables 2A-C 

(Insert Appendix D Tables 1A-C, 2A-C here.) 
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Appendix E. On Using the CPS-Census 2000 Match to Evaluate the Performance of the 
Census 2000 Edit and Imputation Procedures for Employment Status 

Note: This appendix reports the results of experimental research. It has undergone a Census 
Bureau review more limited in scope than that given to the main body of this report and to official 
Census Bureau publications. This appendix is released to inform interested parties of ongoing 
research and to encourage discussion of work in progress. Any comparisons made in this 
appendix have not undergone statistical testing and may not be significant at the 90-percent 
confidence level. 

1. Background 

The CPS-census match classifications can be used to evaluate the soundness of the census 
procedures that assign or impute values. The tables in this section are intended to take advantage 
of this capability. For this purpose, two operational definitions of soundness are used: (1) overall 
soundness is defined as the capacity of a census procedure to classify a person to the same 
category of a variable as the CPS does, regardless of category; it is measured by the proportion of 
same classifications (those where the census and CPS classifications agree) made by a procedure 
out of all classifications for the variable made by the procedure; (2) within category soundness is 
defined as the capacity of a census procedure to classify people to the same given category of a 
variable as the CPS; it is measured by the proportion of same classifications made by a procedure 
to a given category out of all its classifications to that category. 

This appendix focuses on three census procedures: imputations in general; a special kind of 
imputation known as “MESRB” imputation; and census value-assignments in general. The first 
and third procedures were described in section 4.3 of the main body of this report. The following 
paragraph provides the background for the “MESRB” procedure: 

In Census 2000, two matrixes were used to impute a person’s employment status value. The first, 
called MESRA, was used when the person did not provide any useable information about whether 
they worked in the reference period. The donors to MESRA consisted of all people who had a 
fully reported or assigned employment-status value, regardless of the nature of the value. The 
nature of the donor pool meant that people imputed a value from MESRA could receive any one 
of the possible employment status values. The second matrix, MESRB, was used to impute values 
to people who indicated that they did not work in the census reference week, but who gave little or 
no other information. Donors to MESRB were restricted to people who reported that they too did 
not work last week. This restriction meant that MESRB could impute people only to the 
unemployed and not in labor force categories ( it was possible to be imputed to the “employed, 
with a job but not at work” category from MESRB, but the chances were slight) . 
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2. Census Imputations 

Table E-1A shows that, overall, the census imputation procedure was successful in making a 
correct classification nearly three-fourths of the time (72.1 percent of the classifications agreed 
with the CPS). 

Table E-1B presents the data for the “within-category” measures of soundness. They show that the 
imputation procedures had a success rate of  79.2 percent for the not in labor force category and 
69.4 percent for the employed category, but only 1.1 percent for the unemployed category . 

(Insert Appendix E Tables 1A and 1B here.) 

3. MESRB Imputations 

Table E-2A shows that, overall, the census imputation procedure using matrix MESRB was 
successful in making a correct classification nearly 80 percent of the time ( 77.7 percent of its 
classifications agreed with the CPS). 

Table E-2B shows that, for the “within-category” measures of soundness, the MESRB procedure 
had a success rate of 86.7 percent for the not in labor force category . 

(Insert Appendix E Tables 2A and 2B here.) 

4. Assignments 

Table E-3A shows that, overall, the census value-assignment was successful in making a correct 
classification nearly 85 percent of the time ( 84.9 percent of its classifications agreed with the 
CPS). 

Table E-3B shows that, for the “within-category” measures of soundness, the assignment 
procedure succeeded 85.6 percent of the time for the not in labor force category, and 59.5 percent 
of the time for the unemployed category. 

(Insert Appendix E Tables 3A and 3B here.) 
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Appendix F. On Using the CPS-Census 2000 Match to Quantify the Reference Period Effect 
on Comparisons of Census 2000 and CPS Estimates 

Note: This appendix reports the results of experimental research. It has undergone a Census 
Bureau review more limited in scope than that given to the main body of this report and to official 
Census Bureau publications. This appendix is released to inform interested parties of ongoing 
research and to encourage discussion of work in progress. Any comparisons made in this 
appendix have not undergone statistical testing and may not be significant at the 90-percent 
confidence level. 

The reference period of an estimate is the span of time during which the events associated with 
the estimate were observed; it is analogous to the exposure period in photography. A reference 
period has the following properties: a duration (for example:1 day; 7 successive days; 30 total 
days); a framework (for example: a full calendar week; a calendar month; the first quarter of a 
particular year); and a calendar orientation or timing (for example: the full calendar week 
containing the 12th day of a particular month; the full calendar week prior to some date or action; 
the week of March 19, 2000 through March 25, 2000). 

The duration and framework of the reference period of the Census 2000 labor force concept were 
the same for all of the observed events: that is, the seven successive days of a full calendar week, 
from Sunday through Saturday. The timing, however, is marked by considerable indistinctness, 
related to fact that the labor force estimates are aggregates of individual observations, and, for 
operational reasons, the reference period for any particular observation is not necessarily the same 
as that for any other observation. 

The Census 2000 labor force questions asked each individual to describe events that occurred in 
the calendar week prior to when the individual filled out the Census 2000 form. People filled out 
the forms in a variety of weeks, so the timing of the description for any individual can vary over 
the approximately 25 full calendar weeks in the Census 2000 data-collection period 60. This 
variation means that the aggregates of the individual observations (that is, the published labor 
force estimates) are associated with a range of calendar weeks, rather than with a particular 
calendar week as in the CPS, where all observations are connected to the same week. Hence, at 
the aggregate level, the Census 2000 reference period is a fuzzy concept, possessing the nature of 
a composite; it is perhaps best expressed by the phrase “at the time of Census 2000” (and left at 
that). 

Since people can change their relationship to the work force – which is what the Census 2000 and 
CPS labor force concepts measure – from one week to the next, the timing of the Census 2000 
and CPS reference periods is a factor in the sizes of their respective labor force estimates. In an 
attempt to quantify the contribution of this factor to the Census 2000 estimates, the procedure 

60
 Because of misunderstandings by respondents, it may also vary according to when the respondent 

considers “last week” to have begun. 
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described in this appendix defined a quantity called the “Reference-Period Effect” (RPE). The 
RPE for a given Census 2000 labor force estimate is the difference between the actual estimate 
and what the estimate would have been if the reference period for each person represented in the 
estimate had occurred in the same calendar month 61, called the focus month. The procedure 
attempted to estimate the RPE for each of the national-level estimates of the labor force categories 
using the records of the CPS – Census 2000 Match file (CCM). Two sets of estimates were 
made, one using March 2000 as the focus month, and the other using April 2000. 

The estimates of the RPEs are based on the following assumptions: 
1. the subset of people in the CCM whose reference period for the CPS employment-status 
variable was in the focus month are representative of the corresponding general population; 
2. the true reference week for the Census 2000 employment-status variable for each of these 
people is the one predicted by the modeling methods described in Appendix B; 
3. the true employment status in the focus month of those people whose modeled Census 2000 
reference week was not in the focus month, was the employment status recorded for them in the 
CPS for the focus month; 
4. if the Census 2000 reference period for people in assumption 3 had been in the focus month, 
then their employment status category in the Census 2000 would have been the same as their CPS 
category for that month. 

The procedure to make the estimates, in essence, created a simulated Census 2000 employment-

status distribution for the focus month, by (1) accepting the actual Census 2000 value62 of people

whose modeled Census 2000 reference period was in that month, and (2) replacing the actual

Census 2000 value with the CPS value for the focus month, for people whose modeled Census

2000 reference period was not in that month. The result was a new distribution consisting entirely

of either actual or simulated values whose modeled Census 2000 reference period was in the focus

month. This new distribution was then compared with the published Census 2000 distribution,

which consisted entirely of actual values (whose respective reference periods were not necessarily

in the focus month). The difference between the published estimate for a category and the

corresponding estimate in the new distribution was the RPE for that category. 


The following paragraphs describe the steps in the procedure, using March 2000 as the focus

month. The description is followed by Tables F-1 and F-2 that show the results from the

procedure for the March 2000 and April 2000 focus months, respectively. A brief discussion of

the results follows the tables.

Procedure:


61
 It would have been preferable to have used the condition that the reference period for all people was the 

same calendar week  (in particular, the CPS reference week), but this level of precision was beyond the capacity of 

the methodology. 

62 
That is, the value they actually received in the census and that is reflected in published census figures. 
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Step 1. Tabulate the weighted Census 2000 employment-status (ESR 63) distribution for all people

in the CCM who have a March CPS record 64 and whose Census 2000 age and CPS age are both

greater than 15 years. Label the quantity in a given ESR category of this distribution: Observed

Census 2000 March ESR quantity. 

Step 2. Create a cross-tabulation of Census 2000 ESR by CPS March ESR for people whose

modeled Census 2000 reference period is not in March and whose Census 2000 ESR is not the

same as their CPS March ESR, and whose Census 2000 age and CPS age are both greater than 15. 


CPS March ESR 

Step 3. Using the ab  following table: 

Census 2000 ESR 

ove cross tabulation, create the

Employed Unemployed Not in Labor 
Force 

Total 

Employed Not Applicable a1 a2 a1 + a2 = 

Unemployed b1 Not Applicable b2 b1 + b2 = 

Not in Labor 
Force 

c1 c2 Not Applicable c1 + c2 = 

Total b1 + c1 = d a1 + c2 = e a2 + b2 = d+e+f = a+b+c 

a 

b 

c 

f 

Step 4.  To each of the employment categories in the distribution developed in Step 1, add the

quantity in the “Census 2000 ESR, Total” column of the corresponding row of the category, and

subtract the quantity in the “March CPS ESR, Total” row of the corresponding column of the

category ( for example, to the employed category of the step 1 distribution, add quantity a and

subtract quantity d ). Label the quantity in a given ESR category of the new distribution developed

by this procedure: CPS-Modeled Census 2000 March ESR quantity, or Modeled Census 2000

March ESR quantity, for short. 

Step 5. For each ESR category, express the Modeled Census 2000 March ESR quantity as a ratio

of the Observed Census 2000 March ESR quantity. Label these ratios Adjustment Coefficients.

Step 6. Multiply each published Census 2000 ESR quantity by its corresponding adjustment

coefficient from Step 4. Label the ESR distribution formed by these quantities Adjusted

Published (AP) Distribution .

Step 7. Subtract the quantities in the AP Distribution from the corresponding categories of the

published Census 2000 distribution for the civilian noninstitutional population 16 years and over. 


63
 The employment status variable in the census and the CPS is commonly labeled “ESR,” the acronym for 

Employment Status Recode, since it represents a recode of the values from other variables. 

64 
Not all the people on the CCM  have a record for the March CPS: the file contains the record for the first 

month on or after February 2000 in which the person’s household was in the CPS sample. 
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The resulting figure for each category represents the effect that the non-uniformity of the Census 
2000 reference-period had on that category, using March 2000 as the frame of reference. 

The following tables are worksheets presenting the results of the procedure: 

Table F-1. Estimates of Reference Period Effects Using March 2000 as the Focus Month 
Published 

Census 2000 

Data 

(p) 

129,722,000 

7,947,000 

74,365,000 

Adjustment 

Coefficients 

(d / a) 

1.01 

0.97 

0.98 

Step 2 and 


Step 3


Outputs:


March CPS


Employed


Unemployed


Not in Labor


Force


Step 1 Output:


Observed Census


2000 


March ESR


(a)


Step 4 Input: Step 4 Input: 

March CPS ESR Census 2000 ESR 

Step 4 Output: 

Modeled Census 

2000 

March ESR 

(d = (a) + (b-c)) 

80,140,313 

4,259,579 

42,623,911 

Labor Force 

Category 

Employed 

Unemployed 

Not in Labor 

Force 

(b) (c) 

2,931,139 

1,259,152 

3,439,060 

Labor Force 

Category 

Employed 

Unemployed 

79,369,254 

4,381,229 

43,273,320 

Adjusted 

3,702,198 

1,137,502 

2,789,651 

Reference 

Period 

Effects 

(p - e ) 

-1,260,227 

220,658 

Published 

Distribution 

(e = (p) * (d/a)) 

130,982,227 

7,726,342 

73,248,994 1,116,006 Not in Labor Force 

Census 2000 ESR 

Employed Unemployed Not in Labor Force Total 

0 688,001 3,014,197 3,702,198 

712,639 0 424,863 1,137,502 

2,218,500 571,151 0 2,789,651 

2,931,139 1,259,152 3,439,060 7,629,351Total 
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Tab eriod Effects Usin
Step 4 O utput: 

Estimates of Reference Ple F-2. g April 2000 as the Focus Month 

(d  + (b

c)) 

= (a)

Published Step 1 O utput: Step 4 Input: Step 4 Input: 

Labor Force Census 2000 M odeled 

Category Data Census 2000 

Observed Census April CPS Census 2000 April ESR 

2000 ESR ESR 

April ESR 

(p) (a) (b) (c) 

Employed 129,722,000 18,494,205 1,675,829 1,263,594 18,906,440 

Unemployed 7,947,000 1,022,148 646,168 580,953 1,087,363 

Not in Labor 74,365,000 10,613,969 1,202,455 1,679,905 10,136,519 

Force 

Adjustment Adjusted Reference Labor Force 

Period Category 

Coefficients Published Effects 

Distribution 

(d / a) (e = (p) * (d/a)) (p - e ) 

1.02 132,613,498 -2,891,498 Employed 

1.06 8,454,034 -507,034 Unemployed 

0.96 71,019,826 3,345,174 Not in Labor 

Force 

Step 2 and 

Step 3 Outputs: 

April CPS  Census 2000 ESR 

Employed Unemployed Not in Labor Total 

Force 

Employed 0 275,641 1,400,188 1,675,829


Unemployed 366,451 0 279,717 646,168


Not in Labor 897,143 305,312 0 1,202,455


Force


Total 1,263,594 580,953 1,679,905 3,524,452


Discussion of results:

The RPE figures for March 2000 in the above table indicate that, if the Census 2000 reference

week had been in March 2000 for all people, the Census 2000 estimate of the number of

employed people would have been about 1.3 million higher than the published figure, the number

of unemployed about 200,000  fewer, and the number not in the labor force 1.1 million less. The 
parallel figures for April 2000 are: employed – 2.9 million higher ; unemployed – 500,000 higher ;

and not in labor force – 3.3 million lower. 
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The validity of comparisons of published figures from the Census 2000 and the CPS suffers from 
the presence of RPEs in the Census 2000 figures. By supposedly eliminating the reference-period 
effects from the Census 2000 figures for the focus month, the “adjusted published (AP) 
distributions” in the above tables permit one to make Census 2000–CPS comparisons free from 
the distortions of these effects. This is done by comparing the Census 2000 AP figures for a focus 
month with the CPS figures for that same month. The results of such comparisons are presented in 
Tables F-3 and F-4: 

Table F-3. Employment Status Estimates: Published Census 2000 figures, Adjusted 
Published Census 2000 figures, and Current Population Survey figures for March 2000 : 
United States, Total (numbers in thousands) 

Employment 
Status 

Employed 

Unemployed 

Not in Labor 
Force 

Published 
Census 
2000 data 
(col 1) 

129,722 

7,947 

74,365 73,249 69,649 4,716 3,600 

Adjusted 
Published 
Census 2000 
Data for Focus 
Month of 
March 2000 
(col 2) 

130,982 

7,726 

March 
2000 CPS 
data 
(col 3) 

Difference: 
col 1 - col 3 

Difference: 
col 2 - col 3 

136, 054 -6,332 -5,072 

6,069 1,878 1,657 

Table F-4. Employment Status Estimates: Published Census 2000 figures, Adjusted 
Published Census 2000 figures, and Current Population Survey figures for April 2000 : 
United States, Total (numbers in thousands) 

Employment 
Status 

Employed 

Unemployed 

Not in Labor 
Force 

Published 
Census 
2000 data 
(col 1) 

129,722 

7,947 

74,365 71,020 69,879 4,486 1,141 

Adjusted 
Published 
Census 2000 
Data for Focus 
Month of April 
2000 
(col 2) 

132,613 

8,454 

April 
2000 CPS 
data 
(col 3) 

Difference: 
col 1 - col 3 

Difference: 
col 2 - col 3 

136, 927 -7,205 -4,314 

5,212 2,735 3,242 
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The RPE estimates in Tables F-1 to F-4 are merely first approximations. The estimates for 
both comparison months are surprisingly high, and the ones for April 2000 are especially suspect, 
given the results shown in Table F-5: 

Table F-5. Differences between estimates from Census 2000 and from the Current 
Population Survey for March, April, and May 2000 : United States, Total (numbers in 
thousands) 

Employment Status 

Employed 

Unemployed 

Not in Labor Force 

March 2000 
CPS 

April 2000 
CPS 

-6,332 -7,205 

1,878 2,735 

4,716 4,486 

May 2000 
CPS 

Weighted 
Average CPS 
March-May 
2000 

-6,963 -7,084 

2,487 2,367 

4,268 4,490 

The rightmost column of Table F-5 shows the difference between the Census 2000 published 
figures and the corresponding weighted average CPS figures for March-May 2000. Like the 
figures in the rightmost column of Table F-3 and of Table F-4, these differences represent the 
outputs of a method – less refined, but likely effective – to eliminate reference-period effects 
from Census 2000 – CPS comparisons. That they are so different from their counterparts in Tables 
F-3 and F-4 may be an indication of the presence of flaws in the procedure used in Tables F-1 and 
F-2 to estimate RPEs.65 

65 
Possible flaws include weaknesses in the validity of the underlying assumptions, especially the first one 

(particularly for the April focus month). 
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Appendix G. Using the CPS-Census 2000 Match to Develop or Examine Hypotheses About 
the Census 2000 Employment Status Categories 

Note: This appendix reports the results of experimental research. It has undergone a Census 
Bureau review more limited in scope than that given to the main body of this report and to official 
Census Bureau publications. This appendix is released to inform interested parties of ongoing 
research and to encourage discussion of work in progress. Any comparisons made in this 
appendix have not undergone statistical testing and may not be significant at the 90-percent 
confidence level. 

1. Hypotheses concerning the Employed, With a Job, Not at Work category in Census 2000 
a. Classification as Employed in Census 2000 

As explained in Box 2 in the main text, the employed category has two subcategories: (1)

Employed, at work (the “at-work” subcategory) ; and (2) With a job, not at work (the “with-job”

subcategory) . Both the census and the CPS provide counts for each of these subcategories. A

comparison of Census 2000 estimates with CPS estimates for these categories, for March 2000, 

April 2000, and the combined March-April 2000 period, is shown in Table G-1:


Table G-1.Comparison of Census 2000 and CPS Estimates for March 2000, for April 2000, 
and for March-April 2000 Averages, for the At-Work and With-Job Subcategories of 
Employed People (numbers in thousands): 

April 2000 
CPS 

March-
April 2000 
Average 

Difference 
Census 2000 – 
Average CPS 

Employed 
category 

Total 
Employed 

At work 

With a job, 
not at work 

Census March 
2000 2000 CPS 

129,722 136,054 136,927 136,490 

127,156 131,206 132,877 132,041 

2,565 4,848 4,050 4,449 -1,884 

-6,768 

-4,885 

The table shows that the census estimate in the with-job category was about 40 percent lower 
than the average March-April 2000 CPS estimate. Perhaps more significantly, the difference 
between the two surveys’ estimates in the with-job category made up slightly over 25 percent of 
the difference between their estimates in the overall employed category, even though the with-job 
category made up only 2 .0 percent of the Census 2000 employed category  and rcent of the 3.3 pe
CPS employed category. The highlighted cell in the table, representing approximately 1.9 million 
people, shows the absolute difference between the Census 2000 and average CPS counts for this 
category. 

An individual who is in the with-job category in the CPS, but who is not in that category in 
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Census 2000 (as could be true for any of the people represented in the highlighted cell) may still 
be classified as employed in Census 2000 if the individual is in the Census 2000 at-work category. 
In other words, because shifts between the employed subcategories have no effect on the overall 
employed category, a CPS-Census 2000 discrepancy in the with-job category does not necessarily 
imply a discrepancy in the employed category. The actual contribution of the difference in the 
with-job category to the difference in the overall CPS-Census 2000 employment category depends 
upon the proportion of the people in the highlighted cell who are classified as at-work in the 
census66. The CPS-Census 2000 Match provides a means to test the hypothesis that this proportion 
is high, or, alternately stated, that most of the with-job people in the CPS who were missed by the 
Census 2000 with-job category were still classified as employed in Census 2000 because they fell 
into the Census 2000 at-work category. 

The data in Table G-2 support this hypothesis. They show that, among the cases in the CPS-
Census 2000 Match in general, 81.4 percent  of the people in the CPS with-job category were 
classified as employed in Census 2000. This high proportion came about because, even though 
only 11.1 percent of these people were classified as with-job in Census 2000, 70.3 percent were 
captured by the Census 2000 at-work category. 

Table G-2. CPS-Based Percentage Distribution– CPS Employed Categories by Employment-
Status Category in Census 2000, for All People in the CPS-Census 2000 Combined-month 
Match 

CPS 
Category 

Census 2000 Category 

Total 
Employed 

Not in 
labor 

Employed, 
Total 

1.7 7.7 

At Work 1.7 7.4 

With a job, 
not at work 

100% 81.4 70.3 11.1 2.9 15.7 

Total Employed, 
At Work 

Employed, 
With Job, 
Not at 
Work 

100% 90.6 89.6 1.0 

100% 90.9 90.2 0.7 

Unemployed Force 

Further support for the hypothesis is provided by the data in Tables G-3 and G-4. Table G-3 
attempts to lessen the impact of reference-period effects on the analysis (see Section 3.1 in the 

66
 Ignoring those people in the Census 2000 with-job category who are not classified as with-job in the 

CPS. 
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main text, and Appendix F) by restricting the comparisons in Table G-2 to people whose modeled 
Census 2000 reference week was in March 2000 (see Section 3.2 and Appendix B) and whose 
CPS reference week was in March 2000. Table G-3 shows that 83.9 percent of people in the CPS 
with-job category were classified as employed in Census 2000: 65.4 percent as at-work and 18.5 
percent as with-job. 

Table G-3. Percentage Distribution– CPS Employed Categories by Employment-Status 
Category in Census 2000, for People in the CPS-Census 2000 Combined-month Match With 
Modeled Census 2000 Reference Week in March 2000 and CPS Reference Week in March 
2000 

CPS 
Category 

Census 2000 Category 

Total 
Employed 

Unemployed 

Not in 
labor ForceTotal Employed, 

At Work 
Employed, 
With Job 

100% 92.3 91.2 1.1 1.2 6.5 

100% 92.5 92.0 0.5 1.2 6.3 

Employed, 
Total 

At Work 

With a job, 
not at work 

100% 83.9 65.4 18.5 2.7 13.3 

Table G-4 further restricts the comparison to people who gave a complete report to the 
employment questions on the Census 2000 questionnaire. Again, the data show that a high 
proportion of people in the CPS with-job category, 87.7 percent, were classified as employed in 
Census 2000: 67.9 percent as at-work and 19.8 percent as with-job. 
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Table G-4. Percentage Distribution– CPS Employed Categories by Employment-Status 
Category in Census 2000, for People in the CPS-Census 2000 Combined-month Match With 
Modeled Census 2000 Reference Week in March 2000 and CPS Reference Week in March 
2000, Whose Employment Status Items Were Fully-Reported in Census 2000 

CPS 
Category 

Census 2000 Category 

Total 
Employed 

Unemployed 

Not in labor 
Force Total Employed, 

At Work 
Employed, 
With Job 

Employed, Total 100% 95.1 94.0 1.0 0.9 4.1 

At Work 100% 95.3 94.9 0.4 0.8 3.9 

With a job, not 
at work 

100% 87.7 67.9 19.8 2.9 9.3 

The data in Tables G-2, G-3, and G-4 indicate that, at most, about 20 percent of the people in the 
CPS with-job category were not classified as employed in Census 2000. Applying this percentage to 
the highlighted figure of -1.9 million in Table G-1 implies that, at the maximum, factors related to 
the Census 2000 with-job category may have contributed about 400,000 people (that is, 
approximately .2 multiplied by -1,894,000)  between the average March-million gapto the 6.8 
April 2000 CPS estimate and the Census 2000 estimate of total employed (about 6 percent). 

The CPS collects information on the reason people in the with-job category are not at work. These 
data, available on the CPS-Census 2000 Match, can be used to gain some insights into why Census 
2000 likely failed to classify a significant number of people in the CPS with-job category to one of 
the Census 2000 employed categories. The census questionnaire is an obvious starting point from 
which to seek the sources of any such failure; and the most useful data for examining questionnaire 
issues are those that are restricted to people who fully reported the employment items in the census, 
for these data are theoretically free of confounding effects from census edit or imputation factors. 

The universe of Table G-5A consists of the people in the CPS with-job category who fully reported 
the employment questions in Census 2000. The table distributes these people by the main reason 
they were not at work in the CPS; then it shows the percentage distribution for the people in each 
reason category by whether they were employed in Census 2000 . For the same universe, Table G-
5B presents percentage distributions of people in the Census 2000 employed/not employed 
categories, by reason for not working in the CPS. Tables G-5A and G-5B suggest that people who 
were not at work because of the following reasons: “maternity/paternity leave, ” “weather affected 
job,” “school/training, “ and “other reasons”, were most likely not to be classified as employed in 
Census 2000. The data support the hypothesis that the absence of these reasons from among the list 
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of examples in the Census 2000 “temporary work “ question67 could have been a significant source 
of Census 2000 misclassifications, for the answers to this question determined whether an 
individual in the census was classified as with-job (and therefore as employed) or as not employed 
(unemployed or not in labor force) . 

67
 The Census 2000 question listed “on vacation, temporary illness, labor dispute, etc.” only as examples of 

reasons for answering “yes” to the question: “LAST WEEK, was this person TEMPORARILY absent from a job or 

business? 
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Table G-5A. Percentage Distribution – CPS Employed With Job, Not At Work Category, by 
Reason Not At Work in CPS, by Employed/Not Employed Status in Census 2000, for People 
in the CPS-Census 2000 Combined-month Match With Modeled Census 2000 Reference 
Week in March 2000 and CPS Reference Week in March 2000, Whose Employment Status 
Items Were Fully-Reporte

Total Employed in Census 
2000 

Not Employed In
Census 2000 

d in Census 2000 

Reason Not At Work in 
CPS 

With a job, not at 
work, Total 

Illness 

Vacation 

Weather Affected Job 

Labor Dispute 

Child Care Problems 

Family/Personal 
Obligation 

Maternity/Paternity 
Leave 

School/Training 

Civic/Military Duty 

Does not work in 
Business 

Other reason 

- Zero or rounds to zero. 

Number 
(in 
thousands) 

Percent 

1,434 100% 87.7 12.3 

347 100% 90.1 9.9 

751 100% 91.5 8.5 

9 100% 8.4 91.6 

4 100% 100.0 -

- - - -

24 100% 98.5 1.5 

158 100% 79.7 20.3 

23 100% 69.9 30.1 

44 100% 100.0 -

- - - -

73 100% 59.4 40.6 
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Table G-5B. Percentage Distribution – CPS Employed With Job, Not At Work Category, by 
Employed/Not Employed Status in Census 2000, by Reason Not At Work in CPS, for People 
in the CPS-Census 2000 Combined-month Match With Modeled Census 2000 Reference 
Week in March 2000 and CPS Reference Week in March 2000, Whose Employment Status 

Reason Not At Work in CPS 

Items Were Fully-Reported in 

Employed in Census 2000 Not Employed In Census 
2000 

Census 2000 

With a job, not at work, 
Number (in thousands) 

1,258 176 

Percent 100% 100% 

Illness 24.8 19.6 

Vacation 54.6 36.2 

Weather Affected Job 4.9 

Labor Dispute 0.3 

Child Care Problems 

Family/Personal 
Obligation 

1.9 0.2 

Maternity/Paternity 
Leave 

10.0 18.3 

School/Training 1.3 3.9 

Civic/Military Duty 3.5 

Does not work in Business 

Other reason 3.5 16.9 

- Zero or rounds to zero.


b. Classification to the With-Job category in Census 2000

A survey like the CPS or Census 2000 takes measurements of a variable, such as employment

status, at the person level (micro-level measurements) to produce two kinds of measurements at the

aggregate level (macro-level estimates): measurements of aggregate levels of the variable (for

example, how many people are employed; the unemployment rate in a given place); and

measurements of the aggregate relationships between that variable and other variables (for example,

how many females between 20 and 44 years of age are in the labor force). Errors at the micro level

(for example, classifying a person whose characteristics meet the criteria the for with-job category 
to the at-work category) do not necessarily affect the accuracy of the first kind of aggregate 
estimate. If one member of a group who truly belongs in the with-job category is erroneously 
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classified as at-work, and vice-versa for another member of the group, the overall counts of with-job 
and at-work for the group are unaffected. Such errors, however, very likely affect the accuracy of 
the second kind of aggregate estimate. 

In addition to its extrinsic use in the census in classifying people to the employed category, the with-
job category is intrinsically crucial to collecting accurate data on the at-work population. The at-
work population is the basis of the census data on journey-to-work, which are important in 
transportation-planning studies. Response errors in the with-job category at the micro-level, even if 
they do not have a major impact on macro-level census estimates of total employed (or any impact 
at all in the case of off-setting errors between the with-job and the at-work categories) may seriously 
distort measurements of the correlations between variables, which are critical in such studies. 

The data in Tables G-2,G-3, and G-4 indicate that Census 2000 probably did a poor job of making 
the at-work/with-job distinction for employed people. This assertion must be made cautiously 
because the difference between the CPS and Census reference periods probably has its greatest 
effect on characteristics that tend to be short-lived, and the at-work/with-job distinction, which 
involves such states as being on vacation or short illnesses, is likely to be the most fleeting of all 
labor force relationships for most people. Nevertheless, it does appear that a substantial proportion 
of people classified in the Census 2000 as at-work probably should have been classified to the with-
job category. 

Tables G-6A and G-6B are the counterparts of Tables G-5A and G-5B, the difference being that, in 
the former tables, a with-job/not-with-job dichotomy replaces the employed/not-employed 
dichotomy of the latter tables. Like the G-5 tables, the G-6 tables hint at problems in the census 
questionnaire as the source of census misclassifications in the with-job category. It appears that 
regardless of the reason that people in the CPS with-job category were not at work, they had a high 
propensity to be in some other category in Census 2000, with most reporting that they were at work; 
people in the “vacation” category had the greatest numerical impact. To be classified to the at-work 
category in the census, an individual must answer “yes” to the census at-work question: “LAST 
WEEK, did this person do ANY work for either pay or profit”; if the answer to this question is 
“yes”, the person is not asked the question about temporary absences that is the determining factor 
in making the with-job classification. Tables 6A and 6B, especially Table 6A, suggest that there was 
considerable misunderstanding of the at-work question in Census 2000 among people who were 
temporarily absent from a job. 
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Table G-6A. Percentage Distribution – CPS Employed With Job, Not At Work Category, by 
Reason Not At Work in CPS, by With Job/Not With Job Status in Census 2000, for People in 
the CPS-Census 2000 Combined-month Match With Modeled Census 2000 Reference Week 
in March 2000 and CPS Reference Week in March 2000, Whose Employment Status Items 
Were Fully-Reported in Census 2000 

Total In the With-Job 
Category 
Census 2000 

Not in the With-
Job Category 
Census 2000 

Number (in 
thousands) 

Percent 
Total 

At 
Work 

1,434 100% 19.8 80.2 67.9 

347 100% 45.5 54.5 44.6 

751 100% 3.5 96.5 88.0 

9 100% - 100.0 8.4 

4 100% - 100.0 100.0 

- - - - -

24 100% - 100.0 98.5 

158 100% 63.4 36.6 16.3 

23 100% - 100.0 69.9 

44 100% - 100.0 100.0 

- - - - -

73 100% - 100.0 59.4 

in in 

With a job, not at 
work, Total 

Illness 

Vacation 

Weather Affected Job 

Labor Dispute 

Child Care Problems 

Family/Personal 
Obligation 

Maternity/Paternity 
Leave 

School/Training 

Civic/Military Duty 

Does not work in 
Business 

Other reason 

-- Zero or rounds to zero. 

Reason Not At Work in 
CPS
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Table G-6B. Percentage Distribution – CPS Employed With Job, Not At Work Category, by 
With Job/Not With Job Status in Census 2000, by Reason Not At Work in the CPS, For 
People in the CPS-Census 2000 Combined-month Match With Modeled Census 2000 
Reference Week in March 2000 and CPS Reference Week in March 2000, Whose 

Reason Not At Work in CPS With Job in Census 2000 

Employment Status Items Were

Not With Job in Census 
2000 

Total At Work 

 Fully-Reported in Census 2000 

With a job, not at work, 
Number (in thousands) 

284 1,150 974 

Percent 100% 100% 100% 

Illness 55.5 16.5 15.9 

Vacation 9.2 63.0 67.9 

Weather Affected Job - 0.8 0.1 

Labor Dispute - 0.4 0.4 

Child Care Problems - - -

Family/Personal 
Obligation 

- 2.1 2.5 

Maternity/Paternity 
Leave 

35.3 5.0 2.6 

School/Training - 2.0 1.6 

Civic/Military Duty - 3.8 4.5 

Does not work in Business - - -

Other reason - 6.4 4.5 

- Zero or rounds to zero. 

2. Hypotheses concerning the Employed, at Work category in Census 2000 

Table 2B in the main body of the text showed that there was considerable agreement between the 
census and the CPS classifications for people who were at work in the CPS. Nevertheless, about 7 
percent of the people in this category in the CPS were not employed in the census (controlling for 
reference period effects). Because this category contains a relatively large number of people, even a 
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small percentage difference here between the census and the CPS can lead to large absolute 
differences between their respective estimates of employed people. 

This section discusses an effort to use the CPS-Census 2000 Match to search for reasons why a 
significant proportion of people who were at-work in the CPS were classified into one of the not 
employed (unemployed/not in labor force) categories in Census 2000 68. The effort focused on the 
Census 2000 questionnaire as a source of these discrepancies, so the universe of the study was 
restricted to fully reported persons in the census whose Census 2000 and CPS reference weeks were 
in March 2000. The research tried to identify characteristics related to a high propensity of people in 
the CPS at-work category to be classified as not employed in the census, in the hope that such 
relationships could help reveal problems with the census questions. For the at-work people in the 
CPS, there is no equivalent information to the “reasons for not working” data available for the CPS 
with-job population, so greater reliance must be placed on inferences about relationships than is the 
case for the CPS with-job category. 

Table G-7A reveals that the listed categories of the following characteristics are associated with a 
high propensity among people in the CPS at-work category to be classified in Census 2000 as not 
employed: 
– Age: 16 to 19 years; 20 to 24 years; 65 years and over; 
– Class of worker: self-employed, unincorporated; without-pay worker; 
– Educational Attainment: High School or less, no diploma . 

Table G-7B reveals that people with the characteristics in the above list are over-represented in the 
census not employed category, compared with their representation in the employed category. 

Adams (2003) hypothesizes that differences between the census and the CPS in how they collect 
labor force information from self-employed people, multiple jobholders, and retired people may be 
a factor in differences between their labor force estimates. Another theory is that the increasing 
difficulty of the census to accurately measure labor force status may be related to the growing 
presence in the workforce of people with nontraditional work arrangements, such as so-called 
contingent workers, for whom many of the terms used in the census questions (such as “last week,” 
“at-work,” “temporarily absent,” “layoff,” “looking for work”) have ambiguous, nontraditional, or 
even ambivalent meanings, and for whom the official concept of employment status may be too 
rigid to describe their relationship to the labor market. The findings in Tables 7A and 7B appear, at 
least superficially, to be consistent with these hypotheses. For the census employed category, the 
findings indicate that problems with the“work last week” question may be a major source of 
misclassifications, for this question is almost the sole factor in determining whether to classify a 
person as employed or not employed. The problems that this question poses to people with the 
high-propensity characteristics would be a potentially fruitful area for further research. 

68 
The ideas in this section borrow heavily from those in Adams (2003). 
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Table G-7A. Percentage Distribution – Selected CPS-Based Characteristics of People in the 
CPS Employed At Work Category By Employed/Not Employed Category in Census 2000, for 
People in the CPS-Census 2000 Combined-month Match Whose Modeled Census 2000 
Reference Week Was in March 2000 and Whose CPS Reference Week Was in March 2000, 
and Whose Age Is Greater than 15 in Both the  CPS and Ce

Employed in 
Census 2000 

Not Employed In 
Census 2000 

nsus 

Selected Characteristics in CPS 

Total 

SEX 

Male 

Female 

AGE 

16-19 years of age 

20 -24 years of age 

25-34 years of age 

35-44 years of age 

45-54 years of age 

55-64 years of age 

65 years and over 

CLASS OF WORKER OF JOB 

Federal Government 

State Government 

Local Government 

Private 

Self-Employed, Unincorporated 

Percent 

100% 95.3 4.7 

100% 95.2 4.8 

100% 95.3 4.7 

100% 91.5 8.5 

100% 91.9 8.1 

100% 95.4 4.6 

100% 96.3 3.7 

100% 96.6 3.4 

100% 95.7 4.3 

100% 89.0 11.0 

100% 99.0 1.0 

100% 95.9 4.1 

100% 98.0 2.0 

100% 95.6 4.4 

100% 86.9 13.1 
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Without Pay 100% 41.4 58.6 

EDUCATIONAL 
ATTAINMENT 

High School or less, no diploma 100% 86.9 13.1 

High School diploma 100% 94.7 5.3 

Some college, Associate Degree 100% 95.3 4.7 

Bachelor’s Degree 100% 98.1 1.9 

Master’s Degree or Doctorate 
Degree 

100% 98.9 1.1 

MULTIPLE JOBHOLDING 

Single Jobholder 100% 95.1 4.9 

Multiple Jobholder 100% 97.3 2.7 
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Table G-7B Percentage Distribution – Selected CPS-Based Characteristics of People in the 
CPS Employed At Work Category By Employed/Not Employed Category in Census 2000, for 
People in the CPS-Census 2000 Combined-month Match Whose Modeled Census 2000 
Reference Week Was in March 2000 and Whose CPS Reference Week Was in March 2000, 
and Whose Age Is Greater than 15 in Both the  CPS and Census 

Selected Characteristics in 
CPS 

Employed in Census 2000 Not Employed In Census 2000 

Total, Number (in thousands) 162,506 8,104 

Percent 100% 100% 

SEX 

Male 53.0 53.7 

Female 47.0 46.3 

AGE 

16-19 years of age 4.2 7.9 

20 -24 years of age 8.4 14.7 

25-34 years of age 21.7 20.7 

35-44 years of age 27.1 20.7 

45-54 years of age 24.1 17.1 

55-64 years of age 11.0 10.0 

65 years and over 3.6 8.9 

CLASS OF WORKER OF 
JOB 1 

Federal Government 2.8 0.5 

State Government 3.9 3.4 

Local Government 9.2 3.8 

Private 78.0 71.7 
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Self-Employed, 
Unincorporated 

6.0 18.1 

Without Pay - 2.5 

EDUCATIONAL 
ATTAINMENT 

High School or less, no 
diploma 

9.5 28.7 

High School diploma 28.5 32.2 

Some college, Associate 
Degree 

28.3 28.2 

Bachelor’s Degree 21.6 8.2 

Master’s Degree or Doctorate 
Degree 

12.2 2.7 

MULTIPLE JOBHOLDING 

Single Jobholder 94.6 97.0 

Multiple Jobholder 5.4 3.0 

- Zero or rounds to zero. 

3. Hypotheses concerning the Unemployed category in Census 2000 

At the national level, the Census 2000 count of unemployed people was considerably higher than 
the corresponding counts from the CPS for the March through May 2000 period . Several 
hypotheses have been advanced to account for the gap. One is that the census questionnaire does not 
clearly distinguish between active and passive methods of job search. Only active search methods 
qualify a person to be unemployed, and so, by failing to make the active/passive distinction, the 
census could be erroneously inflating the unemployed count by including in it people who used 
passive methods only. A second hypothesis is that the census may be classifying as unemployed 
people who are considered by the CPS to be so-called discouraged workers: that is, people without 
jobs, who want to work, but who did not recently look for work because they believed that no work 
was available for which they were qualified. A third hypothesis is that the census may be classifying 
as unemployed some people who looked for work while they worked at jobs; according to the 
hierarchical criteria for the employment status classification, these people should be classified as 
employed. This kind of error may have been especially prevalent for many people in the so-called 
contingent workforce, which, as described in the above section, consists of people with 
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nontraditional work arrangements; why the error occurred, if it did, is unknown. In this section, the 
CPS-Census 2000 Match is used to looked for evidence to support these hypotheses. 

For evidence supporting the first two hypotheses, the people in the universe of Tables G-5, G-6, and 
G7 who were classified in Census 2000 as unemployed, looking for work, but as not in the labor 
force in the CPS, were tabulated to see how many were either discouraged workers in the CPS, or 
were people who had looked for worked in the CPS, but had used only passive methods to 
search 69 . The results indicated that of the approximately 450,000 people in the tabulation, about 
66,000 (approximately 15 percent) were either discouraged workers or passive job searchers. This 
finding suggests that confusion about active and passive methods of job search in the census, and 
issues related to discouraged workers, are important, but not decisive, factors in creating the census 
overcount of unemployed people compared with the CPS.70 

Some admittedly-weak support for the third hypothesis is provided by the data in the following 
table, which is extracted from Table 2A of the main text: 

Table G-8 Census-Based Percentage Distribution – People with modeled census reference 
week in March 2000 in the Unemployed, Looking for Work category in Census 2000, by 
Employment status in the CPS 

Unemployed, Looking for Work in Census 2000CPS Classification 

16 years and over 100.0% 

Civilian Labor Force 68.8% 

Employed 22.2% 

At Work 20.7% 

The data show that, for people classified in the Census 2000 as unemployed because they met the 
job search criteria, slightly over 20 percent were considered employed, at work, in the CPS. The 
meaning and implications of this finding are subjects for further research. 

4. A hypothesis concerning the effect of collection mode in the Census 2000 on the differences 
between published Census 2000 and CPS employment-status estimates 

It has been suggested that a major reason for census-CPS gaps in employment status estimates is 
that the census results are based, to a high degree, upon self-reporting of respondents, whereas the 

69 
In the CPS, these people had (PRD ISC=1) or (PRLKMD 10=1 or PRLK MD 11=1 PRLK MD 13=1) or ( 

PRW NTJOB=1 and PRJOB SEA in (1 or 2 )). 

70
 Rough calculations applying the 15-percent coefficient derived from the exercise described in this 

paragraph to data in Tables 1 and 2 of Appendix C indicate that these problems may have erroneously increased the 

Census 2000 count of unemployed people, which was approximately 7.9 million, by 300,000 to  400 ,000 . 

91 



CPS results are based on responses collected by a professional staff of trained, experienced 
enumerators (see, for example, item 1 in the discussion in Appendix A). Census 2000 primarily 
used two data- collection modes. It relied heavily on self-reporting by respondents or “mail returns”, 
but followup interviews were conducted by personal visit for people who failed to respond by mail 
by a designated cut-off date – these are called “enumerator returns”. That Census 2000 
employment-status are based on both mail and enumerator returns, and that the employment-status 
data can be distinguished by their mail/enumerator origins, provides an opportunity to compare the 
data by origin.  If the enumerated data are more in line with corresponding CPS data than the mail-
return data, and if the quality of the enumerated data, as measured by exact-match CPS-Census 
comparisons, is as good as or better than the quality of the mail-return data, these findings would 
support the hypothesis that self-reporting in the census is a significant factor in the differences 
between CPS and Census 2000 estimates 71 . They would suggest that, had the census employment 
data been entirely collected by enumerators, the census employment-status estimates would have 
more closely matched corresponding CPS estimates . The presentation below describes the results 
of experimental research to examine these issues; no conclusions are reached, and the data and the 
analysis are merely meant to suggest some potentially rewarding paths for future research. 

Tables G-9 and G-10 compare percentage distributions of Census 2000 employment status data 
based on mail and enumerator returns, respectively, against CPS distributions for March and April 
2000. The Census 2000 data are based on a rough-and-ready 1-in-500 sample of the cases in the 
Census 2000 Sample Edited Detail File (SEDF) and they exclude people in group quarters. 

Table G-9. Percentage Distributions – Experimental Census 2000 Employment Status 
Estimates Based on Mail Returns (excluding Group Quarters Population), compared with 
CPS Estimates for March and April 2000 

Employment Status 

Total 16 years and over 

Employed 

Unemployed 

Not in Labor Force 

Experimental Census 
2000 Estimates from 
Mail Returns 

100.0 % 

60.5 

3.0 

36.5 32.9 33.0 

March 2000 CPS 
data 

April 2000 CPS 
data 

100.0% 100.0% 

64.2 64.6 

2.9 2.5 

71
 The converse is not necessarily true because it is likely that , on average, Census 2000 enumerators were 

not as extensively trained nor as experienced as CPS enumerators. 
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Table G-10. Percentage distributions – Experimental Census 2000 Employment Status 
Estimates Based on Enumerator Returns (excluding Group Quarters Population), compared 
with CPS Estimates for March and April 2000 

Experimental Census 
2000 Estimates from 
Enumerator Returns 

March 2000 CPS 
data 

April 2000 CPS 
data 

100.0 % 100.0% 100.0% 

64.4 64.2 64.6 

4.2 2.9 2.5 

31.4 32.9 33.0 

Employment Status 

Total 16 years and over 

Employed 

Unemployed 

Not in Labor Force 

The data in these tables seem to suggest that universal use of enumerator returns in Census 2000 
may have closed the gap between the CPS and Census estimates of employment (see Table F in 
section 4.4 of the body of the text), but widened the gap between their estimates of unemployment. 

Tables G-11, G-12, G13, and G-14 display the results of tabulations of fully-reported Match cases 
by Census 2000 collection mode. 

Table G-11. Employment Status of the Civilian Noninstitutional Population For Fully-
Reported Match Cases, for the United States, Total: Mail-Form Respondents 
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Table G-12. Census-Based Percentage Distributions – Employment Status of the Civilian 
Noninstitutional Population For Fully-Reported Match Cases, for the United States, Total: 
Mail-Form Respondents 

Table G-13. Employment Status of the Civilian Noninstitutional Population For Fully-
Reported Match Cases, for the United States, Total: Enumerator-Form Respondents 
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Table G-14. Census-Based Percentage Distributions – Employment Status of the Civilian 
Noninstitutional Population For Fully-Reported Match Cases, for the United States, Total: 
Enumerator-Form Respondents 

Tables G-11 and G-13 indicate that, in terms of the overall soundness measure defined in Appendix 
E, the mail returns had a higher level of soundness than the enumerator returns: for the mail returns, 
92 percent census classifications agreed with their CPS counterparts; for the enumerator returns, the 
comparable figure is 85 percent. Tables G-12 and G-14 reveal that the within-category measures of 
soundness, also defined in Appendix E, were higher for the mail returns than for the enumerator 
returns. 
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Appendix H. Computation of Response Variance Measures 
This appendix presents the computational forms of the response variance measures used in this 
report, along with a numerical example (using an illustrative variable called “temperature” ) . The 
discussion centers around two cross-tabulations: the first, shown in Table H.1, is in general form; 
the second, shown in Table H.2, is for the numerical example. 

Table H.1 Display of cross-tabulated data - General procedure 

[Display of cross-tabulated data for characteristic with L categories (L �2). The general term Xij 

represents the number of weighted or unweighted sample elements in the ith category in Survey-B 
and the jth category in Survey-A.] 

Survey-A classification 

Survey-B 
Total 

Total n<..1 

Not reported 

Reported 

Item 
responses: 

1. Category 1


2. Category 2


.


.


.


i. Category i


.


.


.


L. Category L


Not 
reported  Reported 1 2 ... i ... L 

n..2 X.1 X.2 ... X.i ... X.L 

X1. X11 X12 ... X1i ... X1L 

X2. X21 X22 ... X2i ... X2L 

. . . . . . . 

. . . . . . . 

. . . . . . . 

Xi. Xi1 Xi2 ... Xii ... XiL 

. . . . . . . 

. . . . . . . 

. . . . . . . 

XL. XL1 XL2 ... XLi ... XLL 

1 n<.. is the total number of sample cases. 

2 n.. is the total number of sample cases for which there was a report in both the census and the reinterview. That is, n.. 

is the number of the sample cases minus the “not reported” cases. 
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Table H.2 Example of procedure: Temperature (Mock Data) 
Survey-A classification 

Survey-B classification Total Not Reporte 1 2 3 4 

Total 
Not reported 
Reported 

Item response: 
1. Hot 
2. Warm 
3. Cool 
4. Cold 

reported d 
19897 1454 18443 9143 4514 4364 422 

31 8 23 9 7 5 2 
19866 1446 18420 9134 4507 4359 420 

9861 634 9227 8226 882 90 29 
4720 364 4356 752 3498 32 74 
4872 418 4454 120 56 4192 86 
413 30 383 36 71 45 231 

A. Computing the net difference rate and the index of inconsistency. 

1.Net difference rate (NDR) 

For category I 

For Temperature category “ Warm” 

2. Index of inconsistency 

For category I 

For Temperature category “Warm” 
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3. Aggregate index of inconsistency (IA) 

General formula 

For Temperature 

B. Computing the variances for the net difference rate and the index of inconsistency. 

Variances for these measures were formed by using replicate weights representing a 160 
independent samples from the match datasets. (See U.S. Bureau of the Census and U.S. Bureau of 
Labor Statistics, 2000, Chapter 14.)  The replicates for the dataset for the combined-month sample 
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were adjusted for nonmatch and then had a second-stage ratio adjustment applied; the nonmatch 
adjusted CPS sample weights were then multiplied by the Census 2000 sample weights to represent 
the effect of Census 2000 sampling. The estimated sampling variance of an estimate is obtained by 
using the adjusted replicate weights to make 160 separate estimates, and estimating their variance 

as , where X0 is the statistic of interest estimated on the full sample, Xi is the 

estimate formed using the ith set of replicate weights, and the fraction 4/160 represents the treatment 
of self-representing and non-self-representing primary sampling units. (See U.S. Bureau of the 
Census and U.S. Bureau of Labor Statistics, 2002, chapter 14.) 
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EXECUTIVE SUMMARY 

In Census 2000, questions on race and Hispanic origin were asked of individuals in Puerto Rico 
for the first time. The specific questions that were asked of residents in Puerto Rico were 
identical to the questions asked in the 50 states and the District of Columbia (D.C.). Both the 
newness of the data and the uncertainties associated with the race question contributed to a high 
level of interest in the responses by residents of Puerto Rico to these questions. 

The goal of this study was to examine the data resulting from the responses to the race and 
Hispanic origin questions by the residents of Puerto Rico during Census 2000 and to compare 
them with those resulting from responses to the race and Hispanic origin questions by residents 
of the 50 states and D.C.. 

The analysis shows that the residents of Puerto Rico identified themselves as overwhelmingly of 
Hispanic origin and of a single race. In terms of race, the great majority identified themselves as 
White, with a substantial minority reporting themselves as Black or African American. When 
compared with those of Hispanic origin in the 50 states and D.C., substantially fewer reported 
themselves to be of Some Other Race, and a lower percentage identified themselves as of Two or 
More Races. The analysis also shows that two typical indicators of problematic questions, item 
non-response and differences between respondent and enumerator completed questionnaires, did 
not indicate major problems with either question. 

From these findings come the following recommendations for improvements and for further 
research. 

•	 Include Puerto Rico in the cognitive testing or efforts to field test different versions 
and formats of questions and questionnaires that are currently underway for the 2010 
census. 

•	 Investigate further the use of the “Some Other Race” category of the race question to 
assure that the range of responses excludes those that better fit the Hispanic origin 
question. 
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1. BACKGROUND 

In Census 2000, questions on race and Hispanic origin were asked of individuals in Puerto Rico 
for the first time. Prior to this, the last indication of the racial composition of the people of 
Puerto Rico came from the 1950 census, during which enumerators entered the race of the 
respondent on the questionnaire by observation. The resulting absence of information on race 
and Hispanic origin in the Commonwealth generated much interest in how the residents of 
Puerto Rico would respond to these questions. 

1.1 Why were questions on race and Hispanic origin asked in Puerto Rico? 

The decision to include questions on race and Hispanic origin for Census 2000 in Puerto Rico 
occurred because the government of Puerto Rico requested the same questionnaire content as 
stateside in order to speed the processing and release of Puerto Rico census data and so that 
Puerto Rico could be included in stateside statistics. 

1.2	 What is being said in general about the race and Hispanic origin questions from Census 
2000? 

The questions on race and Hispanic origin used during Census 2000 (see Appendix B) have 
attracted attention on their own due to changes in the way these questions were asked in the 50 
States and D.C. compared with the questions in the 1990 Census. The main change in the race 
question was that respondents were allowed to indicate multiple races for the first time. In 
addition, the order of the race and Hispanic origin questions was switched in 2000 so that the 
Hispanic origin question directly preceded the race question. These changes and the 
uncertainties associated with them add an additional level of complexity to the analysis of the 
responses to the race and Hispanic origin questions in Puerto Rico. 

1.3	 What does prior research on the race and Hispanic origin questions used in Census 2000 
indicate about the likelihood of their success in Puerto Rico?1 

Prior research in the 50 U.S. states and D.C. generally supported the Hispanic origin question 
used in Census 2000 but raised questions about the data resulting from the race question. These 
studies suggested that those of Hispanic origin tend not to differentiate between the concepts of 
race and Hispanic origin. They are also more likely than other groups to report difficulty 
answering the race question and to find no acceptable preprinted category (Davis, et. al., 1998a; 
Davis, et al, 1998b; Gerber and de la Puente, 1998; Harrison, et. al., 1996;). These findings, 
although not directly generalizable to Puerto Rico, suggest that the results from the questions on 
race and Hispanic origin in Puerto Rico merit the scrutiny afforded by the current study. 

1In order to maintain independence of results, this study was conducted without 
consulting the Census 2000 Testing, Experimentation, and Evaluation report B13: Puerto Rico 
Focus Groups on the Census 2000 Race and Ethnicity Questions. 
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1.4 What were the impetus and guidelines for the current study? 

This study was requested by the Census 2000 Evaluations Executive Steering Committee of the 
U.S. Census Bureau. Its goal was to examine the data resulting from the responses to the race 
and Hispanic origin questions by the residents of Puerto Rico during Census 2000 and to 
compare them with those resulting from responses to the race and Hispanic origin questions by 
residents of the 50 states and D.C.. Five specific sets of questions were designated to guide the 
study. 

1.	 How did the residents of Puerto Rico answer the race and Hispanic origin questions? 
How many reported more than one race? How does this compare with the general U.S. 
population? 

2.	 How did those of Hispanic origin in Puerto Rico answer the race question? How many 
reported more than one race? Are there any differences between the selected Hispanic 
origin groups?  How does this compare with the population of Hispanic origin in the 50 
states and D.C.?  With the population of Puerto Rican origin in the 50 states and D.C.? 

3.	 What is the item non-response rate for the race and Hispanic origin questions?  Are there 
any differences between the selected Hispanic origin groups?  How do these item 
non-response rates compare with item non-response rates for the general U.S. 
population?  For the population of Hispanic origin in the 50 states and D.C.?  For the 
population of Puerto Rican origin in the 50 states and D.C.? 

4.	 Are there any differences in item non-response based on age, education, and income of 
householder? 

5.	 What are the observed differences in the reporting of race by response mode (individual 
or enumerator administered)?  What are the observed differences in the reporting of 
Hispanic origin by response mode? 

2. METHODS 

2.1 What methods were used to generate the results of this study? 

The methods used to generate the results of this study were relatively straightforward. First, a 
list of analyses to be performed was generated from the five sets of questions designated to guide 
the study. This list guided the preparation of frequency and cross-tabulation tables from the 
Census 2000 One Hundred Percent Detail Files (HDF) for both Puerto Rico and the 50 states and 
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D.C..2  From these tables, textual descriptions of the patterns in the data were developed and 
summarized. 

Quality assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report. The procedures encompassed methodology, specification of project 
procedures and software, computer system design and review, development of clerical and 
computer procedures, and data analysis and report writing. A description of the procedures used 
is provided in the “Census 2000 Evaluation Program Quality Assurance Process.” 

2.2 What are the limitations of this study? 

Because this study is the first to look at race and Hispanic origin in Puerto Rico, it does have 
limitations. The lack of any previous quantitative measures of race and Hispanic origin in Puerto 
Rico renders it difficult to evaluate the reliability of the questions. Moreover, the absence of any 
cognitive studies on the questions on race and Hispanic origin in Puerto Rico prevents the 
drawing of any definitive conclusions about what led the residents of Puerto Rico to answer the 
way they did. Finally, general questions about the revised race and Hispanic origin questions 
create ambiguity over the extent to which the responses of Puerto Ricans were shaped by their 
understanding of their racial identity as opposed to the way they interpreted and reacted to the 
question itself. Consequently, the results of this study should be considered an initial look into 
the matter and should be followed up by more extensive research. 

3. RESULTS 

3.1 How did the population of Puerto Rico respond to the question on Hispanic origin? 

In Puerto Rico, an overwhelming 98.8 percent of the population identified themselves as of 
Hispanic origin (Table 1).3  In terms of specific origin groups, the majority identified themselves 
as of Puerto Rican origin (95.1 percent), with another 1.5 percent reporting themselves as of 
Dominican origin, and less than 1.0 percent identifying themselves as either of Cuban (0.5) or 
Mexican (0.3) origin. 

This identification is very different than in makeup of the 50 states and D.C., where 12.5 percent 
of the population identified themselves as of Hispanic origin. Of these, the great majority 
identify themselves as of Mexican origin (7.3 percent), with 1.2 percent of the population 
identifying themselves as of Puerto Rican origin. Note, however, that although the percentage of 

2 The investigation of the fourth question designed to guide this study (results not shown) required use of 
the Sample Detail Edited File (SEDF). However, preliminary analysis showed little substantive effect of any of the 
variables. Moreover, it was concluded that this analysis would be more appropriately done in a multivariate 
analysis. For these reasons, the results are not presented in this document. 

Similarly, some reviewers suggested it would be interesting to investigate the responses of those born in 
Puerto Rico living in both the 50 states and D.C. and in Puerto Rico. Again, preliminary analysis showed very little 
substantive difference from the responses of those of Puerto Rican origin in either location, so these results are not 
presented in this document. 

3See appendix A for numerical distributions. 
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the population in the 50 states and D.C. may make the population of Puerto Rican origin seem 
small, it is almost as large in numerical terms as the population in Puerto Rico who identify 
themselves as of Puerto Rican origin (3.4 million vs. 3.6 million respectively). 

Table 1: Census 2000 Hispanic origin percent distribution in Puerto Rico and the 50 states and 
D.C. 

Origin Puerto Rico 50 states and D.C. 

Hispanic 

-Puerto Rican 

-Dominican 

-Cuban 

-Mexican 

-Other Hispanic 

Non-Hispanic 

98.8 12.5 

95.1 1.2 

1.5 0.3 

0.5 0.4 

0.3 7.3 

1.4 3.3 

1.2 87.5 

Total 100.0 100.0 

An analysis of the write-in responses to the question on Hispanic origin by the residents of 
Puerto Rico supports these findings (Table 2). 96.1 percent of the respondents to the question on 
Hispanic origin utilized the check boxes alone, with only 3.9 percent providing write-in 
responses. Of those providing write-in responses, 37.6 percent simply mirrored the information 
in the check boxes (e.g., “Mexican,” “Puerto Rican,” “Cuban,” etc.), while 52.8 percent offered 
an association with an alternative location (e.g., Spain or elsewhere in Latin America). Not 
surprisingly due to the proximity of the Dominican Republic to Puerto Rico, the most common 
response of those providing write-in responses was “Dominican.” 
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Table 2: Types of responses to the Hispanic origin question in Puerto Rico 

Response type Percent 

Check boxes alone 

-Puerto Rican checkbox 

-Cuban checkbox 

-Mexican, Mexican Am., Chicano checkbox 

-Other Spanish/Hispanic/Latino checkbox 

-Not Spanish/Hispanic/Latino checkbox 

Write-in responses 

96.1 

93.8 

0.5 

0.3 

0.4 

1.1 

3.9 

Write-in responses detail 

-Mirrored checkbox (e.g., “Mexican,” “Puerto Rican,” etc.) 

-Multiple response 

-Other Response 

-Detailed Hispanic groups 

100.0 

37.6 

6.5 

3.1 

52.8 

-Detailed Hispanic groups detail 100.0 

-Dominican 71.4 

-South American (e.g., “Argentinian,” “South American,” etc.) 11.6 

-Spanish (e.g., “Spaniard,” “Catalonian,” etc.) 5.7 

-Central American (e.g., “Costa Rican”, “Central American,” etc.) 4.8 

-North American (e.g., “Mexican American Indian,” Tejano,” etc.) 0.1 

-General descriptor (e.g., “Latin,” “Latin American,” etc.) 6.4 

3.2 How did the population of Puerto Rico respond to the question on race? 

Because the race question in Census 2000 permitted individuals to select more than one race, it 
has become challenging to present the data in a way that effectively communicates the patterns 
in the data while honoring the identification of the respondents. One strategy for doing this is to 
present two tables of information, each which has a complementary advantage. The first table 
consists of groups of individuals who identified themselves as of each race alone and includes an 
additional category of Two or More Races. This presentation has the advantage of mutually 
exclusive categories and components that sum to the total population, but the disadvantage of 
simplifying the responses indicated. The second table categorizes individuals who identified 
themselves as each race alone or in combination with any other race. While this presentation 
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does not allow for mutually exclusive categories or components that sum to the total population, 
it does capture everyone who identified with each race group and preserves self-identification. 
Together, these complementary tables present a fairly full picture of the patterns in the data. 

3.2.1 Responses to the race question using mutually exclusive categories. 

Table 3 presents the responses to the race question by residents of Puerto Rico using mutually 
exclusive categories. Because such a high percentage of the residents of Puerto Rico identify 
themselves as of Hispanic origin, the table is also stratified by Hispanic origin (Hispanic/Non-
Hispanic) so that the presentation of data from the 50 states and D.C. might be comparable. 

As is demonstrated below, more than 95 percent of people who identified themselves as of 
Hispanic origin in Puerto Rico also identified themselves as of one race. The great majority of 
those who identified themselves as Hispanic also reported themselves as White alone (80.7 
percent), while 7.9 percent identified themselves as Black or African American alone, and just 
under 7 percent reported themselves as of Some Other Race alone. 

These responses are quite different from those of residents of the 50 states and D.C. who 
identified themselves as of Hispanic origin. While over 90 percent identified themselves as of 
one race alone, the choice of which race to identify was quite different. Less than 50 percent of 
those who identified themselves as of Hispanic origin in the 50 states and D.C. identified 
themselves as White alone and just 2.0 percent reported themselves as Black or African 
American alone, while more than 40 percent identified themselves as of Some Other Race alone. 
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Table 3: Census 2000 race alone distribution by Hispanic origin in Puerto Rico and the 50 
states and D.C. 

Puerto Rico 

Race Non-Hispanic Non-Hispanic 

50 states and D.C. 

Hispanic 

80.7 

Hispanic 

47.974.1 79.1 

7.9 11.0 2.0 13.8 

0.3 1.2 1.2 0.8 

0.1 6.3 0.3 4.1 

0.8 0.1 0.1 

6.9 0.8 42.2 0.2 

5.8 6.3 

100.0 

1.9 

100.0 100.0 

4.1 

100.0 

White alone 

Black or African American 
alone 

American Indian & Alaska 
Native alone 

Asian alone 

Native Hawaiian & Other 
Pacific Islander alone 

Some Other Race alone 

Two or More Races 

Total 

3.2.2 Responses to the race question using the multiple race categories. 

When the data are presented by grouping respondents who identified each race either alone or in 
combination with another race (Table 4), the same pattern emerges as when the data are 
presented by grouping only those respondents who identified each race alone. The great 
majority of the residents of Puerto Rico who identify themselves as of Hispanic origin also 
identified themselves as White alone or in combination with another race (80.5 percent of all 
responses), with a substantial minority identifying themselves as Black or African American 
alone or in combination with another race (10.4 percent of all responses), and 8.0 percent 
identifying themselves as of Some Other Race alone or in combination with another race. This is 
in contrast to those who identify themselves as of Hispanic origin in the 50 states and D.C., 
where they are pretty evenly split between those who identified themselves as White alone or in 
combination and Some Other Race alone or in combination.4 

4As in this first evaluation of the responses to the race question, the conclusions in the rest of this paper are 
the same whether one examines the data in mutually exclusive categories or by multiple race. Consequently, data in 
the rest of this paper will only be presented in mutually exclusive categories. 
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Table 4: Census 2000 race alone or in combination distribution of total responses by Hispanic 
origin in Puerto Rico and the 50 states and D.C. 

Puerto Rico 

Race Non-HispanicHispanic 

80.5 

10.4 

0.7 

White alone or in 
combination 

Black or African American 
alone or in combination 

American Indian & Alaska 
Native alone or in 
combination 

Asian alone or in 
combination 

Native Hawaiian & Other 
Pacific Islander alone or in 
combination 

Some Other Race alone or 
in combination 

74.2 

12.4 

1.8 

0.3 7.5 

0.1 1.0 

8.0 3.1 

Hispanic 

49.8 

2.8 

1.8 

50 states and D.C. 

Non-Hispanic 

78.9 

14.1 

1.4 

0.8 4.6 

0.3 0.3 

44.5 0.7 

3.2.3 Responses to the race question by selected Hispanic origin groups. 

Tables 5a and 5b present the responses to the race question by selected Hispanic origin groups 
for both Puerto Rico and the 50 states and D.C.. Here we see some differences between the 
selected Hispanic origin groups. In Puerto Rico, the responses of those residents identifying 
themselves as of Puerto Rican origin mirror those identifying themselves as of Hispanic origin in 
general, with over 80 percent identifying themselves as White alone, 7.6 percent as Black or 
African American alone, 6.6 percent as Some Other Race alone, and 4.0 percent identifying 
themselves as of Two or More Races. These findings were expected because those who identify 
themselves as of Puerto Rican origin make up a very large percentage of the entire Hispanic 
origin category. Residents of Puerto Rico identifying themselves as of Mexican origin also 
follow this pattern very closely. 

The other selected Hispanic origin groups analyzed display some distinctive patterns. On the 
one hand, just under one third of the residents of Puerto Rico who identified themselves as of 
Dominican origin also identified themselves as White alone, with another 30.8 percent 
identifying themselves as Black or African American alone, 22.1 percent as Some Other Race 
alone, and 11.0 percent identifying themselves as of Two or More Races. In contrast, 93.8 
percent of the residents of Puerto Rico who identified themselves as of Cuban origin also 
identified themselves as White alone, with only 2.3 percent identifying themselves as Black or 
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African American alone, 1.9 percent as Some Other Race alone, and 1.6 percent as of Two or 
More Races. 

Table 5a: Census 2000 race alone distribution by Hispanic origin in Puerto Rico 

Race Puerto Rican 

White alone 81.4 

Black or African American 
alone 7.6 

American Indian & Alaska 
Native alone 0.3 

Asian alone 0.1 

Other 
Dominican Cuban Mexica Hispanic 

n 

33.2 93.8 77.9 69.3 

30.8 2.3 6.7 8.5 

1.4 0.1 1.1 1.3 

1.5 0.2 0.6 0.4 

Native Hawaiian & Other 
Pacific Islander alone 0.2 0.3 0.3 

Some Other Race alone  6.6 

Two or More Races 4.0 

Total 100.0 

22.1 1.9 9.1 12.4 

11.0 1.6 4.3 7.8 

100.0 100.0 100.0 100.0 

When the responses to the race question by the residents of Puerto Rico in selected Hispanic 
origin groups are compared with the responses of the respective groups in the 50 states and D.C., 
an interesting pattern can be observed. The responses display similarities both to those of 
residents of the 50 states and D.C. who identified themselves as of the same selected Hispanic 
origin group and to residents of Puerto Rico identifying with the other selected Hispanic origin 
groups. For example, those residents of the 50 states and D.C. who identify themselves as of 
Puerto Rican origin reflect the overall pattern of those of Hispanic origin in the U.S. in that they 
are more evenly split in identifying themselves as White alone and Some Other Race alone, but 
they also identify themselves less often as Black or African American alone as do residents of 
Puerto Rico who identify themselves as Puerto Rican origin. Similarly, those residents of the 50 
states and D.C. who identify themselves as of Dominican origin reflect the overall pattern of 
those of Hispanic origin in the U.S. in that they identify themselves more often as Some Other 
Race alone, but they also identify themselves more often than any other Hispanic origin group as 
Black or African American alone as do residents of Puerto Rico who identify themselves as 
Dominican origin. The same is true for the other selected groups by Hispanic origin. Hence, the 
responses to the race question seem to reflect a mix of influence between the respective Hispanic 
origin category with which an individual identifies and the immediate geographic context in 
which that individual lives. 
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Table 5b: Census 2000 race alone distribution by Hispanic origin in the 50 states and D.C. 

Race Puerto Rican 

White alone 47.4 

Black or African American 
alone 6.5 

American Indian & Alaska 
Native alone 0.6 

Asian alone 0.5 

Some Other Race alone 37.3 

Two or More Races 7.4 

Total 100.0 

Other 
Dominican Cuban Mexica Hispanic 

n 

22.6 84.6 47.3 46.3 

9.2 3.8 0.8 2.3 

0.8 0.1 1.3 1.3 

0.2 0.3 0.3 0.5 

Native Hawaiian & Other 
Pacific Islander alone 0.3 0.1 0.2 0.1 0.2 

58.1 7.2 45.2 40.6 

9.0 3.8 5.0 8.8 

100.0 100.0 100.0 100.0 

3.2.4 The write-in responses to the race question. 

As with the question on Hispanic origin, the write-in responses to the race question both of 
residents of Puerto Rico who identify themselves as of Hispanic origin taken as a whole (Table 
6) and of the residents of Puerto Rico divided by their identification with the selected Hispanic 
origin groups (results not shown) provide general support for the findings reported above. Of 
almost 4 million total responses to the race question, more than 90 percent consisted of marks in 
the check boxes alone. Of these responses, almost all consisted of marks in White check box 
(79.6 percent) and/or the Black or African American checkbox (10.1 percent). In contrast, only 
0.3 percent of responses consisted of just marks in the Some Other Race check box. 

Examining the write-in responses themselves, 82.8 percent of the approximately 365,000 
responses were in the space provided to specify the Some Other Race response. Interestingly, 
almost two-thirds of these consisted of individuals providing responses in which they identified 
their Hispanic origin and not their race. The same pattern can be observed when looking at the 
data stratified by the selected Hispanic origin groups. 
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Table 6: Types of Census 2000 responses to the race question in Puerto Rico 

Response type Percent 

Check box responses 90.8 

-White 79.6 

-Black or African American 10.1 

-Some Other Race 0.3 

-Other (e.g., “Native American Indian or Alaska Native,” “Asian,” etc.) 0.8 

Write-in responses 9.2 

Write-in detail 100.0 

-White (e.g., “White,” “Arab,” “English,” etc.) 8.7 

-Black or African American (e.g., “Black,” “African,” “Negro,” etc.) 3.9 

-Native American Indian or Alaska Native (“American Indian,” 2.7 
“South American Indian,” etc.) 

-General response (e.g., Native American) 2.5 

-Specific Tribe (“Santo Domingo,” “Tohono O'Odham,” etc.) 0.2 

-Asian 1.8 

-Native Hawaiian and Other Pacific Islander 0.1 

-Some Other Race 82.8 

-Some Other Race detail 100.0 

-Hispanic origin answer (e.g., “Hispanic,” “Puerto Rican,” etc.) 63.8 

-Color response (e.g., “Moreno," “Brown,” etc.) 31.9 

-Mixed race response (e.g., “Mixed,” “Mulatto,” “Multiracial,” etc.) 1.8 

-Other (e.g., “Creole,” “Indian,” etc.) 2.5 
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3.3 What are the item non-response rates for the Hispanic origin question? 

In general, item non-response (including invalid responses) for questions on a Census is one 
typical indicator of how well a question has been received and handled by the respondents. 
Typically this is measured by the number of responses that need to be generated by the edit and 
allocation process during Census processing. As Table 7 shows, the item non-response rate in 
Puerto Rico for the Hispanic origin question was not unreasonable, being under 5 percent and 
almost half of the rate for the comparable group in the 50 states and D.C.. In terms of the 
selected Hispanic origin groups, all of the rates of those who identified themselves as something 
other than of Puerto Rican origin were higher than the average.5 

Table 7: Percent of responses to the Hispanic origin question resulting from the edit and 
allocation process by Hispanic origin type in Puerto Rico and the 50 states and D.C. 

Origin Puerto Rico 50 states and D.C. 

Hispanic 

-Puerto Rican 

-Dominican 

-Cuban 

-Mexican 

-Other Hispanic 

Non-Hispanic 

4.6 9.2 

4.2 6.8 

7.9 8.6 

4.9 6.9 

5.4 6.7 

26.9 15.9 

11.3 5.5 

Total 4.7 6.0 

3.4 What are the item non-response rates for the race question? 

Table 8 shows the item non-response rates in Puerto Rico and the 50 states and D.C. for the race 
question. As with the rates for the Hispanic origin question, the rate for those of Hispanic origin 
in Puerto Rico is not unreasonable, being almost two-thirds less than the rate for the comparable 
group in the 50 states and D.C.. In terms of the selected Hispanic origin groups, the rates of 
those who identified themselves as of Dominican, Mexican, or Other Hispanic origin were 
higher than the average, while the rate of those who identified themselves as Cuban was lower 
than the average and even lower than for the Hispanic origin question (4.6 percent). 

5When examining item non-response by age, education level, and income level, the rates traditionally tend 
to follow some predictable patterns. Item non-response for more sensitive questions, such as race or income, is often 
higher for the very old and very young as well as for those with lower levels of education and income. In a 
preliminary look at the data, the item non-response for both the race and Hispanic origin questions in Puerto Rico 
followed the traditional pattern only very modestly by age and not very well at all by education and income. 
However, as stated earlier, this analysis is more appropriately done in a multivariate context, and so the results are 
not presented in this work. 
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Table 8: Percent of responses to the race question resulting from the edit and allocation 
process by Hispanic origin in Puerto Rico and the 50 states and D.C. 

Origin Puerto Rico 50 states and D.C. 

Hispanic 

-Puerto Rican 

-Dominican 

-Cuban 

-Mexican 

-Other Hispanic 

Non-Hispanic 

6.2 18.2 

6.1 21.0 

9.5 19.5 

4.6 7.9 

8.5 18.5 

9.0 17.8 

7.7 3.4 

Total 6.3 5.3 

3.5	 Does the response mode (Respondent or Enumerator supplied) affect the responses to the 
race and Hispanic origin questions ? 

Another typical indicator of how well a question has been received and handled by respondents 
is the consistency between the responses received when an individual fills out a questionnaire 
and those received when an enumerator does so. Presumably, enumerators are trained regarding 
the intention of the questions and experienced in providing responses, so their responses should 
be more accurate (albeit more costly). 

In the examination of the responses to the Hispanic origin question, there are only slight 
differences in the responses given by respondents independently as opposed to during face-to-
face interviews (Table 9). Because the data presented above point to a higher likelihood that the 
Hispanic origin question is more reliable than is the race question, any differences may be due 
simply to the likelihood of each group to return their form (e.g., as opposed to a specific bias in 
reporting). 
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Table 9: Census 2000 Hispanic origin distribution by Response Mode (Respondent or 
Enumerator Supplied) in Puerto Rico and the 50 states and D.C. 

Race 

Hispanic 

-Puerto Rican 

-Dominican 

-Cuban 

-Mexican 

-Other Hispanic 

Non-Hispanic 

Total 

Puerto Rico 

Respondent Enumerator 

1.5 

1.2 

100.0 

98.8 98.8


95.5 94.8


1.0 2.1


0.6 0.4


0.2 0.5


1.0


1.2


100.0


50 states and D.C. 

Respondent Enumerator 

11.0 16.8 

1.1 1.6 

0.2 0.3 

0.5 0.4 

6.1 11.0 

3.5 

83.2 

100.0 

3.1 

89.0 

100.0 

In the case of the race question, the data again show that there are small differences in the 
responses provided by individuals depending on whether or not they were obtained by an 
enumerator (Table 10). During interviews, those of Hispanic origin tended to give a White alone 
or Black or African American alone response less frequently, while giving a Some Other Race 
alone or Two or More Races response more frequently. Similarly, those of both Hispanic and 
Puerto Rican origin in the 50 states and D.C., also gave the White alone response less frequently 
and the Some other race alone response more frequently during interviews. However, in contrast 
to those of Hispanic origin in Puerto Rico, those of both Hispanic and Puerto Rican origins in the 
50 states and D.C. gave the Black or African American alone response more frequently and the 
Two or More Races less frequently during interviews than when responding independently. 
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Table 10: Census 2000 race alone distribution by Response Mode (Respondent or Enumerator Supplied) of Those of Hispanic 
origin in Puerto Rico and those of Hispanic origin and Puerto Rican origin in the 50 states and D.C. 

Those of Hispanic Origin 
in Puerto Rico 

Those of Hispanic origin 
in the 50 states and D.C. 

Those of Puerto Rican

origin in the 


50 states and D.C.


Race Respondent 

White alone 83.0 

Enumerator Respondent Enumerator Respondent Enumerator 

77.1 49.2 45.7 50.4 41.7 

Black or African American alone 8.3 7.1 2.0 2.1 6.1 7.3 

American Indian & Alaska Native alone 0.5 0.1 1.3 0.8 0.7 0.4 

Asian alone 0.1 0.2 0.4 0.3 0.5 0.5 

Native Hawaiian & Other Pacific Islander 
alone 0.1 0.1 0.2 0.3 

Some Other Race alone 4.7 10.3 40.0 46.1 34.6 42.5 

Two or More Races 3.4 5.2 7.0 4.9 7.5 

Total 100.0 100.0 100.0 100.0 100.0 

7.3 

100.0 
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4. RECOMMENDATIONS 

This analysis has shown that the residents of Puerto Rico identified themselves as 
overwhelmingly of Hispanic origin and of a single race. In terms of race, the great majority 
identified themselves as White, with a substantial minority reporting themselves as Black or 
African American. When compared with those of Hispanic origin in the 50 states and D.C., 
somewhat fewer residents of Puerto Rico reported themselves to be of Some Other Race, and a 
lower percentage identified themselves as of Two or More Races. The analysis also shows that 
two typical indicators of problematic questions, item non-response and differences between 
individual and enumerator completed questionnaires, did not indicate major problems with either 
question. 

It is somewhat difficult to offer recommendations on the basis of the analysis in this report 
because its findings are more descriptive than evaluative. Nevertheless, three strategies that flow 
from this analysis may lead to improvements in the data on race and Hispanic origin in Puerto 
Rico: 

•	 Include Puerto Rico in the cognitive testing or efforts to field test different versions 
and formats of questions and questionnaires that are currently underway for the 2010 
census. 

•	 Investigate further the use of the “Some Other Race” category of the race question to 
assure that the range of responses excludes those that better fit the Hispanic origin 
question. 
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Appendix A: Census 2000 Race and Hispanic Origin Numeric Distribution in Puerto Rico and the 50 States and D.C. 
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Total White Alone 

Puerto Rico 

Black or 
African 

American 
Alone 

All Residents 3,808,610 3,064,862 302,933 

Hispanic 3,762,746 3,030,896 297,869 

Puerto Rican 3,623,392 2,948,704 274,969 

Dominican 56,146 18,655 17,273 

Cuban 19,973 18,732 462 

Mexican 11,546 9,004 769 

Other Hispanic 51,689 35,801 4,396 

Non-Hispanic 45,864 33,966 5,064 

50 States and D.C. 

All Residents 281,421,906 211,460,626 34,658,190 

Hispanic 35,305,818 16,907,852 710,353 

Puerto Rican 3,406,178 1,612,113 222,148 

Dominican 764,945 172,851 70,216 

Cuban 1,241,685 1,048,321 47,671 

Mexican 20,640,711 9,789,599 160,218 

Other Hispanic 9,252,299 4,284,968 210,100 

Non-Hispanic 246,116,088 194,552,774 33,947,837 

American 
Indian or 

Alaska Native 
Alone Asian Alone 

13,336 7,960 

12,773 5,085 

11,156 3,941 

792 849 

10 31 

126 64 

689 200 

563 2,875 

2,475,956 10,242,998 

407,073 119,829 

21,643 16,269 

6,413 1,786 

1,658 4,263 

258,119 52,023 

119,240 45,488 

2,068,883 10,123,169 

Native 
Hawaiian and 
Other Pacific Some other Two or more 

Islander alone race alone races 

2,646 

1,093 260,011 158,415 

728 259,626 155,769 

512 239,388 144,722 

16 12,390 6,171 

36 382 320 

29 1,052 502 

135 6,414 4,054 

365 385 

398,835 15,359,073 6,826,228 

45,326 14,891,303 2,224,082 

8,972 1,271,546 253,487 

782 443,749 69,148 

2,529 90,019 47,224 

17,877 9,326,986 1,035,889 

15,166 3,759,003 818,334 

353,509 467,770 4,602,146 



Appendix B: Census 2000 Questions on Hispanic Origin and Race 

ºNOTE: Please answer BOTH Questions. 

Is Person 1 Spanish/Hispanic/Latino? Mark : the “No” box if not Spanish/Hispanic/Latino.

9 No, not Spanish/Hispanic/Latino 9 Yes, Puerto Rican

9 Yes, Mexican, Mexican Am., Chicano 9 Yes, Cuban

9 Yes, other Spanish/Hispanic/Latino – Print group.b


|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__| 

What is Person 1's race? Mark : one or more races to indicate what this person considers himself/herself to be.

9 White

9 Black, African Am., or Negro

9 American Indian or Alaskan Native – Print name of enrolled or principal tribe.b


|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__| 

9 Asian Indian 9 Japanese 9 Native Hawaiian

9 Chinese 9 Korean 9 Guamanian or Chamorro

9 Filipino 9 Vietnamese 9 Samoan

9 Other Asian – print race. b 9 Other Pacific Islander – Print race.b


|__|__|__|__|__|__|__|__|__|__|__| |__|__|__|__|__|__|__|__|__|__|__|__|__| 

9 Some Other race – print race. b 

|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__| 

20




Census 2000 Evaluation B.13

July 17, 2001 

Puerto Rico 

Focus Groups 

on the Census 2000 

Race and Ethnicity

Questions

FINAL REPORT 

This evaluation reports the results of research and analysis undertaken by the U.S. Census 
Bureau. It is part of a broad program, the Census 2000 Testing, Experimentation, and Evaluation 
(TXE) Program, designed to assess Census 2000 and to inform 2010 Census planning. Findings 
from the Census 2000 TXE Program reports are integrated into topic reports that provide context 
and background for broader interpretation of results. 

Dr. Susan Berkowitz, Author 
Westat 
Linda Brudvig, Project Manager 
Planning, Research, and 
Evaluation Division 



______________________________________________________________________________ 
Intentionally Blank 



CONTENTS 

EXECUTIVE  SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  iii


1.	 BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 

1.1 Overview of research on race and ethnicity questions . . . . . . . . . . . . . . . . . . . . . . . . . . 1 


2.	 METHODS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 

2.1 Developing  a  survey  and  protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 

2.2 Training  data  collectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6 

2.3 Collecting  the  data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7 

2.4 Applying quality assurance procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


3. LIMITS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10


4. RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4.1 Participant reactions to the Census 2000 question on race . . . . . . . . . . . . . . . . . . . . . 11

4.2 Participant reactions to the Census 2000 question on Hispanic origin . . . . . . . . . . . . 22

4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29


5.	 RECOMMENDATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.1 Recommendations  for  the  Question  on  Race . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.2 Recommendations  for  the  Question  on  Hispanic  Origin . . . . . . . . . . . . . . . . . . . . . . . 34

5.3 Overarching  Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34


References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36


Appendix A: Race/Ethnicity Focus Group Sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Appendix B-1: Puerto Rico Evaluation Race/Ethnicity Component–English Screener . . . . . . . 38

Appendix B-2: Puerto Rico Evaluation Race/Ethnicity Component–Spanish Screener . . . . . . 40

Appendix C-1: Race/Ethnicity Focus Group Protocol–English—Final Version . . . . . . . . . . . . 42

Appendix C-2: Puerto Rico Evaluation Race/Ethnicity Study–Spanish Focus Group Protocol . 45

Appendix D: Puerto Rico Evaluation Observation Summary for Focus Groups . . . . . . . . . . . . 48

Appendix E: Census 2000 Questions on Ethnicity and Race . . . . . . . . . . . . . . . . . . . . . . . . . . . 53


i 



______________________________________________________________________________ 
Intentionally Blank 

ii 



EXECUTIVE SUMMARY 

For the first time, in Census 2000, households in Puerto Rico were asked to answer questions on 
race and ethnicity. These were the same questions used in the stateside questionnaire. 
Hispanics, including some Puerto Ricans living in the U.S., had participated in prior studies on 
the census race and Hispanic origin questions. However, to date, this research had not included 
residents of the Island. 

To help address this gap in the research base, this evaluation explored the views and perceptions 
of 86 residents of Puerto Rico on the Census 2000 Puerto Rico short-form mailback 
questionnaire items on race and Hispanic origin. We conducted focus groups in 12 sites across 
the Island selected for geographic and socioeconomic diversity, recruiting participants of diverse 
ages and educational levels, including some who had lived in the U.S. for an extended period. 
Although these results are based on a relatively small, purposive sample and cannot be 
generalized to the Puerto Rican population as a whole, they provide an interesting jumping off 
point for additional thinking and further research. 

Key findings include: 

On the question on race: 

•	 There was unanimous agreement that the question on race is inappropriate to the 
Puerto Rican context. Participants could not find themselves reflected in the available 
answer categories, which they viewed as foreign to the Puerto Rican history and 
culture of mixing or blending across racial groups. Some also felt the question was 
inherently racist, discriminatory, and divisive, and suspected a hidden political agenda. 

•	 Most participants reluctantly settled for what they believed was a wholly inadequate 
definition of race as skin color. To point out the problems with such a narrow 
definition, they gave examples of people exhibiting “mixed” phenotypic characteristics 
(e.g., kinky hair with African features and light skin) and siblings who would be 
regarded as belonging to different races. These counter examples were cited as the 
rule rather than the exception. Consequently, many participants indicated they had 
given their race as “White” on the questionnaire only because they could not find a 
category appropriately reflecting their in-between, café-au-lait color and/or mixed 
racial status. 

•	 Taking their lead from the national origin terms in the second half of the question, 
some participants chose to define race as nationality. However, they were bothered 
that “Puerto Rican” did not appear as a preprinted category and were unsure if it would 
be considered a legitimate answer to the question. Some wrote in “Puerto Rican” 
under “Some other race” or “Other Asian or Pacific Islander.” This was often done in 
a self-conscious way, and not as an oversight. Several people said that by writing in 
“Puerto Rican” they were hoping to send a message that the existing categories were 
inadequate. 
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•	 Participants were not satisfied with the option of checking off multiple racial 
categories for an individual, because they did not perceive themselves as biracial or 
multiracial, but rather, as mixed. They pointed out that in school they are taught 
Puerto Ricans are all an admixture of Spanish, African, and native Indian blood, 
adding that people do not “apportion” their ancestry as they do in the U.S. (e.g., half 
black and half white). For the most part, they also eschewed the “Some other race” 
write-in category as too demanding and as unclear. They preferred preprinted answer 
categories, such as trigueño (tan) or Creole, that explicitly recognized their 
distinctively mixed background and did not treat Puerto Ricans as an ?afterthought.” 

•	 Participants who had lived for extended periods in the U.S. grounded their 
understanding of the question on race in the perceived contrast between the segregated 
and “absolutist” racial and ethnic environment in the U.S. and the more fluid social and 
racial dynamics of the Island. But even if racial dynamics are different in the U.S., 
discussion revealed that race is a still a somewhat sensitive subject on the Island. 

On the question on Hispanic origin: 

•	 The presence of a preprinted “Yes, Puerto Rican” answer category rescued this 
question from the same fate as the question on race. Many participants simply “fast 
forwarded” through the question and the answer categories until reaching this 
response, and never gave the question any further thought. 

•	 Quite a few participants were under the mistaken impression that by answering “Yes, 
Puerto Rican” they were also saying they were not Spanish/Hispanic/Latino. Several 
were disturbed by being placed in what they thought was a position of having to 
choose between two applicable (if not equally compelling) answer categories. 

•	 In general, participants’ interpretations of this question were highly context-dependent. 
They disagreed as to whether the terms “Spanish,” “Hispanic,” and “Latino” all meant 
the same thing and in their assessments of its uses as a blanket category. “Origin” was 
variously understood as birthplace, ancestry, nationality, and self-identification. In the 
end, participants decided this question was not nearly as simple and straightforward as 
it had first appeared. 

On the relationship of the two questions: 

•	 The largest cluster of participants saw the questions on Hispanic origin and race as so 
redundant that it made no sense to ask both. Most favored eliminating the question on 
race, as the more offensive and less informative of the two. 

From these findings come our recommendations for improvements and for further research and 
exploration. However, the recommendations are only tentative and suggestive, pending further 
research with a statistically representative sample. Key recommendations: 

•	 Include residents of Puerto Rico (in addition to persons of Puerto Rican origin 
living in the U.S.) in any subsequent cognitive testing or efforts to field test 
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different versions and formats of questions and questionnaires for future 
censuses. 

•	 Provide more extensive public education to the Puerto Rican population on the 
larger mission of the census, the rationale for asking questions about race and 
ethnicity, and the intended uses of the data. 

•	 Consider using the results of this study, along with the results of the “Puerto Rico 
Focus Groups on Why Households Did Not Mail Back the Census 2000 
Questionnaire,” to create a survey to be administered to a probability sample of 
residents on the Island. The survey could seek the respondents’ views of different 
approaches to data collection and their reactions to any new materials developed, 
including any allowable changes made to the structure and content of the 
questions on race and Hispanic origin. 
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1. BACKGROUND 

For the first time, in Census 2000, households in Puerto Rico were asked to answer questions on 
race and ethnicity. These were the same questions used in the stateside questionnaire. The 
Puerto Rican government chose to use the same questionnaire content as was used stateside. The 
update/leave procedure was applied for data collection. Despite the decision to ask the same 
race and Hispanic origin questions as were asked stateside, Puerto Rico does not require a race 
question by law, as it does not have an Equal Employment Opportunity law. 

Although residents of the Island have not participated in any of the cognitive research conducted 
on the census race and Hispanic origin questions over the past decade, several such studies 
included Hispanic respondents, including some Puerto Ricans living in the U.S. Therefore, it is 
worthwhile to briefly review this research to see how our findings may compare to the results of 
these prior studies. 

1.1 Overview of research on race and ethnicity questions 

In the 1990s, the U.S. Census Bureau conducted or sponsored a number of studies examining the 
content and format of the race and ethnicity questions. One consideration was whether to alter 
or expand the racial and ethnic categories in place through the 1990 Census. As established by 
the Office of Management and Budget (OMB) guidelines in 1977, these recognized four options 
for racial identification—White, Black, American Indian or Alaskan Native, and Asian or Pacific 
Islander. Respondents were allowed to choose only one response category. Some researchers 
criticized this approach for failing to capture the increasing racial diversity in the U.S.; others 
argued that changing the categories would complicate the ability to compare Census 2000 results 
with data from previous decades. 

The 1977 guidelines also established two ethnic categories—of Hispanic origin and not of 
Hispanic origin. One challenge faced by the Census Bureau in this regard was that many 
respondents viewed the race and ethnicity questions as essentially the same, and because of this, 
tended to answer only the race question. In the 1990 census questionnaire, the Census Bureau 
placed the Hispanic origin question several questions after the race question in the hopes that 
respondents would more clearly recognize the differences between the two, and answer both. 
However, when 1990 Census results still showed a lower response rate for the ethnicity question, 
the Census Bureau decided to investigate other potentially more effective ways of requesting 
information on race and ethnicity looking ahead to Census 2000. 

1.1.1 The race and ethnic targeted test and the National Content Survey 

In 1996, the Census Bureau conducted the Race and Ethnic Targeted Test (RAETT) and the 
National Content Survey (NCS) to evaluate and test possible changes to race and ethnicity 
questions. These two studies evaluated formats in which information about race and ethnicity 
might be requested on Census 2000, and examined the effects on item non-response of different 
ways of sequencing the race and Hispanic origin questions in relation to one other. 
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Several scenarios were tested in which the ethnicity question was located immediately before or 
after the race question. Placing the Hispanic origin question before the race question 
significantly reduced non-response to the former. Doing so also reduced reporting in the “Other 
Race” category and increased reporting by Hispanics in the White category of the race question 
(Harrison, et al., 1996: 2). 

The Census Bureau also wanted to determine the effects of allowing respondents to choose more 
than one racial category. Some of the scenarios gave respondents the opportunity to use the 
multiracial option on the race question. Although these findings are based on very small 
numbers, the number of Hispanics who identified themselves as Black decreased in cases where 
the multiracial category was included and the Hispanic origin question came first. (Harrison, et 
al., 1996:17). Use of the “other race” category also decreased when there was no multiracial 
option, but the Hispanic origin question came before the race question. In this case, however, 
although more Hispanics used the White category on the race question, the historically high 
proportion of Hispanics who did not answer the race question was not reduced (Harrison, et. al., 
1996: 19, 21). 

1.1.2 Cognitive research on perceptions of race and ethnicity among Hispanics 

Cognitive research suggests that Hispanics tend not to differentiate among the concepts of race, 
national origin, and ancestry, and often use these terms interchangeably. Perhaps as a 
consequence, they are more likely than other groups to find the race question difficult to answer 
and to find no acceptable preprinted category in the question. Research conducted by the Census 
Bureau in 1996 indicated that, “Some Hispanics view themselves racially as Hispanic and do not 
identify with one of the specific racial categories (that is, White, Black, etc.) or they find the race 
question confusing”(Harrison, et. al., 1996:5). Other Census Bureau researchers conducting 
cognitive interviews similarly noted that “Hispanic effectively functions as a race” when 
respondents of Hispanic origin answered the race question (Gerber and de la Puente, 1998: 9). 

Development Associates, in cognitive interviews carried out in 1997 and 1998 with individuals 
of varied backgrounds, also found that respondents of Hispanic origin did not see themselves 
accurately represented in the answer categories in the race question. Many wanted to report their 
‘nationality’ as ‘Mexican’, ‘Puerto Rican,’ ‘Latin,’ ‘Hispanic’ and so forth, in the race question. 
Some left the Hispanic origin question blank and wrote their Hispanic identity in the race 
question. (Davis, et al, 1998b: 6-7). Hispanic respondents also preferred to see the Hispanic 
category as a pre-printed category on the race question (Davis, et. al., 1998a: 8). 

Many Hispanic and non-Hispanic respondents in the Development Associates studies were 
confused by the combination of “color” terms (“White,” “Black”) and national identities (e.g., 
“Korean,” “Filipino”) in the race question, and found the question lacking in clarity and internal 
logic (Davis, et.al, 1998a: III-6). Hispanic respondents also differed in their definitions of race, 
although most opted for “nationality” over “skin color,” and none suggested adding a new skin 
color category as a way of ameliorating the problem (Davis, et. al., 1998a: III-23-24). 

Because of their tendency to equate “race” and “nationality,” many respondents of Hispanic 
origin interpreted the race and Hispanic origin questions as redundant, preferring the latter 
because it was clearer and more direct (Davis, et al., 1998a: 27). In fact, Gerber and de la 
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Puente (1998:19) found respondents of all backgrounds in their study perceived the race and 
ethnicity questions as redundant as well as socially divisive. 

Hispanic respondents in the Development Associates studies also reported feeling pressure to use 
the “White” category, even though they did not consider themselves “quite White”, or might not 
be so considered in their countries of origin. Several felt as though they were “expected” to 
answer this way (Davis, et al.,1998a:III-19), as did a number of Hispanic respondents in Gerber 
and de la Puente’s (1998: 16) study. Foreign-born individuals in both studies also had to adapt 
their “native” views about racial identification to fit the census categories and conform to their 
newfound awareness of how other groups now perceived them (Gerber and de la Puente, 1998; 
Davis, et al., 1998a: III-10). 

Development Associates also found that Hispanics who considered themselves to be racially 
mixed, although not multiracial or biracial, did not know whether or where to report this in the 
race question. Respondents from Central and South America who recognized having an Indian 
background also did not record it in the race question, because they considered themselves 
mixed and were unsure about whether to mark or write in “Indian” (Davis, et al., 1998a: III-14, 
19). 

1.1.3 The 1997 OMB Standards 

In 1997, drawing on the results of the RAETT and the NCS and other research, as well as 
extensive public input, the Office of Management and the Budget issued “Revisions to the 
Standards for the Classification of Federal Data on Race and Ethnicity.” These revisions, based 
on recommendations from an interagency review committee established by OMB in 1994, 
formed the basis for the questions on race and ethnicity that appeared in Census 2000.1 

The major revisions directly relevant to the concerns of this study were: 

•	 When racial self-identification is used, the revisions called for adoption of a method 
for reporting more than one race that takes the form of multiple responses to a single 
question and not a multiracial category. 

•	 The term Hispanic was changed to Hispanic/Latino, although the two primary ethnic 
categories–?Hispanic/Latino” and ?Not Hispanic/Latino” remained the same. 

2. METHODS 

The evaluation used a primarily qualitative method. Focus groups were conducted between 
November 2000 and February 2001, with a purposive sample of household heads in 12 
communities across the Island, to explore the participants’ reactions to the questions on race 
(Question 9) and ethnicity (Question 8) on the Census 2000 questionnaire. Each participant 
received $25 for taking part in a group. 

1The Census 2000 questions on Hispanic origin/ethnicity and on race appear in Appendix E. 
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Focus groups are well suited to achieving the purposes of this evaluation for two main reasons: 

First, as a form of qualitative research, focus groups allow in-depth probing of the respondents’ 
views in their own terms, rather than having the terms assumed, or imposed on them. While 
these benefits apply to any group, this open-ended approach is particularly appropriate to groups 
“whose assumptions may differ from those of the mainstream culture, and who, therefore, have a 
particular need to speak, and be heard, ‘in their own voices’” (Berkowitz, 1996: 54). Because of 
their status as citizens of a U.S. commonwealth, as well as a distinctive history of cultural 
mixing, residents of Puerto Rico may well have perspectives on these questions that differ even 
from those of other Hispanic groups in the U.S. 

Second, focus groups bring together a small group of persons with certain common 
characteristics making them particularly suitable for discussing a given topic. Focus groups 
differ from intensive interviews and other types of group interviews in their emphasis on 
interaction and interchange within the group. “What emerges from a focus group session is a 
group-generated response—presumably something different than the sum of what participants 
would have said if each had been interviewed separately” (Berkowitz: 60). The delicate 
subjects of this evaluation—views and perceptions of race and ethnicity in the Puerto Rican 
context—are eminently suitable for group discussion. 

2.1 Developing a survey and protocol 

We developed English and Spanish versions of two instruments: 1) a brief survey, used to 
screen for participants and 2) a protocol, used in conducting the focus groups. In addition, we 
designed an observation and summary form to be used to describe the context and dynamics of 
the focus group as well as to summarize the main themes of the discussion. 

2.1.1 Survey to identify focus group participants 

The screener survey served to identify those persons who met our eligibility criteria and were 
willing and able to participate in the focus groups, and to collect basic demographic data about 
these persons to use in selecting a balance of focus group participants. Copies of both the 
English and Spanish versions of this survey are shown in Appendix B. 

The survey began with an introduction explaining the purpose of the study, posed in terms of 
wanting to explore reactions to certain Census 2000 questions, without identifying the race and 
ethnicity questions in particular. It then went on to ask the individuals if they had mailed back 
their Census 2000 questionnaires; the type of work they did; whether and for how long they had 
ever lived in the U.S.; their age; and the highest level of education they had completed. The 
final section provided further information about the focus groups, asked if the respondent was 
willing to participate, and collected contact information from those indicating they were 
interested in taking part. About 85 percent of those contacted initially expressed an interest in 
participating. 
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2.1.2 Protocol for guiding focus group discussions 

The focus group protocol helped guide focus group discussions. It asked a series of open-ended 
questions about the participants’ perceptions of and reactions to the Census 2000 questions on 
Hispanic origin/ethnicity and race. The protocol questions built on one another chronologically 
and thematically. Spanish and English versions of the protocol appear in Appendix C. 

•	 After taking a few minutes for everyone to read through the short-form Census 2000 
mailback questionnaire, participants were asked to comment on their reactions to the 
questions over all, and to identify any specific questions they found difficult to 
understand or answer. By starting this way, we wanted to give participants a chance to 
voice their reactions to any or all parts of the questionnaire before focusing on the 
ethnicity and race questions. We also wanted to see if participants would 
“spontaneously” identify the race or ethnicity questions as troublesome, without being 
in any way prompted to do so. In fact, at least one participant in all 12 focus groups 
raised problems with the question on race at this early point in the discussion. This 
was the only question on the questionnaire that consistently drew this response. 

•	 The next set of questions (II-VII) probed the participants’ reactions to various aspects 
of Census 2000 questions on Hispanic origin and race. They were asked to discuss 
their recollections of how they had perceived and reacted to these questions when they 
first saw them; any difficulties they had or would have answering these questions for 
themselves or other family members; and whether the different parts of the 
question—including the instructions, the phrasing, and the response categories—made 
sense. Participants were also asked if they had been aware of and had considered using 
the “Some other Spanish/Hispanic/Latino group” and “Some other race” write-in 
categories and had understood that they could give multiple responses to the race 
question. 

•	 The final two questions asked the participants about the nature of any differences they 
perceived between the questions on race and Hispanic origin, and how they thought 
they would respond in the future, supposing the questions were to remain unchanged. 
Finally, we solicited any suggestions participants could offer for improvements to 
either or both of the questions. 

The protocol was developed as a tool for facilitators to use in guiding the discussion and 
ensuring that all the relevant areas were covered. Recognizing that the discussion would almost 
certainly flow differently in different groups, the protocol wasn’t meant to be followed rigidly. 
Facilitators had room to rearrange the order of the questions, reformulate questions, or forego 
asking a question if the participants had already discussed the issue in enough depth. In fact, 
because many participants spontaneously voiced problems with the question on race at the very 
beginning of the group, it was discussed first in a number of the focus group sessions. 

2.1.3 Focus group observation and summary form 

The focus group observation and summary form served two main purposes. 
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•	 First, it provided the analyst important contextual data about each focus group session 
that couldn’t be obtained from just listening to the tape or reading the transcript. The 
form, filled out by an observer during the session, focuses on collecting information 
about the physical setting and about observed verbal and non-verbal behaviors 
(patterns of exchange, body language, facial expressions, tone of voice) among 
participants. Such information, absent from a verbatim transcript, can be crucial for 
properly interpreting the verbal statements. 

•	 Second, in a section designed to be completed after their post-session debriefing, data 
collection team members could summarize overall observations on the group, major 
themes that seemed to emerge, and any methodological or procedural lessons learned. 
Thoughtful completion of this part of the form allowed the data collection teams some 
input into the initial analysis of the data. It also provided a useful way to refine 
methods and procedures during the nearly 4 months of data collection. 

A copy of the observation and summary form appears in Appendix D. 

2.2 Training data collectors 

Before data collection began, senior and junior data collectors attended a comprehensive 1 ½-
day training session in San Juan led by Dr. Susan Berkowitz of Westat and Dr. Walter Díaz of 
the Center for Applied Social Research (CAIS) at the University of Puerto Rico at Mayaguëz. 
Dr. Berkowitz summarized the objectives of the study and explained differences between 
recruitment criteria for this study and the Census 2000 mail nonresponse study. (All but two of 
the data collectors were the same for both studies and there was also a small time overlap 
between studies.) She outlined changes in the organization of this project as compared with the 
prior project on nonresponse. She pointed out that Dr. Díaz and the CAIS would now be 
responsible for managing all data collection activities. Dr. Berkowitz also provided a brief 
synopsis of focus group research and facilitation techniques. The whole group reviewed the 
Spanish versions of the screener survey and focus group protocol in detail and recommended 
changes. Several of the data collectors also shared lessons learned from conducting the 
nonresponse study which they believed could also be applied to this effort. 

Dr. Díaz presented the criteria used in selecting the 12 study sites (Census tracts) and 24 
alternate sites (two additional Census tracts for every selected site) to be used as back-ups if the 
original sites did not work out. He distributed maps of selected and alternate sites to the 
appropriate data collection teams. He also outlined the procedures to be followed in recruiting 
participants; arranging for and conducting the focus groups; and submitting invoices (for those 
working under contract to CAIS). 

2.3 Collecting the data 

Data collection had three main components: 1) selecting sites and creating maps; 2) identifying 
and recruiting focus group participants; and, 3) conducting the focus groups. Each component is 
discussed below. 
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2.3.1 Selecting sites and creating maps 

We selected 12 census tracts across the Island from which to recruit focus group participants. 
The tracts represent a range of geographic and socioeconomic characteristics, and include urban 
coastal as well as rural mountainous interior sites in the San Juan area and the western, southern, 
eastern and northwestern parts of the Island. For each site, we also selected two nearby census 
tracts demographically similar to the original site. These alternate sites were to serve as back-
ups in the event any of the original sites proved unworkable. 

Dr. Walter Díaz of the CAIS selected the 36 sites, using Geographic Information Systems (GIS) 
software and 1996 data to produce maps of the specified census tracts. The maps for each tract 
showed the boundaries of the tract and gave coordinates for landmarks and other information 
(such as street names, where available). The maps helped to orient the field researchers who 
canvassed areas to recruit focus group participants. 

Appendix A presents a map of Puerto Rico showing the 12 municipalities (municipios) with 
tracts that were finally selected. 

2.3.2 Identifying and recruiting focus group participants 

The next major challenge was to locate persons in the selected tracts who met the eligibility 
criteria and were willing and able to participate in the focus groups. For each group, we sought a 
mix of participants of varying ages and socioeconomic/educational levels, on the premise that 
these differences might affect perceptions of race and ethnicity. For example, we thought 
younger persons in their 20’s and 30’s might be more likely to categorize themselves as Black as 
a statement of racial identity politics. In addition, whenever possible, we tried to recruit one or 
two individuals who had lived in the U.S. for an extended period of time. Such persons, we 
believed, might be more conversant, and possibly more comfortable, with the Census 2000 
categories. Whenever possible, we also tried to include one or two participants who had not 
returned their Census 2000 questionnaires by mail, to see if their perceptions seemed to differ 
from those of participants who had mailed back their forms. We also anticipated that we might 
encounter persons not born in Puerto Rico (especially individuals born in the Dominican 
Republic) and decided to include them in the participant pool. 

In each tract, researchers sought to obtain the names, relevant demographic data, and contact 
information for 10-15 eligible and willing individuals, with the goal of getting five or six who 
would come to the focus group at the appointed time and place. With no names or address lists 
to work from, our approach was to canvass residential portions of the designated census tracts 
door-to-door to screen for persons who met the criteria for participation and were willing to take 
part. Researchers administered the screener survey to as many willing persons as they could find 
at home in the designated areas. Across the 12 sites, we contacted a total of 147 potential 
participants, of whom 124 were invited to participate in the focus groups. Eighty-six, or about 
70 percent, of the 124 invitees participated in the groups. 

Over all, recruitment went relatively smoothly, especially when compared to the difficulties 
experienced recruiting participants for the mail nonresponse study. This is true mostly because 
the eligibility criteria for this study were much less restrictive than those for the nonresponse 
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study (which required locating household heads who said they had not returned their Census 
2000 questionnaires by mail). Greater ease of recruitment in this effort also reflects lessons 
learned from the prior effort. During the nonresponse study, a focus group in a poor, mountain 
community had to be canceled because the researchers could not overcome the suspicion of most 
of the invited participants. When similar situations started to develop in the present study, 
researchers used a strategy, suggested by the Task Manager, of enlisting the help of trusted 
individuals known to the residents of the community. 

At one site, when initial efforts showed community residents were suspicious of outsiders, one 
team member contacted her sister, who has a friend living in a neighborhood that adjoins the 
selected census tract. With her sister’s friend’s help, the data collection team was able to recruit 
six participants, all of whom appeared at the appointed time and place. Interestingly, not one of 
the three other individuals who team members managed to recruit on their own showed up to 
participate in the focus group. At another site, when contacted residents proved recalcitrant at 
first, the team enlisted the support of a community resident who had already agreed to 
participate, and was strongly committed to the project because it was sponsored by his former 
employer, the University of Puerto Rico at Mayaguëz. Although recently retired from his job of 
many years, he remained strongly loyal to the UPRM, and as a respected member of the 
community, after much convincing, managed to persuade several of his neighbors to take part. 

While this approach of using trusted individuals to gain entry may have drawbacks (e.g., 
skewing participation towards those linked to certain social networks), it is quite effective, and 
certainly preferable to having to cancel a group or change sites. The data collection team 
members should be commended for their creative adaptations to these potentially problematic 
situations. 

2.3.3 Handling logistics 

Besides recruiting eligible, willing participants, the data collection teams also had to arrange for 
refreshments, find and schedule suitable places to hold the focus group, and, in some cases, 
arrange for transportation and for babysitting for participants’ children. 

In many of these communities, getting a suitable place for a focus group was no mean feat. The 
ideal was a cool, comfortable, quiet place close to the participants’ homes with as little 
extraneous noise as possible and a separate space for the children and babysitter. In some sites, 
the researchers were able to arrange to use community centers or other buildings that had most of 
these features. In others, they had to improvise. In one case, the day before the scheduled 
group, team members learned that the community center they had been promised would not be 
available after all. Rather than cancel or attempt to reschedule the group, they decided to hold 
the group in a participant’s home. They selected the residence that seemed most suitable and 
would have the fewest distractions. In the end, the group went well, although it is impossible to 
know for certain how the dynamics of the discussion may have been affected by the location. 

At another site, the focus group was held in a non-air-conditioned room in a community center 
that did not seem at all noisy when visited by the research team prior to the focus group. 
Unfortunately, however, as the summary form reads, 
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“We did not have the same luck on the day of the focus group, perhaps because it was a 
weekend. There were many different kinds of loud noises coming from the outside. We 
tried to minimize the noise by closing the doors and most of the windows, but we 
couldn’t drown it out or eliminate it. On several occasions, we had to stop the discussion 
and hope the noise would end. Among the noises that could be heard throughout the 
focus group were: children from the house next door crying and shouting; mountain 
bikes; lawn mowers; constantly barking dogs; and a carpenter intermittently hammering 
very hard.” 

The need to conduct some focus group in less than ideal conditions may have affected the quality 
of the data (as addressed in Section 3, Limits). But these community realities can also help us to 
better understand the participants’ responses. In any event, the data collectors deserve 
considerable credit for their creative improvisations in locating (and relocating) venues for these 
groups. 

2.3.4 Conducting the focus groups 

There were four data collection teams, each comprised of one senior and one junior member. 
The senior members of each team served as the facilitators of the focus group discussions. The 
junior members acted as observers and notetakers. They also helped see to the refreshments and 
made sure that the room was set up adequately and the tape recording equipment and 
microphones were functioning properly. 

The focus groups varied in size from five to eleven participants; most had six to eight. The 
sessions lasted 60-120 minutes, not counting the time for breaks and refreshments. Of the 86 
participants, 57 (2/3) were women and 29 (1/3) were men. They ranged in age from 18 to 70, 
with 51 (roughly 60 percent) under 45 years of age. The thirty-eight 26-45 year olds accounted 
for nearly half the participants; those 26-65 represented almost 80 percent of the participants. 
Participants reported a wide range of occupations, including 16 housewives, eight teachers or 
other school-related personnel, ten students, and 12 retirees. Thirty-nine of the participants 
(about 45 percent) had a high school education or less, whereas 47 (55 percent) had some 
university, a Bachelors Degree, or more. In other words, despite all our best efforts to achieve 
balance, participants were disproportionately female, older, and better educated than the Puerto 
Rican population as a whole. 

All but eight of the focus group participants were born in Puerto Rico (six in the U.S., one in 
Chile, and one in the Dominican Republic). Over 2/3 reported having returned their Census 
2000 questionnaire by mail. Slightly over half (48) had never lived in the U.S., although about 
one-third (28) had lived in the U.S. for 4 years or more, with eight having resided there for more 
than 20 years, including three for 40 years or more. As shall be seen, we were wise to ensure 
that this group was reasonably well represented, since their perceptions of the race and ethnicity 
questions and the broader issues surrounding these questions did tend to differ in meaningful 
ways from those of their compatriots without stateside experience. 

The focus group sessions were tape-recorded. Team members met as soon as possible after the 
sessions to debrief on both content and process, collaborating to finalize the observation 
summary forms, which they then sent to Westat, along with the tapes. 
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2.3.5 Reviewing the data 

Dr. Susan Berkowitz and Mr. Mervin Ruiz, of Westat, reviewed each of the tapes before sending 
it on for transcription and translation. Dr. Berkowitz sent the research team members detailed 
comments on both the process and content of the taped sessions, including suggestions for 
improvement. She also reviewed and commented on the observation summary forms for each 
focus group session. This process supported an ongoing dialogue between the Westat task 
manager and the data collectors, and facilitated the early stages of data analysis. It also helped to 
build facilitation skills and awareness over the course of the data collection period. 

2.4 Applying quality assurance procedures 

Quality assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report. The procedures encompassed methodology, specification of project 
procedures and software, computer system design and review, development of clerical and 
computer procedures, and data analysis and report writing. A description of the procedures used 
is provided in the “Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITS 

When considering the results of the evaluation, keep in mind several limits: 

•	 These results aren’t generalizable to any larger population. The results reported here 
derive from focus groups carried out with 86 individuals (57 women and 29 men) in 12 
purposively selected sites across Puerto Rico. While every effort was made to select sites 
representing a range of geographic characteristics and to choose participants with diverse 
demographic characteristics, we can’t claim to have spoken to a representative sample of 
Island residents. Thus, the results of these groups are only suggestive. They provide a 
useful jumping off point for additional thinking and further research. 

•	 At several of the sites, as noted above, the focus groups were conducted in less than ideal 
conditions. In three or four sites, loud street noise (ambulances, police cars, motorcycles) 
sometimes interrupted the flow of the discussion. For the most part, however, this noise 
does not seem to have created a major obstacle, as most participants remained engaged in 
the subject. Moreover, such noise was probably more distracting to the person 
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transcribing the tape than to the participants, for whom it would be a normal backdrop to 
conversation. 

•	 Some parts of a few (three or four) tapes are inaudible or indecipherable, probably due to 
poor placement of the microphone and tape recorder. While we were able to glean the 
gist of the discussion from all these tapes, some of the finer points may well have gotten 
lost. We were able to compensate for this somewhat by asking the data collection teams 
to provide an especially detailed summary of the discussion. 

4. RESULTS 

While the race question generated the most immediate and heated discussion, participants also 
had a good deal to say about the Hispanic origin question once they had a chance to examine it 
more closely. As expected, perceptions of the two questions and their associated concepts of 
race and ethnicity are closely interrelated. Most participants felt strongly about these subjects, 
which spoke to their sense of identity as Puerto Ricans. 

Over all, the content and tenor of the responses varied surprisingly little by place or social class. 
The single most powerful factor differentiating responses turned out to be whether the 
participant had lived in the U.S. for an extended period. However, if those who had lived in the 
U.S. generally had a better grasp of the presumed underlying rationale for asking these questions 
in the way they were asked, they did not necessarily accept these assumptions any more than the 
others did. 

Below we first separately discuss perceptions of the race and Hispanic origin questions and then 
consider interrelations between the two. 

4.1 Participant reactions to the Census 2000 question on race2 

As noted above, at each of the twelve focus group sessions at least one participant spontaneously 
brought up the question on race as problematic or difficult to answer. In several groups, these 
initial, sometimes offhand remarks opened the floodgates to an outpouring of commentary on the 
topic. To put it bluntly, almost no one in any of the groups had a good word to say about this 
question. Uniformly, participants viewed it as poorly constructed, ill conceived, and, at the very 
least, highly inappropriate to the Puerto Rican context. 

2On the Puerto Rico mailback short form questionnaire, the question on race was Question 9. 
Consequently, when participants referred to Question 9 they were talking about the question on race. The 
English version of this question appears in Appendix E. 
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4.1.1 What was the perceived inappropriateness of the question on race to the Puerto 
Rican context? 

Across all groups, participants said they did not see themselves reflected in the available 
response options and could not identify with any of the categories as given. Said one male 
participant in a poor community, “I did not know what to answer because I am not (just) Black 
or White or Spanish or Indian.” Said another male participant in a middle-class urban 
neighborhood, “We Puerto Ricans are unique and we can’t even answer this question because we 
don’t have a race.” A woman in an interior community, like many other participants, reported 
that she had left this question unanswered “because I could not identify with any of the answers 
they had there.” Another woman in this same town had at first been very excited about filling 
out the Census 2000 questionnaire, but “when I came to this question I was very upset because 
Puerto Ricans were not represented…and it made me realize it had been translated without us in 
mind.” This sense that this question is fundamentally inappropriate to the Puerto Rican context 
applies regardless of how the participant defined race. 

4.1.2 Why was the question on race seen as discriminatory? 

Beyond the assertion that it does not fit with the realities of Puerto Rico, quite a few participants

went further to say that the race question is inherently racist, discriminatory, and divisive. Said

one woman in an interior community, “This (asking about race) is racism, because the census is

being done to count the population of Puerto Rico and not to separate the population according

to 

color.” A male participant in another rural interior community reported that his friends and

neighbors had widely disliked the census in large part because of this question:


“People were feeling discriminated against with Question 9. I remember hearing people 
talk that this question was discriminatory. One deduces that Question 9 intends to divide 
people into ethnic groups. Many people talked a lot about this and would ask each other 
why the Census had to ask this question. People did not trust and thought they were 
being asked this race question so the government could take some action, positive or 
negative.” 

Echoing the theme of a possible hidden political agenda for asking about race, one woman in a 
coastal town commented, “I don’t know why they ask for race because we now live in a time 
when supposedly there is no discrimination by race or color. It is not right to ask a person for his 
skin color.” Making a related point, a woman in an interior community also expressed confusion 
as to why knowing skin color could possibly influence disbursement of government aid, which 
she understood as the main purpose of the census. 

“I continue to ask myself why the Census wants to know the number of White and Black 
people in Puerto Rico. Here we do not need to know whether we are White or Black or 
tan or Indian in order to receive help. We are all children of God. When we are looking 
for work we know there are rules that prohibit rejecting a person because of his race. So 
I ask myself the same question. I want to know—I have searched for the answer. Why 
does the Census need to know skin color?” 
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4.1.3 What were the participants’ contrasting conceptions of race in Puerto Rico and the 
U.S.? 

Participants who had lived in the U.S. generally had a better understanding of why Question 9 
would make more sense in the American context, stressing key differences in race relations 
between Puerto Rico and the U.S. Said one middle-class male participant, “In the U.S. that 
question makes a lot of sense because they have more racial segregation than we have here. The 
U.S. tends to have communities that are predominantly White and others that are only Black, 
only Asian, etc. I think for Puerto Rico this question could be improved.” 

A woman in a rural interior town echoed the thought that social divisions are very different in 
the U.S. and Puerto Rico: 

“We Puerto Ricans do not divide ourselves between White and Black, but rather between 
Puerto Ricans and foreigners. In the U.S., there are more differences. In the U.S., there 
are Puerto Rican neighborhoods, Black neighborhoods, Chinese neighborhoods. Here in 
Puerto Rico we have none of that. Why are we being divided in this census if we are not 
used to such division?  I just don’t feel right with all these questions that cause 
divisions!” 

A male participant from an interior community observed that Puerto Ricans living in the U.S. 
tend to get caught up in American assumptions about race, and as a result usually want to 
disassociate themselves from African-Americans. “One thing I learned living in the U.S. is that 
the Puerto Rican there is not considered Black and wants to be seen as Puerto Rican because we 
are a mixture of everything. The Puerto Rican living in the U.S. does not like the term “Black” 
because that term is used for he who is purely Black African, one whose previous generations 
never mixed.” 

4.1.4 What were views of the complexities of defining race as skin color? 

Participants hotly debated this question’s intended definition of race, which is not surprising 
given that the question does mix the concept of race as conventionally presented (White, Black, 
American Indian/Native American, Asian-American/Pacific Islander) with terms that connote 
nationality (Korean, Vietnamese). Many participants, though not all, opted for a definition of 
race as skin color, even as they recognized this as a gross oversimplification. Here is one 
woman’s account of the complicated thought processes she went through in deciding to mark 
herself as White and her husband’s race as Black: 

“I received the census via mail. I did not understand some of the questions and so I went 
to my neighbor across the street so she would help me fill out the form. One of my 
doubts was Question 9…I answered “White” for myself. My neighbor helped me to get 
to that answer. I told her I understood my skin to be white and that my neighbor’s skin 
was darker than mine, so that her skin would be black. She has the profile of a White 
person but her skin is black, very dark, maybe due to the sun. My neighbor and I had a 
long discussion about that question. When I filled out the census for my husband, I 
answered “Black” for my husband even though he is not pure black and I told him how I 
had answered. His hair is very straight but his skin is very black. And he asked me why 
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I had answered “Black” for him.  I answered that way because my neighbor said that a 
person’s race is defined by the skin color and type of hair. In this case, my husband’s 
hair is not typical of a Black person, but his skin is black. The Black option was the 
closest answer because this census had only White or Black as possible options for me.” 

As for many other participants, this woman needed to resolve inconsistencies caused by using 
skin color as the only phenotypic marker of race. Both her husband and her neighbor have very 
dark skin but other features (profile, hair) not generally associated with being Black. 
Participants constantly referred to cases of persons with “contradictory” or “inconsistent” 
features—such as white skin and green eyes with kinky hair— to underline their point that skin 
color alone is a poor basis for categorizing people. 

Even using just the narrow criterion of skin color, participants felt that none of the response 
categories fit with their reality. Most categorized themselves as somewhere between White and 
Black—trigueño,3 or “café au lait” was the term that came up most often. Said one participant in 
an interior town, “We Puerto Ricans have no valid response category to choose from. I am 
‘coffee with milk.’ And those of us who are here now are not pure white or black. So then what 
are we to answer?”  Commented another participant in the same community, “The option of 
trigueño is missing here, which is not the same as Black African.” A woman in another interior 
town echoed this thought: 

“I also left this question blank because I could not identify myself with any of the 
answers they had there. They should have included the option of trigueña. I called the 
Census office about this question and did not get an answer…The Census people should 
have thought about us because I believe the race of trigueña exists and that is my race. I 
am not Black African even though I do have my hair African type. I am not White 
either.” 

Two central themes emerged in all the discussions: 1) as a result of generations of mixing, 
Puerto Ricans are not one “pure” race, but a mixture; and 2) following the definition of race as 
skin color leads to the apparently counterintuitive result that siblings and other close family 
members are reported as being of different races. 

Many participants said that they had been taught in school that the Puerto Rican “race” was, by 
definition, a distinctive admixture of Spanish, Indian and African. Several schoolteachers 
among the participants reported they still teach this to their students. Given that this is the 
received cultural wisdom taught to children by their teachers and parents, participants were 
offended that no such answer category existed in the census questionnaire. One participant in a 
coastal town noted that, “The instructions are clear but we do not know how to answer this 
question because since we were young we were taught we are a mixture of races: White, Black, 
Indian, etc. So we have learned that instead of (being a) race, we are Puerto Ricans.” Said a 
woman in an interior town: “When we were in school, we were taught that Puerto Ricans are 
descendants of the Indian, African, and Spanish races and none of this is part of those answer 
categories. We are Puerto Rican “Boricuas” and none of that is there (in the response options). 

3Trigueño is a term that means “tan” or somewhere in between white and black. 
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How can they ask Puerto Ricans a question about a tribe?  Whoever designed that question is far 
from knowing Puerto Ricans and does not know our culture.” 

Participants also talked about the perceived absurdity of splitting families down the middle 
racially according to the skin color of the individual family member. Said one man in a coastal 
town, “In my home there are three whites and three blacks. I just don’t find any logic to this 
question. We at home continue to be the same family and continue to be Puerto Rican.” A 
woman in the same community concurred: 

“We are ten siblings. There are several who are black and you would not believe they are 
my siblings. Others are white but with black hair and eyes. And some of us have brown 
hair and green eyes. I would not know how to classify these people with the options 
given in Question 9.” 

Asserted one man in a rural community: “We are a mixture. That is why a couple with 
six children, for example, have children that all look different: some white like a rabbit, 
another brown like coffee, and so on. Sometimes this even leads to marital discussions. 
The kids are so different from one another, it does not seem possible to the husband that 
the child could be his.” 

Given these phenotypic differences, what are the implications for answering the question on 
race? It means that some siblings would be characterized as ?Black” and others as ?White” 
depending on the “accident” of how dark their skin happened to turn out. One man indicated 
that he had marked down that some of his children were White and the others Black. When 
asked how he had established the “cut off point,” he replied that the line of demarcation was self-
referential: those lighter than he is, were considered White, and those with skin tones the same 
as or darker than his were reported as Black. Said one woman, “To answer Question 9 for the 
whole family, I would need to respond that I am trigueña, my daughter is White, my husband is 
Black, my other daughter is White and my son is trigueño.” The idea that members of the same 
family could be arbitrarily separated in this way by the Census categories clearly bothered many 
people and also seemed to contradict common sense. 

4.1.5 Why did so many participants categorize themselves as White, but not really mean 
it? 

Many participants expressed the view that Americans define races as “pure” categories that do 
not entail any mixing across groups. Said one female participant in an urban center, “What 
happens is that Americans see ‘Black’ as the African who has never mixed. And they see 
‘White’ as the pure white with skin the color of milk, who has not mixed with other races.” 
Given the obvious discrepancy between these assumptions and the mixed realities of the Island, 
it is always problematic to try to apply American-derived concepts of race to the Puerto Rican 
population. Moreover, commented one woman in an interior town: 

“One feels excluded with this question. For us in Puerto Rico it is very common for all 
races to mix. And for us it is normal and acceptable by all. And this Question # 9 gives 
me the impression that our behavioral style of mixing among the different races and thus 

15




resulting in a mixed race, is not being considered, as one can see from the answer 
categories included here.” 

Some of those who felt that the categories in the question on race did not apply to them simply 
chose not to answer. Others did answer, but were very unsatisfied with their responses; many 
said they had answered the question “incorrectly.” Most participants had reluctantly, and 
sometimes a bit shamefacedly, given their race as “White.” One woman in a coastal town 
reported she had answered “White” for the race question, “but now that I am having all this 
discussion, I realize I answered incorrectly.” When asked why she had marked herself as White, 
she replied, “Because of my color, but not all of my family is White since we all come from 
different mixed races.” Another participant in the same group who also categorized herself as 
White on the questionnaire confessed, “When I filled out the census I did not consider myself 
White, but not African Black either. I automatically did not see it as race but looked at my skin 
color.” Echoed others in the same group, “I studied all my options and the only one I could fit 
into was the White race, even though I am not completely white;” “I was not comfortable 
answering my race to be White, but it was the best answer among the alternatives available.” 

A male participant in a mainly middle-class community was initially uncertain about how to 
answer and asked for the enumerator’s advice. He ended up reporting himself and all his family 
members as White because, he said, the trigueño option was not given. Although he had toyed 
with the idea of answering “Black,” he believed that only very, very dark people—people who 
are “pure violet black”—would truly qualify as such. 

“We are all white in my home. We are not Black—pure, violet black—but rather, very 
mixed. And in the U.S., I understand that a White person is purely white. Someone who 
is Black is purely black. And he who has been born in Latin America is known as 
‘Hispanic.’ That is how it is in the U.S.” 

Another participant in this group reported that she, too, had been very confused when 
considering the various options, and although she had finally opted for “White,” would have 
preferred to answer Hispanic. “For this census we all ended up answering as White, including 
my grandparents, parents, siblings, but none of us felt like a white race, but rather, as Hispanic.” 

Others, including enumerators, had sometimes encouraged participants to select the White 
option. In a coastal community, the enumerator classified as White a woman whose parents are 
Mexican. However, this woman never felt sure about this answer. “Anyway,” she quickly 
added, “I just don’t think it is necessary to ask the race question. It actually offends me. 
Because we talk about the race of a dog, and that is how we identify a dog, but not the race of a 
person.” A woman in an interior community had answered that her whole family was White 
“even though we are all trigueños,” on the advice of a clerk in her town’s municipal offices, who 
had apparently similarly advised all those who sought guidance on how to answer this question. 

The enumerators’ role in this process was somewhat murky. Several participants observed that 
the enumerators never asked them the race question. From this they surmised either that the 
Census Bureau had instructed enumerators not to ask this question or that the enumerators, 
perhaps out of embarrassment, had marked down whatever category they thought applied to the 
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person. One man was angry when he saw the enumerator marking him down as White when he 
identified as Black. 

Several participants indicated that they had classified themselves as White because they weren’t 
“taking any chances.” One woman in a middle-class community—described by the facilitator as 
not “evidently” Black, but with the darkest skin tone of the group—said she had done so “just in 
case.” This woman as well as all the other participants laughed every time she said this, 
apparently recognizing the irony. Exactly what she thought might happen if she had categorized 
herself as Black was never made clear. One man flatly acknowledged that he had lied and given 
his race as White on the belief that U.S. aid to Puerto Rico would be lowered if too many Puerto 
Ricans were to declare as Black. 

Some participants were critical of this tendency for everyone to report as White, though they 
tended to deflect their criticism away from specific individuals and onto a more general plane. 
One participant commented she was “almost certain” that 90 percent of all Puerto Ricans had put 
down they were White. (Indeed, her prediction was fairly accurate: recently released figures 
show that 81 percent of Puerto Rican respondents reported themselves as White only.) A woman 
in another group observed “We’ll soon see everyone calling himself White, when in fact we’re 
all actually Black,” and another participant opined that “If we were honest, we should mark 
ourselves down as mestizos.”4 

A number of participants in different groups observed that many people who “are not really 
white” report themselves as such because it is still a stigma to be identified as Black in Puerto 
Rico: 

“I think there are people who do not like to be described as being of a Black race, and so 
they classify themselves as some other race, according to convenience.” 

”There will be people who will classify themselves as White when in reality they’re 
mixed, because they don’t wish to be seen as they really are.” 

“There are many people in Puerto Rico who believe they are White, but they are not.” 

“There are many people who have a complex about being Black. Maybe these people are 
Black or trigueñas, but they respond as being White.” 

Their comments suggest that, even if not as highly charged an issue as in the U.S., race is still a 
sensitive subject for many Puerto Ricans. The fact that nervous laughter and considerable joking 
often accompanied discussions of the topic in nearly all the focus groups would seem to support 
this view. Of course, it is also important to keep in mind that this is the first time in a very long 
while that Puerto Ricans have been asked to answer questions about race. Until recently, talking 
about race has not been part of the public discourse. So the issue is not only the inapplicability 
of American racial categories in the Puerto Rican setting, but also the hesitation of venturing 
onto somewhat new and sensitive terrain. 

4Mestizo is a word that refers to being of mixed blood. 

17 



The signs of racial sensitivity were subtle. In one group, when a woman reported she had finally 
decided to classify her husband as Black (because despite having what would be considered 
white facial features, his skin is very dark) a man in the group said, jokingly, “Ah—so you killed 
him, then.” In this same group, a man commented that a person will sometimes say “I am Black 
but I have the heart of a White man” as a way of trying to say that they are a good person. He 
added that in his view this was silly, because “skin color does not define what a person is in the 
inside. I can be white but have a very bad heart. Another person can be trigueña with a noble 
and good heart. I hate racism because before God we are all the same. I have many Negro 
friends who are wonderful people.” 

In another group, an older man told a story about being involved with a white woman in the U.S. 
who claimed he was the father of a black baby. He told the other participants what a disgrace 
this would have been for him, and referred to the baby as “un carbonsito”—a little piece of 
charcoal. The other participants laughed, but covered their faces or mouths with their hands, and 
seemed to be embarrassed by the comment. Although they may well have disagreed with the 
sentiments this man expressed (as the researchers believed), it is still revealing that no one 
directly challenged him on this. 

In only one of the focus groups did participants discuss issues of racial identity politics. Not 
surprisingly, this group was primarily composed of well educated, young urbanites in San Juan, 
where such issues are part of the public discourse, at least in artistic and intellectual circles. In 
this group, more people discussed racial identification as connected to history and culture and 
not as a matter of skin color or other physical characteristics. “Race is more than skin color,” 
argued one man. “Race also includes experience, the history of our past.” Participants also 
discussed that racial identity is a complex mixture of how people see themselves, how others see 
them, and how they wish to be seen. To “whitewash” a Black identity, then, is to deny history 
and culture. “If we are Black we should feel proud of who we are since we have a history of our 
past.” Thus, the participants in this group who had identified themselves as Black on the census 
questionnaire had taken care to write in “Black—Puerto Rican” rather than be assimilated into 
the broader Black/African-American category. 

4.1.6 Why did some participants interpret race as referring to nationality? 

As noted earlier, many participants were confused by the way the question on race mixed racial 
categories such as “Black” and “White” with terms connoting nationality. This made them 
wonder what the Census was really after in this question. Said one participant in an interior 
town, “A problem I had with Question 9 is that the first options there are races. But then the 
response categories turn into nationalities. That confuses me. This question is really about races 
and nationalities.” Trying to infer what the Census must have meant by race, one man in an 
interior community observed, “In the U.S. they consider race as skin color, but also nationalities, 
such as Japanese, etc., from what I see in the answer categories for Question 9.” 
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Since many participants considered the “color terms” in the first part of the question 
inappropriate, an obvious solution would be to add ‘Puerto Rican’ to the list of nationalities in 
the second part of the question. Noted a man in an interior community: “This question is 
confusing since it mixes race with nationality. If they added some nationalities there, they 
should have added ‘Puerto Rican’ as well so that we could have answered Question 9 more 
easily.” A woman in another interior community seconded this view: “My question is what is 
the Puerto Rican’s race? The options here read ‘Japanese,’ for the Koreans there is the option of 
‘Korean.’ If we are from Puerto Rico, are they going to count Puerto Rico as a race?” Another 
participant in the same group reported that even though he believed the best solution would be to 
include the category of Puerto Rican with the other national groups, he did not write in this 
answer for fear it would be disqualified. “I did not know if by writing in ‘Puerto Rican’ I would 
be counted as a statistic or if my answer would not be counted because ‘Puerto Rican’ is not 
considered a race for this question.” Several people commented it was an injustice that other 
national groups were given their own preprinted categories, whereas Puerto Ricans were not. 

One woman indicated she had written in “Puerto Rican” where it says “Other Pacific Islanders.” 
Another participant queried, “Why did you answer ‘Puerto Rican’ if you were being asked your 
race?” The woman replied (setting aside the error of having written her response on the wrong 
line), “Well, because if you read all the categories they have there, they do have nationalities 
such as Asian Indian, Chinese, Japanese, Filipino, Korean, etc. Those answer categories are 
nationalities, not races. I am none of those nationalities or races that appear there—I am Puerto 
Rican.” The other participant continued to insist on her interpretation that the question refers to 
skin color and not to nationality. On the face of it, however, either interpretation is credible 
given how the question is constructed. Moreover, given the ongoing debate about “national 
identity” and statehood, it is not surprising that some people chose to interpret the question in 
this fashion—not in error, or as an oversight, but as an assertion of a unitary identification as 
“Puerto Rican.” 

4.1.7 What were reactions to, and use of, the “Check one or more races” and “Some 
other race” options? 

For the first time, Census 2000 allowed respondents to check off more than one racial category 
for each person in the household. As seen, this was done to ensure that Census 2000 would more 
accurately reflect the growing racial diversity of the U.S. population and in response to lobbying 
efforts by organizations representing biracial and multiracial individuals. Quite a few of the 
focus group participants had not realized they could have checked off multiple racial categories 
for each person in their household. Some knew they could designate different persons as of 
different races—for example, one child as Black and another as White—but not that they could 
have assigned multiple races to each individual. Nevertheless, for most, learning that they could 
have exercised this option did not resolve the essential dilemma of answering the question on 
race. 

To some, it just felt wrong somehow to check off more than one racial category for an individual 
—it seemed to run counter to an intuitive notion of race as a unitary concept. Said one man, “I 
see that it says here that one can answer with one or more races, and this confuses me even more. 
Two or more races?” Echoed a woman in an interior community: “It doesn’t make sense to be 
told that one can respond with more than one answer because a person cannot have more than 
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one race!” Several of those who found this option intuitively unappealing made the interesting 
point that in Puerto Rico, people do not trace out lines of descent as they do in the U.S. They do 
not think of themselves as “half White and half Black” or “one quarter Irish and three quarters 
Italian.” Rather, they think of themselves simply as “Puerto Rican”—a notion that assumes 
continuous mixture. 

A young man in a coastal town posed the issue this way: 

“Since my grandfather was black and my grandmother was white, what is my race? 
Maybe I could have answered my race to be both White and Black, but I did not realize I 
could answer Question 9 with more than one choice. But in any case, in Puerto Rico it is 
not customary to know our past origins and race. For example, I do not know if my 
ancestors were exactly white or black, since they could have been white and Indian and 
not black at all. Here in Puerto Rico we just don’t keep track of that. In the U.S., people 
do know if they’re half Irish, one fourth Italian, another quarter French, etc.” 

One of his co-participants agreed, arguing that for this very reason, the question will never 
produce accurate results for Puerto Rico. “In Puerto Rico, we all have the same Spanish descent, 
as well as Black-African and local Indian and then a bit of many other countries. Here in Puerto 
Rico, nobody keeps track of their lines of descent…We just don’t have knowledge of our 
ancestors…It (Question 9) is valid only for someone who knows all his ancestry, so he can mark 
off all the races.” 

Instead of the individualistic solution of allowing each person to check off as many races as 
desired, many participants would have preferred a single response option that specifically 
acknowledged their mixed ancestry: Creole, trigueño, Caribbean were all suggested as fitting 
possibilities. As one man declared, “ I come from a mixture of races. In other words, I am 
Creole.” Others noted that, at the very least, the question should have offered a wider range of 
answer choices, rather than forcing respondents into the three categories, none of which seemed 
quite right for Puerto Rico. One man had thought of answering that he was “Indian,” because 
this best fit with his physical looks and sense of identity. However, once he saw the instruction 
for filling in the name of his tribe, he realized the category was not meant for him.  Similarly, 
another participant left the answer blank, because: “I am a Black Puerto Rican. It is not the 
same to be a Black Puerto Rican as to be a Black African, as is stated on the census form.” 
Commented one participant: “To improve this question, one could add a variety of options, and 
not present it in such a limited way with only the options of White, Black, and Indian.” 

The race question also allowed respondents to write in a response of their own choosing under 
“Some other race.” Quite a few participants had not known about this option, often because they 
had not read that far into the question. However, again, few of those who had known about it 
had used it. A handful of participants had written in “Black Puerto Rican” because, like the man 
quoted above, they wanted to differentiate themselves from what they perceived as American 
concepts equating Black with African-American. “Here in Puerto Rico, said one participant in 
an interior community, “there are no Africans. There are blacks or ‘prietos,’ Dominicans or 
Cubans, but they are not Africans.” One man in an urban center reported, “Since this question 
had a blank space to fill out, I wrote in ‘Black Puerto Rican.’ I had to create a new variable for 
the Census.” 
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Some participants wrote in “Puerto Rican” based on reading the question as asking for 
nationality. A few indicated they had written in “Puerto Rican” because they felt the term “said 
it all.” Whoever read the answer, they believed, would understand ipso facto that a Puerto Rican 
is a mixture of races. In an interior community, a participant commented: “If I write in ‘Puerto 
Rican,’ then someone will understand all the mixture we are.” Said another man in another 
interior community, “For the race question, I did not answer it for my family members because I 
do not believe we Puerto Ricans have a race as such, but rather, I wrote in ‘Puerto Rican’ for 
each member. And I thought when these census answers are seen in the U.S., they will realize 
this question should not be asked of Puerto Ricans because it is not applicable to us.” 

As with the option of checking off more than one race for an individual, once having discovered 
the write-in option, some, but not an overwhelming number of participants claimed they would 
now be inclined to use it. In one group, almost everyone said they would now use the option to 
write in “Puerto Rican.” Some people said, quite simply, that writing in a special category was 
too much bother. One man joked that they should award a prize to anyone who went to that 
much trouble. Quite a few participants said that, quite frankly, in the absence of any better 
guidance from the Census Bureau, they still wouldn’t know what to write. Said one man in a 
coastal community, “Even though there is a blank space at the end to write in, how do we know 
what needs to go there?  Do we write in ‘Puerto Rican?’ How do we know this is an acceptable 
race answer for the purposes of this census?” 

Many participants across different groups thus reported that, given the chance to answer the 
question now, they would still give the same “mistaken” response all over again. Said one 
participant in a coastal community, “I would make the same mistake of answering ‘White’ race 
for myself for lack of better options.” A co-participant added, “And I would do the same 
mistake of answering ‘Indian’ for myself.” A third echoed, “I would again also answer ‘White’ 
even though I am totally trigueña.” These comments serve to underline the important point that 
the major objections to the race question were substantive. Participants simply did not see 
themselves in the answer categories, and did not regard the “Some other race” option as a real 
solution to their difficulties. Several expressed the view that, if the Census Bureau truly wanted 
to be sensitive to Puerto Ricans’ needs, it should have included an option—whether “Puerto 
Rican,” trigueño, or some other—in which Puerto Ricans would be able to immediately 
recognize themselves. 

4.1.8 Is the Census for the U.S. or just Puerto Rico? 

Participants in several groups raised the question of whether Census 2000 had been designed for 
everyone in U.S. or just for Puerto Ricans, as in the past. The facilitator answered this question 
in some groups and in others said nothing one way or the other. But even in those where the 
facilitator clarified the issue, the discussion did not always reflect that understanding, as people 
tried to puzzle out the possible meanings and intentions underlying the questions on race and 
Hispanic origin. 

Perhaps the staunchest proponent of the position that the census had to be approached as an 
American creation was a man in an interior community: 
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“The first thing you read here is ‘Commerce Department of the United States of 
America.’ You notice this and realize this is made for the U.S. where there are a large 
variety of races. But we must realize this census was designed with the American 
population in mind, and we Puerto Ricans must adapt to this reality and do our best to 
answer this Question 9.” 

One of his co-participants countered with a statement expressing a sentiment widely held across 
all groups: “If indeed the U.S. has such a large variety of races, why is it that they do not include 
our race as an answer category to Question 9?” 

A number of participants interpreted the question on race as asking about people living in Puerto 
Rico who were born elsewhere. “That part about Korea and some other island,” said one 
participant in a working class community, “maybe this is being asked by Census people to find 
out how many people of these countries mentioned in the answer categories are coming to our 
country and are represented in our country.” While this statement might lead one to believe that 
this person thought the census had been designed just for Puerto Rico, he then goes right on to 
say, “This question is directed to the U.S. and not to us who live here on the Island.” 

A participant in another group suggested that even if Census 2000 had been designed for the 
entire U.S., the version they received was written in Spanish, so one can assume it was being 
directed only to Spanish speakers. If so, he asks, “Why do all of these nationalities show up here 
when they have nothing to do with Hispanics in general?” 

The consensus was that the racial categories in the question on race might have made sense for 
the U.S., but not for Puerto Rico or Puerto Ricans. Even if the Census Bureau had good reasons 
for not designing a census exclusively for Puerto Rico, something more should have been done 
to adapt the answer categories to the Puerto Rican context. Said one man, “If they don’t want to 
design a different census form for Puerto Rico at least they could enclose a separate sheet with a 
more complete list of optional races to choose from. Because the options here are not enough.” 
Others suggested that simply translating the questionnaire into Spanish, without also taking into 
account cultural differences separating the U.S. and Puerto Rico, was not going far enough. 

4.2 Participant reactions to the Census 2000 question on Hispanic origin5 

The Hispanic origin or ethnicity question elicited a less vociferous and outraged response than 
did the question on race. Although many participants found parts of it confusing, this question 
was “saved” by the presence of an answer category that read “Puerto Rican.” Many participants 
simply “fast forwarded” through the question and answer options until they came to the “Yes, 
Puerto Rican” category, then gave the question no further thought because they had “found 
themselves” there. A man in an interior community contrasted his reactions to both questions: 
“I say with this question we don’t have problems. Here we have the answer category of ‘Puerto 
Ricans’ which describes us perfectly.” Said a man in a coastal community, “I did not have any 
difficulty (with the Question on Hispanic origin) because it says ‘Puerto Ricans’ there and I 

5On the Puerto Rico short-form mailback questionnaire, the Hispanic origin/ethnicity question was 
Question 8. When participants referred to Question 8 this is the question they were discussing. The 
English version of the Hispanic origin question appears in Appendix E. 
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consider myself Puerto Rican first of all and that is how I answered.” A woman in another 
interior community reported that she had not needed to discuss this question with anyone 
because, “To me this concept was not difficult because I did not even analyze it since the option 
of ‘Puerto Rican’ was right there for me to choose from.” 

In a sense, the availability of the preprinted category ?Puerto Rican” in the Hispanic origin 
questionnaire short-circuited the kind of critical scrutiny the race question received because it 
lacked just such a category. However, once given a chance to examine it more closely, many 
participants found parts of the Hispanic origin question puzzling, and began to wonder about the 
intended meaning of its underlying constructs. In several of the groups, discussion was 
enlivened by the presence of participants who were not Puerto Rican or “entirely” Puerto Rican. 
Two groups included persons of Dominican origin (though one individual identified entirely as 
Puerto Rican); one had an individual of mixed Mexican-Puerto Rican parentage. Participants in 
other groups included a woman of Mexican parentage and a Chilean man who had married and 
settled in Puerto Rico. These individuals presented “anomalies” that served to sharpen debate 
about the meaning of “origin” and raised questions that might not have surfaced otherwise. 
Interestingly, similar issues arose in discussing individuals of Puerto Rican parentage born in 
and/or living in the U.S. 

4.2.1 What were the confusions and concerns reading and interpreting the Hispanic 
origin question? 

A few participants mentioned they were confused by the construction of the question, which 
asked persons who are not Spanish, Hispanic, or Latino to mark the first “No” box. Said one 
participant in a coastal town: “There is a question here that confuses me. It says to check off if 
one is not of Latino, Hispanic, or Spanish origin. Those questions that are asked in the negative 
sense, with a ‘No’ or a ‘Not,’ confuse me. I can’t answer those types of questions.” 

A number of participants were put off by what they considered the overly complex construction 
of the answer categories. They felt the categories were too “encumbered” and it took too long to 
finally recognize the “Yes, Puerto Rican” option. Along with this, many thought that by 
answering “Yes, Puerto Rican” they were saying they were not Spanish, Hispanic, or Latino. 
They believed they were being asked to choose between the two, and felt this was wrong, since 
they identified with both categories. A woman in an interior community asked, “Are we Latinos 
or Hispanics? We Puerto Ricans are Latinos and Hispanics. I don’t know how to answer 
Question 8 because I am Puerto Rican but I can also answer with another response category: 
Latino and Hispanic. In my case, there are two answers for Question 8.” Said a man in a poor 
coastal community, “The alternative that confuses me there is ‘Latino/Spanish/Hispanic.’ 
Actually, the only alternative that is clear to me is ‘Yes, Puerto Rican,’ and ‘Yes, Cuban.’ But 
when answering ‘Puerto Rican,’ I am (saying I am) not Latino or Hispanic.” One man in a poor 
interior community answered “Puerto Rican,” but then had second thoughts when he noticed 
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there was a Latino option, which also accurately described him, and so “began to doubt if I was 
actually misunderstanding this question.” 

Said one woman in a coastal town, “I am very proud to identify myself as Puerto Rican. I do not 
like to identify myself only as Latina because Latinos are all those of us who speak Spanish, 
from the many different countries. I am Latina, but Puerto Rican.” When push came to shove 
those who felt they had to choose one or the other usually opted for the more precise “Puerto 
Rican” over the more inclusive “Latino” or “Hispanic,” though not always happily. 

Although most participants did eventually make their way through the twists and turns of the 
question to reach the “Yes, Puerto Rican” category, some got lost along the way. Commented 
one woman in an interior community: 

“To have discussed here today this Question 8, I now understand it better and I think I 
wouldn’t have so much trouble answering it now. I don’t think I am as confused with 
this question, but before today (I was), because even though the option of ‘Puerto Rican’ 
was there, there were many other categories for Question 8 that just confused me and 
made me doubt my answer.” 

Interestingly, this woman is one of a very few participants who found the question less confusing 
after having discussed it; most had the opposite experience. One woman in a coastal town 
demanded to know the intent behind this question. “Whoever designed this form must definitely 
not be from Puerto Rico and is not Hispanic or Latino, I say that because these answer options 
under Question 8 are all very confusing!” 

Finally, one man objected to the fact that only Hispanics are asked to provide any real 
information in this question, whereas Americans can get away without having to explain 
themselves further. “An American answers by checking the first option and no one knows more 
about his origin. We only know that this person is not Hispanic. That person does not have to 
do as much explaining as we do about his origin, nor is this question as confusing for him as it is 
for us. We, on the other hand, have to answer and explain. One asks oneself: why is this?” 

4.2.2 Do Spanish/Hispanic/Latino mean the same thing? 

While this question clearly intends that the terms Spanish/Hispanic/Latino be viewed as 
synonymous, or at least as forming an overarching common category, many participants in this 
study did not see it this way. Some felt, for example, that “Latino” applies just to Latin 
Americans, and that “Spanish” should be used only for those whose family comes from Spain. 
One woman in a coastal town commented that the term Latino is typically used for people who 
come from South America, whereas Puerto Ricans are Caribbean. Said one man in an interior 
town, “Spanish is a descendant of Spain. Hispanic is from any Hispanic country. Latinos are 
those from Chile, Argentina—different countries. I don’t consider myself Latino, but rather 
‘Puerto Rican.’” A woman in the same group had a slightly different take on this, “When one 
grows up here, one is known as a ‘Latino’ and also as a ‘Hispanic’ because of our Spanish 
language. But we are not known as Spanish because we are not originally from Spain.” 

A man in a poor coastal community agreed that while Puerto Ricans can legitimately be 
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considered Hispanics and Latinos by virtue of speaking Spanish, “We are not Spanish because 
we are not pure Spanish.” For him, as for several others, the terms “Hispanic” and “Latino” 
have connotations of racial intermixing, whereas the term “Spanish” does not. One man, for 
example, observed: 

“I say all of us are Latinos—all from Central America to South America, we are Latinos. 
And the Latino is a mixture of Indian, Spanish and African Black. Now there are certain 
Latin American countries that did not mix as much as Puerto Rico did. But a Latino can 
not answer he is purely white or black.” 

The notion that “Latino” is also implicitly a racial category was reinforced by several 
participants’ observations that in the U.S., those with Latino surnames or who live in Latino 
neighborhoods are automatically disqualified from being viewed as White. 

4.2.3 Why is the interpretation of the Hispanic origin question dependent on context? 

A number of participants suggested that interpretation of the Hispanic origin question depends 
on context. The same terms do not necessarily mean the same thing in the U.S. and in Puerto 
Rico. Observed one man in an interior community, “If one receives this questionnaire while 
living in the U.S. then one does not have a problem answering it. So that’s what I did with this 
form: I answered as if I were living in the U.S.” Along similar lines, a woman in a middle-class 
urban community reported she was able to answer “correctly” only because she was already 
familiar with concepts like ?Hispanic” through having lived outside Puerto Rico. Had she never 
left the Island, she confessed, the available answer categories would be all but incomprehensible. 

Participants across all groups felt that the “blanket terms” Hispanic and Latino which embrace a 
range of groups, are more appropriate to the ethnic diversity of the U.S. than to the realities of 
the Island. Said one woman in an interior town, “Those who live in the U.S. and speak Spanish 
are called ‘Hispanic’ or ‘Latino’ but here in Puerto Rico we are only Puerto Rican.” A woman 
in another interior community concurred: “Since I live here in Puerto Rico, I answer ‘Puerto 
Rican’ for Question 8. But if I were living in the U.S., I would answer ‘Latino’ instead of 
‘Puerto Rican.’” A man in a middle-class urban community also recognized the concept of 
“Hispanic” as an American creation: “Hispanic is a person who was born in a country where 
Spanish is spoken but is being raised in the U.S. It was in the U.S. where this concept of 
‘Hispanic’ was born. ‘Latino’ is everyone who was born and raised in a Latin American 
country. Spanish is all who were born in Spain, Europe.” 

Participants also recognized that issues of nationality are submerged by categories that fail to 
differentiate among Spanish speakers from different countries. One man, for example, pointed 
out that the media lump together as ‘Latinos’ all major league baseball players with Spanish 
surnames without specifying what countries they are from. “Since all of us speak Spanish, we 
are all put together.” Some accepted this categorization, because they believed it is rooted in a 
common linguistic and cultural foundation: “We Latinos come from different countries,” said 
one man, “but we all understand each other.” 

Other participants, such as the woman quoted below, objected to these categories as reflections 
of ethnic stereotyping that provide an excuse to discriminate and segregate in the American 
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context: 

“The Americans, Italians, etc, call all of us who speak Spanish by the name of ‘Latino’ or 
‘Hispanic’ and they do not identify us with the country we are from. To me that is 
discrimination—the fact that they collapse us all in one group. On top of that, they do 
not mix with us. In New York, for example, the different groups do not mix. Italians 
live in a certain section, the Hispanics live somewhere else, the Americans have their 
own area, and so forth.” 

In a similar vein, a woman in an interior community pointed out that lumping together all 
Hispanics obviates the necessity of considering the diversity of needs presented by different 
national groups covered by the term. “United States Americans do not realize that a Hispanic 
Cuban American who lives in the U.S. legally is not the same as a Hispanic Dominican who 
lives in New York illegally. One should not lump all Hispanics in the same category because 
their needs are not the same.” 

Shifting the frame of reference from the U.S. to Puerto Rico presents different dilemmas for 
interpreting and answering this question. Moving to an Island-centric perspective, many 
participants saw answering as unproblematic for a Puerto Rican born in Puerto Rico, but difficult 
for someone now living on the Island but born elsewhere. For example, how should someone 
born in the Dominican Republic answer this question?  A number of participants commented that 
someone of Dominican origin living illegally in Puerto Rico would probably be too fearful to 
respond to the Census in any case. Several saw this question as a thinly veiled attempt to ferret 
out illegal immigrants to Puerto Rico. One woman commented that she would never truthfully 
answer a question about the origin of household residents for fear of being accused of sheltering 
illegal aliens. “We (Puerto Ricans) have a tradition of sheltering all groups. The U.S. does not 
understand this.” 

The consensus was that even when considerations of legality did not apply, answering this 
question still posed problems for persons not born in Puerto Rico. Participants’ views turned on 
different interpretations of the meaning of the word “origin” as used in the Hispanic origin 
question. 

4.2.4 What does “origin” mean? 

For some participants, origin referred to country of birth. Said one man in a middle-class coastal 
community, “When they ask what is our origin, I understand they want to know where we were 
born. It would be easier to ask if we were born in Puerto Rico and to answer ‘Yes,” if so. That 
way, whoever is not from Puerto Rico can say where he is from.” The participant who had been 
born in Chile agreed with that solution. He had written in the “Some other 
Spanish/Hispanic/Latino” category. 

However, equating origin with place of birth did not sit well with others. Several participants 
raised the issue of children born in the U.S. How would they answer for these children?  Several 
considered that the most appropriate response would be to write in “American—Puerto Rican” 
under the “Some other” option. But that still did not satisfy everyone. One man reported that he 
had gone to the U.S. when he was 15 years old, married a Puerto Rican woman and had a child, 
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born in the U.S. “My son,” he reported, “is American, of Puerto Rican origin or descent.” 
However, he believed his son is not Latino. A woman commented that her second child was 
born and brought up in New York. “I consider him to be Puerto Rican, but I do not know what 
he considers himself to be.” Another participant commented that, “Many Puerto Ricans who 
were born in the U.S. no longer consider themselves Latinos, but rather, Americans. That person 
is of Puerto Rican origin but his nationality is American.” 

These comments suggest additional factors that need to be taken into account in understanding 
the issue. One is the subjective element of identity, or what the person considers himself or 
herself to be, regardless of place of birth. Another is ancestry, or the notion that “origin” extends 
beyond place of birth to the background or national origins of one’s parents and forbears. 
Finally, comes the issue of nationality. 

We noted earlier that one participant was born of Mexican parents. “My parents are Mexican,” 
she said, “but I consider myself Puerto Rican…In my case, my great grandparents were Spanish 
and Italian. My parents are Mexican…. I (also) consider myself to be Spanish, Latino and 
Hispanic.” However, she noted, despite having lived in Puerto Rico for many years, her mother 
still considers herself “completely Mexican.” The concept of origin, then, is porous and 
somewhat situational; it may or may not include others in the branching out of the family tree. 

Said one man, taking issue with the Chilean participant’s view that origin equals place of birth 
equals nationality: 

“My origin is where I come from. Origin includes your ancestors also and not only the 
individual person. Ruben, who is Chilean, is of Chilean origin, and is married to a Puerto 
Rican. But his children, what origin will they be? His children will consider where they 
were born and the origin of their parents.” 

This participant raised the point that if origin is understood as ancestry, not everyone’s 
background is homogeneous, which may create difficulties for those—such as the mixed 
Chilean/Puerto Rican children— forced to settle on one answer category. A woman in a coastal 
town similarly observed that the question only gives the possibility of answering with one 
response. “But his grandfather (referring to another participant in the group) who is Puerto 
Rican and who also has Italian origin, will find it difficult to answer even Question 8 because the 
grandfather has both Italian and Puerto Rican origins. Which should he choose for Question 8?” 

Not surprisingly, the issue of nationality also arose in discussions of the Hispanic origin 
question, as it had in considering the question on race. For Puerto Ricans, this issue is 
complicated and highly politically charged. Those favoring statehood emphasize identification 
with the U.S. and downplay the notion of Puerto Ricans as a “people” or a nation. Those 
favoring independence take a different position. Mused one man in an interior community, “The 
politicians say we are not a nation. Other politicians say we are a nation. So then I wonder how 
I should answer Question 8, which asks about our origin—our nationality?”  In one group, a 
woman’s assertion that “We are all Americans” was greeted with a polite silence that the 
research team interpreted as disagreement. 

It is clear that the concept of “origin” as expressed in the Hispanic origin question is complex 
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and has many possible meanings. Some interpret it as place of birth, others as nationality, still 
others as ancestry or a statement of ethnic or political identity. Given how ideas of origin may 
vary from person to person, one participant summarized the general sentiment that it should be 
up to the Census Bureau to clarify what it is seeking in this question. “If your parents are from 
Puerto Rico, but you were born in New York, what does origin mean?  For me, origin means the 
place where I was born. But for others, origin is where they were brought up. And for others, 
origin is the place where their parents are from. What does the Census intend with this ‘origin’ 
question?  The Census needs to define this clearly for us.” A woman in another group argued 
that because Puerto Ricans are not generally familiar with these concepts, these issues should be 
addressed in school, so people will know what is being asked and how they should answer. 

4.2.5 Are the Hispanic origin and race questions really different? 

After they had been given the opportunity to discuss both questions separately, participants were 
asked to comment on whether they saw a real difference between the two. In general, as might 
be expected, participants’ views on the subject varied according to their interpretation of the two 
questions. 

The largest cluster of participants felt the two questions were close enough in meaning that it 
was unnecessary to ask the more offensive question on race. Commented one woman in a 
middle-class urban community: “We are all “prietos’ (Blacks) for the Americans. If Question 8 
asks if we are Latino, Spanish, etc, and I answered that I am Puerto Rican, then I should not be 
asked Question 9—my skin color—because I have already answered that I am Puerto Rican and 
we Puerto Ricans do not have one color or one pure race.” Said another woman in the same 
group, “Question 9 wants to find out why you answered ‘Puerto Rican” for Question 8. They 
want to get to ‘deep waters.’ If you are Puerto Rican, then tell me what color you are. But this 
is not necessary. Question 9 should not be asked at all.” 

Participants across all groups expressed variations on this same basic theme: 

“If you respond ‘Puerto Rican’ for Question 8, you will never be able to answer Question 
9 on race since we Puerto Ricans do not have a race and we already know I am a Puerto 
Rican from Question 8. So Question 9 does not make sense for those who answered 
‘Puerto Rican’ in Question 8. Question 9 needs to be eliminated altogether.” 

“I think the average person will look at these two questions as if they were the same 
because if you answer ‘Puerto Rican’ for 8 and ‘Some other race-Puerto Rican’ for 9, 
what is the difference?  I see this as being the case for most of the people who live in 
Puerto Rico” 
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“If we already answered we are Puerto Rican for Question 8, then it is unnecessary to ask 
any more about the origin, race, or nationality of the Puerto Rican person. There is no 
need to look for more answers. That is all that defines us: Puerto Ricans.” 

One man went a step further and saw racist intent in the order of the questions: 

“First, asking me if I am Puerto Rican. Then asking me if I am a Black Puerto Rican, a 
White Puerto Rican or a mixed one. Here I start thinking they are causing divisions. 
And what are they going to do with me if I am unable to choose?  Then I am asked the 
mortgage question. Why?  Are they going to help me pay for it?  Am I going to receive 
help according to my race/color?  Who cares about color? I will not answer this type of 
question!” 

Even those who wanted to argue for a difference between the two questions were hard pressed to 
clearly articulate the nature of that difference. Some asserted the two questions had to be 
different because they had different answer categories. One participant struggled valiantly to 
find a clear point of difference between the two:  “They are different because Question 9 asks 
about race and Question 8 asks for nationality. But in another sense, they are the same because 
both questions refer to nationality, as can be seen from reading the answer categories for both. I 
would probably put these two questions together into one question.” 

For this participant, as for others, the two questions turn out to be essentially the same because 
the question on race appears to contradict itself (by asking for nationality). One participant in an 
interior town used the conflict as reason to doubt the entire Census enterprise: “If these 
questions are so complicated and are worded so badly, then what level of trust can we have in all 
the census questions?”  Moreover, she added, “The answers Puerto Ricans give on Question 8 
and Question 9, and maybe on other confusing questions, will not be accurate.” Several other 
participants concurred, pointing out that the focus group discussions show that these questions 
are open to too many different interpretations, thus undermining the credibility of the responses. 

Most participants argued that the race question should be eliminated altogether, at least for 
persons answering “Puerto Rican” to the Hispanic origin question. If the question on race should 
remain, several recommended that “Puerto Rican” be added to the answer categories in the 
second part of the question or that other efforts be made to expand the answer categories to 
include choices (like trigueño) more in keeping with the Puerto Rican context. While 
participants had fewer problems with the Hispanic origin question, some did suggest either that 
the word “origin” be removed from the question, or that the Hispanic origin question simply ask 
for nationality or place of birth. One participant summed up the overall sense of the focus 
groups when he asserted, “These two questions would confuse any Puerto Rican!” 

4.3 Summary 

Participants reacted more strongly and negatively to the question on race than to the Hispanic 
origin question, but found aspects of both questions problematic. Two broader points should be 
kept in mind in putting the findings into perspective. 
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Puerto Ricans are not accustomed to being asked for their race in official documents 

The last time the Puerto Rican government asked questions of this sort was in the 1950s, before 
most of the focus group participants were born. For Census 2000, the Puerto Rican government 
chose to use the same questionnaire content on the Island as was used stateside. Those who have 
lived in the U.S., of course, tend to be more familiar with both the phenomenon of requesting 
racial information and the categories in which the Census Bureau asks for such information. 
Nevertheless, being asked these questions for the first time in so long without having been 
provided any prior “civic” preparation came as a shock to many Puerto Ricans. This may help to 
explain some of the concern expressed about the intended uses of the data on race as well as 
possible racist intent in the question. 

Commented one participant in a coastal town, “This question made me think about racism and if 
the intention is to cause division. Maybe this census is racist.” Said one woman in a middle-
class urban community: “There are racism problems in Puerto Rico. What worries me is if this 
race concept is applicable to Puerto Rico. That really worries me. Here there is a reality of 
homeless people and immigrants who are not open to filling out the census. Since we are 
collecting this census information to understand the needs of the less fortunate groups, it would 
be a shame not to have data for these kinds of groups.” One man in an urban community even 
worried that use of American-style race questions would bring on American-style racial 
problems: “Many years ago, we had racism problems here. In the U.S. when one says he is 
‘Negro,” he may be taken for a robber, someone who is not worth anything. That is why this 
question really depresses me!” 

In cognitive interviews, Gerber and de la Puente (1998: 19) found that respondents of all 
backgrounds thought about the social and political consequences of being asked, and of 
answering, certain questions in different ways. Moreover, the race question was itself “seen as 
part of an American dialogue about racism,” and respondents believed “that asking it will add to 
the divisions between groups. The question’s assumed divisiveness therefore decreases its 
perceived legitimacy.” If this represents the perspective of persons living in the U.S., these 
issues are magnified all the more in the Puerto Rican context. 

Issues of race, nationality, and identity are politically charged 

If concepts of “ethnicity” and “national origin” are complex and somewhat ambiguous for most 
Hispanics, they are doubly so for Puerto Ricans, especially those residing on the Island. Puerto 
Ricans occupy a somewhat unique position as U.S. citizens living in a U.S. commonwealth. 
This perhaps helps to explain a tendency to see race, nationality, and ethnicity as closely linked, 
if not essentially the same, and to make identity statements that depend on context (“I am X here 
and Y there”). 

Moreover, questions about origin, identity, and nationality are at the very center of political 
debate. These focus groups were held in the immediate aftermath of an election that saw the 
pro-statehood party removed from power. Consequently, answers that may at first glance simply 
seem to indicate technical misunderstanding can take on a different meaning when viewed as 
political assertion. Participants frequently repeated the sentiment “I am Puerto Rican and that is 
all I am and I will write it in Question 8, Question 9, or wherever else I need to.” This may 
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arguably be interpreted as a statement of identity, rather than an expression of confusion over 
how to follow the instructions. Gerber and de la Puente (1998: 2) similarly point out that 
understanding the social and political bases of responses to the race and ethnicity questions 
“helps to explain certain response patterns as reactions to the social context, and not as 
‘misunderstandings’ of the intent of the question.” 

4.3.1 On the question on race 

•	 Virtually everyone agreed that this question does not fit the racial dynamics or history of 
Puerto Rico. They were taught in school that Puerto Ricans are a mixture of Spanish, 
Indian, and African blood. Thus, participants could not identify with the available 
answer categories and felt they were being forced to choose among inappropriate 
alternatives corresponding to a foreign (U.S.) reality. 

•	 Some participants considered the very idea of asking about race offensive, discriminatory 
and divisive, and suspected a hidden political agenda at work. 

•	 Many participants settled on a definition of race as skin color, but found this wanting as 
the sole marker of race. They pointed out that Puerto Ricans are a mixture of races, 
which makes it difficult to draw clear-cut distinctions based on any single phenotypic 
characteristic. Moreover, siblings in the same family can and often do exhibit wide 
variations in physical characteristics. Do these siblings then belong to different races? 
The notion that family members could be arbitrarily divided in this way bothered many 
participants, and seemed to defy common sense. 

•	 A number of participants reported they had answered the question on race “incorrectly” 
and would probably do so again. Many had categorized themselves as White because 
they were not “pure Black” or “African Black” and could find no answer category that 
properly captured their “mixed” status. Nevertheless, most reporting their race as 
‘White” felt uncomfortable with the choice, and would have preferred other 
options—such as trigueño or Creole—that would more accurately reflect their tan “café 
au lait” color and racially mixed background. 

•	 Despite their expressed desire for more appropriate response categories, relatively few 
participants were satisfied either with the option of checking off multiple races for an 
individual, or of writing in an answer in the “Some other race” slot. Some were put off 
by the notion that an individual could be considered to have multiple races. Most wanted 
answer categories that explicitly acknowledged their distinctively mixed status and did 
not require creation of an anomalous category for Puerto Ricans. 

•	 Some participants (though fewer than those defining it as skin color) defined race as 
nationality, and argued that ‘Puerto Rican’ should be added to the list of nationalities in 
the second half of the question on race. 
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•	 Participants who had lived in the U.S. for an extended period generally had a better 
understanding of the bases for the response categories in the question. They pointed to 
the greater racial and ethnic diversity in the U.S. and contrasted American racial and 
ethnic segregation with the more fluid pattern of social intermingling on the Island. Both 
those who had and who had not lived there tended to use the U.S. as a “counter example” 
of a harsher and more “absolutist” racial environment. 

•	 Although less charged an issue on the Island than in the U.S., discussion made clear that 
race is not a benign subject in Puerto Rico. Some participants criticized or poked fun at 
Puerto Ricans who call themselves “White” when they really aren’t, interpreting this as 
an unwillingness to admit to being Black. Remarks also suggested that, in some social 
circles, blackness is stigmatizing. Some part of the outrage expressed at being asked 
about race may reflect a discomfort with confronting these issues, as well as a relative 
lack of collective experience addressing questions of race in the public arena. 

4.3.2 On the question on Hispanic origin 

•	 For this question, participants were able to “find themselves” in the response categories. 
The presence of a preprinted “Puerto Rican” category made it more palatable than the 
question on race. Many participants simply “fast forwarded” through the question and 
the answer options until zeroing in on “Yes, Puerto Rican” as their response. 

•	 A few participants were bothered by how the question asked respondents to check off a 
box if they were not Spanish/Hispanic/Latino. Many thought that by answering “Yes, 
Puerto Rican” they were saying they were not Spanish/Hispanic/Latino and were thus 
essentially being forced to choose between two applicable answer categories. 

•	 Consistent with the question’s intent, some participants felt that “Spanish,” “Hispanic,” 
and “Latino” all mean more or less the same thing. A few disavowed “Latino” as 
referring only to South Americans, not Caribbean peoples and so not Puerto Ricans. 
Quite a few accepted “Hispanic” and “Latino” as accurate and largely interchangeable 
labels, but argued that “Spanish” applies only to Europeans from Spain or those directly 
descended from them. Some thought “Latino” and “Hispanic” (but not ?Spanish”) also 
implied racial mixture. 

•	 For many participants, especially those who had lived in the U.S., interpretations of this 
question depended on the context from which it was viewed. They believed that “blanket 
terms” like “Hispanic” or “Latino” are more appropriate to the U.S. than to Puerto Rico: 
the same person would be “Puerto Rican” in Puerto Rico but “Latino” or “Hispanic” in 
the U.S. Participants also recognized that use of these blanket terms submerges issues of 
nationality. Some accepted this because they felt a sense of cultural kinship with other 
Latinos. Others objected that this imposition obscures very real differences among the 
groups being lumped together and facilitates social and residential segregation of 
Hispanics in the U.S. 

•	 Readings of the question varied according to views of the meaning of “origin.” Origin 
was variously interpreted as referring to birthplace, ancestry, nationality, self-
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identification, or some combination thereof. Participants brought up examples of 
“difficult” or “anomalous” cases (e.g., persons not born in Puerto Rico) to tease out the 
different dimensions of what increasingly came to be recognized as a complex set of 
issues. Several expressed a desire for the Census Bureau to clarify its intended meaning 
of the term. 

4.3.3 Relationship of the questions on race and Hispanic origin 

•	 The largest cluster of participants saw the question on race and the question on Hispanic 
origin as so close in meaning that it made no sense to ask both. Most favored eliminating 
the question on race, since they found it the more problematic of the two, and could not 
see what additionally valuable information it could provide about a Puerto Rican 
respondent. 

•	 Those who thought they saw some differences between the two questions had a difficult 
time saying why. They often argued “backwards” from the answer categories, on the 
assumption that if the answer categories were different, the questions must be. Some 
were foiled in their search for clear differences by the presence of the national origin 
terms in the question on race, which made the question appear to contradict itself by 
asking both for race and nationality. 

5. RECOMMENDATIONS 

The focus groups with participants in twelve communities across Puerto Rico revealed strong 
negative reactions to the question on race. Reactions to the question on Hispanic origin or 
ethnicity were tempered by the presence of a response category—“Yes, Puerto Rican”—with 
which the vast majority of participants could identify. Although not generalizable to the larger 
Puerto Rican population, these results may still have potential implications for changes that 
might be made to improve response rates to these questions as well as the validity of the 
answers. 
Moreover, despite being based on a relatively small purposive sample, our findings appear to 
accord with, and may even help to explain, recently released results of Census 2000 for the 
Island. For example, many of our participants said they had categorized themselves as “White,” 
but only for want of a more fitting category. In fact, Census 2000 results reveal that 81 percent 
of Puerto Ricans reported themselves and their family members as White. When these data were 
released, several articles appeared in the Puerto Rican press with experts bemoaning the Puerto 
Rican population’s “historical ignorance” and “confusion about what being Puerto Rican 
means.” In fact, participants in our study recognized they are the product of a historical mixing 
of Spanish, Indian and African populations. They just felt they had no place to record the 
awareness of being “mixed,” and so fell back on what they readily acknowledged to be an 
“incorrect” answer category. While this may not entirely explain the phenomenon of reporting 
as “White,” it certainly deserves to be taken into account before jumping to global conclusions 
about the meaning of the results. 

Consequently, while recognizing the tentative and suggestive nature of these findings, we offer 
the following recommendations for possible changes to these questions as well as overarching 
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recommendations designed to improve awareness and understanding of the census among the 
Puerto Rican population. We also suggest areas for further research and exploration necessary to 
put these findings on firmer footing. 

5.1 Recommendations for the Question on Race 

•	 For Puerto Rico, to avoid confusion, it is better that the race question not include 
?national origin” responses. In addition, it might be worthwhile to consider using a 
different or modified version of the race question for Puerto Rico rather than using the 
stateside version (see Overarching Recommendations). We recognize, of course, that the 
decision to use the same questionnaire content as in the stateside version was made by 
the Puerto Rican government. 

•	 Some participants never read far enough into the race question to realize that the “Some 
other race” option existed. Admittedly, relatively few participants said knowing this 
would have been the solution to their difficulties with the question. Nonetheless, their 
remarks suggest that for some respondents the length and construction of the question 
detracted from commitment to give the most accurate response. This might suggest the 
advisability of developing and testing other ways of constructing this question. 

5.2 Recommendations for the Question on Hispanic Origin 

•	 Something about the construction of the question on Hispanic origin led quite a few 
participants to conclude that they had to choose between identification as 
Spanish/Hispanic/Latino and identification as Puerto Rican. The reasons why should be 
explored more fully in order to correct this misperception. 

•	 For the Hispanic origin question, answer options should be clarified for respondents of 
mixed Hispanic or Hispanic/non-Hispanic origin as well as groups not specified in the 
answer categories. For example, consider the case of someone born in the Dominican 
Republic or Cuba who is residing in Puerto Rico. 

5.3 Overarching Recommendation 

•	 In discussing the questions on race and Hispanic origin, participants often voiced doubts 
and suspicions about the larger mission and purpose of the census and the intended uses 
of the data. For example, participants who understood the census’s main purpose as 
collecting information to help the unfortunate wondered why the government needed to 
know how many of those people are Black or White. Lack of understanding of the 
reasons for collecting these data helped feed suspicions of a hidden political agenda. In 
addition, participants in several groups did not know if they were being asked to answer 
the same questions as other U.S. citizens or if the questions were particular to Puerto 
Rico, as in the past. 

To the extent that objections to the race and Hispanic origin questions are rooted in these 
larger concerns and uncertainties, doing a better job of educating the Puerto Rican public 
about the broader purposes for collecting census data would almost certainly improve the 
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responses to these questions. This is especially true given that Census 2000 was the first 
time in a long while that residents of the Island were asked to give information about race 
and ethnicity. While it would be naive to suppose that better public education alone will 
automatically sweep away all these concerns, which are intimately linked to wider social 
and political issues, it is hard to imagine this would not do some good. This 
recommendation is bolstered by similar findings from our prior study, “Puerto Rico 
Focus Groups on Why Households Did Not Mail Back the Census 2000 Questionnaire.” 

•	 On a more limited note, many participants expressed a desire for the Census Bureau to 
provide greater clarification of the intended definitions of key terms such as “race” and 
“origin.” While recognizing that doing so might partly defeat the purpose of asking these 
questions, it would be useful to think about how this might be done without biasing or 
skewing the answers. 

•	 Our findings suggest that while they have much in common with other Hispanics, 
residents of Puerto Rico look at these questions in somewhat distinctive ways even as 
compared to persons of Puerto Rican origin living in the U.S. Their perceptions shift 
according to context. Consequently, it would be important to include Island Puerto 
Ricans in any additional cognitive testing or efforts to field test different versions and 
formats of questions and questionnaires for future censuses. 

•	 Consider using the results of this study, along with the results of the “Puerto Rico Focus 
Groups on Why Households Did Not Mail Back the Census 2000 Questionnaire,” to 
create a survey with primarily fixed response or close-ended questions to be administered 
to a probability sample of residents of the Island. The survey could seek the respondent’s 
views of different approaches to data collection for the census, as well as their reactions 
to any new materials developed. The survey could be used to test different versions of 
the race question in order to find a race question that will work better for residents of the 
Island. 

35




References 

Berkowitz, Susan G. (1996). Using Qualitative and Mixed Method Approaches. In Reviere, R., 
Berkowitz, S., Carter, C. and Graves-Ferguson, C (Eds.), Needs Assessment: A Creative and 
Practical Guide for Social Scientists, (Washington, D.C.: Taylor & Francis), pp. 53-70. 

Davis, Diana K., Johnny Blair, Howard Fleischman, & Margaret Boone (1998a). Cognitive 
Interviews on the Race and Hispanic Origin Questions on the Census 2000 Dress Rehearsal 
Form., (Arlington, VA: Development Associates, Inc.) 

Davis, Diana K., Johnny Blair, Nancy Goudreau, Margaret Boone, Loretta Johnston, and 
Eliodoro Robles (1998b). Research on Race and Hispanic Origin for Census 2000: Executive 
Summary. (Arlington, VA: Development Associates) 

Gerber, Eleanor, and Manuel de la Puente (1998). Race, Identity and New Question Options: 
Final Report of Cognitive Research on Race and Ethnicity. (Washington, D.C.: U.S. Bureau of 
the Census) 

Harrison, Roderick, Manuel de la Puente, and Claudette Bennett (1996). Findings on Questions 
on Race and Hispanic Origin Tested in the 1996 National Content Survey. Population Division 
Working Paper No. 16. (Washington, D.C.: U.S. Bureau of the Census) 

36




37


R
A

C
E

/E
T

H
N

IC
IT

Y
 FO

C
U

S G
R

O
U

P SIT
E

S

A

PPE
N

D
IX

 A
: 




APPENDIX B-1 

PUERTO RICO EVALUATION 
RACE/ETHNICITY COMPONENT 

ENGLISH SCREENER 

Hello. My name is (---------------) and I work for the Center for Applied Social Research at the 
University of Puerto Rico. We are working with Westat, a research company located outside 
Washington, D.C., doing a study for the U.S. Census Bureau to find out more about what people 
across Puerto Rico think of certain questions asked in Census 2000. We will be conducting 
group discussions with about five to six people in 12 communities in different parts of the island, 
to talk about your views of and reactions to some of the questions that were asked on the 2000 
Census. The other participants would also be persons from this community. We are interested 
in speaking with a variety of people of different ages and backgrounds. You are eligible to 
participate regardless of whether you were the person in your household who responded to or 
was supposed to respond to the Census, or if you mailed back the questionnaire or not. It will be 
an open-ended discussion in which you will be able to express and share your views freely. The 
group will last about 2 hours and will be held somewhere close by. 

Your community has been chosen to be n the study and my job right now is to locate people here 
in (____________________) who would be interested in participating in the group discussions. 
First, though, I’d like to ask you a few questions to find out a bit more about you. 

1). If you are the head of your household, did you mail back your completed Census 2000 form? 

______________________ 

2)	 What type of work do you do?  (includes student, housewife, unemployed, occasionally 
employed) ________________________________________ 

3)	 Have you ever lived in the United States for an extended period?  ______ If so, for how 
long?  ____________yrs. 

4) Where were you born?  ________________________________________ 

5) Which of the following age categories do you fall into? 

6) 18-25 
7) 26-45 
8) 45-65 
9) 66-75 
10) 75 + 
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11) What is the highest level of education that you have completed? 

1) no formal schooling 
2) elementary school (6thth grade or less) 
3) middle school (7th-9th grade) 
4) some high school 
5) high school graduate 
6) some college/Associates degree 
7) Bachelors degree 
8) Postgraduate degree 

(Recruiters: Please indicate by observation gender of respondent in this space--Male, Female.) 

Thank you for responding to these questions. Would you be interested in participating in the group 
discussion?  If you were to be invited to participate, you would be paid $25. Babysitting will also 
be provided if you need to bring your children along, and refreshments will be served. 

Do you think you would want to participate (If answers yes,) Can I have your name, as well as an 
address and telephone number where I may reach you in the next week or so?  Also, what would 
be a good day of the week and time of the day or evening for you? (Determine weekday or weekend, 
daytime or evening). Thank you so much, and you may be hearing back from us very soon. 
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APPENDIX B-2

PUERTO RICO EVALUATION


RACE/ETHNICITY COMPONENT

SPANISH SCREENER 


Buenos(as) días/tardes/noches. Mi nombre es (---------------) y trabajo para el Centro de 
Investigación Social Aplicada en la Universidad de Puerto Rico. Estamos trabajando con 
Westat, una compañía de investigación, localizada en las afueras de Washington, D.C. Estamos 
haciendo un estudio para el negociado del Censo de los Estados Unidos para conocer más acerca 
de lo que piensan las personas en Puerto Rico sobre ciertas preguntas que se hicieron en el Censo 
2000. Para ello, estaremos haciendo discusiones o entrevistas grupales con unas 5 ó 6 personas 
en 12 comunidades a través de todo Puerto Rico. El objetivo de estas entrevistas es conocer sus 
opiniones y reacciones sobre algunas de las preguntas que le hicieron en el Censo 2000 Los 
otros participantes también serán personas de esta comunidad. Estaremos invitando diferentes 
personas de la comunidad. Usted es elegible para participar independientemente de que usted 
haya o no haya llenado el cuestionario del Censo en su hogar, o el que lo haya enviado por 
correo o no. Esta será una discusión abierta en la que usted podrá expresar y compartir sus 
puntos de vista libremente. La reunión durará aproximadamente dos horas y será en algún sitio 
en o cerca de esta comunidad. 

Su comunidad ha sido escogida para participar en el estudio y mi tarea es localizar personas aquí 
en (____________________) que estén interesadas en participar en nuestro estudio. Primero, 
sin embargo, necesito hacerle algunas preguntas para conocer un poco más sobre usted. 

1) Si usted es el jefe o la jefe de hogar, ¿envió por correo el cuestionario completado del 
Censo 2000? 
______________________ 

2)	 ¿A que se dedìca?  (incluya categorías como estudiante, ama de casa, desempleado, 
empleado ocasionalmente) ________________________________________ 

3) 	 ¿Alguna vez ha vivido en los Estados Unidos por un período de tiempo largo?  ______ 
¿Por cuánto tiempo?  ____________años. 

4) ¿En dónde nació (municipio o país)?: ___________________________ 

5) ¿Qué edad tiene usted? 

1) 18-25 
2) 26-45 
3) 46-65 
4) 66-75 
5) 76+ 
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6) ¿Cuál es el nivel más alto de educación que usted haya completado? 

1) No tuvo ninguna educación formal 
2) Escuela elemental (sexto grado o menos) 
3) Escuela intermedia (del séptimo al noveno grado) 
4)	 Algo de “high school”, algo de escuela superior (del décimo grado en 

adelante) 
5) Se graduó de “high school”, de escuela superior 
6)	 Algo de universidad/grado universitario pero “Associado” (generalmente de 2 

años) 
7) Grado universitario “Bachillerato”(generalmente de 4 años) 
8)	 Grado universitario mayor que “Bachillerato”(generalmente Maestría o 

Doctorado) 

POR OBSERVACION: 

GENERO DE LA PERSONA _____FEMENINO _____MASCULINO 

Muchas gracias por responder a estas preguntas. Como le mencioné anteriormente, estamos 
identificando personas en la comunidad que estén interesados en venir a la entrevista grupal. Los 
participantes estarán recibiendo un cheque por $25 como agradecimiento por su participación y unos 
refrigerios. Se le cubrirán también sus gastos de transportación. Estaremos ofreciendo “babysitting” 
o cuido de niños para aquellas personas que necesiten traer a sus niños. 

¿Cree que usted le interesaría participar? (Si la persona contesta SI,) ¿Podría darme su nombre, así 
como una dirección y número telefónico donde podemos localizarlo en las siguientes semanas? 
¿Que día de la semana y a qué hora sería más conveniente para usted? (Distinga día entre semana, 
fin de semana, durante el día, durante la noche). Muchas gracias por su colaboración y 
posiblemente le llamaremos de nuevo muy pronto. 

Nombre:________________________________________ 

Dirección: _______________________________________ 

Tel:_____________________________________________ 
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APPENDIX C-1 

RACE/ETHNICITY

FOCUS GROUP PROTOCOL

ENGLISH—FINAL VERSION


INTRODUCTION--Thank you for coming here today/this evening. My name is (--------------------) 
and I will be leading the discussion. This is my colleague, ___________________. S/he will be 
helping by taking notes and making sure everything is functioning properly. We both work for the 
Center for Applied Social Research at the University of Puerto Rico, and are conducting this project 
with Westat, a private company that is doing research for the U.S. Census Bureau. (We re not 
Census employees and it is not really part of our job to answer questions about the Census.) 

We are here to find out more about your overall impressions of the Census 2000 as well as your 
reactions to and opinions of certain questions. Our role is to find out what you think. We are not 
hereto tell what we think, or say what you should think. The most important thing for all of you to 
remember is that we are here to learn from you. You are the experts; there are no right or wrong 
answers. Please feel free to speak your mind. 

I also want to assure you that your answers will be kept strictly confidential. The researchers 
working on this project are the only people who will know who said what. The report that will be 
written will bring together the views expressed by all the people participating in these discussions 
across Puerto Rico, and no one will be identified by his or her full name. We will be tape recording 
the session so we can be sure to get the most accurate information. 

Are there any further questions about the study before I start to explain the rules for 
today’s/tonight’s session? 

Has anyone participated in a focus group before? The rules are quite simple. Everyone has a name 
card in front of you, so I can call on you by name. First, we will go around the table and everyone 
will introduce himself or herself. Then I will start by asking a question. Whoever wants to can be 
first to answer. The first few times you answer please give your name before you talk. Once one 
person has finished, someone else can speak. If you have something to say, but someone else is still 
talking, please raise your hand, and wait until I call on you. Everyone will have a turn. 

LET’S FIRST GO AROUND THE TABLE. CAN EACH PERSON GIVE HIS/ HER NAME AND 
OCCUPATION? 

I’D LIKE TO START BY ASKING EACH OF YOU TO TAKE A FEW MINUTES TO READ 
THROUGH THE (short form) CENSUS QUESTIONNAIRE. (If anyone seems to be having 
difficulty seeing or reading for any reason, the facilitators and/or junior staff can assist). 
OVERALL, HOW DO THE QUESTIONS SEEM TO YOU? ARE THERE ANY SPECIFIC 
QUESTIONS THAT STAND OUT FOR ANY REASON—FOR EXAMPLE, AS BEING HARD TO 
UNDERSTAND OR RESPOND TO? 
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WE ARE ESPECIALLY INTERESTED IN HEARING WHAT YOU HAVE TO SAY ABOUT 
QUESTIONS 8 AND 9. FIRST, LET’S TAKE A LOOK AT QUESTION 8. (Read the question 
aloud, including instructions) THINK BACK TO LAST MARCH OR APRIL, WHEN THE 
CENSUS WAS DELIVERED. IF YOU WERE THE PERSON IN YOUR HOUSEHOLD WHO 
FILLED OUT THE QUESTIONNAIRE, CAN YOU REMEMBER YOUR REACTION TO 
QUESTION 8 AT THE TIME?  DID YOU DISCUSS IT WITH ANYONE ELSE?  IF SO, WITH 
WHOM—AND WHAT WAS THE NATURE OF YOUR DISCUSSION?  IF YOU WERE NOT 
THE PERSON WHO FILLED OUT THE QUESTIONNAIRE, DID ANYONE ELSE TALK TO 
YOU ABOUT THIS QUESTION, OR IS THIS THE FIRST TIME YOU’RE SEEING 
IT/HEARING ABOUT IT? 

LOOKING AGAIN AT QUESTION 8—DO YOU HAVE ANY DIFFICULTY ANSWERING 
THIS QUESTION—FOR YOURSELF?  FOR OTHER MEMBERS OF YOUR FAMILY? 
WHY/WHY NOT? (Probe on perceived nature of any difficulties—what specific issues it presents 
for participants and/or specific family members) 

LET’S LOOK AT THE DIFFERENT PARTS OF THE QUESTION.  DOES THE PHRASE 
“ORIGEN ESPANOL/HISPANO/LATINO” MAKE SENSE TO YOU?  DO YOU SEE ALL 
THREE TERMS—ESPANOL, HISPANO, LATINO—AS MEANING MORE OR LESS THE 
SAME THING, OR NOT?  WHY/WHY NOT?  (Probe on any differences, even subtle, in how 
participants understand these 3 terms, as well as any differences in connotations of the word 
“origin”) WHAT ABOUT THE ANSWER CATEGORIES—E.G., “Si, mexicano, mexicano
americano,chicano,” “Si, puertorriqueno”? DO THESE MAKE SENSE?  IS THERE ANY TIME 
WHEN YOU MIGHT USE OR AT LEAST CONSIDER USING THE “Si, otro gruppo 
espanol/hispano/latino” RESPONSE FOR YOURSELF OR ANOTHER MEMBER OF YOUR 
FAMILY?  WHEN/WHY? 

NOW LET’S MOVE TO QUESTION 9. (Read the question aloud, including instructions and 
all the response categories) FIRST, LET’S THINK BACK AGAIN TO LAST MARCH OR 
APRIL, AT THE TIME THE CENSUS QUESTIONNAIRE WAS DISTRIBUTED?  CAN YOU 
REMEMBER YOUR REACTION, OR OTHER PEOPLE’S REACTIONS TO QUESTION 9, AT 
THE TIME? DID YOU TALK ABOUT THIS QUESTION WITH ANYONE ELSE?  IF SO, WITH 
WHOM, AND WHAT WAS THE DISCUSSION ABOUT?  (If answered question, probe on 
satisfaction with answer given; knowledge of how others might have answered; what happened if 
filled out by an enumerator) 

DO YOU HAVE ANY DIFFICULTY ANSWERING THIS QUESTION—FOR YOURSELF? 
FOR OTHER MEMBERS OF YOUR FAMILY?  WHY/WHY NOT? 

NOW LET’S LOOK MORE CLOSELY AT THE DIFFERENT PARTS OF QUESTION 9. ARE 
THE INSTRUCTIONS CLEAR?  (Probe on whether participants understand they can check more 
than one response, and whether they understood that when they filled out the questionnaire)  WHAT 
ABOUT THE QUESTION (“de que raza se considera esta person) AND ANSWER CHOICES? 
D0 THOSE MAKE SENSE TO YOU?  WHY/WHY NOT?  WHAT DO YOU THINK OF THE 
LAST CATEGORY (SOME OTHER RACE)?  (If answered question on Census 2000 
questionnaire, probe on whether participant knew at the time that s/he could use this category, and 
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if s/he did use it, and how) 

LOOKING AT BOTH QUESTION 8 (‘origen Espanol/Hispano/Latino’) and QUESTION 9 (Qual 
es la raza de la Persona?), DO YOU SEE ANY REAL DIFFERENCE BETWEEN THE TWO?  IF 
SO, WHAT WOULD YOU SAY IS THE MAIN DIFFERENCE?  IF YOU DO NOT SEE ANY 
DIFFERENCE, WHY NOT? 

IN THE FUTURE, SUPPOSING THE QUESTIONS WERE THE SAME IN THE NEXT CENSUS, 
HOW WOULD YOU ANSWER QUESTION 8?  QUESTION 9?  DO YOU HAVE ANY 
SUGGESTIONS FOR HOW THESE QUESTIONS COULD BE IMPROVED? 
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APPENDIX C-2

PUERTO RICO EVALUATION


RACE/ETHNICITY STUDY

SPANISH FOCUS GROUP PROTOCOL


(VERSION 12/13/00) 

INTRODUCCIÓN—Muchas gracias por haber venido en esta mañana/tarde/noche. Mi nombre es 
(__________________) y voy a estar dirigiendo la discusión. Este(a) es mi compañero(a) de 
trabajo, ___________________, quien estará tomando notas y asegurándose de que todo esté 
funcionando adecuadamente. Ambos(as) trabajamos para el Centro de Investigación Social 
Aplicada del Recinto Universitario de Mayagüez y estamos realizando este proyecto en conjunto 
con una compañía privada llamada Westat. Westat está realizando este estudio para el Negociado 
del Censo de los Estados Unidos. (Queremos aclarar que nosotros no somos empleados del Censo 
por lo que no podemos contestar preguntas relacionadas al Censo.) 

Estamos aquí para conocer más de cerca sus impresiones generales sobre las preguntas que se 
hicieron en el Censo 2000, así como sus reacciones y opiniones sobre ciertas preguntas. Nuestro 
rol es el de conocer o aprender lo que ustedes piensan. Nosotros no estamos aquí para decirles lo 
que nosotros pensamos o decirles lo que ustedes deben de pensar.  Lo más importante que todos 
ustedes deben recordar es que estamos aquí para aprender de ustedes. Ustedes son los expertos por 
lo que no hay respuestas correctas o incorrectas. Por favor siéntanse en la libertad de expresar lo 
que piensen. 

También quiero asegurarles que sus respuestas se mantendran estrictamente confidenciales. Los 
investigadores que están trabajando en este proyecto son las únicas personas que sabrán quién dijo 
qué. Al final se escribirá un informe el cual resumirá las opiniones expresadas por todas las 
personas que participen en estas discusiones en todo Puerto Rico, y nadie será identificado por su 
nombre completo (apellido). Estaremos grabando la sesión para asegurarnos de obtener la 
información lo más detallada posible.. 

¿Alguna otra pregunta sobre el estudio antes de comenzar a explicar las reglas para la sesión de 
hoy/esta noche? 

¿Alguno de ustedes ha participado anteriormente en un grupo focal?  Las reglas son simples. Cada 
persona tiene en frente una tarjeta con su nombre, para que de esa manera yo pueda llamarles usando 
su nombre. Primero, les voy a pedir que cada uno diga su nombre. Luego empezaré haciéndoles 
una pregunta. El que quiera ser el primero/a en responder, puede hacerlo. Las primeras veces que 
usted responda, por favor diga su nombre antes de hablar. Una vez que alguien termine de hablar, 
entonces otra persona puede hablar. Si usted quiere decir algo, pero otra persona aún está hablando, 
por favor levante su mano y espere hasta que yo le llame. Cada persona tendrá un turno. 

VAMOS A IR ALREDEDOR DE LA MESA, POR FAVOR CADA PERSONA DIGA SU 
NOMBRE Y CUAL ES SU OCUPACIÓN. 
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PARA COMENZAR, ME GUSTARIA PEDIRLES A CADA UNO DE USTEDES QUE LEAN EL 
CUESTIONARIO (corto) DEL CENSO POR UNOS MINUTOS. (En caso de que alguien muestre 
cierta dificultatd al leer, esta persona puede recibir ayuda del facilitador “senior” y/o el facilitador 
“junior”) EN GENERAL, ¿COMO LE PARECEN A USTED LAS PREGUNTAS? HAY 
ALGUNA PREGUNTA EN PARTICULAR QUE LE LLAME LA ATENCION—POR EJEMPLO, 
QUE SEA DIFICIL DE ENTENDER Y/O DE CONTESTAR? 

II	 ESTAMOS SUMAMENTE INTERESADOS EN ESCUCHAR LO QUE USTEDES 
TIENEN QUE DECIR SOBRE LAS PREGUNTAS 8 Y 9. PRIMERO, DEMOSLE UN 
VISTAZO A LA PREGUNTA 8. (Lea la pregunta, incluyendo las instrucciones, en voz 
alta.) PIENSEN EN EL MOMENTO EN QUE EL CENSO FUE REPARTIDO ENTRE 
LOS MESES DE MARZO Y ABRIL. SI USTED FUE LA PERSONA EN SU HOGAR 
QUE LLENO EL CUESTIONARIO, RECUERDA USTED SU REACCION A LA 
PREGUNTA 8 EN AQUEL MOMENTO?  HABLO O DISCUTIO ESTA PREGUNTA 
CON ALGUNA OTRA PERSONA?  DE HABERLA DISCUTIDO, CON QUIEN?—QUE 
FUE LO QUE HABLARON?  CUAL FUE LA NATURALEZA DE LA 
CONVERSACION?  TUVO USTED ALGUNA DIFICULTAD AL MOMENTO DE 
CONTESTAR ESTA PREGUNTA?  SI USTED NO ES LA PERSONA QUE LLENO EL 
CUESTIONARIO, ALGUIEN MAS LE HABLO USTED SOBRE ESTA PREGUNTA, O 
ES ESTA LA PRIMERA VEZ QUE LA VE O ESCUCHA SOBRE LA MISMA? 

III	 VEAMOS AHORA LAS DIFERENTES PARTES DE LA PREGUNTA 8. ESTAN 
CLARAS LAS INSTRUCCIONES?  TIENE SENTIDO LA FRASE “ORIGEN 
ESPANOL/HISPANO/LATINO”?  PIENSAN QUE  ESTOS  TRES 
TERMINOS—ESPANOL, HISPANO, LATINO—SIGNIFICAN MAS O MENOS LO 
MISMO, O NO?  POR QUE/POR QUE NO?  (Profundice en cualquier diferencia, por lo 
mínima que parezca, sobre cómo los participantes entienden o definen estos tres términos. 
También profundice sobre diferencias en connotaciones sobre la palabra “origen”) QUE 
TAL LAS CATEGORIAS QUE SE OFRECEN COMO RESPUESTA—POR EJEMPLO, 
“Sí, mexicano, mexicano-americano, chicano”, “Sí, puertorriqueño”?  TIENEN SENTIDO 
ESTAS CATEGORIAS?  EXISTE LA POSIBILIDAD DE QUE USTEDES EN ALGUN 
MOMENTO USEN O CONSIDEREN USAR LA RESPUESTA DE “Sí, otro grupo 
espanol/hispano/latino” PARA USTED O ALGUN OTRO MIEMBRO DE SU FAMILIA? 
CUANDO?  POR QUE? 

IV	 MIRANDO NUEVAMENTE LA PREGUNTA 8—TENDRIAN USTEDES ALGUNA 
DIFICULTAD CONTESTANDO ESTA PREGUNTA HOY DIA—PARA USTED?  PARA 
OTROS MIEMBROS DE SU FAMILIA?  POR QUE?  POR QUE NO?  (Profundice en la 
naturaleza de cualquier dificultad percibida—que situaciones en específico se le presentan 
a los participantes y/o miembros particulares de su familia) 

V	 VAYAMOS AHORA A LA PREGUNTA 9. (Lea la pregunta en voz alta incluyendo las 
instrucciones y todas las categorías de respuestas.) NUEVAMENTE PIENSE EN LOS 
MESES DE MARZO Y/O ABRIL CUANDO SE REPARTIERON LOS CUESTIONARIOS 
DEL CENSO. SI USTED FUE LA PERSONA EN SU HOGAR QUE LLENO EL 
CUESTIONARIO, RECUERDA USTED SU REACCION A LA PREGUNTA 9 EN 
AQUEL MOMENTO? HABLO O DISCUTIO USTED ESTA PREGUNTA CON ALGUNA 
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OTRA PERSONA?  DE HABERLO HECHO, CON QUIEN?  Y SOBRE QUE FUE LA 
CONVERSACION O DISCUSION QUE TUVO?  SI USTED FUE LA PERSONA QUE 
CONTESTO LA PREGUNTA, TUVO USTED ALGUNA DIFICULTAD 
CONTESTANDOLA?  SI USTED NO FUE LA PERSONA QUE LLENO EL 
CUESTIONARIO, ALGUIEN MAS LE HABLO USTED SOBRE ESTA PREGUNTA. DE 
HABERLO HECHO, CON QUIEN Y CUAL FUE LA NATURALEZA DE LA 
DISCUSION? 

VI	 VEAMOS DETALLADAMENTE LAS DIFERENTES PARTES DE LA PREGUNTA 9. 
ESTAN LAS INSTRUCCIONES CLARAS?  (Profundice sobre si los participantes 
entendieron de que podian escoger más de una respuesta y si sabían esto cuando llenaron 
el cuestionario.) QUE LE PARECE LA PREGUNTA (“de qué raza se considera esta 
persona”)?  Y LAS ALTERNATIVAS PROVISTAS?  TIENEN SENTIDO ESTAS 
ALTERNATIVAS A USTEDES?  POR QUE?  POR QUE NO?  QUE PIENSAN SOBRE 
LA ULTIMA CATEGORIA (ALGUNA OTRA RAZA)?  (Si la persona contestó esta 
pregunta en el cuestionario del Censo 2000, profundice si el participante sabía o no sabía 
en aquel moemnto de que él o ella podía usar esta categoría, y si él o ella la usó y cómo.) 

VII	 MIRANDO NUEVAMENTE LA PREGUNTA 9—TENDRIAN USTEDES ALGUNA 
DIFICULTAD CONTESTANDO ESTA PREGUNTA EN LA ACTUALIDAD—PARA 
USTED?  PARA OTROS MIEMBROS DE SU FAMILIA?  POR QUE?  POR QUE NO? 
(Profundice en la naturaleza de cualquier dificultad percibida—que situaciones en específico 
se le presentan a los participantes y/o miembros particulares de su familia). 

VIII	 MIRANDO AMBAS PREGUNTAS, LA PREGUNTA 8 (‘origen Espanol/Hispano/Latino’) 
Y LA PREGUNTA 9 (‘Cuál es la raza de la persona’), USTEDES VEN ALGUNA 
DIFERENCIA ENTRE LAS DOS?  DE SER ASI, CUAL DIRIA USTED QUE ES LA 
DIFERENCIA PRINCIPAL?  EN CASO DE USTED NO VER NINGUNA DIFERENCIA, 
POR QUE NO? 

IX	 EN EL FUTURO, SUPONIENDO QUE ESTAS PREGUNTAS SE QUEDARAN 
IGUALES EN EL PROXIMO CENSO, COMO USTEDES CONTESTARIAN LA 
PREGUNTA 8?  PREGUNTA 9?  SI USTED CONTESTO ESTAS PREGUNTAS 
ANTERIORMENTE, SUS RESPUESTAS EN LA ACTUALIDAD SERIAN DIFERENTES 
A LAS PROVISTAS EN ABRIL?  POR QUE?  POR QUE NO?  TIENEN USTEDES 
ALGUNA SUGERENCIA DE COMO ESTAS PREGUNTAS PUEDEN SER 
MEJORADAS? 

MUCHAS GRACIAS POR SU TIEMPO. LE AGRADECEMOS LA OPORTUNIDAD QUE NOS 
DIERON PARA HABLAR SOBRE ESTOS TEMAS. 
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Appendix D


PUERTO RICO EVALUATION OBSERVATION SUMMARY FOR FOCUS GROUPS


Name of Observer/co-moderator: 

Name of Moderator: 

Date and time of focus group: 

Location: (**If there is anything remarkable about the meeting location (e.g., particular section of town, 
individual’s home, or neighborhood characteristics) or the arrangements that went into the group, please 
comment briefly.) 

1. Physical Setting: Brief description of setting in which meeting is taking place (e.g., type of 
building, size and shape of room, arrangement of furniture, condition of the facilities, distracting noises, 
etc.) 
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2. Participants List names of all participants. 

Name Home Address 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 
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3. Seating Arrangement / Sociogram Please draw the seating arrangement and label who is sitting 
where. 

a. Place a check mark next to the person’s name each time s/he speaks. 
b. (If not too distracting) Draw arrows showing who is addressing remarks to whom. 
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4. General observations As you observe the interactions among the participants, pay attention to 
the following issues (N.B. there may be other, relevant matters that are not listed below). 

1. Facilitator’s style and group’s response to it; 

2. Expression of views – openness of the group to voicing and hearing diverse opinions; 

3. Non-verbal signals (e.g., body language); 

4. Degree to which one person or subgroup is dominating the discussion; 

5.	 Indications that there are divisions or tensions in the group and how these break 

down. 

(Observations should contain more information than simply your perspective. For example, do 
not write, “Juan became angry,” but rather“ Juan seemed to get angry, as he raised his voice and 
pounded his fist on the table when he spoke.” This will allow the reader to draw his/her own 
conclusions about the behavior and enhance our ability to interpret the findings.) 
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5. Overall Observations: Briefly summarize the tone and feel of the group, major themes that 
seemed to emerge from the session, and any additional comments that you believe will help us to 
interpret the transcript. Please also include any “lessons learned” as to what to do or not to do in 
the next group based on how this group went. 
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Appendix E 

CENSUS 2000 QUESTIONS ON ETHNICITY AND RACE 

ºNOTE: Please answer BOTH Questions. 

Is Person 1 Spanish/Hispanic/Latino? Mark : the “No” box if not

Spanish/Hispanic/Latino.

9 No, not Spanish/Hispanic/Latino 9 Yes, Puerto Rican

9 Yes, Mexican, Mexican Am., Chicano 9 Yes, Cuban

9 Yes, other Spanish/Hispanic/Latino – Print group.b


|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__| 

What is Person 1's race? Mark : one or more races to indicate what this person

considers himself/herself to be.

9 White

9 Black, African Am., or Negro

9 American Indian or Alaskan Native – Print name of enrolled or principal tribe.b


|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__| 

9 Asian Indian 9 Japanese 9 Native Hawaiian

9 Chinese 9 Korean 9 Guamanian or Chamorro

9 Filipino 9 Vietnamese 9 Samoan

9 Other Asian – print race. b 9 Other Pacific Islander – Print race.b


|__|__|__|__|__|__|__|__|__|__|__| |__|__|__|__|__|__|__|__|__|__|__|__|__| 

9 Some Other race – print race. b 
|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__|__| 
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EXECUTIVE SUMMARY 

This report contains very limited information. It is a subset of the full Census 2000 Evaluation 
C.1. The full report for this evaluation is not available because it contains proprietary 
information. Most information in the full Census 2000 Evaluation C.1. is Census Confidential. 
The full evaluation cannot be removed from Census Bureau facilities and is available to Census 
Bureau personnel on a need-to-know basis. This abridged report is primarily descriptive and 
qualitative. Quantitative information can only be found in the unabridged evaluation. 

Data swapping was used to protect the confidentiality of the Census 2000 tabulations. The 
procedure was performed on the underlying microdata, and all tabulations from the 100 percent 
(short form) and from the sample (long form) data were created from the swapped files. It 
affected pairs of households (or partnered households) where one or both of those households 
had a high risk of disclosure. The set of census households that were deemed as having a 
disclosure risk was selected from the internal census data files. These households were unique in 
their geographic area (block for 100 percent data and block group for sample data) based on 
certain characteristics. The data from these households were swapped with data from partnered 
households that had identical characteristics on a certain set of key variables but were from 
different geographic locations. Which households were swapped is not public information. The 
swapping procedure was performed independently for the 100 percent data and the sample data. 
To maintain data quality, there was a maximum percent of records that were swapped for each 
state for the 100 percent data and another maximum percent for the sample data. 

Presumably, the higher the rate of swapping, the greater the confidentiality protection but the 
lower the data quality. However, the way the procedure is targeted to records with disclosure 
risk and the choice of variables that are controlled on and of those that are not swapped also 
affect the resulting levels of protection and quality. Our main goal was to see if we were able to 
strike the right balance between protecting confidentiality and maintaining data quality. 

To answer questions on data quality, we compared tables from swapped versus unswapped data, 
examined the changes in cell values due to the swapping for cells of different sizes, and 
compared swapped and unswapped sample estimates of 100 percent data items. We also 
compared the effects of swapping among different geographic levels. To answer questions on 
data protection, we looked at how often we were able to swap households we felt had a high 
disclosure risk. Some calculations were performed on all 50 states. For the most detailed 
analysis, we used three states (Oklahoma, Massachusetts, and Mississippi) for the 100 percent 
data and three states (West Virginia, New Jersey, and Vermont) for the sample data. 

Our key findings follow. 

The data swapping procedure was checked for quality. It was conducted correctly and 
consistently. Minimum but necessary changes were made to the data in such a way that 
maximized data quality. 
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The disclosure limitation model used for Census 2000 is useful, and the Census Bureau should 
continue future research on disclosure limitation techniques. The Census Bureau should always 
include confidentiality protection as part of the process when planning a census. 

For the 100 percent data, all records were given a chance of being swapped. The percent of 
records that were swapped is Census Confidential. The swapping was applied consistently in 
each state. Records were assigned a level of disclosure risk from 1 to 4 with 4 having the most 
disclosure risk. The procedure for assigning the levels of disclosure risk is Census Confidential. 
All level 4 records were swapped. The performance on levels 3, 2, and 1 varied from state to 
state and was generally better for urban states with a diverse population. 

In the block level tables we examined, a small percent of cells experienced a change in value due 
to the swapping. The vast majority (82 percent) of cells in block-level tables are zeros and 
remain zeros after swapping. Of the nonzero cells, a large percentage of cells are unchanged. 
For tract and county tables, the average percent changes in the cell values were small. Most 
changes occurred in cells with small values where the disclosure risk is greatest. If a cell does 
change, the percent change in value depends on the original cell size. For example, a cell of size 
10 might increase or decrease by 25 percent whereas a cell of size 2000 might increase or 
decrease by 0.5 percent. 

For the sample data, all records were given some chance of being swapped. A small percent of 
households were swapped in each state. Again records were assigned a level of disclosure risk. 
Records were chosen for swapping based on their level of disclosure risk and the ability to pair 
records with high levels of disclosure risk. Most records deemed as having a disclosure risk 
were swapped. 

Using variables that are common to both the 100 percent and sample data, we found that the 
confidence interval about the swapped sample estimate covers the true 100 percent value nearly 
as often as the interval about the unswapped estimate. Results were better in urban states with a 
diverse population. 
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1. BACKGROUND 

This evaluation provides a discussion of measures which were used to help determine whether 
data swapping protected the confidentiality and preserved the data quality of Census 2000 
tabulations. 

1.1 Disclosure limitation 

The Bureau of the Census collects decennial census data under Title 13 of the U.S. Code 
[Committee on Post Office and Civil Service, House of Representatives, 1991] which states that 
the Census Bureau shall not "make any publication whereby the data furnished by any particular 
establishment or individual under this title can be identified." At the same time, the Census 
Bureau's mission is "to be the preeminent collector and provider of timely, relevant, and quality 
data about the people and economy of the United States"1. In order to publish as much high 
quality data as possible while not violating the promise of confidentiality, the Census Bureau 
applies disclosure limitation procedures to all data products prior to their release. The disclosure 
limitation procedure used to protect Census 2000 tabulations was data swapping. Note that data 
swapping was also used to protect the tabulations from the 100 percent data following the 1990 
decennial census [Griffin et al, 1989]. 

1.2 Data swapping 

Data swapping occurred before all tabulations from the 100 percent and from the sample data 
were created. It affected pairs of households (or partnered households) where one or both of 
those households had a high risk of disclosure. The set of census households that were deemed 
as having a disclosure risk was selected from the internal census data files. These households 
were unique in their geographic area (block for 100 percent data and block group for sample 
data) based on certain characteristics. We call these characteristics our targeting criteria for 
determining which households were at risk of disclosure. The data from these households were 
swapped with data from partnered households that had identical characteristics on a certain set of 
key variables but were from different geographic locations. Which households were swapped is 
not public information. The swapping procedure was performed independently for the 100 
percent data and the sample data. To maintain data quality, we set a maximum percent of 
records that were swapped for the 100 percent data and another for the sample data. For 
efficiency, we tried to swap records that were at risk of disclosure with other records that were 
also at risk. If we could not find a partner with disclosure risk for a given household with 
disclosure risk, then we would resort to the set of households deemed not at risk of disclosure to 
search for a partner. 

1.3 What this evaluation studies 

Data swapping was used to protect the confidentiality of the Census 2000 tabulations. 
Presumably, the higher the rate of swapping, the greater the confidentiality protection but the 

1http://landview.census.gov/contacts/www/c-mission.html 
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lower the data quality. However, the way the procedure is targeted to records with disclosure 
risk, and the choice of variables that are controlled on and of those that are not swapped also 
affect the resulting levels of protection and quality. Our main goal was to see if we were able to 
strike the right balance between protecting confidentiality and maintaining data quality. 
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2. METHODS 
2.1 One hundred percent data 

To assess protection, we used the summaries created during production. These summaries 
contained the counts from selection for swapping and counts from pairing the households to be 
swapped. 

For examining data quality in this evaluation, our source files were the swapped and unswapped 
Hundred Percent Detail Files for three states: Oklahoma, Massachusetts, and Mississippi. These 
states were chosen for their contrasting performance during the swapping, due in large part to 
different geographical structure. We examined two tabulations; one that involved our targeting 
criteria, and one that was independent of the targeting criteria. These tables (several million 
cells), swapped and unswapped, were the basis of our evaluation. 

2.1.1 Evaluating protection 

All households had some chance of getting swapped. Households that had unique combinations 
of the characteristics in our targeting criteria were deemed at risk of disclosure and were selected 
and assigned a measure of disclosure risk from 1 to 4, with 4 having the most disclosure risk. 

Due to the tremendous variation between states in diversity and population density, the criteria 
for selection behaved very differently from state to state, but generally tended to substantial 
overselection, that is, we selected more households than we wanted to swap. While some would 
argue that disclosure avoidance should be driven purely by disclosure risk, in practice, the 
concern over data quality led us to impose a limit on the amount of swapping that could be done 
within a state. Two lines of argument support this position. First, some assurance of data 
quality is required in order for the practice to be accepted by data users, particularly those using 
tabulations for setting program levels and for judicial process. Second, we felt that data quality 
should be as uniform as possible for all states. Hence, every state was capped at (roughly) the 
same percent of households being swapped, with some leeway given to achieve good 
performance from the pairing program. The swapping was applied consistently in each state. 

Our primary measure of protection is the percentage of records of each given level of disclosure 
risk (1, 2, 3, or 4) that were in fact swapped. Households assigned a measure of disclosure risk 
of 4 were swapped with certainty. 

2.1.2 Measuring data quality 

The data products on which we focus for measuring data quality are tables of the type 
exemplified by Summary Files (SFs) 1 and 2. It is natural to break tables down to their 
component cells and ask the questions: How often does the published, swapped value in a cell 
differ from the unswapped value in that same cell and by how much?  This leads to the question: 
“is there a relationship to our selection criteria for swapping and data quality?”, i.e. how often 
were households with particular characteristics swapped?  Various measures have been tried, the 
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“D” statistic [Navarro et al, 1988] , or examination of majority change; the former is somewhat 
abstract, the latter tailored for a specific purpose. 

In tables, we can look at the data swapping procedure as introducing a type of noise into the data 
and view the swapped cell value as an estimate of the unswapped (true) 100 percent data value. 
Then for a fixed interval length, we determined the percentage of times which the unswapped 
values are captured by the interval when it is placed around the corresponding swapped values. 
We generated such intervals for the different states, different geographic levels, different 
variables, and different size cells. This led us to be able to make such statements as, “For 
Oklahoma tracts and cells in the range 116-178, 95 percent of unswapped values are within 
(some fixed interval length) X of the corresponding swapped values.” 

We also examined the average change due to the swapping in nonzero cells for different 
geographic levels, different variables, and different size cells for the three states. 

2.2  Sample data 

To evaluate protection, we again used the summary provided by the pairing program. 

For examining the data quality of the sample data in this evaluation, we had three states (West 
Virginia, New Jersey, and Vermont) with both swapped and unswapped Sample Detail Files 
(SDF) available. Thus we included both urban, diverse and more rural, homogeneous states. 

2.2.1 Evaluating protection 

To preserve data quality, for the sample data swapping, we required that paired households 
matched on a larger group of variables than was used for the 100 percent data swapping. The 
price paid for the additional control was to raise the level of geography considerably (paired 
households were geographically further away), and in a few cases eliminating the ability to form 
pairs entirely. Our main goal was to protect the set of tract level tables in SF4. These are the 
largest tables published from the census at a low geographic level, somewhat less detailed than 
SF3 but with an additional dimension, race. 

The measures of protection are the percentage of records that qualified under a particular 
selection criterion that were in fact swapped and the number of selected households failing to 
find a partner because of our requirements that partnering households match on certain 
characteristics. 

2.2.2 Measuring data quality 

We have a set of data items common to both the 100 percent and sample data. Thus we could 
compare the census (100 percent) tables with tables of estimates coming from both sample data 
sets (before and after the swapping). For any given cell we had the census (100 percent) 
number, the cell as it will appear in a summary file generated from the swapped sample data, and 
its value if we had used the unswapped sample file to create the table. We then generated 
[Thompson, 1991] 90 percent confidence intervals around both sample data estimates to see how 
often the intervals around the swapped versus unswapped estimates contained the 100 percent 
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data value. 

We examined each state separately, starting with the overall demographics and the swapping 
rates for different race groups. For our analysis at the state level table, we simply examined the 
census (100 percent) value, the swapped sample estimate, the unswapped sample estimate, and 
whether the 100 percent value is covered by the two confidence intervals. For county and tract 
data, we examined coverage rates for several different characteristics. 
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3. LIMITS


This section outlines the operational limits on the evaluation and limits on its distribution.


3.1 Operational limits 

Because of the large amount of data and extremely large data sets, we had to limit our analysis to 
three states for the 100 percent data and three states for the sample data. We chose states 
representing a variety of race distributions and geographic sizes at different geographic levels 
(blocks, tracts, counties). 

3.2 Census Confidential information 

This report contains very limited information. It is a subset of the full Census 2000 Evaluation 
C.1. Most information in the full Census 2000 Evaluation C.1. is Census Confidential. The full 
evaluation cannot be removed from Census Bureau facilities and is available to Census Bureau 
personnel on a need-to-know basis. 
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4. RESULTS 

The data swapping procedure was checked for quality. It was conducted correctly and 
consistently. Minimum but necessary changes were made to the data in such a way that 
maximized data quality. 

The disclosure limitation model used for Census 2000 is useful, and the Census Bureau should 
continue future research on disclosure limitation techniques. The Census Bureau should always 
include confidentiality protection as part of the process when planning a census. 

Full evaluation results are found in the Census Confidential version of this evaluation. The 
results below are severely limited due to confidentiality requirements. 

4.1 Data protection for the 100 percent data 

Households with a disclosure risk measure of 4 were swapped with certainty. The percentage of 
households in blocks with only one household was a strong indicator for how well overall 
protection goals were met, that is what percentage of households (of any type) deemed at risk we 
were able to swap. Low population density, with respect to census geography, increased the 
contribution of selected cases for all risk criteria. Where this occurred, the number of 
households with measures 3, 2, and 1 that were swapped would have to be smaller to fall below 
the maximum percent of households to be swapped. This mainly occurred in rural states. In 
states with urban geography, many more households with measures 3, 2, and 1 were swapped. 

The confidential version of this evaluation gives explicit percentages for the rate at which 
households assigned the different levels of risk were swapped for all fifty states. It has a record 
of the percentage swapped of particular target populations (based on our targeting criteria), swap 
efficiency (that is the ability to pair records with disclosure risk with other records with 
disclosure risk), what percentage of households resided in blocks of size one, the number of 
unique records, the percentage of swaps within tract, and the percentage of swaps within county. 

4.2 Data quality for the 100 percent data 

4.2.1 Block level data 

The aspect we addressed first is whether the procedure produced any global changes to the 
tables; specifically whether it affected the overall sparseness of the block level tables. 
Unrestricted data swapping could have the effect of smoothing the data, reducing its natural 
concentration and decreasing the empty parts of the tables. 

We found no such effect for our procedure, primarily due to the forced agreement of household 
size. There are approximately the same number of large cell values (ten or more people) before 
and after swapping. There is a noticeable effect in smaller cells, which is contrary to initial 
expectation. Our procedure targeted households with unique characteristics, and this increased 
the number of zero cells (for these characteristics) because it tended to draw people from cells 
with values 1, 2, and 3 (presumably where the entire contribution to the cell is from one 
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household and hence selected for high disclosure risk) and swap them into cells with larger 
values. 

Using tables with different characteristics, we grouped table cells by value and crossed this by 
the absolute value of the difference between the swapped and unswapped cell values, also in 
ranges. The 0-0 cells, empty in both tables, were the bulk of all cells. Cells that had 0 change 
dominated the remainder. The majority of the action occurred in the cells with value less than 
10. 

4.2.2 Tract level data 

For very small cells, we performed the same data analysis described above for block level data 
and found the same results. 

For the larger cells, we viewed the data swapping procedure as introducing a type of noise into 
the data and viewed the swapped cell value as an estimate of the unswapped (true) 100 percent 
value. Then we generated an interval around the swapped value. The statistic of interest was the 
length of the interval required to capture 95 percent of unswapped values (see Section 2.1.2.). 
We generated such intervals for the three different states, different geographic levels, different 
variables, and different size cells. This led us to be able to make such statements as, “For 
Oklahoma tracts and cells in the range 116-178, 95 percent of unswapped values are within 
(some number) X of the swapped value. 

We also examined the average change due to the swapping in nonzero cells for the three 
different states, different geographic levels, different variables, and different size cells. As 
anticipated, values representing unusual characteristics saw greater changes than others. Also, 
values representing characteristics used to target records with disclosure risk saw greater 
changes than those not used for selection. 

We were satisfied that the length of the intervals and the average changes in cell values were 
sufficiently small. 

4.2.3 County level data 

Findings were consistent with the tract level data. Cells in the same size ranges had 
approximately the same lengths of intervals and the same average changes. 

4.3 Data protection for the sample data 

Swapping was applied consistently in each state. Here we made improvements in the 
methodology for dealing with over-selection (selecting more records than we could swap and 
still fall below our maximum percent of records to be swapped). Ironically, over-selection was 
not nearly as drastic as it was for some states in the hundred percent data. The process was less 
efficient, that is, more selected cases ended up partnering with unselected cases (records 
deemed not at risk). This was a direct consequence of the forced agreement of several 
characteristics in partnered households in an effort to maintain data quality. One of our 
protection measures was the number of households with disclosure risk for which we could not 
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find a partner because of the forced agreement of characteristics. The number of such 
households was acceptably small. 

The other protection measure is the percentage of records of each given level of disclosure risk 
that were in fact swapped. The pairs were prioritized, so that the records with the most 
disclosure risk were swapped first, together with the swaps that were protecting both partners. 
Priority levels were similar to the hundred percent but more complicated due to additional 
selection criteria. Most records deemed as having a disclosure risk were swapped. 

4.4 Data quality for the sample data 

We have a set of data items common to both the 100 percent and sample data. Thus we could 
compare the census tables with tables of estimates coming from sample data before and after the 
swapping. For any given cell we had the 100 percent value, the cell value as it will appear in a 
summary file generated from the swapped sample data, and its value if we had used the 
unswapped sample file to create the table. We then generated standard 90 percent confidence 
intervals around both sample data estimates to see how often the intervals around the swapped 
versus unswapped estimates contained the true 100 percent value. 

We examined each of the three states separately, starting with the overall demographics and the 
swapping rates for different race groups. For our analysis of the state level table, we simply 
examined the census value, the sample estimate from the swapped data, the sample estimate 
from the unswapped data, and whether the value is covered by the two confidence intervals. 
For county and tract data, we examined coverage rates (how often the confidence intervals 
contained the 100 percent value) for several different characteristics. 

4.4.1 State level estimates 

The confidence interval generated around the swapped value contained the 100 percent value as 
often as the confidence interval around the unswapped value. 

4.4.2 County level estimates 

The percent of confidence intervals around the swapped values that cover the 100 percent 
values is slightly lower than the percent around the unswapped values. The difference in the 
two is larger in rural states than in urban states because, in urban states, we could find 
partnering households that were geographically closer. 

4.4.3 Tract level estimates 

Again, the percent of confidence intervals around the swapped values that cover the 100 percent 
values is slightly lower than the percent around the unswapped values. The difference in the 
two is larger for cells representing unusual characteristics where we would typically find 
households designated at risk of disclosure and swap them. 
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  http://www.census.gov/pred/www/.
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This report provides an overall
synthesis of issues that were iden-
tified in several studies addressing
the technical and operational ele-
ments of the complex and large-
scale Census 2000 data capture
system.  The U.S. Census Bureau
outsourced the two major compo-
nents of the Census 2000 data
capture program.  Those compo-
nents were the Data Capture
System 2000 (DCS 2000) which
was awarded to Lockheed Martin
and the Data Capture Services
Contract (DCSC) awarded to TRW.
Lockheed Martin provided equip-
ment for imaging, recognition, and
data keying as well as the process-
ing systems for four Data Capture
Centers (DCCs).  TRW provided
staff and services for data capture,
facilities management, office
equipment, supplies, and office
automation for three of the DCCs.
(A fourth DCC was managed by the
National Processing Center (NPC), a
permanent Census Bureau facility
in Jeffersonville, Indiana.)  Within
the report, a distinction is made
between the two components, as
appropriate.

The underlying system technology
was developed through a contract
awarded to Lockheed Martin.  The
contractor characterized this pro-
gram as one of the largest image
processing projects in history.  The
data capture system processed and
captured data from 152 million
census forms with an extremely
high accuracy rate, which exceed-
ed established goals (see Section
4.1).  In actuality, the total number
of census forms exceeded this fig-
ure.  Based on a cost/benefit analy-

sis, low volume forms were delib-
erately excluded from DCS 2000 as
a risk mitigation strategy.  The
automated system was, in fact,
designed to process 80 per cent of
the forms volume while the
remaining 20 percent of low vol-
ume forms were processed in a dif-
ferent manner.  

Advanced technologies were
employed to capture forms by cre-
ating a digital image of each page
and then interpreting respondents’
entries using Optical Mark
Recognition (OMR) and Optical
Character Recognition (OCR)
processes.1 This was the first time
that the Census Bureau had used
high speed OCR technology to cap-
ture hand written entries by
respondents.  Although OMR had
been used in 1990, the automation
in 2000 was more sophisticated
because it included key from
image (KFI) and OCR technologies
as well as OMR.  The system was
highly automated but still relied on
extensive operational support from
contractors.  Despite the reliance
on technology, manual data entry
methods were still needed to cap-
ture data in cases where the data
were not machine readable, or if
the form was damaged and could
not be scanned or if the forms
were low volume.

One aspect of the data capture sys-
tem that has perhaps been over-
shadowed by the highly visible use
of technology is the control
processes used to manage the flow
of forms through the data capture
system and to monitor image qual-
ity.  This workflow management
system was a very effective mecha-
nism that ensured all data were
captured.  According to Lockheed
Martin, 1.2 million forms were
rerun through the system.
Although this was a small percent-
age of the overall number of forms
that were processed, it nonetheless
provided an indication of the strin-
gent controls applied to monitor
the process.  There was a signifi-
cant amount of census data associ-
ated with those 1.2 million forms.
Different types and sizes of forms
were processed through DCS 2000
and, in addition to capturing
respondent answers, DCS 2000
electronically interpreted identifica-
tion and control information on the
forms.  DCS 2000 had an automat-
ed monitoring feature that exam-
ined image quality by detecting
over a dozen types of errors.  A
form recovery procedure was
developed and implemented to
handle questionnaires with those
types of errors.

The data capture system employed
a two-pass approach to capture
data.  The first pass commenced
on March 6, 2000 and was com-
pleted on September 15, 2000.  It
captured the 100 percent census
data (from both the long and short
forms) needed for apportionment.
The second pass captured the
social and economic data (i.e., the

U.S. Census Bureau Census 2000 Data Capture  1

1. Background

1 OMR technology uses an optical scan-
ner and computer software to scan a page,
recognize the presence of marks in predesig-
nated areas, and assign a value to the mark
depending on its specific location and inten-
sity on a page; OCR technology uses an opti-
cal scanner and computer software to "read"
human handwriting and convert it into elec-
tronic form. 



sample data).  This was a shorter
phase that started on August 28,
2000 and completed on November
15, 2000.  The two-pass approach
was used because the original key-
ing rate estimates were too opti-
mistic and the two-pass approach
would ensure that data capture
deadlines were met.  The accuracy
rate for OCR and OMR during both
passes exceeded program goals.
The manual keying accuracy rate
also exceeded expectations.

Lockheed Martin, the prime con-
tractor for DCS 2000, cited the sys-
temic nature of DCS 2000 when
explaining how it achieved high
accuracy rates (Lockheed Martin,
2001b): 

Automated data capture and the
quality of the information pro-
duced lies at the heart of the
DCS 2000 system.  Many times
in the image processing indus-
try, products or systems claim
automated character recogni-
tion rates of 99% or higher.  But
these rates are frequently calcu-
lated on preprocessed character
test decks that rarely give an
indication of how a system will
work in an operations environ-
ment.   DCS 2000 can make the
same accuracy claim, but at a
question level and on live
Census production data.
Moreover, this rate is obtained
with nearly 80% of the data cap-
tured automatically.  This level
of automated capture did not
come from simply a careful

selection of commercial products
or even by fine tuning the indi-
vidual OCR and OMR compo-
nents.  These production statis-
tics are the result of in depth
tuning and complex integration
of every component of the sys-
tem.

Indeed, there were 15 commercial-
off-the-shelf (COTS) products inte-
grated into the system.  This
approach was necessary given the
limited time available to develop,
test, and deploy the system.  The
COTS components provided the
following functions:  mail check-in
and sorting; paper to digital image
conversion; data base manage-
ment; workflow management; digi-
tal image processing; optical char-
acter and mark recognition; data
review and correction; digital tape
backup and recovery; and system
administration.  The integration
and tuning of these components
were major accomplishments given
the complexity of the DCS 2000
architecture.

According to the Data Capture
Program Master Plan (PMP) (Brinson
and Fowler, 2001), of the approxi-
mately 152.3 million census forms
entered into data capture, approxi-
mately 83.9 million were mailback
forms, 59.7 million were enumera-
tor forms, 600,000 were Be
Counted forms, and 8.1 million
were Group Quarters (GQ) forms.2

The Data Capture PMP reported
that a cost model projected that
the total number of forms to be
processed would be 149.7 million.
It further stated that approximately
1.5 billion form pages were
processed during the data capture
period.  DCS 2000 output files
were transmitted to the Decennial
Systems and Contracts
Management Office (DSCMO) on a
daily basis.  In order to manage
this enormous workflow, DCS 2000
continually generated progress
reports for management.

The overall management of the
data capture system was a critical
element contributing to the sys-
tem’s success.  In addition to the
NPC and the three DCCs, an
Operations Control Center (OCC)
was established in Lanham,
Maryland to oversee all data cap-
ture operations.  To assist the OCC
with the management of the DCCs
and their associated operations,
the DCSC Management Information
System (DMIS) was developed to
provide a variety of integrated
office automation tools.  Raw data
were transmitted to the DSCMO on
a daily basis.

The data capture system succeed-
ed in providing the population data
needed for purposes of determin-
ing congressional apportionment,
redistricting, and the distribution
of over $100 billion of federal
funds to state and local govern-
ments.

2 Actual numbers were reported after
the completion of Census 2000.  The final
PMP issue date was March 30, 2001.
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2.  Scope and Limitations 

The main focus of this report is to
address the following four topics:
performance of the data capture
system; the system’s ability to cap-
ture questionnaire data; the impact
of data capture requirements on
the questionnaire design and other
factors; and the appropriateness of
requirements identified for the
data capture system.  Other salient
observations are included as well
in view of their potential impor-
tance to future data capture sys-
tems and processes.  The following
documents were reviewed for this
report:

1. Data Capture Program Master
Plan (PMP) - Data Capture
Systems and Operations

2. R.3.d. - Census 2000 Data
Capture System Requirements
Study by Titan Systems
Corporation

3. K.1.b. - Evaluation of the Quality
of the Data Capture System and
the Impact of Questionnaire
Capture and Processing on Data
Quality

4. Lockheed Martin - Phase II
Lessons Learned (including
Appendix A, Technical Lessons
Learned White Paper

5. TRW - Lessons Learned from
DCSC Final Report

6. Rochester Institute of
Technology Research
Corporation - DCS 2000 
Data Quality

7. Census 2000 Questionnaire
Design Study by Titan Systems
Corporation

8. Assessment Report for Data
Capture of Paper
Questionnaires, prepared by
Andrea F. Brinson and Charles
F. Fowler, Decennial
Management Division

9. Lessons Learned for Census
2000, the Forms Design and
Printing Office

10. Memorandum from Howard
Hogan, January 24, 2000.
Subject: Proposal for Quality
Assurance of Census 2000
Data Capture.

11. Memorandum from Daniel H.
Weinberg, December 7, 2000.
Subject: Actions to Correct
Pass 2 Keying Errors in Census
Sample Monetary Fields.

Only two of the reference sources
(#3 and #6 above) are based on
empirical research.  All other
sources provide qualitative data.

In addressing the topics identified
above, this report summarizes the
key findings and major recommen-
dations of the documents reviewed
and seeks to identify any common
themes or conflicting information
between them.  Therefore, this
report is a high level, integrated
assessment rather than being a cri-
tique of every facet of each study
reviewed.  It is not the intent of
this report to re-visit the detailed
statistical data contained in the
documents that were reviewed.

Limitations stated in other refer-
ence sources also indirectly
applied to this study.  The two
Titan studies and the K.1.b evalua-
tion cited the limits identified

below.  Specific details on each
limit are defined within the respec-
tive documents and are not fully
described here due to space limita-
tions.   

Census 2000 Data Capture
System Requirements
Study

•  The perception of those persons
participating in the interview
process can significantly influ-
ence the quality of information
gathered

•  In some cases, interviews were
conducted several months, even
years, after the participant had
been involved in system devel-
opment activities

•  Each interview was completed
within a one to two hour period,
with some telephone followup
to solicit clarification on inter-
view results

•  Every effort was made to identi-
fy key personnel and opera-
tional customers who actively
participated in development
efforts

Census 2000 Questionnaire
Design Study

•  The perception of those persons
participating in the interview
process can significantly influ-
ence the quality of information
gathered

•  Nearly two years have passed
since participants were last
involved in supporting Census
2000 activities
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•  Due to availability problems,
Titan analysts were unable to
interview the full range of per-
sonnel with knowledge about
processing issues

K.1.b Evaluation

•  Raw data are not a random rep-
resentative sample of the U.S.
population

•  Failure to obtain all data 
originally planned

•  Resolution of 666,711 records
not matched to the twelve
regional census center files

•  Subjectivity in interpreting the
most likely intent of the respon-
dent

•  Data reflect multiple sources of
error beyond those attributable
to system design

The collection of documents
reviewed for this report identified
important issues related to data
capture topics.  There were addi-
tional evaluations of data capture
operations planned, which may
have identified more issues.
However, these evaluations were
either not available by the time

this report was completed or were
cancelled altogether.  Initially, this
report intended to reflect the con-
tent of up to 11 documents, but
due to the smaller number of refer-
ences, the consolidated findings
and recommendations will not be
as extensive as originally planned.
Despite this limitation, the report
still covers a broad range of data
capture issues, reflecting both
quantitative and qualitative 
assessments. 



An expansion of each topic is pro-
vided below to give an apprecia-
tion for the scope of issues that
were examined across all of the
documents reviewed.  

3.1 Performance of the
data capture system

In order to address performance
issues, a clear definition for the
system’s objective must be articu-
lated.  The data capture system
was comprised of both automated
and manual processes.  Data cap-
ture equipment and related sys-
tems were acquired through a con-
tract awarded in 1997 to Lockheed
Martin Mission Systems.  The auto-
mated system scanned a variety of
forms and created digital images
that were read by OMR and OCR
software.  OMR accomplished more
than merely identifying marks in
boxes.  It was capable of recogniz-
ing cases when multiple marks
appeared and used an Optical
Answer Recognition feature that
applied an algorithm and logic
process to determine the most like-
ly intended response.  The OCR
component was even more sophis-
ticated.  The Lockheed Martin
study noted that OCR accuracy
was a function of both its inherent
ability to recognize characters and
its contextual recognition capabili-
ties.  The excerpt below (Lockheed
Martin, 2001b) explains how the
OCR engine achieved the high
accuracy rate:

First, not only does it recognize
characters with a high degree of
accuracy, it also provides multi-
ple choices for each character
and corresponding bounding

character coordinates.  This
allows subsequent custom devel-
oped contextual processing to
validate segmentation results as
well as use an analysis of multi-
ple recognition hypotheses in
context and their probabilities of
occurrence in order to further
improve the results.  Also, by
providing a dictionary lookup
capability as well as the descrip-
tion of the processing used to
match or reject a word as a dic-
tionary entry, the product allows
even more opportunity for
downstream analysis of the data
during contextual analysis.
Finally, because the product pro-
vides a vast array of definition
parameters, it is also cus-
tomized to treat each individual
field with a high degree of detail
and specificity, which will also
maximize the accuracy and
acceptance rates of the output.

An Automated Image Quality
Assessment (AIQA) application ana-
lyzed each imaged document.  It
corrected problems and enhanced
images where possible.  Once the
forms were converted into an elec-
tronic format, the DCS 2000 soft-
ware interpreted the data on the
forms to the greatest extent possi-
ble.  In those cases where
OMR/OCR could not interpret the
data within a certain range of con-
fidence limits, the form image was
automatically sent to KFI (key from
image), an operation that required
an operator to interpret the “low
confidence” response data and
then manually key the data into
the system.  Thus, as the
Rochester Institute of Technology

Research Corporation (RITRC) put
it, “KFI got the bulk of the messy
or ambiguous responses.”  The KFI
process was described in the Data
Capture PMP as follows:

The operators were presented
with an image, called a “snip-
pet,” of the portion of the form
they were to key.  If a field
required an action, the cursor
was positioned on that field.
Using their best judgement, the
operators then keyed all the
characters as they understood
them from the image.  For sev-
eral situations, keying rules
were provided to assist the oper-
ators in interpreting the infor-
mation and entering standard
responses.

The Data Capture PMP notes that
fields read by OCR and 
designated as “low confidence”
images, and therefore automatical-
ly sent to KFI, were often correct.
KFI had its own quality assurance
process involving comparisons
with OCR and/or a second keyer.
Forms that could not be imaged
were run through KFP (key from
paper) to capture all data manually.
KFP involved two keyers, with the
second providing verification of
the data entered by the first 
operator.

RITRC’s sampling of production
data looked at the acceptance rate3

for both OCR and OMR for the
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fraction of fields in which the OCR has high
confidence, usually expressed as a percent.
Accepted fields are the ones RITRC scored
for OCR accuracy; they are not sent to key-
ers except for QA purposes.



mailback and enumerator forms

(100 percent data).  For the D-1

short form and the D-2 long form,

the acceptance rate was 83.08 per-

cent for OCR and 99.89 percent for

OMR.  For the D-1E and D-2E enu-

merator versions of these forms

the acceptance rates for OCR and

OMR were slightly lower at 79.17

percent and 99.78 percent, respec-

tively.  Based on these findings,

and other considerations, RITRC

concluded the data quality from

both sets of forms was about the

same, with both exceeding the

program goals.

The quality of OMR, OCR, KFI, and

KFP was constantly monitored.

The accuracy rates for OMR and

OCR data capture were contractual-

ly specified as 99 percent and 98

percent, respectively.  (OCR accura-

cy was actually sub-divided into

two separate accuracy rates of 98

percent for alphabetic data and

98.5 percent for numeric data.)

Keyer accuracy for KFI and KFP was

also measured.  The accuracy stan-

dard for KFI was 96.5 percent and

KFP was to have no more than a 2

percent error rate. 

Given the complexity of the data

capture environment, the volume

of forms processed, and the use of

state-of-the-art technologies, it is

instructive to examine the per-

formance of the overall system.

The examination of DCS 2000 per-

formance issues is not intended to

be a fault finding exercise.  Rather,

it provides a view into issues that

can lead to a better understanding

of the effectiveness of the system

used during Census 2000.  This

information can, in turn, benefit

future data capture operations by

providing insights into the benefits

and limitations the technology and

manual systems employed.

3.2  The system’s ability to
capture questionnaire data

A significant drop in the nation-
wide mail response rate during the
1990 Census led to dramatic
changes in questionnaire design
strategies for Census 2000.  The
major impetus for change in the
questionnaire design came as a
result of Congressional direction,
which brought about efforts to
make the mailback forms more
respondent friendly.  The assump-
tion was that respondent friendly
forms would lead to an increase in
response rates.  During the decade
leading up to Census 2000, the
Census Bureau conducted research
into forms design issues in an
effort to increase mail response
rates and improve data quality.
There were a number of method-
ological tests targeted at improv-
ing the Census Bureau’s under-
standing of the array of cognitive,
technical, and overall design fac-
tors.  These factors influence the
efficiency and accuracy of data col-
lection and capture processes.  The
testing included a range of studies
that examined the layout of the
questions, the testing of matrix
formats against individualized for-
mats, and evaluation of different
envelope colors. 

Reflecting the combination of new
design initiatives and the availabili-
ty of sophisticated scanning tech-
nologies, the short form under-
went significant changes for the
Census 2000.  The resulting form
exhibited an entirely new and
more respondent friendly individ-
ual space layout (separate panel
for each person) and provided fea-
tures such as a background color,
motivational icons, a Census 2000
logo, check boxes, and segmented
write-in spaces.

Lockheed Martin came to appreci-
ate the criticality of forms design

and its contribution to capturing
respondent data (Lockheed Martin,
2001b):

Of all the aspects of an auto-
mated data capture system, the
absolutely most critical compo-
nent of the system is the design
and printing of the forms.  A
good form design can increase
the stability, flexibility, error
detection and recovery, and per-
formance of the system.  A poor
form design can adversely affect
all of these factors and subse-
quently increase the system cost
exponentially.  The experiences
of DCS 2000 helped to empha-
size these points.

The Assessment Report on Data
Capture of Paper Questionnaires
(Brinson and Fowler, 2003) pointed
out some particular forms design
and subsequent effects on printing
that affected the system’s ability to
capture data.  It observed that
“Forms Design and Printing was
not coordinated with the data cap-
ture technology...until later in the
process making it more difficult to
design and test the data capture
technology.”  The report suggested
that the automation technology
available may not have been fully
utilized.   The report further states
the following with regard to how
certain forms design and printing
issues impacted the OMR and OCR
subsystems:

The multiple form types, booklet
style formats, question design,
and specific colors used made
the implementation of OMR and
OCR technology more challeng-
ing.  Also, the lateness in finaliz-
ing questionnaires and printing
of prototypes made the develop-
ment of OMR and OCR software
more complicated, of higher
risk, and more costly.

The need for forms design and
printing to be tightly integrated
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within the overall data capture sys-
tem development environment is
apparent and was echoed in sever-
al of the documents reviewed for
this report.

3.3  The impact of data
capture requirements on
the questionnaire design
and other factors 

There were several image capture
specifications that created con-
straints in the forms design envi-
ronment.  In the Census 2000 Data
Capture System Requirements
Study, Titan identified the follow-
ing areas where DCS 2000 had
clearly defined specifications
(Titan, 2002):

•  Size of Scannable Documents.  A
set of four specific paper size
dimensions for single sheets
was approved for DCS 2000.
The booklet questionnaires also
had defined limits for the size of
separated sheets.  According to
DSCMO, DCS 2000 processed
six different sized forms, but
was not limited to this number. 

•  Optical Character Recognition
(OCR) Write-in Fields.  As noted
by RITRC, the OCR subsystem
was designed to read all of the
write-in fields for which there
was a high level of confidence.
Consequently, there were a vari-
ety of very precise criteria defin-
ing dimensions and spacing
requirements for these fields.
The basic purpose of these cri-
teria was to facilitate character
recognition by the data capture
system.

•  Optical Mark Recognition (OMR)
Check Boxes. In addition to size
and spacing requirements for
these boxes, there were also
specifications indicating that
boxes on one side of the page
should not coincide with check
boxes or image areas on the

reverse side of the page.

However, according to DSCMO,

paper specifications required a

high opacity level to minimize

“show through.” 

•  Color and Screen. A major data

capture requirement was that

the background color must

“drop out” and should not con-

tain any black content.  A drop

out effect can usually be

achieved through a combination

of the color and screen dot size.

•  Margins. Required white space

was defined for side, top, and

bottom margins.

•  Form Type/Page Identifier.

There was a set of requirements

for the use of the Interleaved 2

of 5 bar code, which served to

identify form type and page

numbers.

•  Document Integrity. Since book-

let forms could become separat-

ed during the scanning process,

a unique identifier had to be

included on all sheets of a long

form to link the sheets.  Another

bar code was printed in the

margin area to provide the sheet

linkage function necessary to

ensure Document Integrity.

Document Integrity was also

included on both sides of the

short form to mitigate the risk

of non-detected double feeds.

The constraints imposed on the

forms design by the data capture

requirements must be viewed in

terms of their contribution to high-

ly efficient data capture processes.

In all, 26 different forms were

scanned using OMR and OCR tech-

nologies, resulting in a substantial

labor savings achieved from DCS

2000. 

3.4  The appropriateness
of requirements identified
for the data capture sys-
tem 

Like all systems, the Census 2000
data capture system was designed
to satisfy  a set of requirements.  A
system cannot provide the right
functionality if the requirements
defined for it were incomplete.
Thus, the efficacy of the require-
ments definition process deter-
mines to a great extent how well
the system will work.

Research into new technologies
that could make the data capture
process more efficient began in the
early 1990s.  The Rochester
Institute of Technology (RIT) tested
a variety of commercial off-the-
shelf (COTS) products in 1993 and
1995.  A Request for Proposals
(RFP) was developed in 1996 to
procure proven technologies and
to outsource the development and
operation of the data capture sys-
tem.

In the pre-award phase, multiple
vendors were asked to conduct an
operational capabilities demonstra-
tion.  According to the Census
2000 Data Capture System
Requirements Study, this demon-
stration allowed the Census Bureau
to identify the contractor most
suited to the task of developing
DCS 2000 and served to identify
and fine-tune requirements for the
data capture system.  The award to
Lockheed Martin was issued on
March 21, 1997 and development
activities ensued.

The original statement of work
(SOW) was used for development
up to the Census 2000 Dress
Rehearsal.  At that point it was
determined that the SOW lacked
sufficient detail and required more
specifics.  Consequently, a
Functional Baseline (FBL) document
was developed to focus on what
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functionality was needed.  The FBL
was given to Lockheed Martin, but
the requirements for DCS 2000
continued to evolve throughout the
development of the system.
Similarly, TRW had to refine the
Operations and Facilities Plan as
development proceeded.  The
basic requirements for this plan
were generated jointly by the
Census Bureau and Lockheed

Martin.  The requirements were
also included in the RFP for DCSC,
but TRW was not awarded the con-
tract until nearly a year after
Lockheed Martin had 
commenced development of the
system.  By this time, refinements
to the plan needed to be made by
TRW to keep pace with DCS 2000
developments.  

The question posed in relation to
requirements can be put in the
context of defining what the entire
data capture system needed to do
— not just the automated scanning
technology.  Therefore, this report
looks at requirements issues from
both the automated and opera-
tional aspects of the data capture
system. 
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4.  Findings

This section provides major find-
ings and key issues that were
echoed in the documents reviewed
for this report.  They are discussed
within the context of the four main
topic areas of this report; assess-
ing performance, factors affecting
the system’s ability to capture data,
issues relating to the impact of
data capture requirements, and
examining the appropriateness of
those requirements.

4.1 Assessing the perform-
ance of the data capture
system

4.1.1  DCS 2000 exceeded per-
formance goals. As noted in the
DCS 2000 Data Quality report  pre-
pared by RITRC, Census 2000 was
the first time that the Census
Bureau had used commercially
available scanners and high-speed
digital data processing to capture
census data.  Although not a com-
pletely definitive assessment of
quality assurance (QA) for DCS
2000, the RITRC analysis conclud-
ed that “The results we obtained
from Production Data Quality
Sampling indicate that DCS 2000
production data quality significant-
ly exceeded program goals.”
Putting this success into context,
the data capture evaluation
(Conklin, 2003) noted that
“although the automated technolo-
gy brought increased speed and
efficiency to Census 2000 process-
ing, considerable human resources
were still required to handle the
many millions of write-in fields
that posed a problem for it.”

Performance goals for accuracy
were exceeded for both mailback

forms and the enumerator forms.
RITRC stated that, based on a sam-
pling of images and data, the in-
production “OCR accuracy was
99.6 percent, KFI was in excess of
97.8 percent, and the check-box
question accuracy was a little over
99.8 percent.”  RITRC also reported
another significant finding: the
overall write-in field accuracy for
both passes of data capture
(merged data combining OCR and
KFI) was 99.3 percent.  For Title 13
data (merged from OCR and KFI)
on the mailback forms, numeric
fields were found to have lower
error rates than alpha fields.  The
data capture evaluation found that
for all fields, OCR had the lowest
error rate, followed by OMR and
then KFI.

(Note: The K.1.b findings concern-
ing error rates for the three differ-
ent data capture modes suggest a
discrepancy with respect to RITRC’s
findings.  The OMR accuracy rate
reported by RITRC indicates that
this mode had the lowest error
rate, however the K.1.b evaluation
placed OMR after OCR in terms of
their respective error rates (i.e.,
OCR was lower than OMR).  This
apparent discrepancy is complicat-
ed by the fact that these studies
used different performance classifi-
cation methods.  It is important to
note that error rates differ from
accuracy rates.  The error rate is
calculated by subtracting the accu-
racy rate from 100, typically yield-
ing a very small number (e.g., .4
percent), whereas accuracy rates
are the fraction of accepted fields
that are correct, and are therefore
associated with much higher num-

bers (e.g., 99.6 percent).  Also, the
studies were based on different
data sets.  Attempting to compare
OCR to OMR to see which is the
best is not a valid comparison
since the two methods are
designed to accomplish different
types of recognition tasks.  Given
the exceptionally high performance
of the OCR and OMR subsystems,
both of which exceeded program
goals, there is no utility in attempt-
ing to determine a “winner”.)

The data capture evaluation exam-
ined the issue of whether or not
some fields were sent to KFI more
often than others.  It concluded
that name related fields were more
likely to go to KFI unnecessarily.  It
also posed the question of whether
certain fields sent automatically to
KFI should be processed instead by
the automated technology.  The
discussion of this issue suggests
further research is needed:

We note some fields automatical-
ly went to KFI regardless of how
well the technology thought it
could process them.  These were
check-box fields where more
than one box could be selected
and still count as a valid
response.  Recognizing that KFI
is subject to error from factors
not affecting the technology,
e.g., human fatigue and inatten-
tion, a possible future test for
the automated technology is to
allow it to process multiple
response check-box fields.  It
would be helpful to find out if
the technology can be adjusted
to accept such fields without the
errors of keying.
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One important lesson learned cited
by Lockheed Martin during the
Census 2000 Dress Rehearsal was
that the “full-field4 method of key-
ing provided the most cost-effec-
tive combination of accuracy and
throughput given the requirements
of the DCS 2000 system.”  Other
types of keying methods may have
increased throughput, though
accuracy would have suffered.

4.1.2  Reasons for errors.
According to RITRC, some percent-
age of KFI “errors” in their produc-
tion data quality sampling was due
to ambiguous handwriting, misin-
terpretation of keying rules, or
varying interpretations of hand-
written entries (where respondent
intent was not clear).  Therefore,
these were not considered as actu-
al keying errors.  The data capture
evaluation noted that the KFI error
is “not necessarily a poor reflection
on the automated technology” and
observed that the automated tech-
nology and the evaluation and pro-
duction KFI are prone to the fol-
lowing errors:

•  failure to read a field on the
form

•  picking up content that is not
really there

•  incorrectly capturing the content
on the paper

•  correctly capturing what the
respondent wrote, but not nec-
essarily what the respondent
intended

The error rate can be attributed to
factors such as the hardware of the
automated technology or the soft-
ware.  Lockheed Martin identified
the two main contributors to sys-
tem errors: noise (including noise
generated by respondents) that

interferes with character recogni-
tion and segmentation errors (mul-
tiple characters within one box or
single characters spanning multiple
boxes).  This was common to other
image processing systems as well
as DCS 2000.

Another major cause of keying
errors was the use of certain key-
ing rules.  For example, the rules
called for a write-in field to be
filled with “eights” if the number
could not be determined and
“nines” were to be used if a value
exceeded certain limits.  RITRC
expressed concern about keyer
confusion over the use of “eights”
and “nines”, particularly with
respect to the income field with its
imbedded dollar sign, comma, and
pre-printed cents.  They also noted
that “the essential KFI
problem...was the conflict between
“key what you see” and interpreta-
tions required by the keying rules.”
The Decennial Statistical Studies
Division (DSSD) has also reported
problems with the income field,
citing an “error rate of nearly 45
percent for income fields filled
with 9s” and “mistakes...in fields
containing all 8s.”  (Weinberg,
2000).

The data capture evaluation report-
ed, across various modes of data
capture, that the most frequent
reasons for failing to capture the
intended responses were:

•  Extra-check-box - the output
from the automated technology
output shows more check-boxes
marked than are in the scanned
image.

•  Missing characters - the output
from the automated technology
has fewer characters than the
scanned image.

•  Wrong character - the output
from the automated technology
and the scanned image have the

same number of characters, but
output from the technology dis-
agrees with the image in one or
more characters.

The same report listed the most
common reasons for these prob-
lems as:

•  Poor handwriting - the respon-
dent’s handwriting makes one
letter look like another, but a
person can tell what the respon-
dent meant.

•  No reason found - the response
is written clearly, and there is
nothing to suggest why it was
not captured correctly.

The data capture evaluation
reached some significant conclu-
sions.  First, it found that “if there
is intelligent content in a field, the
automated technology will detect it
with nearly perfect certainty.”
Second, despite the fact that the
system is not perfect, “a sizeable
portion of responses will be cap-
tured and interpreted correctly at
speeds that are orders of magni-
tude above KFI.”  And third, “the
largest impediment to automation
is not the quality of the hardware
or software, but the quality of the
responses supplied by human
beings.”  The study suggests that
attempting to build a system that
could capture nearly any type of
response would not be a practical
endeavor. 

4.1.3  OCR acceptance rate.
According to the data capture eval-
uation, although the automated
technology brought increased
speed and efficiency to Census
2000 processing, considerable
human resources were still
required to handle the many mil-
lions of write-in fields that posed
problems.  The percent accepted
by OCR for write-in fields (short
and long forms) was 78.9 percent,
which is quite close to the 81.2
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percent reported by RITRC for Pass
1.  However, RITRC reported a
much lower rate for Pass 2 of 64.8
percent.  The lower rate reflects
the problems inherent in interpret-
ing the more difficult long form
responses.

The OCR acceptance rate for forms
completed by enumerators was
lower when compared to  the rate
for mailback forms.  RITRC
believes that this may have been
due to light pencil marks or incom-
plete erasures.  Thus, this lower
acceptance rate was probably more
of a function associated with the
writing instrument (i.e., pencil),
and not a reflection on the effec-
tiveness of the OCR subsystem. 

4.1.4 Cluster concept. DCS 2000
was based on the concept of clus-
ter processing.  Clusters were
autonomous units of image pro-
cessing, constructed around the
capacity of three scanners.  Each
DCC was equipped with as many
clusters as necessary to process
their workload.  In Lockheed
Martin’s opinion, the cluster design
was a key factor that contributed
to the successful development of
the overall system.  In this con-
cept, each cluster functioned inde-
pendently, using a set of modules,
with a sequential processing order
that verified the previous actions
taken by other modules.  Lockheed
Martin described the operation of
the cluster concept as follows:

This efficiency [of verifying each
step of the process], which fre-
quently exceeds automated
acceptance rates of 80% of the
data at greater than 99% accu-
racy, also incorporates the self-
validation themes of cluster pro-
cessing.  While the obvious
validation steps are the keying
operator functions, there is also
significant use of cross charac-
ter, cross field, and cross image

contextual checks that are per-
formed in order to validate and
re-validate the data that is pro-
duced.  This processing is also
spread across the various steps
of the cluster workflow.  At the
context step, OMR box, charac-
ter, field, and image validations
are performed to maximize the
efficiency of the automated OCR
and OMR.  Then, another mod-
ule assures that control data
and form integrity have not
been compromised.  Next, key
from image functions (KFI) are
then used to complete the cap-
ture of data that could not be
done automatically.  While these
keying steps also include real-
time edits, functions for opera-
tors to reject entire images for
quality, and automated quality
assurance checks, there are also
subsequent full form validation
functions that assure that the
captured data is consistent with
expected responses.  All these
processes work together to con-
tinuously validate and improve
the captured data as it pro-
gresses through the system. 

In short, the cluster concept
ensured images were subject to
stringent quality checks.  The
prime DCSC contractor, TRW, noted
that quality was designed into the
process due to the short-term, high
volume nature of the work.  They
concluded that “this provided a
high-quality product with a mini-
mum of QA staff and overhead.”
In this regard, the prime DCS 2000
contractor, Lockheed Martin, stated
only one percent of the forms
needed to be pulled and
reprocessed.  Another benefit of
the cluster architecture was that it
allowed for continued scanning of
forms, even when there were com-
ponent failures within a cluster.

4.1.5 Inefficiencies in the KFP
process. The DMD Assessment

Report on Data Capture of Paper
Questionnaires characterized KFP
as being an “inefficient way to cap-
ture forms that could not be cap-
tured by scanning.”  The report
noted that the software used for
KFP was designed for image keying
and was therefore “cumbersome”.
It also took issue with the KFP poli-
cy of requiring 100 percent verifi-
cation stating that this may have
“caused more keying than was
required since a sample verifica-
tion may have been sufficient.”  In
general, the DMD report favored
maximizing the use of automation
and relying less on keying.

4.2 Factors affecting 
the system’s ability to cap-
ture questionnaire data

Noting that many forms processing
systems can define a form to run
through the system in minutes,
Lockheed Martin observed that the
complete definition of DCS 2000
was dependent upon utilizing all of
the optimizations designed into
the form itself.  This means the
form ultimately reflected an in-
depth analysis of the total environ-
ment including Census rules, form
characteristics, and respondent
tendencies.

4.2.1 Keying rules and methods.
While allowing for respondent ten-
dencies was factored into the
forms design process, there was
still a need to apply keying rules
and methods  for capturing data.
According to RITRC, one of the
major causes of keying errors was
the complexity of the rules, which
required keyers to make interpreta-
tions–while maintaining a high
pace of production.  According to
TRW, the application of keying
rules varied between Passes 1 and
2.  They noted that the application
of rules was limited on Pass 1
because of the limited number of
fields; the rules were more critical
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in Pass 2 because of the broader
range of field types.  TRW reported
that daily audits showed a high
degree of accuracy during Pass 2
keying.  Nonetheless, in view of
the need for interpretations by
keyers and variations of rules
between the passes, the more
accurately the forms are filled out,
the less need there is for keying.
Basically, the system’s ability to
capture questionnaire data can be
improved by better forms design
practices. 

4.2.2 Improvements to forms
design. Given the success of DCS
2000 as a high speed, high vol-
ume, high quality, data capture
mechanism, some aspects of the
form could be improved.  The data
capture evaluation cited and
endorsed possible improvements
to the form that had been identi-
fied in Titan’s Census 2000
Questionnaire Design Study.

The data capture evaluation recom-
mended the following be consid-
ered as possible improvements:

•  Have the person information for
household members be filled
out from left to right across the
page instead of up and down.

•  Allow the use of pencils so
respondents can easily correct
mistakes.

•  Change the sizes, fonts, appear-
ance, etc. of the instruction
icons so they are easier to spot
(or simply eliminate them).

•  Allow more spaces for the last
name fields.

•  Include instructions for filling
out or correcting write-in fields.

•  Include more detailed instruc-
tions for the race and ethnicity
questions.  While additional
instructions may improve recog-
nition, DSCMO and others (e.g.,
Dillman) expressed concerns

that an overcrowded form with
too many instructions may hin-
der response and data capture.

•  Try to make the instructions to
the head of household for filling
out the form more 
concise.

•  Employ the use of headers to
separate the Asian ethnicity
options from the ones for Pacific
Islander.

•  Do not spread the choices for
check-box fields over more than
one row or column on a page.

•  Select a background color with
better visual contrast.

Enhancements to these areas have
the potential to further improve
the quality of data captured and
perhaps make the form even
friendlier to respondents.

(Note: The Census 2000
Questionnaire Design Study was
a qualitative study that reflected
the insights and experience of
subject matter experts who had
extensive knowledge of forms
design. While the findings from
this study suggested that cer-
tain aspects of the questionnaire
could be improved, we caution
that further research and testing
is needed to determine which, if
any, of the recommendations
should be implemented.  It is
important to note that one of
the main purposes of this study
was to identify and highlight
forms design issues that could
be candidates for future
research efforts.)

4.2.3  Few instructions were pro-
vided to respondents.  Several of
the above bullets touch on this
subject.  The system’s ability to
capture respondent data could
have been  impacted, to a certain
extent, by a lack of instructions to
respondents.  As noted in the

Census 2000 Questionnaire Design
Study, the short form does not pro-
vide guidance to respondents on
what to do if an answer exceeds
the length of a write-in box or how
to correct any mistakes on the
form.  The study suggested that
some questions could benefit from
expanded instructions, although
there are risk/benefit trade-offs
that would need to be assessed.  It
is conceivable that additional
instructions for respondents could
have reduced problems and
enabled the system to capture
more respondent data, rather than
rejecting it as unreadable.

4.2.4  Use of banking should be
minimized. Most interviewees who
participated in the  Census 2000
Questionnaire Design Study under-
stood the need for banking but felt
that it was not a desirable design
feature and its use should be mini-
mized.  This technique, especially
triple banking, can lead to tightly
grouped check boxes.  Besides
being confusing, it increased the
likelihood of a processing problem
when a large mark extends beyond
the box boundary and into adja-
cent boxes.  Greater spacing
between boxes may minimize stray
marks that create interpretation
problems for OMR.

4.2.5  The race question. Due to
the multiple answers allowed by
this question, Lockheed Martin
found this question difficult to
arbitrate with any degree of high
accuracy.  Owing to the high
importance placed on accurately
capturing race data, when multiple
marks were detected by the OMR
subsystem, they were passed to
keyers for resolution.  According to
Lockheed Martin, the accuracy
rates for this “particularly sensitive
area of interest” increased signifi-
cantly as a result of the manual
interpretation.  
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4.3 Issues relating to the
impact of data capture
requirements on the ques-
tionnaire design and other
factors

The complete redesign of the ques-
tionnaire for Census 2000 pro-
duced a more respondent friendly
form based on an individual-space
format.  To a large extent, the new
design of the form was made pos-
sible due to technological advance-
ments made in OCR and OMR tech-
nologies.

4.3.1  Space separation between
boxes and text. There had to be a
space separation between boxes
and text of at least .08 inches, and
space between boxes (from the
bottom of one box to the top of
the next box) of at least .05 inch-
es.  The DCS 2000 image capture
specifications noted that more
space between boxes was prefer-
able in order to prevent a large
mark from running into another
box.  Although conforming to
these specifications,  many boxes
on the form were tightly grouped.
For example, the Hispanic origin
and race questions, and question
#2 for Persons 2 - 6 contained
numerous boxes that were tightly
grouped with minimal vertical
space separation.  This increased
the likelihood of a data capture
error when a large mark extended
beyond the box boundary into an
adjacent check box or segmented
boxes.  Future use of check boxes
should allow greater spacing as
requested in the DCS 2000 image
capture specifications.

4.3.2  Darker frame around seg-
mented boxes and darker seg-
ments. The DCS 2000 image cap-
ture specifications prohibited the
use of dark outlines surrounding
OCR fields.  A darker outline could
have provided more definition to
the boxes and therefore potentially
reduce one of the main sources of

data capture problems–segmenta-
tion errors.  The segmentation
lines had low contrast and did not
show up well, which may have
accounted for some of those types
of errors where characters spanned
more than one box or more than
one character was written into a
single box.  The use of a different
background color with a higher
contrast to white should alleviate
the problem.

4.3.3  Background color was prob-
lematic. The choice of the back-
ground color (Pantone 129) by the
graphics arts firm, Two Twelve
Associates, met data processing
specifications for “dropping out”,
or becoming invisible to the scan-
ner.  However, according to the
Titan’s Census 2000 Questionnaire
Design Study, this particular color
did not provide the best contrast.
Another study conducted by
RITRC, after the color had  been
selected for the Census Bureau,
stated that this particular color
“was on the fringe of acceptable
drop-out colors for the Kodak scan-
ner used for DCS 2000.” 

As stated in the Census 2000
Questionnaire Design Study,
DSCMO felt the choice of Pantone
129 compromised the ability of the
scanners to use more aggressive
settings to read lighter shades of
answers.  The choice of this color
did not generally present any prob-
lems for dropping out during the
forms processing function.  This
can be attributed to tight QA 
monitoring during the forms pro-
duction process.  Without an effec-
tive QA process, there could have
been additional problems with the
form background color failing to
drop out, causing the scanning
equipment to reject a question-
naire.  While the color on the form
was controlled within the specifica-
tion parameters by using instru-
ments, according to the intervie-

wees and the reports provided by
DSCMO, color generation was not
always consistent during the print-
ing process and there were notice-
able variations.

Although technically meeting data
capture requirements, the selection
of Pantone 129 was, in retrospect,
far from being optimal.  Personnel
with expertise in data capture
operations need to have input into
the color selection process to
assess the implications on data
capture operations.  

4.4 Examining the appropri-
ateness of requirements
identified for the data cap-
ture system

Through extensive interviews with
Census personnel, the Census
2000 System Requirements Study
(Titan, 2002) found that many peo-
ple felt DCS 2000 was the right
system for the job and provided an
efficient and effective means to
capture census data.  However,
there were several requirements
related areas that could be
improved.

4.4.1  Fluid requirements.  Leading
edge technologies were being
employed on a very large-scale
operation, so it is understandable
that requirements would be altered
and evolve as the plan changed.
(Ideally, requirements should be
sufficiently flexible to accommo-
date new technology.)  However,
the fact that a pre-test version of
DCS 2000 was used late in the life
cycle, in the Census 2000 Dress
Rehearsal, suggests that system
planning and the requirements def-
inition process needs improvement
and schedules/timelines should
have been adjusted to ensure the
system was fully prepared for the
Dress Rehearsal. 

According to the Assessment
Report on Data Capture of Paper
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Questionnaires, numerous require-
ments (six were identified) had to
be added after the Dress Rehearsal
based on the lessons learned.  The
report concluded that “the addition
of requirements after the data cap-
ture system had been designed or
was in the final testing phase pro-
vided a significant increase to the
contract cost, and risk to the quali-
ty of the data, and to the data cap-
ture schedule.”

Implementing DCS 2000 and the
DCSC operations posed significant
challenges integrating new tech-
nologies and complex operations.
A robust testing program seemed
to compensate for any lack of
requirements or understanding of
exactly how the DCS 2000 compo-
nents and operational procedures
were to function in the production
environment.  Consequently, there
was reliance on extensive testing
to simulate the Census environ-
ment.

4.4.2  Keying rules. According to
the Census 2000 Data Capture
System Requirements Study, the
keying rules changed after produc-
tion began and continued to
remain an issue throughout the
contract, creating risk to data qual-
ity and to timely completion of
data capture.  It is unknown to
what extent changing the keying
rules impacted the quality of the
data capture, but the changing of
rules between the first and second
passes were reported to have
occurred.  Requirements for keying
rules were certainly fluid.  For
example, the DCSC contractor
made staffing decisions based on
the expected “key what you see”
method, which was subsequently
changed.  Recognizing that this
type of major change presents a
significant data quality issue that

can greatly increase risks to the
program, the Census Bureau
should place more emphasis on
fully defining firm  requirements
for keying rules.

4.4.3  Quality Assurance.  The
requirements for QA could have
been better defined.  Although the
framework for the overall quality
assurance plan was decided by the
Census Management Integration
Team (CMIT), QA specialists in the
Census Bureau differed with the
CMIT on the application of QA
standards for DCS 2000.
Complicating this situation was the
fact that Lockheed Martin and TRW
had their own internal QA pro-
grams, and the Census Bureau had
implemented its own independent
QA of the Census 2000 data cap-
ture process at the National
Processing Center.  Both the 100
percent and long form sample data
were monitored by the Census
Bureau at this facility.  Since it was
believed that Lockheed Martin
would easily find gross errors, the
Census Bureau’s QA monitoring
scheme concentrated on reviewing
rarer events (e.g., multiple races or
American Indian tribe designations)
that were not captured.    

Specific recommendations from the
Census Bureau for improving the
quality assurance aspect of DCS
2000 were provided very late in
the development process and, if
adopted, would have necessitated
a major redesign of the DCS 2000
software and the post-processing
operations at Headquarters.  The
parameters, processes, and respon-
sibilities for QA measurement
should be included as part of the
requirements definition process.

4.4.4  Archiving requirements.
Another problematic requirement
was the need for archiving census

data.  The Census Bureau was orig-
inally advised that ASCII files, not
images, would be required by the
National Archives and Record
Administration (NARA). These
requirements were later changed
to include microfilmed images and
an index.  According to the
Assessment Report on Data
Capture of Paper Questionnaires
the cost incurred by the Census
Bureau to meet the new archiving
requirements was approximately
$44 million. 

4.4.5  Operational perspective.
With the DCSC contract award
occurring nearly one year after 
the award to Lockheed Martin, 
TRW never had the opportunity to
have a major influence on the
requirements for DCS 2000.  TRW
noted that they had “little opportu-
nity to influence system require-
ments with respect to the user
interface and the need for manage-
ment data on the production floor.”
Some of the system requirements
suggested by TRW during the test-
ing phase could not be imple-
mented due to resource and sched-
ule constraints.

In the Lessons Learned for Census
2000 document, the Forms Design
and Printing Office observed that it
“did not have a comprehensive set
of data capture and processing
technical requirements to include
in the forms design and print con-
tracts for the DR.”  The same
report noted that after the Dress
Rehearsal “late and changing
requirements led to major revi-
sions on all forms being electroni-
cally data captured” and there was
no time to test the revised
changes.  In conclusion, the report
stated that “all these changes put
the Census Bureau at risk of failing
to meet scheduled deliveries.”
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This section assesses the findings
and key issues for each of the four
areas reviewed and provides an
overall, high-level view that
reflects the information synthe-
sized from the documents
reviewed.  It also presents other
salient observations about the
Census 2000 data capture system
that were deemed to be relevant to
this report and planning for the
2010 Census.      

5.1 System performance

Given the massive volume of forms
processed with a very high degree
of accuracy and acceptance rates,
the data capture system was an
unqualified success.  As mentioned
earlier in this document, the sys-
tem exceeded all of its perform-
ance goals.  While some errors
could be attributable to limitations
of the automated system (noise
and segmentation errors), many
were attributed to ambiguous or
poor handwriting by respondents.
In its classification of various Pass
2 write-in errors for overall Title 13
data, RITRC cited ambiguous
responses, write-overs, crossouts,
and poor handwriting as account-
ing for a substantial number of
errors.  RITRC’s research also found
that “No reason” accounted for
over half of the errors in the same
data.  Similarly, the K.1.b evalua-
tion found a high number of unex-
plained errors in the data it
reviewed.  Interestingly, RITRC was
comfortable with the large percent-
age of “No reason” errors.  In their
assessment, this was a “very good
sign...because a well-designed sys-
tem should have the bulk of its

errors in the “noise.”  The data cap-
ture evaluation provided an excel-
lent perspective on system per-
formance: “The largest impediment
to automation is not the quality of
the hardware or software, but the
quality of the responses provided
by human beings.”  The data cap-
ture evaluation suggested that
attempting to build a system that
could capture nearly any type of
response would not be a practical
endeavor because of the various
permutations of human errors.  

5.2 Capturing respondent
data

Titan’s Census 2000 Questionnaire
Design Study highlighted the
sophistication of the forms design
process and its awareness of the
need to efficiently capture respon-
dent data.  The study provided the
following description of the forms
design environment:

The design of the Census 2000
short form questionnaire was a
complex undertaking that
reflected the combined efforts of
many people at the Census
Bureau.  Every facet of the form
was carefully analyzed for its
potential effect on response
rates and data quality.  Because
the forms were to be processed
by sophisticated automation
employing both optical charac-
ter and mark recognition tech-
nologies, the designers faced the
extra challenge of also having to
meet image capture specifica-
tions that placed constraints on
the form.

While the success of Census 2000

(as discussed in section 5.1)

reflected well on the overall forms

design effort, the data capture

evaluation noted that “considerable

human resources were...required to

handle the many millions of write-

in fields that posed a problem for

it.”  This suggests the need for

continued research into ways of

improving forms design to mini-

mize the need for manual keying

operations.

5.3 The impact of data cap-
ture requirements

Although meeting data capture

specifications, the background

color was widely recognized as

being problematic with respect to

being on the fringe of acceptable

drop-out colors and from a visual

contrast standpoint.  Selection of

this particular color was not the

result of a collaborative effort

involving subject matter experts or

any quantitative analysis.  The les-

son learned from this, and other

related experiences, is that there

should be close coordination

between data capture personnel

and those involved in question-

naire development throughout the

forms design life cycle.

Technology may impose some limi-

tations on designers, but that

same technology can also enable

more sophisticated design tech-

niques. For both of these reasons,

tight collaboration and communica-

tion between the two groups are

essential when requirements are

being developed or changed. 
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5.4 Fluid requirements
posed substantial risks

Requirements proved to be subject

to revision in several major areas.

To a large extent, the deficiencies

in requirements were compensated

for by extensive system testing

that helped to refine the Census

2000 data capture system.  This

was a very risky approach for such

a major, high profile system.  The

importance of having a well-

defined and disciplined structure

for developing requirements can-

not be overemphasized as they

define what the system needs to

do and what the performance met-

rics are, along with establishing

operational processes and QA

parameters.  Additionally, the

selection of qualified contractors

depends on a thorough under-

standing of requirements.

It is worth noting that the effort to

define requirements was handi-

capped in several respects.  First,

there was no well-established

process in place to guide and facili-

tate the development of require-

ments.  Second, Census Bureau

personnel were not accustomed to

preparing requirements within a

contracting environment.  This

issue was highlighted in the

Assessment Report for Data

Capture of Paper Questionnaires,

which stated that “this was the

first time that the Decennial pro-

gram areas had to do their work

for data capture within contracting

guidelines and contracting time

constraints.”  And third, adequate

funding was not made available

early enough to allow system

requirements to commence in a

proactive fashion.   The combined

effects of these three factors creat-

ed a challenging environment for

requirements development. 

5.5 Other salient observa-
tions about Census 2000
data capture system

5.5.1  Agency-contractor partner-
ship was a key success factor. To a
large extent, the success of the
Census 2000 data capture program
was due to a healthy partnership
atmosphere that existed between
the Census Bureau and the contrac-
tors.  Considering that the system
was not completed in time for
Dress Rehearsal, requirements
were fluid, and that there were dif-
ferences over QA processes, it is
evident that agency-contractor
cooperation was a major factor in
ensuring the success of the Census
2000 data capture system.

Within the agency-contractor part-
nership there was a subtle relation-
ship that also existed between the
two prime contractors.  Even
though there were two separate
contracts, one for DCS 2000 and
another for DCSC, there was a
mutual dependence between them
because the award fees were tied
to shared performance evaluations.
This contractual arrangement fos-
tered a cooperative relationship
which ultimately benefitted the
Census Bureau.    

5.5.2  Change control processes
were effective. Given the dynamic
requirements, and the constant
incorporation of new technologies
being applied to make DCS 2000 a
robust platform, discipline in the
change control process was a
major plus that mitigated risks to
the program.  Both prime contrac-
tors adhered to strict change con-
trol processes for system compo-
nents and operational procedures.

The Assessment Report on Data
Capture of Paper Questionnaires
generally agreed that change con-
trol was a contributing factor to
the success of the data capture
system.  The report specifically

noted that the DSCMO contract
office had established a “highly
effective change control process to
track, evaluate, and control
changes to the Data Capture pro-
gram... throughout the develop-
ment of the program.”  It added
that the process received favorable
review from oversight bodies
because of their focus on cost con-
trol and schedule deadlines.  While
acknowledging the success of
DSCMO, DMD noted that it was
responsible for gathering require-
ments and, unlike DSCMO, DMD
did not have a dedicated staff to
manage change.  It would prefer to
see a more centralized require-
ments change control process
implemented.   

5.5.3  Comprehensive testing. As
noted in the Census 2000 Data
Capture System Requirements
Study, the thoroughness of the
testing compensated for the lack
of a solid set of requirements.  In
fact, requirements were very
dynamic, changing throughout the
entire development period for DCS
2000 and into production.  DCS
2000 underwent a series of tests:
Site Acceptance Test (SiteAT),
Operational Test and Dry Run
(OTDR), integrated Four Site pre-
production test, and Beta Site test-
ing.5 According to the Lockheed
Martin Phase II Lessons Learned
document, these tests were
extremely successful.  TRW found
the OTDRs to be “key contributors
to the success of Census 2000
data capture” as they closely
resembled live operations and
exercised every facet of operations
and included the OCC.
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Site by the contractor.



5.5.4  Operational discipline.
Stringent control over the consis-
tency of operational procedures
helped ensure operational consis-
tency across each of the sites.
TRW reported that each of the
three contractor-run DCCs was
organized in the same way and all
had essentially the same functions
such as: operation of the data cap-
ture process; human resources
management; workforce training;
QA activities; and facilities man-
agement.

5.5.5  Workflow management.  As
mentioned in the Background sec-
tion of this report, one aspect of
the data capture system that may
have been overshadowed by tech-
nology is the control process used
to manage the flow of forms
through the data capture process
and monitor image quality.  This
workflow management system was
a very effective and structured
mechanism that ensured that all
data were captured.  Basically, it
was responsible for ensuring the
complete and orderly flow of
forms, identifying problems, and
rerouting forms to handle a range
of exceptions.  Lockheed Martin
noted that: “The workflow is super-
ficially straightforward, consisting
of a series of sequential steps with
most processes passing their
results to the next, with little fork-
ing of workflow cases.  However,
underneath it is complicated
because of the rerouting that is
required.”  

Another inconspicuous aspect of
the workflow management system
was the underlying software that
integrated the DCS 2000 COTS
products.  The unique Generic

Application Interface allowed new
or updated workflow COTS prod-
ucts to be easily integrated into
the workflow system.

One critical step in the workflow
process was checkout.  After
batches of forms were processed,
they arrived at the checkout sta-
tion and a verification process
ensured that each form that was
received was processed.  Any
forms that needed to be
reprocessed were sent to the
Exception Checkout handler.  This
illustrates that rigid controls were
built into the workflow process
through the last step of the chain.

Most importantly, the workflow
process complied with Title 13 pro-
tection requirements.  The
Assessment Report for Data
Capture of Paper Questionnaires
discussed the importance of ques-
tionnaire accountability:

The successful protection and
security of the questionnaires
was of primary concern during
the data capture period and
subsequent forms destruction.
The accountability for the data
capture of paper questionnaires
once they were received at the
Data Capture Centers used 
a check-in system, batch 
processing through scanning, or
Key From Paper, and a positive
checkout system which verified
that all forms were processed
and that 
their data was received 
by Headquarters Data
Processing.

Understanding the criticality of an
orderly workflow management
process and designing efficiency

into that process were key success
factors for the data capture sys-
tem. 

5.5.6  Modular system design.
DCS 2000 was a flexible system
architecture that could adapt to
changing requirements.  For exam-
ple, a significant process change
occurred very late in the program
when a decision was made to use
a two-pass data capture process.
According to Lockheed Martin,
because of the system’s modular
design, workflow, image replay
capability, inherent robustness,
and a high level of configurability,
conversion to the two-pass method
was a relatively simple matter.  A
major lesson learned that was
cited by Lockheed Martin
addressed the overall system
design and the adaptability of the
system:

The fact that these changes
[switch over to the two-pass
method] could be implemented
so close to the start of produc-
tion reemphasizes the positive
lessons learned that accompany
the benefits of incorporating
each of the DCS 2000 design
themes at the earliest stages of
development.

5.5.7  Forms Printing. The Census
Bureau recognized that monitoring
print quality on-site was integral to
success.  Lockheed Martin con-
curred with this direction.   They
cautioned that “problems can
quickly affect enormous quantities
of forms” and therefore the quality
of Census 2000 can depend on
maintaining printing standards and
consistency.   For this reason, the
Census Bureau had an extensive
and automated print QA process.
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6.  Recommendations

This section provides recommenda-
tions stemming from the various
lessons learned that were cited in
the documentation reviewed.

6.1 Unify the design strate-
gy needed for the data cap-
ture system

RITRC recommended future data
capture systems be developed
within the context of a unified
framework.  Their view of the sys-
tem would includes the data cap-
ture components and, in addition,
the printing, forms design, recog-
nition, edits, and coding compo-
nents.  Lockheed Martin provided a
comment that touched on this rec-
ommendation:

A technical interface between
form design, printing, and data
capture was also extremely ben-
eficial to the program’s success
and should be established very
early in the program lifecycle.
This worked well on DCS 2000,
but could have been established
even earlier.  All three of these
aspects of forms processing
must work in concert with each
other in order to maximize the
productivity of the process as a
whole.

In keeping with the theme of a uni-
fied data capture system, TRW rec-
ommended “starting the system
and services contracts at the same
time so strong working relation-
ships can be developed from the
beginning.”  They further added
that “Having both contractors work
requirements together will result in
a better system and better opera-
tional procedures” if operational

perspectives are reflected in the
requirements.  TRW specifically
noted that development of DCS
2000 was initiated without input
from the users (i.e., the operations
staff).  They added that this was a
source of frustration at the DCCs
and required development of a
management information system
that was far more extensive than
they had originally planned to
implement.

The Assessment Report on Data
Capture of Paper Questionnaires
was in general agreement with the
need for a unified system develop-
ment environment.  It recommend-
ed “integrated development”
involving internal stakeholders
early in the planning phase and the
need for “better integration of
forms design and printing specifi-
cations with data capture system
development.”  It found that forms
design was largely independent of
data capture and processing sys-
tem designs and therefore this was
a factor that led to questionnaire
designers being over confident in
the capabilities of OMR and OCR
technologies.

6.2 Define requirements
early

As noted in Titan’s Census 2000
Data Capture System Requirements
Study, requirements establish the
very foundation for a system.
Their importance cannot be over-
stated, especially in an environ-
ment where a substantial R&D
investment is necessary.  Delays in
defining requirements, or not fully
defining them, increases the likeli-
hood that the system will not meet

data capture expectations or per-
form at the level required.  Or, in
the case of quality assurance
requirements, waiting until late in
the development cycle may not
allow for sufficient time for imple-
mentation of the mechanisms
needed to generate appropriate
metrics or ensure adequate quality.
Starting the planning and develop-
ment earlier would provide a
greater chance that all identified
requirements will be implemented
and that sufficient time will exist
for testing and system refinement.

6.3 Develop quality assur-
ance standards early

Given that requirements for QA
were not well established, the rec-
ommendation is that more empha-
sis be placed on defining QA meas-
urements, processes, and reports
for the 2010 Census.  TRW recom-
mended that both the DCS 2000
and DCSC participants develop an
integrated QA program.
Additionally, as stated in the RITRC
report, the Census Bureau should
investigate new QA technologies to
bring QA evaluation time closer to
production time.  In this regard,
the Assessment Report on Data
Capture of Paper Questionnaires
pointed out the need for the data
capture system to provide for real-
time access to data for quality
assurance review.  

6.4 Focus on redesigning
key data capture problem
areas

As discussed in this report, seg-
mentation errors account for many
of the processing problems.  While
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problematic, this facet of forms
design provides a potentially high
payback area for future research.
DCS 2000 image capture specifica-
tions prohibited the use of dark
outlines surrounding OCR fields,
but the use of a different back-
ground color with a higher con-
trast to white should alleviate the
definition problem.

Another example of a significant
problem area on the forms is the
Hispanic and race question.  Many
of the participants in the Census
2000 Questionnaire Design Study
agreed that this was an especially
troublesome area.  Although there
were improvements in terms of the
presentation and sequencing of
these questions in 2000, there is
still room for further improve-
ments that could make them easier
to understand and less prone to
interpretation problems during the
data capture process.  More empiri-
cal research is needed on this par-
ticular design topic.

6.5 Limit the number of
forms

RITRC observed that the number of
forms grew to 75 for Census 2000
(only 26 were data captured by
DCS 2000).  They expressed con-
cerns that, with separate form defi-
nition templates being created for
each form and that each had to be
tested, this proliferation of forms
became “unwieldy.”  RITRC has
suggested that the “80-20 rule”6

might apply in regards to the num-
ber of forms that are used for the
2010 Census.  That is, the use of
fewer, more generic forms might
prove to be cost effective from a
data capture perspective.

There are two major issues to con-
sider.  First, the level of effort

required to develop the templates
has major time and cost implica-
tions for the Census Bureau.
Second, since identical information
is being asked across multiple
forms, there is a risk that wording
or phraseology may not be consis-
tent across all forms.  The recom-
mendation is for the Census
Bureau to consider combining
forms, when possible, so a single
form may serve more than one
purpose.  There is a risk inherent
in over reliance on too many
generic forms.

TRW noted that it encountered dis-
ruptions to operations due to the
need to adapt to different types of
forms.  They also recommended
the Census Bureau should mini-
mize the number of form types
and design them as early as possi-
ble so the processing implications
can be understood prior to the
DCSC developing its procedures. 

6.6 Assess future role of
automated data capture
technology

The data capture evaluation cited
two possibilities with regard to the
future use of automated data cap-
ture and imaging technology in the
decennial census.  If it is seen as
having a supporting role, it would
be used primarily for rapidly cap-
turing the clear and easy respons-
es.  In this scenario, traditional
methods, although resource inten-
sive, would still be used to capture
especially difficult responses.  On
the other hand, automated technol-
ogy could have a dominant role
assuming that census forms were
dramatically streamlined and the
long form with its numerous write-
in responses was no longer cap-
tured in the decennial census.  If
the long form is retained, the data
capture evaluation asked if it is
then worthwhile to put a high pri-
ority on improving the quality per-
formance of the automated tech-

nology.  The data capture evalua-
tion suggested that this issue
could be a research question for
testing leading up to the 2006
Census Test.

With poor handwriting accounting
for many errors, the data capture
evaluation suggested giving con-
sideration to reducing some write-
in fields to check boxes, reducing
the set of questions, or using more
enumerators to get long form data. 

6.7 Implement a unified
Help Desk

In TRW’s opinion, the existence of
two different types of help desks
(i.e., one for DCS 2000 and one for
DCSC) “introduced unnecessary
complexity, overlap and confu-
sion.”  They recommend using only
one integrated help desk.

6.8 Train on the actual
working system

Given the size of the workforce for
data capture operations (over
10,000 temporary employees dur-
ing the data capture operations
phase), TRW was concerned
whether all employees had the
necessary skills.  TRW recognized
the need for consistency in train-
ing across all sites.  To provide
quality training, TRW cited a key
lesson learned: “From the start of
the project, instructional design
teams need as much access to the
actual working system and equip-
ment as possible to ensure accu-
rate training documentation.  This
includes participation in dress
rehearsals and OTDRs.”

6.9 Expand the time for
testing

As previously mentioned, the vari-
ous tests were extremely beneficial
and exercising the system provid-
ed invaluable insights. However,
TRW was concerned that the
OTDRs started too late in the
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Census schedule (August 1999)
and would like to see more time
allotted between tests.  Since man-
agers from all four DCCs partici-
pated in each sequentially sched-
uled OTDR, their time was divided
between participation in an OTDR
at another site, preparing their
own OTDR, and preparing their site
for data capture operations.  TRW
noted that “preparing for an OTDR
is a full-time project that could
have been performed better if the
participants were not busy at pre-
vious tests at the same time that
they needed to be preparing for
their own test.” 

6.10 Better define
Decennial Management
Information Systems for
future contracts

TRW expressed concerns about the
level of effort required to imple-
ment the DCSC Management
Information System (DMIS) and the
fact that it required more resources
than anticipated.  Their assessment
was stated as follows:

The scope of DMIS was severely
underestimated.  Instead of a
few COTS tools sitting on desk-
tops, it grew into a medium
sized networked information
system.  This was a difficult task
to complete in less than two
years.  We should have scaled
back the scope of DMIS given
the time constraint.  We were
understaffed early in the
process.  It was difficult to
attract developers to the project
due to the lack of programming
work and the short-term nature
of this project.

These concerns should be noted
for future planning purposes and
the scope of requirements for sys-
tems like DMIS must be fully

understood.  A management infor-
mation system typically interfaces
with numerous other systems and
this increases the complexity of
development and testing.  The
magnitude of effort and the time
required to develop robust infor-
mation systems essential to the
management of large-scale pro-
grams needs to be factored into
planning.

6.11 Provide more informa-
tion on the scope of docu-
mentation requirements

As with DMIS, TRW had similar
concerns about the amount of
effort it took to produce manage-
ment documentation.  They provid-
ed the following perspective on
this issue:

In retrospect, when the entire
documentation effort is consid-
ered, it needs to be recognized
that the importance of the docu-
mentation was not emphasized
in the original RFP and therefore
assumed to be less significant
by TRW in our proposal.  We are
sure in hindsight that no one
meant to minimize the effort,
but it should be recognized that
comprehensive technical and
administrative procedures were
essential to running consistent
operations at the data capture
centers.  The operational proce-
dures and assembly-line-like
process necessary to handle the
forms required all parties to
know and understand what pro-
cedures to follow and under-
stand what changes were made
to the procedures during opera-
tions to ensure optimum produc-
tivity.  It was also critical that
the DCC administrative and
facilities staffs have guidelines
and procedures to follow to
reduce employee-relations

issues.  And, certain documents
were added to the effort and
were critical to the program,
but were not in Section F [of the
contract].  These documents
included DCSC Management
Information System (DMIS) docu-
mentation and operations docu-
mentation such as the OCC
CONOPS [Concept of Operations]
and other OCC related docu-
ments.

TRW recommended that documen-
tation requirements be given more
emphasis in future RFPs.

6.12 Minimize the use of
keying from paper

The Assessment Report on Data
Capture of Paper Questionnaires
cites inefficiencies associated with
KFP due to its cumbersome soft-
ware and 100 percent validation
requirement.  With much of the
need for KFP being 
generated by damaged forms, light
pencil marks, and incomplete era-
sures, it may be possible to devise
methods to significantly reduce the
number of forms submitted for KFP

6.13 Produce real-time cost
data

The Assessment Report on Data
Capture of Paper Questionnaires
addressed the need for current
cost information.  The combined
costs for DCS 2000 and DCSC were
approximately $520 million, and
contract modifications accounted
for significant increases over the
original contract baselines.  In
spite of the magnitude of the data
capture system, real-time labor
expenses were not available, nor
were cost data by operation for
each DCC.  To facilitate manage-
ment of the 2010 Census, the
report recommends using more
detailed and current cost data.
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7.1 Implement a more
structured approach to
defining requirements for
the data capture system

More attention needs to be paid to
defining a solid set of require-
ments, especially because the data
capture system in 2010 may well
incorporate additional functionality
and have a more complex architec-
ture.  For instance, the Lockheed
Martin Phase II Lessons Learned
document speculated that:

Additions such as data entry
from wireless and internet-
based applications or complex
address recognition can have
significant positive effects on
various aspects of the system
and its operation.  It may also
be beneficial to look outside the
current bounds of the system
for opportunities to improve the
overall Census capture opera-
tion.  Such areas of interest
include the integration of post
processing coding systems or
uses for two-dimensional bar
codes.  So, in order to take full
advantage of all of the experi-
ences of the 2000 Census,
enhancements of these types
should be investigated and pos-
sibly applied to future systems
with similar requirements.

This will require a pro-active, disci-
plined, and systematic approach to
requirements definition.  A major
management commitment will be
necessary to make this a reality.
Without it, the Census Bureau will

face a high degree of risk in imple-
menting data capture systems and
operations for the 2010 Census.

7.2 Research the potential
for expanding the all digi-
tal data capture environ-
ment

In citing lessons learned, one of
the recommendations put forward
by RITRC suggested that “Due to
the unique nature and scope of the
census, it requires an early invest-
ment in research and develop-
ment.”  Titan endorses RITRC’s
advice, but suggests that research
and development efforts focus
beyond paper-based systems.  To
be sure, the capabilities and
sophistication of such systems
have steadily improved, as evi-
denced by the DCS 2000 perform-
ance and quality issues discussed
in this report.  However, these sys-
tems still incur substantial labor
costs for printing and processing
forms and for nonresponse fol-
lowup.  The system also requires
major capital investment in scan-
ning technologies in order to
process millions of forms.  In
short, paper based systems are
still cumbersome  because of the
conversion from paper into
images, and subsequent storage in 
electronic format.  This is a very
complex process.

Although the data capture system
was unquestionably successful
during Census 2000, we have tran-
sitioned into an era when informa-
tion is predominately collected,

stored, transformed, and transmit-
ted in a digital format.  In theory,
future census activities could be
performed in an all-digital environ-
ment.  In fact, the Census Bureau
is already moving toward expand-
ing the use of digital media having
made a commitment to use mobile
computing devices in data collec-
tion operations involving enumera-
tors.  And, the feasibility of a Web-
based census data collection
system was proven during Census
2000 and will provide yet another
means of collecting data digitally
in the next decennial census.  This
is especially true if the Census
proactively markets an online
option for the 2010 Census.
Numerous electronic data files
being maintained by state and fed-
eral agencies may provide more
sources of personal data that can
be conveniently extracted for non-
respondents.  

An ambitious goal for the Census
Bureau would be to eliminate the
need for processing massive quan-
tities of paper forms by planning
for an all digital data capture envi-
ronment. Advanced technologies
on the horizon are introducing new
forms of digital media, some of
which are in the early stages of
development. These efforts may
identify enabling technologies that
could further streamline census
data capture operations.   This
may not be achievable in time for
the 2010 Census, but research can
help pave the way for the transi-
tion into the digital world.
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The Census 2000 data capture sys-
tem was a very complex, well man-
aged system that employed
advanced technologies to auto-
mate data capture processes.  It
captured massive amounts of data
within a relatively short period of
time with high accuracy rates.
However effective the automation,
it still relied on some manual pro-
cessing to handle millions of write-
in fields that posed a problem for
the automated character and mark
recognition subsystems.  The data
capture evaluation raises an inter-
esting issue: is it worth attempting
to make further refinements to the

automated capture processes in
order to capture the problematic
responses?  This is something that
the Census Bureau may want to
study in order to determine
whether the extra cost and effort
could be justified.  Alternatively,
improved forms design may allow
more data to be captured with
fewer errors.  Many of the prob-
lematic types of responses were
identified in the documentation
reviewed for this report and are
well understood by Census Bureau
staff.  Perhaps some of the design
improvements listed in this report
could help to minimize these types

of errors from occurring in the
future.

A goal of this report was to look
for common themes in the docu-
mentation as well as any conflict-
ing perceptions about the data
capture system.  No significant dif-
ferences of opinion were detected
during the review.  To the contrary,
there were many similar, compli-
mentary views and findings that
reinforced our confidence in stat-
ing the issues presented in this
report.  
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  www.census.gov/pred/www/.
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This report summarizes the find-
ings of six ethnographic research
projects undertaken in conjunction
with the Census 2000 Testing and
Experimentation Program. The
findings highlighted in this docu-
ment are of particular relevance to
the 2010 decennial census.
Ethnographic work has been suc-
cessful in identifying problems
with enumeration in critical popu-
lations and in providing qualitative
insights into the conditions which
create enumeration problems.
Some of the key findings from
each research project include:

Ethnography on protecting
privacy

•  Privacy reactions are highly situ-
ational.  Respondents did not
use preset categories of private
and public facts about them-
selves. Rather, respondents
decided anew whether to
answer questions in each venue
where they are encountered.

•  A descriptive model for under-
standing how respondents
decide whether to divulge infor-
mation was articulated in the
final report.  This model
includes three main parts: 1) an
assessment of the sponsor of
the questions; 2)  an assess-
ment of whether the questions
are relevant to some legitimate
purpose of the sponsor, and 3)
an assessment of possible con-
sequences, positive and nega-
tive, of providing information.

•  The model of how respondents
decide to reveal information in
censuses and surveys was wide-

ly shared in all groups but some
differences emerged.  One dif-
ference was between more and
less technologically sophisticat-
ed respondents – technologically
sophisticated respondents were
more comfortable with provid-
ing information on the Internet
than less technologically sophis-
ticated respondents.

•  Many respondents believed that
all government agencies share
data freely.  This belief persisted
despite any assurances of confi-
dentiality.

Ethnography on 
generation X

•  While many members of
Generation X in this study were
alienated from national politics
and institutions, they still saw
value in the decennial census.
While most respondents were
familiar with the Census by
name, most were unclear about
the roles and functions of the
decennial census. The lack of
knowledge and comprehension
about the decennial census
among respondents in this
study suggests that this in itself
may be a contributing factor for
decennial census noncompliance
among young adult respon-
dents.

•  Skepticism and mistrust toward
the government is pervasive
among this group of respon-
dents.  Respondents' past expe-
riences and interactions with
federal bureaucracies influence
their overall negative attitudes
toward the government and its

sponsored civic initiatives.
Although respondents in this
study possess unfavorable atti-
tudes toward the government,
derogatory views were not
extended toward the Census
Bureau.  Respondents were still
willing to comply with decennial
enumeration efforts because
they believe the social impor-
tance and benefits of the decen-
nial census outweigh distrustful
attitudes held toward the gov-
ernment.

Ethnography on selected
mobile populations

•  Across four distinct socio-cultur-
al groups (youth gangs, urban
American Indians, Irish
Travelers, and seasonal resi-
dents in the Sunbelt) many com-
mon barriers to enumeration
were found. These include resi-
dential mobility, distrust and/or
fear of non-group members,
irregular1 and complex house-
hold arrangements2, and disin-
terest or apathy with respect to
civic matters.
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Executive Summary

1 Irregular housing refers to housing
units that have one or more of the following
characteristics: (a) hidden from public view,
usually in back yards or down rural roads,
(b) illegally built usually in single family
homes or garages, (c) do not have clear unit
designators such as apartment number or
any other clear marker such as house num-
ber in rural areas, or (d) are in areas where
the condition and number of units in build-
ings vary inconsistently. (de la Puente, 1993,
page 11).

2 In general, complex households have
one or more of the following features: (a)
unrelated individuals, (b) mobile or ambiguous
household members, (c) households formed
for the sole purpose of  sharing the rent
and/or other living expenses or (d) house-
holds that contain two or more "nuclear" fami-
lies. (de la Puente, 1993, page 3). 



•  The fact that similar enumera-
tion barriers were identified by
both the 1990 studies and the
current research shows the per-
sistence of very challenging
problems. It's encouraging that
similar processes vis-a-vis cen-
sus taking appear to be present
across a variety of hard-to-enu-
merate populations because
addressing a given barrier to
enumeration will likely have an
impact across population
groups. It is somewhat perplex-
ing that measures taken to
address the barriers identified in
the 1990 Census appear to have
not fully addressed the circum-
stances encountered in Census
2000 by the four distinct mobile
community groups in this study.

Ethnography on complex
households

•  A clear and strong finding from
this research is that there are
conceptual differences in the
definition and application of the
key concept "household" articu-
lated on the census form and
the way in which some respon-
dents view the composition of
their household and view the
interrelationships of its mem-
bers.

•  There are cultural, linguistic,
and nationality differences with
census concepts, methods, and

procedures and respondents'
understanding of these areas.
Examples from this study
include: 1)  Latino naming cus-
toms that may require more
space to write fully than is pro-
vided on the census form and
may potentially lead to under-
stating of under coverage; 2)
"foster child" and "adopted
child" are culture-bound relation-
ship terms embedded in specific
U.S. socio-legal institutions that
do not exist in the countries of
origin of some of the Latino and
Korean immigrants in this study,
leading to respondent confusion
and misreporting;  More atten-
tion is needed toward address-
ing these differences in the
development of census data col-
lection instruments and opera-
tional procedures.

Ethnography on social
network tracing

•  Most of the  habitually mobile
who were found enumerated -
no matter how often or how far
they went away - were traced
through repeated returns to the
same set of sedentary co-resi-
dents(s).

•  Mobility impacts mechanisms of
omissions at both the individual
person level and the household
level. In the intensively
researched social networks

traced in this study, more habit-
ually mobile people were omit-
ted than were enumerated in
Census 2000.

Ethnography on colonias

•  Ethnographers from all four
colonias or sites identified and
documented the presence of
four major barriers to census
enumeration.  These are: irregu-
lar housing, little or no knowl-
edge of English and limited for-
mal education, concerns
regarding confidentiality, and
complex and fluid households.

•  However, the extent to which
these barriers posed problems
for Census 2000 and the Census
Bureau's success in dealing with
these four obstacles varied
across the four sites.

•  Although colonias on the
U.S./Mexico border are, for the
most part, ethnically homoge-
neous, there is consensus
among ethnographers that it is
inappropriate to assume the
same degree of homogeneity on
other key dimensions, such as
language, the extent of social
cohesion (i.e., community)
among colonia residents and the
level of infrastructure develop-
ment.  Therefore, decennial cen-
sus enumeration efforts should
not subscribe to a "one-size-fits-
all" approach.

2 Census 2000 Ethnographic Studies U.S. Census Bureau



This report summarizes the find-
ings from six ethnographic
research projects undertaken dur-
ing fiscal year 2000 and funded as
part of the Census 2000 Testing
and Experimentation Program to
improve coverage of selected seg-
ments of this nation's population.
This document discusses ethno-
graphic research projects that
address wide-ranging enumeration
challenges with the decennial cen-
sus, including but not limited to:
respondent sensitivities to issues
of privacy; cultural and social
beliefs that influence decennial
census compliance as a civic quest;
increased numbers of foreign-born
persons and undocumented immi-
grants; increased diversity in
household type and housing
arrangements; and understanding
the behavior patterns of selected
mobile populations.

It is important to note that three of
the ethnographic research initia-
tives covered in this report,
Protecting Privacy by Gerber,
Generation X by Crowley and
Colonias by de la Puente,   were
exploratory research studies that
addressed specific decennial enu-
meration concerns and specific cul-
tural, social and demographic
changes in community groups dur-
ing the last decade. These three
ethnographic studies did not gath-
er data about census outcome (i.e.
whether respondents provided
housing information and etc.) in
conjunction with Census 2000.
Two of the ethnographic projects,
Complex Households by Schwede
and Mobile Populations by Salo,
were also exploratory research, but

with access to census outcome
data. One project, Ethnographic
Social Network Tracing by
Brownrigg, did compare and inter-
pret census outcome data using
ethnographic techniques as a
planned evaluation for Census
2000. 

Key research questions for each of
the six ethnographic research top-
ics included:

•  How do beliefs and behaviors
surrounding the privacy of per-
sonal information affect survey
response, particularly in groups
with historic mistrust of govern-
ment? (Protecting Privacy
Ethnographic Research by
Gerber)

•  Do generational patterns of civic
engagement or disengagement
in the Generation-X birth cohort
affect the likelihood of their par-
ticipation in the decennial cen-
sus? (Generation X Ethnographic
Research by Crowley)

•  How well do current census cat-
egories for household relation-
ships capture the diversity and
complexity of household struc-
tures in selected ethnic/social
populations? (Complex
Households and Relationships
Ethnographic Research by
Schwede)

•  What are the characteristics and
behavioral practices of selected
highly mobile populations that
make them difficult to enumer-
ate? (Mobile Populations
Ethnographic Research by Salo) 

•  What are the major barriers to
census enumeration in colonias
and how were these barriers
addressed in Census 2000?
(Colonias Ethnographic Research
by de la Puente)

•  At which of their domiciles are
highly mobile people enumerat-
ed in the census or other sur-
veys? Can people be more reli-
ably identified from their
position in networks computed
from their interactions with oth-
ers than by comparing sets of
address and person records?
(Ethnographic Social Network
Tracing by Brownrigg)

This document describes six
research projects where the field-
work was conducted using more
than 30 purchase order contracts
in conjunction with Census 2000.
These research projects applied
ethnographic methods designed
and led by staff in the Statistical
Research Division (SRD). The full
reports for each of these research
studies provides useful and practi-
cal information as well as recom-
mendations for testing in the 2010
Census testing cycle. Each ethno-
graphic study is also designed to
expand our basic understanding of
social trends and processes, which
affect the conduct of the decennial
census.

1.1  Ethnographic research
at the Census Bureau

1.1.1  Ethnography Prior to 1990

Ethnographic research is not new
to the Census Bureau. The Census
Bureau used ethnographic tech-
niques to study survey coverage as
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early as 1971 (Valentine and
Valentine, 1971). The Panel on
Decennial Census Methodology,
established by the Census Bureau
in 1984, recommended that the
Census Bureau undertake a series
of participant observation coverage
studies with expert observers in
selected areas.  Exploratory
ethnographic research was initiat-
ed in a number of communities in
order to identify and explain the
complex behavioral processes that
lead to underenumeration. This
research identified barriers to enu-
meration in defined, distinct socio-
cultural groups to suggest general
hypotheses and make recommen-
dations for coverage measurement.
The approach adopted by the
Census Bureau was to contract
with experienced ethnographers to
conduct independent research.

1.1.2  Ethnography in the 1990
Census

Based on the experience obtained
in preliminary research, the Census
Bureau launched its most ambi-
tious phase of ethnographic stud-
ies associated with the 1990
Census. This set of studies consist-
ed of 29 sites nationwide and was
known as the Ethnographic
Evaluation of the Behavioral
Causes of Census Undercount. This
research revealed that omissions
and erroneous enumeration
occurred due to one or more of the
following conditions:3

•  Residential Mobility

•  Language and illiteracy barriers

•  Concealment to protect
resources

•  Irregular housing and household
arrangements

•  Resistance, passive or active, as
a strategy for dealing with out-
siders, especially government
(Brownrigg and Martin, Study
Plan 1989).

1.1.3  Ethnographic Research Post
1990

After the 1990 Census, but prior to
Census 2000, additional research
was carried out which further
explored   or extended the themes
stressed in the Ethnographic
Evaluation of the Behavioral
Causes of Undercount.  These
include:

•  The Living Situation Survey
examined mobility and complex
living situations; The Cognitive
Study of Living Situations exam-
ined the residence concepts and
reactions to complex living situ-
ations;

•  Ethnographic work on migrant
labor camps led to recommen-
dations for enumerating this
population;

•  Challenges in the enumeration
of American Indians living in
urban areas is the subject of
ongoing fieldwork;

•  An ethnographic project examin-
ing privacy concerns, called
"Protecting Privacy: The
Ethnography of Personal
Information Management" is cur-
rently in the field.

More than 20 additional explorato-
ry and ethnographic studies and
evaluations have been conducted
on a wide range of socio-cultural
groups-such as the homeless,
migrant workers, African
Americans, Latinos, American
Indians, and Asians--and issues
such as respondents’ understand-
ing of census language and con-
cepts, and other types of commu-
nications. Qualitative studies
provide insight and richness of

detail which are not available in
using other methodologies.
Ethnographic research often has
broad explanatory power which
supplements and contextualizes
quantitative data.

While it is not possible to directly
link prior Census ethnographic
studies to innovations for Census
2000,   many of the problems that
were identified have been regarded
as major areas for improvement in
Census procedures.  Thus, previ-
ous ethnographic research has
helped to build a foundation for
developing many innovations
which became part of the plans for
Census 2000.   For example, the
ethnographers' emphasis on lan-
guage barriers is part of the back-
ground for producing the census
form in more languages.
Ethnographers also stressed the
importance of the early participa-
tion of knowledgeable locals in
order to improve address listing;
current procedures take this into
account to a greater degree than
did 1990's procedures.  The main
recommendation of the ethnogra-
phers with respect to issues of
resistance was to involve local
organizations and enumerators
from the same communities as the
respondents in the census process.
The Census' current extensive part-
nership program may reflect this
emphasis.  Insights into mobility
and household arrangements have
also aided in the review of decen-
nial residence rules.

1.1.4  Ethnography in Census 2000

The research summarized in this
report is part of a larger program
of ethnographic research, known
as Ethnography for the New
Millennium, carried out in conjunc-
tion with Census 2000. These
research studies were conducted,
in part, as a result of suggestions
offered by Census Bureau advisory

4 Census 2000 Ethnographic Studies U.S. Census Bureau

3 For a complete summary of findings
from the research conducted in these 29 sites
see de la Puente (1993).
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committees. Prior experience with
ethnographic research served to
inform and guide the formulation
of research questions examined by
the Census 2000 ethnographies
discussed in this report.  The
issues addressed in each of the
Census 2000 ethnographies repre-
sent an increasing sensitivity to
diversity in attitudes and lifestyles.
Just as past ethnographic studies

have improved outreach to under-
counted groups, it is expected that
findings from ethnographic
research conducted in Census
2000 will have benefits for the
2010 Census.

1.2   Overview of report

In this report, information on the
methods used to gather the infor

mation and produce the findings
summarized in this report are dis-
cussed first. This is followed by a
brief section on the limitations of
the ethnographic approach. A sum-
mary of results by research project
follows. And lastly, concluding
comments and recommendations
are then provided. 



This page intentionally left blank.



The data collection methods
employed by the studies described
in this document have been used
previously to shed light on census
and survey processes with much
success.4 These methods include
in-depth interviewing, debriefings,
focus groups, participant observa-
tion and other appropriate method-
ologies.

The research described below was
led by social scientists in the
Statistical Research Division (SRD)
with expertise in ethnographic
research.  Sole source purchase
orders or contracts were issued to
social scientists outside the Census
Bureau who have special and
unique knowledge of specific pop-
ulation groups and geographic
areas, or expertise in particular
subject areas. The bulk of the field-
work was conducted by these
social scientists under the direction
of Census Bureau social scientists.
This model has been used by the
Census Bureau in the past with
very successful results.

2.1  Protecting privacy

2.1.1  Aims of the Research

The aim of this research was to
examine the effects of respon-
dents' concerns about privacy and
their participation in Census 2000
and demographic surveys.5

Findings indicate that a number of

key factors affect the public's
response to requests for informa-
tion in government surveys,
including personal experience, cul-
tural value systems, and self-inter-
ested or self-protective responses
to social circumstances.
Respondents' expectations are
formed through experiences with
all data collectors and all modes:
school forms, job applications,
magazine ‘surveys,' phone calls
from marketers and the like.  This
research also indicates that respon-
dents absorb potent images of pri-
vacy at risk in fictional accounts
and news stories.  

The main goal for undertaking this
ethnography was to create a pre-
liminary sketch of the context in
which respondents participate in
government sponsored data collec-
tion efforts and to locate respon-
dents' reactions to government
surveys within it.  To accomplish
this the focus of the research was
on the decision to provide (or to
refuse to provide) information
about oneself or one’s family; how
this decision is constructed, what
factors are taken into account, and
what other concerns or ideas are
evoked in considering this deci-
sion.

It should be noted that the aim of
the ethnography on privacy was

not to account for all reasons why
respondents refuse surveys or sur-
vey questions.  During the course
of in-depth interviews respondents
offered information about non-pri-
vacy related reasons for refusing to
participate in surveys, including
time constraints, questionnaire dif-
ficulty and the like, but these rea-
sons were not the focus of the
research.

2.1.2  Methodology

This ethnography addressed issues
of privacy and confidentiality of
interest to the decennial census. A
total of 81 interviews were con-
ducted from May 2000 through
August 2000 with respondents
recruited by local organizations
and by other contacts.
Respondents included 10 non-
Hispanic white, 15 African
American, 17 American Indian, 14
Asian, 20 Hispanic, and 5 respon-
dents identifying themselves with
more than one race.

Recruitment occurred through a
wide variety of citizen or social
service groups, some of which had
served as Partnership Groups in
the decennial census.  In addition,
an ethnographer with ties to a
Native American group in Oakland,
California arranged interviews in
that community.  Personal contacts
were used to identify respondents
who could be considered techno-
logically sophisticated. In-depth
interviews were carried out at
numerous locations, including
Washington DC, Chicago, San
Diego, Los Angeles, Oakland,
Miami, and Northern Virginia.   
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4 Qualitative studies, conducted in con-
junction with the 1980 and 1990 censuses
relied on observation of certain geographi-
cally defined communities (e.g.,
Aschenbrenner, 1991; Bell, 1991; and Bunte,
1992). Other ethnographically based tech-
niques are relevant to the broader range of
studies described in this document (e.g.,
Gerber, 1994).

5 For the purpose of this study,
Generation X is defined as persons aged
21to 32, that is, respondents born during
the years 1968-1979. Various studies define
Generation X differently by age, with some
analyses categorizing persons born in 1961
as the cohorts oldest members, while others
use a younger upper boundary to demarcate
the age group (Craig and Earl Bennett 1997).
Only in hindsight will the boundaries for this
cohort become clearer.



Semi-structured research protocols
were designed to be administered
by a team of ethnographers.  The
interview used flexible probes.
The topics included debriefing
about Census 2000 and Current
Population Survey participation,
experiences with other data collec-
tions, privacy attitudes, and a
series of vignettes.  These
vignettes served to expand the set
of circumstances under discussion
to include things of particular
interest to the research.  The main
aim of these vignettes was to elicit
the reasoning processes, which
respondents applied to the deci-
sions faced by the central charac-
ter in the vignette. Thus, the
Internet, revealing information
over the telephone, proxying
issues, risks associated with giving
information, and issues of informa-
tion sharing and the belief in
assurances of confidentiality were
suggested by the circumstances of
these vignettes.  

2.2  Generation X 

2.2.1 Aims of Research

The aim of the Generation-X
ethnography was to examine the
attitudes of young persons in the
birth cohort known as Generation-
X towards participation in decenni-
al censuses and surveys. On-going
ethnographic research clearly
shows that a primary reason
respondents participate in govern-
ment-sponsored survey requests is
that they feel it is their civic duty
to do so as good citizens (see
Gerber, Crowley, and Trencher
1999.)  This research examined
this potential motivation for partic-
ipation in the census and surveys,
in the context of   Generation-X.
Therefore, the central research
question of the proposed research
is:  Does Generation X view partici-
pation   in decennial censuses and

government surveys as time-wor-
thy civic duties? 

For the purpose of this study,
Generation X is defined as persons
aged 21 to 32, that is, respondents
born during the years 1968-1979.
Participants of this study were
drawn from "hard to reach" respon-
dent populations, such as ethnic
minorities, lower socioeconomic
classes, immigrants and alienated
young adults who are all members
of the birth cohort Generation X.

Civic engagement was defined in
this research in terms of a wide
variety of activities such as voting,
volunteering at soup kitchens, join-
ing   political advocacy groups,
undertaking leadership roles in
community church programs, help-
ing Alzheimer’s patients, and the
like.  Experience with such activi-
ties may have an influence on atti-
tudes towards participating in gov-
ernment-sponsored surveys like
the decennial census.

The wider Generation X populace,
according to past studies (Cheung
1995; Halstead 1992; Holtz 1995),
tends to be apathetic about com-
munity and political involvement
and disillusioned with government.
If Generation X respondents in this
study share such attitudes as their
wider Generation X counterparts
do, then the Census Bureau will
face another major obstacle in
reaching out to them. This apathy
and disillusionment with govern-
ment will also compound existing
enumeration barriers identified by
past ethnographic research (de la
Puente 1993; U.S. Census Bureau
1999) and may have short and
long term implications for survey
nonresponse issues, under cover-
age challenges, privacy and confi-
dentiality concerns and effective
outreach campaigns.

2.2.2  Methodology

This ethnography consisted of 150
semi-structured, individual ethno-
graphic interviews, ten focus
groups, a paper-and-pencil survey
and participant observation activi-
ties in diverse settings such as
American Indian Pow Wow cere-
monies, coffee bars, community
demonstrations, class rooms, pool
halls, job sites and bowling alleys.
Research was conducted and com-
pleted during March 2000 through
February 2001. Interviews were
conducted in Oregon, Illinois,
Florida, Texas, Maryland, Virginia
and Washington, DC. Recruitment
for this research was nonrandom,
and primarily by means of snow-
ball sampling. Recruitment target-
ed 25 African Americans, 14 first-
generation Afro-Caribbean
Immigrants (Haitian and Jamaican),
20 American Indians (on and off
reservations), 19 Southeast Asians
(Cambodian, Laotian, Vietnamese),
59 Hispanics (Mexican, Cuban,
Puerto Rican and Nicaraguan) and
13 non-Hispanic White Americans.
Respondents were primarily work-
ing class adults with levels of edu-
cation that ranged from high
school dropouts to those in pursuit
of PhDs. Respondents recruited
also included documented and
undocumented immigrants resid-
ing in the United States.
Ethnographic interviews generally
spanned two hours per respon-
dent.

The principal researcher designed
a semi-structured questionnaire
protocol, which was further devel-
oped in consultation with five con-
tract ethnographers who also
served as interviewers for this
research. Each ethnographer was
an experienced social scientist
with extensive training in qualita-
tive research methods. The proto-
col used to guide the interviews
was inclusive in order to tap into

8 Census 2000 Ethnographic Studies U.S. Census Bureau
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the personal life narratives and
decisions of respondents from
diverse racial, ethnic, citizenship,
class and educational back-
grounds.  The topics covered in
these interviews were the respon-
dents’ civic interests, activism and
causes, as well as government par-
ticipation.  A card sort activity was
used.  Ten focus groups to explore
the respondents’ definitions and
understandings about civic
engagement were also conducted.

In addition, respondents were
asked to complete a questionnaire,
in which the respondent was
instructed to indicate whether
he/she “strongly agrees, agrees,
neither agrees or disagrees, dis-
agrees, or strongly disagrees” to
16 statements which represent
ideas about the way relationships
between people, society and gov-
ernment could be.

2.3  Mobile populations

2.3.1  Aims of the Research

Ethnographic research on mobile
populations consisted of four inde-
pendent research projects. Each
project or study focused on a spe-
cific mobile subgroup. The general
goals of each of these four
research projects were to outline
patterns of and causes for residen-
tial mobility among selected highly
mobile groups, to observe these
transient groups during the con-
duct of Census 2000, and to pro-
vide recommendations for improv-
ing the enumeration of transient
populations in 2010 Census.

Four distinct subpopulations were
examined. These were: American
Indians residing in urban parts of
the San Francisco Bay Area, gang
members in the Midwest, Irish
Travelers in Georgia and
Mississippi, and "snowbirds" travel-
ing in recreational vehicles in the
Sunbelt states. Across these four

distinct populations, many com-
mon barriers to enumeration were
found. Many of these barriers have
been studied and documented in
previous ethnographic studies of
hard-to-enumerate populations (see
de la Puente, 1993). 

The fact that similar enumeration
barriers were identified by both
the 1990 studies and the current
research shows the persistence of
very challenging problems. It's
encouraging that similar processes
vis-a-vis census taking appear to
be present across a variety of hard-
to-enumerate populations because
addressing a given barrier to enu-
meration will likely have an impact
across population groups. It is
somewhat disappointing from the
standpoint that measures taken to
address the barriers identified in
the 1990 Census appear to have
not fully addressed the circum-
stances encountered in Census
2000 by the four mobile popula-
tions that were the focus of this
ethnography.

The ethnographic fieldwork on
mobile populations was conducted
by social scientists who had exten-
sive knowledge of a specific socio-
cultural group. Each researcher had
previously conducted research
within his/her population of inter-
est and was known, in most cases,
as a trusted individual by the com-
munity. This is important because
many of these groups of transient
people are notoriously untrusting
of outsiders, so the aid of
researchers who are known and
trusted within the community is
crucial to obtain the true attitudes
of the group members. 

2.3.2  Methodology

The ethnographic fieldwork took
place before, during and after
Census 2000 in order to evaluate
the lifestyles of the groups and to
observe residential mobility activi-

ties during these time periods. All
researchers used a combination of
observation and unstructured inter-
views in their evaluations. Each
ethnographer created his or her
own protocol for interviewing,
which varied depending on the
nature of the population.

The first ethnographic study was
of gang members in two urban
sites. Gang members pose several
problems to enumeration. They
often do not have a place of their
own; frequently, they stay with a
variety of   people including
friends, family and other gang
members. They also have a strong
aversion to the government that
makes gaining their cooperation
with the census very difficult. The
ethnographer conducted extensive
community-based participation-
observations along with a set of
semi-structured interviews with a
total of 59 male gang members
and 17 female members of the
gang milieu.

The second ethnographic study
focused on Mississippi and Georgia
Irish Travelers from the south. Irish
Travelers were historically nomadic
people who have more recently
settled, to some extent, into per-
manent communities. Their
amount of itinerancy and their
level of secrecy have made them a
difficult-to-enumerate group.
Moreover, much like gang mem-
bers, Irish Travelers are typically
engaged in unconventional activi-
ties, thus increasing their suspicion
of non-community members and
institutions such as government. In
Mississippi, there were approxi-
mately 260 trailers of Irish Traveler
families that were observed. With
the cooperation of school officials
and her trust from the Traveler
families due to her past research
within the community, the ethnog-
rapher was able to conduct 
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extensive personal interviews with

49 families.

The third ethnographic study

investigated a group of Arizona

Snowbirds. These are seasonal res-

idents in the Sunbelt who are

known for their mobility. Typically,

they travel and camp during the

winter months in the southwestern

United States. Most have a perma-

nent place of residence that they

return to during the rest of the

year, but some do travel year-

round in RVs. Seasonal residents

were selected because historically

this group has presented the

Census Bureau with challenges.

Not only do their multiple resi-

dences present a challenge but

establishing residency status

between living locations according

to census residence rules can also

be problematic. The ethnograph-

er's research included observations

and semi structured interviews

with 32 Snowbirds on five federal

public campgrounds that were

used as RV sites in Arizona. 

The focus of the fourth and last

ethnographic study was American

Indians living in the urban sections

of the San Francisco Bay area.

Their households are often fluid in

composition and many suffer, at

least temporarily, from homeless-

ness. Other members of the com-

munity choose to live a mobile life

either for work or pleasure. This

group is highlighted because very

little is known about the residence

patterns of urban American Indians

mainly because, unlike their coun-

terparts on Indian reservations,

urban American Indians tend not

to be geographically concentrated.

The ethnographer   interviewed 27

highly mobile American Indian peo-

ple and observed many members

of the large Indian community.

2.4 Complex households
and relationships

2.4.1  Aims of the Research

The Complex Households Project
had three aims.  The first aim was
to explore the range and function-
ing of complex households in eth-
nic groups in the United States,
falling into five of the Office of
Management and Budget (OMB)
race and ethnic categories mandat-
ed for federal surveys: African
American, American Indian/Alaska
Native (Navajos and Inupiaq
Eskimos), Asian (immigrant
Koreans), whites, and Latinos. We
had hoped to include a study of
Hawaiians and other Pacific
Islanders, but could find no expert
ethnographer already embedded in
a community who was available to
conduct the study in the spring of
2000.  The second aim was to
examine how well current census
categories for household relation-
ships capture the diversity and
complexity of household structures
in selected ethnic/social popula-
tions.  The third aim was to assess
how well census methods, ques-
tions, relationship categories and
household composition typologies
describe the emerging diversity of
household types.

2.4.2  Methodology

This project consisted of an inte-
grated set of small-scale ethno-
graphic studies of complex house-
holds in six race/ethnic groups,
using the same methods and the
same core questions at the same
time in the spring of 2000. The
purposes were to learn more about
the range and functioning of com-
plex households in different
race/ethnic groups, to examine
how well the relationship question
captured the diversity of house-
hold types and to assess how well
census methods, procedures, and
household composition types

reflected this diversity.
Experienced ethnographers already
immersed in six different race/eth-
nic communities were chosen to
conduct studies for this project in
the following communities:
Navajos on the reservation (Tongue
2000, 2000a), Inupiaq Eskimo in
northern Alaska (Craver 2001,
2001a), African Americans in
southeastern Virginia (Holmes
2002, 2002a), rural whites in west-
ern New York state (Hewner 2000,
2000a), Korean immigrants in
Queens, New York (Kang 2001,
2001a), and Latino immigrants in
Central Virginia (Blumberg and
Goerman 2000, 2000a).  

Each ethnographer selected 25
complex households that he/she
felt represented the range of com-
plex households within his/her
ethnic group and conducted inter-
views between May and July of
2000, as soon after Census Day
(April 1, 2000) as possible without
adversely affecting the ongoing
nonresponse follow-up operation.
At the beginning of the interview,
the ethnographers asked each
respondent to complete a mock
census form and observed how
he/she completed it, noting in par-
ticular how the respondent han-
dled and reacted to the relation-
ship question (Korean and Latino
immigrants were given census
forms in their own languages).
The ethnographers then conducted
semi-structured interviews, using a
core protocol developed by Census
Bureau project staff that included:
questions on demographic charac-
teristics, coverage probes to identi-
fy potential omissions and erro-
neous enumerations, and
open-ended questions on living sit-
uations and mobility patterns. The
ethnographers also used   a special
relationship grid modeled after the
SIPP relationship grid to record the
interrelationships of all persons in
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the household.   By comparing the
detailed interrelationships collected
on the grid with the limited rela-
tionships on the respondent-filled
census form, we were able to iden-
tify household relationships and
household types masked by the
census method of asking for rela-
tionships to Person One only. 

2.5  Ethnographic social
network tracing

2.5.1  Aims of the Research

In order to learn more about how
residential mobility impacts census
coverage, the Ethnographic Social
Network Tracing Project
researched social networks which
include highly mobile people.
Highly mobile people were defined
as people who make residential
moves more often than most peo-
ple in the United States or who
habitually migrate among domi-
ciles.   Social networks were for-
mally defined and modeled by
observing people interact over a
six-month period.   Researchers
traced participants interacting in
the social networks to the address-
es and locations of their domiciles
and reported the identities and
characteristics of participants, sets
of co-residents, and the domiciles
they occupied. 

This evaluation applied social net-
work methods to structure ethno-
graphic observations used to eval-
uate census coverage, categories,
and processes.   Ethnographic
alternative enumerations of small
areas were used to evaluate census
coverage in the 1986 Los Angeles
test, 1988 Dress Rehearsal, and
the Ethnographic Evaluations of
the Behavioral Causes of
Undercount in the 1990 Decennial
Census.   These projects developed
methods for ethnographic field-
work,   reporting, linkage/match-
ing, and analysis to compare
Alternative Enumerations with offi-

cial census results.   The prior
ethnographic evaluations provided
concrete evidence to support the
underlying reasons posited to
explain   why people are omitted
in the census.   In predetermined
areas, however,   the behavior of
mobility could only be observed as
people moving in or moving out. 

The ethnographic social network
tracing adopted a proactive
approach in order to learn more
about how moves among places
and co-residents affect the cover-
age of Census 2000.   The research
focused on highly mobile people
and documented their moves.
More automated methods to search
and match addresses and locations
on the Master Address File and
TIGER maps and the data capture
of write-ins (including names) in
Census 2000 made it feasible to
move out of preset areas to trace
people anywhere in the United
States. The approach of framing
domains of interaction and defin-
ing social networks of people who
know each other is compatible
with ethnographic research in com-
plex societies.    

2.5.2  Methodology

Ethnographers conducted six social
network tracing studies in different
regions of the country.   Each
ethnographer selected an interac-
tion which involved highly mobile
people.   Participants in the sepa-
rate social networks were 1) sur-
vival or recreational campers in the
Northwest (Southard 2001), 2) sea-
sonal workers living in a dorm
their employer provided (Murray
2001), 3) Mexican former migrant
farm workers and their families
settling in the Midwest (Chavira-
Prado 2001), 4) older Haitian sea-
sonal and migrant farm workers in
the South (Marcelin and Marcelin
2001), 5) commercial fishermen or
their entourage (Kitner 2001), and

6) the local chapter of an American

Indian men’s society (Gilley 2001).

The ethnographers identified and

characterized participants and

traced their moves among domi-

ciles and sets of co-residents.   The

people traced “nominated” them-

selves by participating face-to-face

in social networks.   Tracing began

before Census Day, verified indi-

viduals’ correct census residence,

and continued for six months.

The ethnographers reported which

participants interacted with each

other, the addresses, locations, and

types of domiciles they occupied,

and identified and characterized

their co-residents.   In the cases of

participants who joined interac-

tions late or who appeared and

disappeared quickly, ethnogra-

phers were limited by how partici-

pants described   their domiciles

and residential situations.

The domiciles reported   were

located in Census geography and

on the Master Address File.

Census person records collected in

and around these domiciles   were

extracted from Census 2000 files.

Census records collected at and

near the domiciles where partici-

pants were traced were examined

to find records matching partici-

pants or their reported co-resi-

dents.   The combined total of the

participants in the six social net-

works and their reported co-resi-

dents searched in Census 2000

records was 245:   42.4 percent

were sedentary (without any

reported residential moves), 21.2

percent were incidentally “residen-

tially mobile” (having moved at

least once but not routinely) and

36.3 percent were habitually

mobile (frequently changing domi-

ciles as a matter of routine

lifestyle).
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2.6 Enumeration barriers
in colonias

2.6.1 Aims of the Research

The aim of the colonia ethnogra-
phy is to provide qualitative infor-
mation on how Census 2000 was
conducted in selected colonias.
This information comes from two
sources. The first source is four
ethnographic studies conducted by
ethnographers with fieldwork
experience in colonias and with
knowledge of these settlements
working under contract for the
Census Bureau. The second data
source is focus groups with census
enumerators and crew leaders who
worked in the selected colonias
studied by the ethnographers.
These focus groups were conduct-
ed by staff from the Statistical
Research Division (SRD) and the
Planning, Research and Evaluation
Division (PRED).

2.6.2  Methodology

Colonias are generally unincorpo-
rated and low income residential
subdivisions, lacking basic   infra-
structure and services along the
border between the U.S. and
Mexico. These settlements   have
been in existence for decades, but
the exodus of the poor to colonias
began in full force during the
1980s and 1990s (Chapa and del
Pinal, 1993). The low cost of land
in colonias provided opportunities

for home ownership and relief
from higher housing costs in bor-
der cities such as El Paso and
Brownsville.

The ethnographic study of colonias
relied on data provided by experi-
enced ethnographers in their field
reports to identify and describe
barriers to the census enumeration
of colonia residents. The research
also relied on   the views and opin-
ions regarding the conduct of
Census 2000 obtained from census
enumerators and crew leaders
whose assignment areas included
one of the four colonias studied by
the ethnographers. This informa-
tion was collected through focus
groups conducted by staff from the
Statistical Research Division and
the Planning, Research, and
Evaluation Division.

A total of four ethnographic stud-
ies (Campbell 2001; Coronado and
Earle, 2001, Du Bry and Palerm,
2001; and Velez-Ibanez and Nunez,
2001) were conducted during
Census 2000. Each study focused
on one colonia which we refer to
as sites in this report. Two sites
were situated in Dona Ana County
in New Mexico, one site was locat-
ed in El Paso County, Texas and the
fourth and last site was situated in
Riverside County, California.

These four ethnographic studies
were conducted in order to better
understand the barriers to census

enumeration in the selected colo-
nias. This information was
obtained by professional ethnogra-
phers through unobtrusive obser-
vation, ethnographic interviews
and focus groups with community
residents. The ethnographic stud-
ies identified four major barriers to
census 2000 in the four sites.
These are: irregular housing, little
or no knowledge of English and
limited formal education, concerns
regarding confidentiality, and com-
plex and fluid households (includ-
ing residential mobility).

To obtain a more balanced and
complete picture of how Census
2000 was conducted in the four
sites or colonias, Census Bureau
staff traveled to the local census
offices (LCOs) in Riverside County,
California, Dona Ana County, New
Mexico, and El Paso County, Texas
and conducted a total of nine
focus groups with census enumer-
ators, four focus groups with crew
leaders and crew leader assistants,
and two focus groups with cultural
facilitators during the summer of
2000. In all, over 50 enumerators,
more than 20 crew leaders and
crew leader assistants, and about
10 cultural facilitators participated
in these focus groups. The major
objective of these focus groups
was to obtain the views and opin-
ions of census enumerators and
crew leaders on how Census 2000
was conducted in the four sites.
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Conclusions based on these find-
ings are intended to describe a
range of beliefs, attitudes and
behaviors, and not to estimate
with accuracy the frequency of any
of the beliefs, attitudes or behav-

iors which are discussed. Findings
from ethnographic research sum-
marized in this Topic Report   are
not based on a statistical sample
and not generalizable to any larger
population. Our choice of respon-

dents was purposive: respondents
were chosen to investigate impor-
tant social processes of theoretical
interest to the various research
projects.

3.  Limitations
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This section identifies in detail the
findings for each of the six ethno-
graphic studies. More detailed find-
ings can be found in the Final
Reports.6

4.1  Protecting privacy

Key Findings

Privacy reactions are highly situa-
tional.   Respondents did not use
preset categories of private and
public facts about themselves.
Rather, respondents decided anew
whether to answer questions in
each venue where they are encoun-
tered.   Items that are highly pro-
tected in one venue may not be in
another.   For example, respon-
dents make distinctions between
what they will tell particular survey
sponsors, on the basis of what
information they consider that
sponsor has the “right” to know.   

A descriptive model for under-
standing how respondents decide
whether to divulge information
was created.   This model includes
three main parts: First, an assess-
ment of the sponsor of the ques-
tions. When respondents are asked
to give data, they first must decide
if they approve of the sponsor.
They do this on the basis of prior
experience; what they know or
think they know about an organi-
zation or agency is brought to bear
on the decision.   On occasion,
they reason from the title of the
group.   On the whole,   respon-
dents preferred governmental to
commercial sponsors, with the
exception of certain government
agencies which control negative
consequences.   Respondents were
also aware that sponsorship may
be misrepresented; thus, the
authenticity of the data collection
is an issue for respondents.   This
makes telephone mode interviews
highly unpopular, because it is
impossible to be sure of a caller's
true identity.

The second part in the descriptive
model for understanding how
respondents decide whether to
divulge information is an assess-
ment of whether the questions are
relevant to some legitimate pur-
pose of the sponsor.   On the basis
of what they know or are told
about the purpose of the data col-
lection, respondents form an
impression of what kind of ques-
tions are relevant to the purpose.
Any questions which are not seen
as relevant may be treated as
“intrusive.”   For example, in a
product survey, respondents can

see the manufacturers stake in
questions about the functioning of
a product they have purchased.
Responding to additional questions
about the respondents' home, fam-
ily or habits are likely to be resis-
ted.

Third, respondents assess possible
consequences, both positive and
negative, of providing information.
Respondents were highly protec-
tive of information that they
believe can cause them harm.   In
general, respondents protected all
financial information (such as bank
accounts or credit card numbers)
and other information that is seen
as leading to individual identifica-
tion of assets.   Social security
number is one such protected
item. However, some respondents
believed that it is generally avail-
able within government and there-
fore do not protect Social Security
number for government question-
naires.

Respondents were concerned
about government agencies which
control negative consequences,
such as police agencies, the
Internal Revenue Service, the
Immigration and Naturalization
Service, and for American Indian
respondents, the Bureau of Indian
Affairs.   These agencies were not
seen as benign.   This concern was
particularly potent among groups
which have historically mistrusted
the Federal Government such as
American Indians.

Respondents noted concerns with
the benefits that may accrue to
themselves or their communities
by providing information.   On a

4.  Results

6 These reports are as follows: For
Privacy, see Eleanor Gerber, Privacy Schemas
and Data Collection: An Ethnographic
Account. Census 2000 Ethnographic Studies
(Final). February 10, 2003. For Generation-X,
see Melinda Crowley, Generation X Speaks
Out on Civic Engagement and the Decennial
Census: An Ethnographic Approach. Census
2000 Ethnographic Studies (Final). June 17,
2003. For Highly Mobile Populations, see
Manuel de la Puente, Jenny Hunter, and Matt
Salo, Comparative Ethnographic Research on
Mobile Populations. Census 2000 Evaluation
J.3.: Ethnographic Studies (Final). July 17,
2003. For Complex Households, see Laurie
Schwede, Complex Households and
Relationships in the Decennial Census and in
Ethnographic Studies of Six Race/Ethnic
Groups. Census 2000 Ethnographic Studies
(Final). August 27, 2003. For Social Network
Tracing, see Leslie A. Brownrigg,
Ethnographic Social Network Tracing of
Highly Mobile People. Census 2000
Ethnographic Studies (Final). October 16,
2003.And for Colonias, see Manuel de la
Puente and David Stemper, The Enumeration
of Colonias in Census 2000: Perspectives of
Ethnographers and Census Enumerators.
Census 2000 Evaluation J.4: Ethnographic
Studies (Final). September 22, 2003.
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personal level, all respondents
were familiar with exchanging
information to receive particular
benefits, for example, providing
information to lenders or to social
service agencies in order to receive
services.   The belief that one has
no choice but to provide this infor-
mation was widely held by respon-
dents.

Respondents were motivated by
altruistic benefits, such as provid-
ing information to the decennial
census to enable services for a
local area.   Some saw participation
in surveys and censuses as a way
of bringing a group or a point of
view greater attention.  This is
called “having one’s voice heard.”
This was a powerful motivation for
Latinos and American Indians to
participate in the census.

Many respondents believed that all
government agencies share data
freely.   This belief persisted
despite any assurances of confi-
dentiality.   Such assurances may
be met with unveiled skepticism,
or may be interpreted as inherently
conditional.   That is, many
respondents maintained   that
promises of confidentiality are
intended to apply only in normal
situations or for lower level
employees.   Not everyone who
believes that data are shared by
government agencies thinks this is
inappropriate or wrong.   However,
for those respondents who have
something to hide, the belief in
widespread data sharing becomes
a reason to refuse to give informa-
tion or to alter the response given
to a less problematic one.

The aforementioned account of
how respondents decide to reveal
information in censuses and sur-
veys was widely shared among
respondents but some differences
emerged.   One difference was
between more and less technologi-

cally sophisticated respondents.
Technologically sophisticated
respondents were more comfort-
able with providing information on
the Internet, and felt more able to
deal with any potential problems
that might occur.   Simultaneously,
however, such respondents often
did not believe that it was possible
for any institution to completely
assure privacy or confidentiality to
persons providing information.
Differences in privacy sensitivities
also emerged for groups which
have had negative experiences
with particular agencies of govern-
ment such as American Indians
and foreign-born individuals who
reside in the U.S. without the
appropriate documentation.

4.2  Generation X

Key Findings

The respondents involved in this
research were especially unlikely to
be involved in what might be
called traditional community
engagement areas, such as formal
organizations and political activi-
ties.   By and large, our research
data reveal that respondents
demonstrate their civic seriousness
in large numbers through four dif-
ferent patterns of civic engage-
ment: 1) via local volunteer associ-
ations; 2) via local, non-political
networks; 3) via informal, low-key
activities; and 4) via unconvention-
al forms of activism.

When respondents were asked to
explain why community involve-
ment was important to them, sev-
eral GenXers mentioned that it was
about community empowerment. It
was also important for many
respondents to maintain a bond or
tie with their community so they
could continue to be a positive
force, role model or advocate to
those currently living in or near
their community.   For the majority
of respondents, getting involved in

the community was about giving
back to the community, it’s about
making the connection between
one’s personal values and larger
systemic concerns or issues.

The decennial census is an easy
way in which a generation can give
back to the community while
empowering the community. The
decennial census can also serve as
a vehicle by which some GenXers
can "have their voices heard." The
Census is a non-partisan, legisla-
tive, national resource that tells
politicians, policy makers, govern-
ment agencies, community organi-
zations and businesses the
resources a community has and
the resources a community needs.

This research also indicated that,
among Generation X respondents,
individuals with an insecure immi-
gration status were much less like-
ly to trust the government and
specifically less likely to fill out the
Census questionnaire.
Undocumented immigrants have
long been a concern for the
Census Bureau. This research
demonstrated that respondents
with irregular immigration statuses
are unlikely to directly cooperate
with the Census. Only one undocu-
mented immigrant in the study
was willing to be counted while
she resided with her uncle who is
a legal resident. On the other
hand, another respondent, who did
have legal status as a student, was
afraid to participate in the Census
because she feared that some time
in the future she may go out of
status and that the information she
provided to the Census might be
used to track her down. However,
based on this research it appears
that Immigrant-centered communi-
ty-based organizations could be
important conduits that attract dis-
trustful and growing undocument-
ed populations.
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This research indicates that skepti-
cism and mistrust towards the gov-
ernment is pervasive among the
Generation X respondents in the
study. In-depth interviews revealed
that respondents past experiences
and interactions with federal
bureaucracies do influence their
overall attitudes towards the gov-
ernment. Although respondents in
this study maintained unfavorable
attitudes towards the government,
derogatory views were not extend-
ed towards the Census Bureau.
Respondents were still willing to
comply with decennial enumera-
tion efforts because they believe
the social importance and benefits
of the Census outweigh distrustful
attitudes held towards the govern-
ment.

While many members of
Generation X in this study were
alienated from national politics and
institutions, they still saw value in
the decennial census.   While most
respondents were familiar with the
Census by name, most were
unclear about the roles and func-
tions of the decennial census.
The lack of knowledge and com-
prehension about the decennial
census among respondents in this
study suggests that this in itself
may be a contributing factor for
decennial census noncompliance
among young adult respondents.

Although the U.S. Census Bureau is
positioned positively on the
Generation X scale of cynicism, the
Census Bureau is not exempt from
scrutiny when the topic is data
confidentiality. The same lack of
confidence that GenXers have
towards government civic engage-
ment endeavors (not viewed as the
best way for GenXers to impact
community or have their voices
heard) is the same lack of faith
that GenXers have in how the gov-
ernment really treats and protects
personal information. Seventy four

percent of our total respondent
group was skeptical about the pro-
tection of Title 13 data.   The most
disbelieving respondent groups in
this study were Southeast Asians
and American Indians.

Family (including family values and
family relationships) is seen as the
most important social institution
among this age cohort; family
seems to represent the most stable
sense of community for Generation
X respondents.

Religious activities were extremely
important among all respondent
groups in this study with the
exception of non-Hispanic White
Generation X respondents (a small
percentage of the respondents in
this study). For non-citizen immi-
grant respondents in our study, the
church and its parishioners repre-
sent their ‘local' community.

4.3  Mobile populations

Key Findings

Arizona Snowbirds, San Franciscan
American Indians and urban gang
members displayed high residen-
tial mobility. According to the
ethnographers who conducted the
fieldwork many members of these
subpopulations may be hard to
contact through traditional enu-
meration methods (i.e., in person
or by mail). Others, like the home-
less in San Francisco, may have
difficulty providing a specific place
of usual residence. The ethnogra-
phers also noted that although
many study participants were
aware of the census residence
rules they did not find these rules
helpful in reporting their own
usual residence. 

Most Irish Travelers, American
Indians and gang members dis-
played distrust and fear of the gov-
ernment. This ethnography identi-
fied two related reasons for why

there was reluctance to provide the
Census Bureau with personal infor-
mation. The first is applicable to
persons who engage in unconven-
tional activities. This can range
from the violation of a civil or
criminal law to involvement in liv-
ing arrangements that violate
either public or private housing
rules. Underlying this phenomenon
is the fear that information provid-
ed to the Census Bureau is not
kept confidential by the agency
and that divulging such informa-
tion may result in some penalty or
prosecution if it fell into the wrong
hands. The second and related rea-
son for the reluctance to provide
personal information in the census
is a broader sense of distrust in
government coupled with the
unwillingness to provide personal
information to an entity whose
intentions are questioned. This dis-
trust and fear can lead to non-
response and a lack of cooperation
with enumerators.

Most American Indian households
who participated in this ethno-
graphic research were in flux, with
residents changing from week to
week. The ethnographers found
that non-resident guests in these
households, however long their
stay, are not likely to be enumerat-
ed as household members. These
people, who have no other perma-
nent residence, are likely to be
missed by census efforts. The rea-
son for the likely exclusion of
these tenuous household members
from the census roster include
respondents' difficulty in apply
census residence rules and, in
some cases, violation of housing
rules and distrust in government.

The ethnography of mobile popula-
tions found that, particularly for
Irish Travelers and urban gang
members who participated in the
study, disinterest was a large fac-
tor in their lack of participation in
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the census. The Census Bureau's
extensive outreach effort did not
resonate for these mobile groups.
Either they were not exposed to
the campaign or they chose not to
listen to it or believe the claims
made in it. Consequently, some
members of these communities did
not understand why the census is
necessary nor did they understand
the process. The result in many
cases was non-participation in the
census.

The ethnography of urban gang
members found that this group
was not reached by the census.
That is, most were not aware of
the messages put forth in the cen-
sus outreach and promotion
efforts, most did not see the value
of participating in the census, and,
according to the ethnographer who
conducted the fieldwork, most
were not enumerated in Census
2000. Most members of the gang
community do not read newspa-
pers or watch news on television.
Other means of advertising must
be used to reach them. Advertising
in places that hard-to-enumerate
individuals are likely to frequent
on a regular basis, such as super-
markets and laundromats, would
be useful in reaching low-income
women.

Based on fieldwork conducted by
the ethnographer it is apparent
that the Census Bureau's outreach
and promotion strategies did not
increase census awareness or the
desire to participate in Census
2000 among the Georgia Travelers
in the study. Not providing full and
complete information on the cen-
sus form was also a problem,
according to the ethnographer this
might be because they felt that
giving some information on their
households satisfied their duty. It
is important to emphasize that all
household members should be list-
ed and that every American be

counted, even those with no per-
manent residence.

However, the ethnographer who
conducted the fieldwork did report
some good news. For example, the
ethnographer who studied the Irish
Travelers reported an optimistic
outlook towards future data collec-
tion with this subpopulation. Her
research indicates that respondents
found the census form easy to
understand, and the dates of the
enumeration period were during
the time when the Travelers are
usually at their regular residence.
Thus, if the problem of disinterest
can be resolved within the Traveler
population, they are likely to par-
ticipate in the census.

Similarly, Arizona Snowbirds were
willing to participate in the census.
According to the ethnographer
they just needed some assistance
with the residence rules and with
obtaining the forms (since many
lacked a formal mailing address).
The residence rules for transients
need to be clearly presented on
the form, or in publications that
are sent to the relevant popula-
tions. For instance, residence rules
state “People without a usual resi-
dence, however, will be counted
where they are staying on Census
Day” (U.S. Census Bureau, 1999).
This should be made clear to those
populations likely to house tran-
sient people and to those who
claim no permanent residence.
Distribution of materials should
also be increased to include more
sites of different types. It is also
important to make sure that all
undeveloped and public land
campsites are designated for enu-
meration.

According to the ethnographers,
the involvement of community
organizations in the efforts of the
Census Bureau was particularly
effective for some groups.

Specifically, ethnographic data indi-
cate that the urban American
Indian population and the Traveler
population benefitted from local
community residents promoting
the census.   Therefore, continued
and increased use of community-
based organizations is high on the
list of recommendations for 2010
Census. All of the ethnographers
also recommended enlisting the
aid of members of groups that are
difficult to enumerate. If members
of the community could be hired
as enumerators, some of the
issues of distrust would be 
alleviated.

4.4  Complex households
and relationships

Key Findings

There were five major themes that
ran through the six complex
household studies of race/ethnic
groups: 1) conceptual differences
in the definition and application of
our key census concept, "house-
hold," 2) cultural, linguistic, and
nationality differences with census
concepts, methods, and proce-
dures; 3) issues with the relation-
ship question and the household
type variable; 4) mobility patterns
and respondents' conceptions of
who is a household member that
may not match our central concept
of "usual residence;" and 5) fear
and mistrust of the government
and confidentiality pledges.

The first theme identified across
these studies was that conceptual
differences in the definition and
application of the key concept,
"household," could potentially
result in differential coverage
errors.   In the census definition of
"household,” physical structure is
the key variable: a household is
basically defined as all of the peo-
ple sharing one housing unit.   As
a result, the number of households
in census data products equals the
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number of occupied housing units.
A theme that ran through the
Navajo, Inupiaq, and African
American   ethnographic studies
was that the extent and depth of
social interaction is more impor-
tant than shared physical structure
in how respondents defined
"household.” Emotional closeness
and sharing of domestic func-
tions–earning and pooling income,
sharing subsistence tasks, cooking
and eating together, and caring for
children–were the criteria used by
respondents in deciding who is a
member of their household,
regardless of whether they core-
side in the same physical structure. 

Ethnographers who conducted the
fieldwork documented cases of
“households without walls” where
respondents listed people from
more than one housing unit on
their census forms as well as the
converse: people sharing the same
housing unit who consider them-
selves to be separate households
and wanted to complete separate
census forms. The implication of
this finding is that respondents are
likely to use their own culturally-
defined criteria to decide who to
list on their census forms and may
ignore, or not even read, the resi-
dence rules specifying who should
and should not be counted.   This
may be a factor in differential cov-
erage errors by race/ethnic groups.

The second theme running through
the component studies is that
there are cultural, linguistic, and
nationality differences with census
concepts, methods, and proce-
dures. Two examples are given:

The first example of cultural and
linguistic differences concerns
Latino naming customs that differ
from those of the wider U.S. socie-
ty.   Latinos have two last
names–the last name of one's
father and the last name of one's

mother.   Married women may also
add their husband's last names
after these surnames, preceded by
"de."   The problem is that the last
name line on the census form may
not have enough spaces for
Latinos to write in more than one
surname completely, and they may
not record their names exactly the
same way from one data collection
to another (such as on a census
form and later on a reinterview
form): writing one name or more
than one, leaving a space or not
between names, or truncating a
name.  The implication is that if
Latino respondents are not consis-
tent in recording last names from
one data collection to another, the
number of matches for Latinos for
coverage studies may be reduced
relative to the number of matches
for other groups.   This could
result in possible understating of
under coverage for Latinos.

The second example is the Inupiaq
Eskimo cultural tradition of infor-
mally or formally adopting their
own grandchildren, which is com-
mon in other societies as well.
About 40 percent of the Inupiaq
households included in this study
had informally or formally adopted
their grandchildren.  For these
respondents, both "grandchild" and
"adopted child" on the census form
could be checked, showing that
our census relationship categories
are not always mutually exclusive,
as is commonly assumed. If grand-
child is chosen, the household
would be classified as a grandpar-
ent-maintained, skip-generation
household.  However, if adopted
child is marked, the same house-
hold could be classified as just a
two generation household consist-
ing of parents and adopted chil-
dren, leading to underreporting of
multi-generational grandparent-
maintained households in our data
for the Inupiat.  The number of

grandparent-maintained house-
holds is of interest to researchers
seeking to understand the effects
of welfare reform.

A third example of cultural, linguis-
tic and nationality differences
affecting census concepts, meth-
ods, and procedures is that "foster
child" and "adopted child" are cul-
ture-bound relationship terms
embedded in specific U.S. socio-
legal institutions that do not exist
in the countries of origin of some
of the Latino and Korean immi-
grants in this study, leading to
confusion and misreporting by
some immigrants from these
groups.

The third major theme running
through the six ethnographic stud-
ies was issues with the relationship
question and the household type
variable.  Three types of issues
were identified in the Complex
Households report (method in col-
lecting household relationships,
stand alone response categories
and inconsistent variables on the
census form) but one example is
discussed in this report.  The first
type of issue results from the
method used in most censuses and
surveys to collect household rela-
tionships: collecting relationships
just to Person one on the census
form.  Reckoning relationships just
to Person one can lead to masking
of interrelationships of other per-
sons in the household and may
change the classification of house-
hold type.  One primary example
of masking of interrelationships
due to reckoning relationships
from Person one only  is the case
of a household comprised of a
woman, her child, and her unmar-
ried partner.  If she is listed as
Person one on the form, the child's
relationship to her is recorded,
resulting in the classification:
female householder family house-
hold.  If her partner is listed as
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Person one, both she and her child
are recorded as nonrelatives to
him, resulting this time in the clas-
sification of the same household as
a: male householder nonfamily
household. Thus, inconsistencies
in the two critical dimensions of
classifying household type–sex of
householder and family/nonfamily
status–can occur, depending on
who in these types of households
is listed as Person one.
Inconsistencies like this could
skew the distribution of household
types and may have impact on dis-
tribution of funds to federal pro-
grams, counts of persons in pover-
ty, and other programs and
policies.

The fourth general theme running
through all of the ethnographic
studies is that mobility patterns
and conceptions of who is a house-
hold member may not fit our cen-
tral concept of   "usual residence,"
used to determine where persons
should be counted in the census.
Examples of long-distance mobility
for temporary work and subsis-
tence activities (Navajo and
Inupiat), seasonal mobility (rural
whites, Inupiat), cross-national
cyclic mobility (Latino) and perma-
nent immigration (Koreans), cyclic
mobility of children (Navajo,
Inupiat, rural whites) and elderly
persons (Navajo and African
Americans), sporadic movement of
the tenuously attached among
households (African Americans),
and ad hoc moves of indeterminate
length for caregiving (whites and
Inupiat) are identified and their
implications for our residence rules
and for coverage are addressed.

The final major theme running
through the Navajo, African
American, and Korean and Latino
immigrant studies was fear and
mistrust of the government and its
confidentiality pledges.   Fear of
losing benefits or leases, being

deported, or having one's data
misused were factors that may
lead to differential participation in
the census and undercounting,
which we discovered in 2000 we
cannot fully measure due to corre-
lation bias. 

4.5  Social network tracing

Key Findings

The character of individuals’ mobil-
ity correlated with the number of
moves they made and the number
of domiciles they occupied during
the six month study. A significant
number of the   highly and habitu-
ally mobile had lived in a distant
place five years before.   Most of
the habitually mobile were adult
males; the few mobile adult
females and youth intermittently
resided with highly mobile adult
men.   More adult women and
young children were sedentary.

Proportionately more individuals
found in the census were seden-
tary than were residentially or
habitually mobile.   As long as
their domiciles had been listed and
correctly enumerated in Census
2000, sedentary “non-movers”
were generally found to have been
enumerated.  Non-movers were
missed, however, if their whole
household had been omitted,
either in listed or unlisted housing.
The enumeration outcomes of indi-
viduals characterized as residen-
tially mobile, who made incidental
moves, took  trips, or regularly
shuttled between one home and
work locations, were largely deter-
mined by whether the census
respondents expected the individu-
als to return (if absent) or to stay
long term (if present at the time of
enumeration).

Respondents’ interpretations of
individuals’ mobility seemed to
determine whether or not they
were reported in households.

Trips away, even for short periods,
could condition views.  What
seemed to determine whether
respondents reported absent indi-
viduals was whether the respon-
dents expected them to return.
Several respondents did not men-
tion mobile individuals who had
histories of appearing and disap-
pearing and who were traced in
and out of their census residence
households, apparently because
respondents did not expect them
to stay long term.  Respondents’
expectations about individuals’
mobility led to erroneous enumera-
tions and omissions.  A son absent
at the time of the Census and for
months before and after out of the
country who was expected back
was included in his family house-
hold.  A son who had recently
turned up after an absence of
years who was expected to move
on was excluded from his.
Contrasting expectations affected
some absent breadwinners.  One
absent adult male temporarily
working away was named as a res-
ident of his mother’s household
and his wife’s in different locations.
A house-owner temporarily work-
ing away was omitted by the
house sitter who answered the
census.

Most of the habitually mobile who
were found enumerated had cer-
tain traits in common: their   cen-
sus residences had been in con-
ventional housing, and they
repeatedly and routinely returned
to the same set of residentially
sedentary co-residents in one local-
ity.  More habitually and residen-
tially mobile people who lacked
any one of these traits were omit-
ted than were found enumerated.
In contrast, most of the habitually
mobile who were not found enu-
merated did not have census resi-
dences in conventional housing.
The majority of the omitted 



U.S. Census Bureau Census 2000 Ethnographic Studies  21

habitually mobile occupied a series
of domiciles in transient quarters,
commercial accommodations, and
other domiciles that Census 2000
did not list as units of enumera-
tion.

More residentially and habitually
mobile people (who changed their
domicile at least once or more fre-
quently during the six-month
study) were omitted than were
found enumerated.   The ratio was
71 omitted to 60 enumerated.   Far
more people who changed domi-
ciles at least once were omitted
than were erroneously enumerat-
ed; this ratio was 71 to 2. 

The immediate reason why whole
households were omitted was their
unit was missed. The most com-
monly omitted types of census res-
idences were domiciles that are
not in conventional housing.   In
so far as frequent changes of
domiciles and occupancy of irregu-
lar housing, non- conventional
housing, transient quarters, and
commercial accommodations are
related to poverty, no considering
or defining the kinds of domiciles
that low income, highly mobile
people occupy as Census units of
enumeration connects the behav-
iors of mobility to almost system-
atic omission in the census.    

Participants in the social networks
shared certain social identities
which the Census treats as demo-
graphic characteristics.  One social
network consisted of participants
who strongly identified with their
Mexican origin or heritage and
spoke Spanish among themselves
(Chavira- Prado 2001).  Another
social network was made up
entirely of Haitians who spoke
Creole and formed migrant farm
workers crews.  Co-affiliation with
certain social identities functioned
at the boundary of each social net-
work as a whole. Individuals linked

in cohesive sub-groups within the
social networks shared co-affilia-
tion with other demographic char-
acteristics, such as range of age or
employment status.

For example, all participants in the
social network of the Haitian sea-
sonal and migrant farm work
crews spoke Haitian Creole and
identified socially and culturally as
Haitians; all participants and co-
residents in the Midwest network
identified themselves as Mexicans
and spoke Spanish.  The social net-
works were nevertheless sub-
groups within such broad cate-
gories.  Their common current
occupation and co-location in a
base community further united the
Haitian social network.  The partic-
ular Midwest Mexicans purposeful-
ly formed a folkloric dance group.
Participants in the American Indian
men’s society were all male and all
identified with their Indian her-
itage, yet their affiliation in the
society and engagement in its
activities  overarched  identifica-
tion with discrete tribes or families
and set them apart within Indian
country.  Similarly, although most
in the social network and residen-
tial matrix of commercial fisher-
men would classify themselves as
white and U.S. born, some were
not, and what brought them
together was an economic depend-
ence on fishing. 

Interactions in five of the six inter-
acting social networks resulted in
participants’ engaging in episodes
of co-residence. (In the sixth, all
participants lived under the same
roof.)  These episodes were mainly
short (a day or two) or medium (a
few  weeks) term, although some
participants who began co-residing
during the six months were still
living together when the study
ended.  Several stable co-residents
moved together from place to
place.  Co-residents over the

longest terms or repeatedly were
predominantly related by kinship.
The duration of stays in particular
domiciles were circumscribed by
influences outside social network
interactions.  Anti- squatting rules
established how long campers
could stay in a campground.
Fishermen had to go work at sea.
Employees had to cut trips short to
get back to jobs, and so on. 

The social identities of the unenu-
merated included people of various
ages, ethnic affiliations, occupa-
tions and language preferences.
The immediate reasons why none
of the survival campers was enu-
merated and none of the seasonal
workers staying in a dorm was
enumerated have nothing to do
with their “race” rather the condi-
tion of living in domiciles that
were not listed or enumerated in
Census 2000. 

4.6  Barriers to
enumeration in colonias

Key Findings 

Although colonias on the
U.S./Mexico border are, for the
most part, ethnically homogeneous
there is consensus among ethnog-
raphers that it is inappropriate to
assume the same degree of homo-
geneity on other key dimensions
such as knowledge of English, the
extent of social cohesion (i.e. com-
munity) among colonia residents
and the level of infrastructure
development.

Ethnographers from all four colo-
nias or sites identified and docu-
mented the presence of four major
barriers to census enumeration.
These are: irregular housing, little
or no knowledge of English and
limited formal education, concerns
regarding confidentiality, and com-
plex and fluid households.
However, the extent to which 
these barriers posed problems for
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Census 2000 enumeration and the
Census Bureau's success in dealing
with these obstacles varied across
the four colonias.

Irregular housing7 appeared to be
an obstacle in all four colonias.
However, ethnographic observa-
tions revealed that for the most
part census enumerators were able
to successfully negotiate the obsta-
cles presented by irregular hous-
ing. Ethnographic data reveal that
this is especially the case in the
colonia in El Paso County where
cultural facilitators were used and
where update/enumerate proce-
dures were implemented. Focus
groups with census enumerators
and crew leaders who were
assigned to the colonia in El Paso
County corroborate this   ethno-
graphic finding. 

Limited reading skills and little or
no knowledge of English was cited

as   an obstacle to enumeration in
all four colonias. Regardless of
site, the need for a Spanish lan-
guage census form that can be
easily administered by enumera-
tors and readily understood by
respondents was documented by
all ethnographers with specific
examples of how the absence of
these forms made enumeration dif-
ficult. For the most part, the
Spanish language guide had limit-
ed use, and in-depth interviews
revealed that respondents did not
successfully use the 1-800 number
to request Spanish language cen-
sus forms. These findings from the
ethnographic fieldwork were
echoed in focus groups with cen-
sus enumerators and crew leaders.

All ethnographers reported that
colonia residents expressed con-
cerns regarding the confidentiality
of census data. Lack of trust in
government and leeriness of non
colonia residents prevailed across
all four sites. However, it appears
that, for the most part, these con-
cerns were counterbalanced by
Census Bureau efforts to promote
Census 2000 via Spanish language
media. According to ethnographic
accounts these efforts by the
Census Bureau were very well

received in all four colonias. All
ethnographers claim that Census
Bureau outreach efforts targeted at
Spanish speakers contributed to
the success of Census 2000. This
finding was substantiated by data
from focus groups with census
enumerators and crew leaders.

Complex households and house-
holds with mobile and ambiguous
members were prevalent in all four
colonias. However, this situation
was particularly pronounced in the
colonia situated in Riverside
County because of the sizeable
number of migrant workers. While
this report cannot make definitive
statements about coverage, it
appears, based on ethnographic
observations, that census enumer-
ators were for the most part suc-
cessful in identifying members
residing in these complex and
highly mobile households. Focus
groups with Census Bureau enu-
merators and crew leaders also
suggest that these tenuous house-
hold members were identified on
the form. This success can be
largely attributed to the persist-
ence of census enumerators and
the Census Bureau's promotion
efforts targeted at Spanish 
speakers.

7 Irregular housing refers to housing
units that have one or more of the following
characteristics: (a) hidden from public view,
usually in back yards or down rural roads,
(b) illegally built usually in single family
homes or garages, (c) do not have clear unit
designators such as apartment number or
any other clear marker such as house num-
ber in rural areas, or (d) are in areas where
the condition and number of units in build-
ings vary inconsistently (de la Puente, 1993).
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Each of the full ethnographic

reports provides additional recom-

mendations intended to help with

the planning efforts of the 2010

Census. 

5.1  Protecting privacy 

5.1.1  Implications of Protecting

Privacy Ethnographic Research

This research can inform the devel-

opment of motivational and

explanatory materials for the

decennial census and will assist in

the training of interviewers in deal-

ing with privacy concerns.

Information provided by the

ethnography on protecting privacy

can also illuminate our understand-

ing of how concerns regarding the

protection of personal privacy

operates in the context of a decen-

nial census by providing insight

into why respondents are selective

in the information they are willing

to provide to the census.

Information generated by this

research can be used to improve

the design of questions to gather

data on sensitive topics and help

minimize non- response to these

questions.

These implications are reflected in

the recommendations that follow. 

5.1.2  Recommendations from

Protecting Privacy Ethnographic

Research

Recommendations are offered in

two areas: decennial language poli-

cy and outreach efforts/education-

al campaigns.

5.1.2.1.  Decennial Language
Policy Recommendations 

•  Because privacy judgments are
situational, it is not possible to
create a list of items that will
always or never be considered
private. Statement reassuring
the privacy of the information
provided must be tailored to the
specific data collection effort
and the target population.

•  Through media coverage of
other agencies and organiza-
tions, respondents are very like-
ly to be aware that fraud may
occur through the action of indi-
vidual Census Bureau employ-
ees.  The Census Bureau should
describe its internal controls on
the handling of data in explana-
tions of confidentiality to
respondents.

•  Because respondents’ comfort
with questions rests on their
assessment of the sponsor’s
legitimate right to know the
information requested, the
Census Bureau should make
every effort to provide good,
understandable explanations of
why these data are needed and
how they will be used.

5.1.2.2.  Recommendations To
Improve Decennial Outreach
Efforts and Educational Campaigns

•  Include the idea of having one’s
“voice” heard in motivational
material for minority groups.

5.2  Generation X

5.2.1 Implications of Generation X
Ethnographic Research

Gaining a better understanding of
the beliefs and values of the
Generation X cohort makes sense
given that this cohort will consti-
tute a sizeable respondent pool for
the 2010 Census. Although values
and beliefs can change over time
and with an increase in age and
maturity, it is nonetheless useful to
get insight into the current civic
belief and civic value system of
this cohort with special focus on
participation in the decennial cen-
sus. A better understanding of this
area can help inform   planning for
the following critical census objec-
tives:   reducing survey   nonre-
sponse,   managing trust and pri-
vacy issues,   motivational
advertising and publicity cam-
paigns, and   effective educational
outreach materials.

Below are recommendations direct-
ed at these essential activities that
came out of the Generation X
ethnography.

5.2.2  Recommendations from
Generation X Ethnographic
Research

5.2.2.1.  Recommendations to
Decrease Decennial Census
Nonresponse and Respondent
Coverage

•  This research suggests that the
Census Bureau should continue
to partner with church (or other
places of worship) and faith-
based organizations to reach
special population groups, espe-
cially immigrants. The Census
Bureau should recruit and hire
church youth groups for out-
reach and enumeration work.

5.  Implications And Recommendations
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Church members are familiar
with their communities and the
enumeration mission of the
Census, and in many instances
they are bilingual (i.e. Spanish
and English; Creole and English).
Church youth group members
hold great promise as census
outreach specialists and census
enumerators.  They are typically
local residents, bilingual and
bicultural in many instances,
and care about getting involved
and improving conditions in
their communities. Additionally,
members of the church youth
groups are in positions to reach
out to hard-to-reach popula-
tions, such as gangs and undoc-
umented workers, who are at a
high risk of not being included
in Census surveys.

5.2.2.2. Decennial Language Policy
Recommendations

•  It is apparent that further
research is needed to determine
if the Census Bureau should
only emphasize the distinction
between citizens and non-citi-
zens in its advertisements and
outreach efforts to various
respondent groups. For
instance, the 2000 decennial
census posters, commercial
announcements, billboards and
other advertisements empha-
sized the distinction between
citizens and non-citizens with
regards to Title 13 data.
However, the Generation X
ethnography strongly indicates
that 2010 decennial census
posters, commercial announce-
ments, billboards and ads
should also emphasize that per-
sonal information is confidential
for documented and undocu-
mented residents as well.
Specifically using the term
“undocumented” in future adver-
tisements may relay a clearer
message to a group of respon-

dents who are apprehensive
towards the government that
their participation in the decen-
nial census is crucial. The termi-
nology that the U.S. Census
Bureau uses to target various
immigrant populations is impor-
tant. Further pretesting research
is needed to determine the most
effective terminology to use in
marketing decennial census par-
ticipation.

5.2.2.3. Recommendations to
Improve Decennial Outreach
Efforts and Educational Campaigns

•  This research suggests that the
Census Bureau may be more
effective at reaching the
Generation X cohort if it down-
plays the national nature of the
Census and emphasizes   mak-
ing a difference through Census
participation in one’s local com-
munity without over promising
benefits. 

•  Stress benefits of the decennial
census to families; promote the
Census as a family activity that
will also help one's ethnic com-
munity.

•  The Census Bureau should con-
sider working collaboratively
with Immigration and
Naturalization Services to incor-
porate one or two decennial
census questions on the
Naturalization Civics Exam
sponsored by the Department of
Justice, Immigration and
Naturalization Services. All
applicants are required to pass
this exam before being consid-
ered eligible for American natu-
ralization.   According to 1996
Immigration and Naturalization
Services estimates (the most
current and publicly available
data), 1,044,689 persons are
naturalized in the United States
annually. The top ten countries
for persons naturalized as

American citizens according to

1996 Immigration and

Naturalization Services esti-

mates are from Mexico, Cuba,

Vietnam, the Philippines, the

Former Soviet Union, El

Salvador, China, India, the

Dominican Republic and

Columbia. The top three coun-

tries that produce American nat-

uralized citizens are also

respondents included in the

Generation X ethnography. 

•  The Study Guide to the

Naturalization Civics Exam

would be an ideal venue that

the Census Bureau can utilize to

educate a segment of the immi-

grant population about the his-

torical role and national function

of the decennial census.

Decennial census questions that

could be included on this exam

(e.g. What is the U.S. Decennial

Census? Name one purpose of

the U.S. Decennial Census.)

could increase knowledge and

familiarity about the decennial

census that many newly arrived

immigrants often lack. 

•  The importance of Census sur-

vey data to community develop-

ment and federal educational

allocations should be stressed

to GenX respondents to inspire

decennial census compliance.

Just as the lottery system has a

slogan, you can't win if you

don't play; and the Census 2000

had a slogan, This is your

future. Don't leave it blank.

The Census Bureau could create

a new slogan for the 2010

Census that would appeal to

GenX respondents: Be counted

in your community so that you

can count on your community.

Return your 2010 Census form

today (Crowley 2001).
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5.3  Mobile populations

5.3.1 Implications of Mobile
Populations Ethnographic Research

From the perspective of the tran-
sients, enumeration procedures
have not been adequately tailored
to their circumstances. The chief
obstacle of this has been the lack
of accurate current information
about the characteristics and
behaviors of the known mobile
groups that is necessary to apply
more successful enumeration
methods. Mobile groups share in
common the lack of awareness of
the purposes of the census, deep
distrust of the government and its
information gathering strategies,
and a lifestyle that very easily
allows them to slip through the
census operations. 

The ethnography of selected
mobile population groups provided
insight on the following four tran-
sient groups: urban gang mem-
bers, Irish Travelers in Mississippi
and Georgia, seasonal residents or
"snowbirds" in Arizona, and
American Indians residing in the
San Francisco Bay Area. This
research served to generate sug-
gestions for how to best tailor cen-
sus enumeration methods to highly
mobile population groups.

Many and varied recommendations
were offered by ethnographers in
their reports. A full set of these
recommendations are provided in
the Census Bureau's Final Report.
Below is a selective account of the
most useful suggestions. 

5.3.2  Recommendations from
Mobile Populations Ethnographic
Research

5.3.2.1.  Recommendations to
Improve Decennial Outreach
Efforts and Educational Campaigns

•  A feature of Census 2000 that
all ethnographers found appeal-

ing and valuable was the use of

community organizations to

promote census awareness and

encourage census participation.

Therefore, continued and

increased use of community-

based organizations is high on

the list of recommendations for

2010 Census. Specific communi-

ty organizations mentioned by

the ethnographers include:

churches, schools, and American

Indian and tribal organizations.

5.3.2.2. Recommendations to

Decrease Decennial Census

Nonresponse and Respondent

Coverage

•  All ethnographers recommended

enlisting the aid of members of

groups that are difficult to enu-

merate. If members of the com-

munity could be hired as enu-

merators, some of the issues of

distrust would be alleviated.8

•  Along the same lines, enlisting

aid of key community members

(e.g. the clergy, community

activists, and   school officials)

to promote census awareness

and participation would be very

beneficial. For example, in

urban Indian communities there

are key households, which often

house highly respected mem-

bers of the community and

serve as meeting places. These

households could provide

instrumental connections to the

community and offer a way to

gain the trust of the people. 

5.4  Complex households
and relationships

5.4.1  Implications of Complex
Households and Relationships
Ethnographic Research

This ethnography provided analytic
insights for understanding the
changing context of American
household formation and rich
information on how people of dif-
ferent ethnic groups actually inter-
pret and use relationship cate-
gories. The findings can be used to
modify and improve census meth-
ods, questions, relationship cate-
gories and household composition
topologies to better describe the
emerging diversity of household
types in the United States. The sig-
nificance of this information is
reflected in the recommendations
generated by this research.

The final report of this ethnograph-
ic research provided specific rec-
ommendations in the following
five areas: revisions to and pretest-
ing of the relationship question;
new research on the relationship
question and household type; lan-
guage and translation issues; out-
reach and training; and new ethno-
graphic research related to
coverage. A few are provided
below.

5.4.2  Recommendations from
Complex Households and
Relationships Ethnographic
Research

5.4.2.1.  Decennial Short-Form
Content, Wording, and Testing
Recommendations

•  Modify the relationship question
on the census form by expand-
ing the number and precision of
its response categories to reflect
the growing cultural diversity in
the country and its varied
household composition. Add
response categories for lateral
and lineal kin–nephew/niece,

8 For example, the ethnographer who
conducted the research of urban gang mem-
bers indicated that, while it would not be
wise to enlist gang members (who are often
criminals) to work for the Census, members
of the community of the same race and
socioeconomic class might be more likely to
be trusted than white, middle class males.



uncle/aunt, brother-in-law/sis-
ter-in-law, cousin, and grandpar-
ent and a child of unmarried
partner.  Conduct cognitive test-
ing of the expanded question
and categories. Conduct a 
split-panel test of three versions
of the relationship question–the
Census 2000 question, the ACS
question, and the experimental
question and categories recom-
mended here (this recommenda-
tion was approved in the sum-
mer of 2002 for testing in the
2005 content test).   

•  Develop and cognitively test an
individual-level question to iden-
tify all interrelationships in the
household (already in use in the
2001 Census in England).  If it
performs well enough, consider
including it in a panel of the
2005 content test.

•  Both qualitative and quantitative
research is also needed on mari-
tal status to assess how accu-
rately our “husband/wife” and
“unmarried partner” categories
differentiate married couple
from other household types.   

5.4.2.2. Decennial Language Policy
Recommendations

•  Increase the scope and size of
language and translation proj-
ects to identify linguistic, cultur-
al, cognitive, and methodologi-
cal issues in developing foreign
language forms.

5.4.2.3. Recommendations To
Improve Decennial Outreach
Efforts and Educational Campaigns

•  In addition to these recommen-
dations specific to the way in
which the census asks for rela-
tionship of household members,
the complex household ethnog-
raphy also generated recom-
mendations for outreach and
training pertinent to the
American Indian and Alaska

Native populations. The
research indicated   that it
would be beneficial to have spe-
cial enumerator training mod-
ules for American Indian reser-
vations and in Alaska Native
areas that identify cultural fac-
tors that may affect how respon-
dents interpret and answer cen-
sus questions.   It appears that
some respondents from these
population groups needed
instructions on how to “trans-
late” their answers into the
appropriate Census Bureau cate-
gories.  Because of this apparent
need, the final report also rec-
ommends the conduct of ethno-
graphic research in specific
American Indian and Alaska
Native tribal areas to identify
cultural-specific factors that may
affect the quality and compara-
bility of data with other ethnic
groups. This research would be
useful for the development of
enumerator training guidelines
to address these factors, as part
of 2010 Census research and
development.

5.4.2.4. Recommendations for New
Ethnographic Research Related to
Coverage

•  Plan and conduct a new ethno-
graphic study in the 2004 cen-
sus site test in Queens, New
York on Coverage, Residence
Rules, and Household
Composition by race/ethnicity.
The Queens site was selected
largely for its race/ethnic diver-
sity, particularly of Hispanics
and Asians.   A coverage follow-
up study is planned and behav-
ior coding of responses to the
residence rules will be done.
An ethnographic study including
Hispanics and Asians   nicely
fits both the test site and the
objectives of the test.

•  Plan and conduct a qualitative
study in conjunction with the
2004 census site test in Queens,
New York, to identify and assess
factors contributing to nonre-
sponse and correlation bias for
different race/ethnic and age
groups.

5.5 Social network tracing

5.5.1  Implications of Social
Network Tracing Ethnographic
Research

This research traced highly mobile
people's moves among domiciles
to learn more about   how mobility
affected coverage in Census 2000.
Mobility confounds the effort to
enumerate each person at one (and
only one) “Census Day" residence.9

For Census coverage measurement
methods based on sample areas,
reliable methods to determine
whether people who moved into or
out were omitted or correctly enu-
merated have proven difficult to
implement. The mobility of the
American population challenges
census and coverage measurement
methods. 

The research methods applied in
this project were better able to reli-
ably identify (and re-identify) peo-
ple from their position in social
networks through careful fieldwork
(interactions and transactions with
others) than by comparing sets of
address and person records.
Links between two or more individ-
uals, whether in households, locali-
ties, or places of employment pro-
vide multiple pointers to the same
individual which can be more
redundant and more reliable than
mere matching of names and per-
sonal characteristics. 
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The most immediately promising
social network for Decennial con-
cerns is the small scale social net-
work formed by household (or
Group Quarters) residents.   Taking
person records found enumerated
together into account results in
more confident matches and more
confident automated identification
of duplicated persons.   Each of
the two or more person records
found enumerated together pro-
vides an alternative to using
address in matching.   This helps
surmount the problem of identifi-
cation of whole and partial house-
holds   duplicated at different
addresses or at units of enumera-
tion erroneously listed more than
once.  Person records enumerated
together can be treated like item
attributes of each other.

5.5.2 Recommendations from
Social Network Tracing
Ethnographic Research 

•  Consider adapting census meth-
ods to more closely fit the cul-
tural habits of   distinct popula-
tions, including the traditionally,
seasonally, and occupationally
mobile.

•  Design and test the feasibility of
Census operations appropriate
for the contemporary patterns
of mobility in the United States,
including transnational migra-
tion. 

•  For the existing categories of
census units of enumeration,
continue to improve the Master
Address File, the listing of hous-
ing units, Group Quarters, and
Service-Based Sites, as well as
Census Bureau geographical
programs and electronic maps.

•  To include the under covered
Transient Quarters,   work quar-
ters, and types of residential
accommodations that were
unrecognized or excluded by

definition as units of enumera-
tion in Census 2000, it will be
necessary to develop and test
methods to expand the listings
and develop more inclusive enu-
meration operations for types of
domiciles that are often the
default census residences of
mobile people (among others).

•  Consider seasonal differences in
the distribution of the popula-
tion of the United States when
estimating population, and con-
sider the development of the
capacity to measure seasonal
differences in the distribution of
the population.

5.6   Enumeration barriers
in colonias

5.6.1 Implications of Enumeration
Barriers in Colonias Ethnographic
Research

Colonias are generally unincorpo-
rated and low income residential
subdivisions, lacking basic   infra-
structure and services along the
border between the U.S. and
Mexico. These settlements   have
been in existence for decades, but
the exodus of the poor to colonias
began in full force during the
1980s and 1990s (Chapa and del
Pinal, 1993).

The ethnographic study of colonias
relied on data provided by experi-
enced ethnographers in their field
reports to identify and describe
barriers to the census enumeration
of colonia residents. The research
also relied on   the views and opin-
ions regarding the conduct of
Census 2000 obtained from census
enumerators and crew leaders
whose assignment areas included
one of the four colonias studied by
the ethnographers. This informa-
tion was collected through focus
groups conducted by staff from
SRD and PRED.

5.6.2   Recommendations from
Enumeration Barriers in Colonias
Ethnographic Research

5.6.2.1. Recommendations to
Improve Decennial Outreach
Efforts and Educational Campaigns

•  The colonia ethnography sug-
gests that the Census Bureau
should build on the successful
efforts employed during Census
2000 in the El Paso County colo-
nia (Cotton) in the conduct of
future censuses. That is, use
cultural facilitators with local
knowledge to work alongside
census enumerators. Use this
model in selected test sites
before 2010 Census in order to
better understand this approach
and formalize it through the
establishment of standardized
training and procedures. These
efforts will facilitate exporting
this approach to communities
along   the U.S./Mexico border
where irregular housing, limited
knowledge of English, and sus-
picion of government and non-
community members are preva-
lent. 

•  The Census Bureau should
revise and augment the training
used to train enumerators and
crew leaders assigned to colo-
nias to more appropriately
address the concerns raised in
the focus groups with census
enumerators and crew leaders.
For example, reduce the volume
of paper and other materials
distributed during the course of
the training by digitizing much
of this information and develop-
ing automated self-study mod-
ules. Train census enumerators
who will be assigned to list/enu-
merate and nonresponse follow
up in border communities to
conduct interviews with respon-
dents who are Spanish speakers
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and have little or no knowledge
of English. 

5.6.2.2.  Decennial Language
Policy Recommendations

•  This research also indicates that
we should learn from the expe-
rience of not making Spanish
language census forms readily
available in colonias and gain
knowledge from not providing
census enumerators with a
Spanish language instrument
that can be easily used. This
research indicates that in border
communities, such as the four
discussed in this report, a
Spanish language census form
and a Spanish language data
collection instrument for census
enumerators can greatly facili-

tate the enumeration process.
Conduct research on these
approaches in selected test sites
before 2010 Census in order to
fine tune the ways in which this
approach can be applied across
all border communities, while
taking into account the unique
features and needs that some of
these settlements have.

5.6.2.3. Recommendations to
Improve Decennial Outreach
Efforts and Educational Campaigns

•  The authors recommend build-
ing on the apparent success of
the Spanish language Census
2000 outreach and promotion
campaign. Further research to
examine   one of the key mes-
sages of this campaign should

be conducted, namely that par-
ticipating in Census 2000 will
benefit your community. While
this message appears to have
been effective in Census 2000
in the four border communities
discussed in this report, ethnog-
raphers who conducted the
fieldwork expressed concern
that if improvements in commu-
nity infrastructure do not follow
Census 2000 the Census Bureau
will find it very challenging to
repeat its success in outreach
and promotion in future census-
es. Conduct further research to
develop new messages that will
motivate border community res-
idents to participate in 2010
Census without the risk of rais-
ing expectations.
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The ethnographic research summa-
rized in this report focused on dis-
tinct subpopulations and on specif-
ic long-standing issues that make
census-taking a challenge. This
report summarized major findings
and provided suggestions or rec-
ommendations that have emerged
from the ethnographic research
conducted during Census 2000.

While many insights have been
offered by this research, a key gen-
eral insight that cuts across all six
ethnographies is that the census
taking process in the United States
is not a value-or culture-free enter-
prise. Census procedures, defini-
tions, and concepts contain cultur-
ally (and to some extent
class-based) specific assumptions
that may not be shared and/or uni-
formly understood across all sub-
populations. That is, census defini-
tions and procedures are also
based on assumptions about how
people are expected to live based
on norms of household structure in
the overall population.   Norms in
the society change over time and
across race/ethnic groups. While
this may appear to be common
knowledge, the implications of this
assertion on how a census is con-
ducted cannot be fully appreciated
without the conduct of ethno-
graphic research. This understand-
ing and knowledge is essential if
improvements in the way we con-
duct the census is to occur.

Perhaps the ethnographies of com-
plex households, mobile popula-
tions, and colonias best showcase
the presence of these culturally
bound and class-bound assump-
tions. For example, the complex

household ethnography   research
showed that the relationship cate-
gories used by the Census Bureau
reflect the relationships in our soci-
ety deemed most important to
specifically delineate and the
norms of household composition
and that these change from census
to census.   The categories express
relationships based on kinship,
marriage, and cohabitation.  They
also reflect culture-bound econom-
ic ties (e.g., housemate, boarder)
and socio-legal arrangements (e.g.,
adopted child, foster child) that
may not be understood by immi-
grants from countries without such
socio-legal institutions. 

The way in which the Census
Bureau currently views household
arrangements is not relevant to
growing selected segments of U.S.
society. While this may not have
been a salient issue in decades
past, the complex household
ethnography indicates that this
may be of increasing importance in
light of both the current and pro-
jected levels of   racial, ethnic, and
national origin diversity in this
country. As a result of important
demographic trends and structural
and cultural changes documented
by researchers within and outside
the Census Bureau–continually
increasing immigration; changing
migration streams now coming pri-
marily from Latin America and
Asia; differential fertility rates; and
increases in remarriages, blended
families, cohabiting households,
grandparent-maintained, and non-
relative households–it is clear this
diversity will continue increasing.
Population projections suggest that

this diversity will continue increas-
ing to the point that non-Hispanic
whites will come to represent less
than 50 percent of the U.S. popula-
tion in the 2050s.

The ethnographies of mobile popu-
lations, social network tracing and
colonias show that the assumption
that people live in a single place
and can most easily be contacted
at easily identifiable addresses that
are often implicit in Census Bureau
procedures may not hold true for
selected (and perhaps growing)
segments of the U.S. population. 

These ethnographies show that
because the specific assumptions
and values that underlie census
practices and definitions are not
shared uniformly across subpopu-
lation groups and because these
population subgroups are becom-
ing larger and the number of such
groups are increasing the enumera-
tion of these subgroups have
become more difficult.      

Within the context of the Decennial
Census, the difficulties in the enu-
meration of key subpopulations,
which are rooted in a lack of
shared assumptions between the
census and the subpopulation in
question, are interpreted as “barri-
ers to enumeration.”

The challenge for the Census
Bureau is to obtain a better under-
standing of the sources of these
"enumeration barriers" and use this
knowledge to improve its enumer-
ation process. Obviously this is
very difficult given the scale and
complexity of census taking in the
United States. Aside from logistical
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matters, census taking in this
country is intertwined with politi-
cal and other interests. This adds
to the challenge. It is within this
mix of complex logistics and con-
flicting interests that the informa-
tion and insight presented by this
ethnographic research must be
evaluated and used.

This series of ethnographies
demonstrates another point about
the effects of socio-cultural varia-
tion on the decennial Census and
more general processes of data
collection and coverage issues.
These reports strongly suggest
that structural factors, such as a
group’s historical relationship with
government, may be the source of
widespread similarities between
groups that are important influ-
ences on willingness to cooperate.
Since these factors are related to
complete avoidance of enumera-
tion, they are not based in the par-
ticulars of Census concepts and
procedures.   For example, the
ethnographies of privacy and
Generation X both examine in
detail the way that mistrust of gov-
ernment, based in history and
social class, influence basic atti-
tudes towards enumeration.   The
Complex Household report pro-
vides brief case studies from the
Korean, Latino, African American,
and Navajo centering around mis-

trust of the government and its
impact on willingness to partici-
pate in the research, to complete a
census form, and whether or not
to provide complete and accurate
information on all persons in the
household.   Qualitative informa-
tion in these reports identifying
and assessing factors affecting
response rates and data accuracy
and completeness in race/ethnic
populations can be very helpful to
the Census Bureau in its continu-
ous efforts to understand the root
causes of differential undercounts
of minority and other subpopula-
tions.   

Another point demonstrated by the
ethnographies of privacy and
Generation X is that ethnic varia-
tion may not be the only source of
relevant cultural influences on the
Census.   First, they demonstrate
that even widely held belief sys-
tems about politics, about social
commitment, and about privacy,
may not match with Census expec-
tations.   Thus, the beliefs and
practices of middle class and main-
stream groups are relevant and
worthy of additional ethnographic
study.   

Second, other sources of variation
beyond ethnicity may be relevant
as well.  The ethnography of priva-
cy found variation in belief and
attitude based on technological

sophistication of respondents, and
the ethnography of Generation X
found age and class-related corre-
lates of belief.  In fact, these
reports highlight significant simi-
larities across ethnic boundaries in
attitude and perception of the
decennial census.   

The six very diverse studies and
the rich findings summarized
here–on privacy, complex house-
holds, Generation X and civic
engagement, mobile populations,
colonias, and social network trac-
ing of highly mobile
people–demonstrate the wide
scope of topics targeted to Census
Bureau needs that can be fruitfully
examined with ethnographic meth-
ods.  Recommendations from these
studies apply to specific areas of
long-term census concern–causes
and consequences of nonresponse
and differential coverage errors;
conceptual, linguistic, and method-
ological issues with question word-
ing, sequencing, and forms design;
training and outreach–and lead to
new insights and hypotheses for
future qualitative and quantitative
research. Some of the recommen-
dations presented here have
already been given preliminary
approval for inclusion in the 2010
census testing cycle, and others
are under consideration.
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: www.census.gov/pred/www/. 
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Executive Summary


The purpose of this report is to 
synthesize results from Census 
2000 evaluations and other assess4
ments of the quality of census data 
on population and housing charac4
teristics and to make recommenda4
tions for planning the 2010 cen4
sus. 

The formal studies of content and 
data quality included in the Census 
2000 Testing, Experimentation, 
and Evaluation Program include 
five studies covering— 

• 5nonresponse and imputation for 
the 100 percent census items, 

• 5response variance for most 
items included in Census 2000, 
and 

• 5consistency of information from 
selected census items with simi4
lar information from other data 
sources. 

The analysis included here also is 
based on a set of tabulations pre-
pared for the National Academy of 
Sciences, Committee on National 
Statistics. These tabulations show 
information on allocation for miss4
ing responses for the Census 2000 
sample (long form) questionnaire 
in comparison with the 1990 
Census and the Census 2000 
Supplementary Survey. Also 
included is some limited informa4
tion on the quality of Census 2000 
coding operations. 

Evaluation report B.1.b, Analysis of 
Item Nonresponse Rates for the 
100 Percent Housing and 
Population Items from Census 
2000, provides the base set of 
information on the quality of cen4

sus data. Consideration of pat-
terns of nonresponse is critical for 
improving question design, train4
ing, and procedures and thereby 
improving quality in future census4
es. Nonresponse rates for the 100 
percent items in Census 2000 were 
fairly low overall, ranging from 1.1 
to 4.1 percent. 

In report B.1.a, Analysis of 
Imputation Rates for the 100 
Percent Person and Housing Unit 
Data Items from Census 2000, 
imputation refers to assignment 
and allocation. The data show 
that, as expected, patterns of 
imputation varied in a manner sim4
ilar to nonresponse rates. 
Imputation rates ranged from a 
low of 2.0 percent for sex to 5.1 
percent for age and 5.5 percent for 
tenure. Imputation rates are high4
er than nonresponse rates shown 
in these studies partially because 
of universe differences. Also, 
responses that were not meaning4
ful or that were not consistent with 
other information for the person 
were treated as blank and were 
imputed. Short forms had some4
what lower imputation rates than 
the same items on census long 
forms for all items except race. 
The biggest difference between 
short and long form imputation 
rates was for the item on housing 
tenure, which was most likely 
related to the design of the long 
form questionnaire. 

Except for the item on Hispanic 
origin, self response question4
naires had lower imputation rates 
than enumerator filled question4
naires. 

Questionnaires received via the 
Internet or Telephone Question4
naire Assistance had quite low 
imputation rates. These forms of 
response required a proactive 
effort on the part of the household 
and, therefore, are likely to reflect 
a segment of the population highly 
motivated to participate in the 
census. 

The tabulations prepared for the 
National Academy of Sciences 
show that only a few sample items 
in Census 2000 had lower alloca4
tion rates than in 1990. For one of 
these, the item on length of serv4
ice in the Armed Forces, a ques4
tionnaire design change made to 
improve reporting appears to have 
been successful. 

Many sample items in Census 
2000 had at least double the rate 
of allocation that occurred in the 
1990 Census. At least part of this 
increase can be attributed to pro4
cedural changes between 1990 
and 2000. 

The Census 2000 Supplementary 
Survey was included as part of 
Census 2000 to determine whether 
such an independent sample sur4
vey (the American Community 
Survey) with essentially the same 
content as the census sample form 
could be accomplished successful4
ly during the same time period as 
the census itself. One might 
expect the quality of these data to 
be better than the Census 2000 
sample data since the exclusive 
focus of the supplementary sample 
and the American Community 
Survey is to provide high quality 
measures of social, economic and 
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housing variables. This expecta4
tion was realized in terms of allo4
cation rates. 

The purpose of the Content 
Reinterview Survey was to measure 
the consistency of response to 
questions asked in the census. 
Response variance can result from 
a number of factors, but high 
measures of variability usually 
indicate that the question needs 
improvement, the concept is diffi4
cult to measure in a setting that is 
primarily self response, and/or 
that the respondent was unable to 
provide the information desired. 
The measures of simple response 
variance from the Content 
Reinterview Survey also reflect 
methodological limitations of the 
reinterview and differences 
between the Census 2000 and 
Content Reinterview Survey meth4
ods. 

For the long form census questions 
evaluated in the Content 

Reinterview Survey, the index of 

inconsistency (measure of 

response variance) ranged from 

quite low levels under ten to some 

very high levels over 75. Some 

questions with extensive and criti4

cal government uses like race, abil4

ity to speak English, and selected 

income types had rather high 

measures of inconsistency. 

Possible reasons behind response 

variability include the subjective 

nature of some questions, the 

effect of rare occurrences on the 

calculation of the index, recall 

problems, and privacy concerns. 

To those individuals planning the 

2010 Census, questions with seri4

ous quality problems signal the 

need for further work in question 

design, procedures, and concept 

clarification. To users of Census 

2000 data, quality problems 

should be a warning to use data 

from these items with caution. 

A Census 2000 auxiliary assess4
ment study compared employ4
ment, income, and poverty data 
from Census 2000 to such data 
from the Current Population 
Survey. This was conducted by the 
Census Bureau in partnership with 
the Bureau of Labor Statistics. 
Since the Current Population 
Survey is designed specifically to 
provide the measures of employ4
ment and income at the national 
and state levels for the federal 
government, these measures are 
viewed as standards against which 
the census results are compared. 
The differences between the two 
data sources are such that addi4
tional work is needed to explain 
the reasons behind them. Some 
answers may be forthcoming from 
Study B.7, not completed in time 
for this report. That study match4
es individual responses from the 
Current Population Survey with the 
responses for the same person in 
Census 2000. 

2 Content and Data Quality in Census 2000 U.S. Census Bureau 



1. Introduction 

This report summarizes key results 
on content and data quality from 
the Census 2000 Testing, 
Experimentation, and Evaluation 
Program. It also includes assess4
ments of data quality from tabula4
tions and reports not part of the 
formal program. 

The formal studies include analy4
ses of nonresponse and imputation 
for the 100 percent census items, 
response variance for most census 
data items, and consistency of 
selected census information with 
similar data from other sources. 

The other assessments cover allo4
cation for missing responses for 
sample (long form) Census 2000 
data items, comparison of sample 
data completeness with the 1990 
Census and the Census 2000 
Supplementary Survey, and limited 
information on the quality of 
Census 2000 coding operations. 
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2. Background 

Census 2000 differed from the 
1990 Census in a number of ways 
that directly or indirectly affected 
the quality of the resulting statis4
tics. This report focuses on the 
quality of the characteristics data 
produced from the census, not the 
completeness of the population 
counts. The studies summarized 
herein cannot directly measure the 
effect of any one factor on the 
quality of a particular statistic or 
set of numbers but it is often pos4
sible to theorize about such rela4
tionships. 

Among changes designed to affect 
census content results were 
changes to the wording, format or 
placement of questions between 
1990 and 2000. For example, the 
question on Hispanic origin was 
placed before the question on race 
in an effort to improve the level 
and quality of response. Details 
on such changes are contained in a 
number of formal documents on 
testing done in preparation for 
Census 2000, which are cited in 
the References section of this 
report. 

There were also changes with a 
possible indirect effect on the con-
tent quality. For the first time in 
Census 2000, names of persons 
entered on the questionnaire were 
captured in computer-readable 
form and could be used in process4
ing. This was done primarily to 
improve the population counts but 
it also allowed the "assignment" of 
sex for individuals for whom this 
characteristic was not reported. 

Other procedural changes in 
Census 2000 (as compared to 
1990) also had potential impact on 
content quality. For example, in 
1990 there was an operation 
designed to improve the complete4
ness of information on the sample 
questionnaires through a follow-up 
interview for questionnaires with 
excessive blanks. There was no 
similar operation in Census 2000. 
This may have served to increase 
nonresponse for questions on the 
2000 sample long form. 

In an attempt to encourage mail 
response in Census 2000 the basic 
mail questionnaire was made as 

short as possible and allowed 

room to record information for 

only six household members. 

Since it was often difficult to 

obtain the information for persons 

in larger households, this too may 

have increased nonresponse for 

the questions. 

Perhaps the most important con-

tent-related improvement in 

Census 2000 was the inclusion of 

the Census 2000 Supplementary 

Survey (C2SS). The C2SS was con4

ducted to demonstrate the feasibil4

ity of collecting long form informa4

tion at the same time as, but in a 

separate process from the census. 

It used the American Community 

Survey questionnaire and proce4

dures and covered 1,203 counties 

nationwide surveying 58,000 

households each month. As a 

result, we have a comparison of 

results from the Census 2000 and 

the C2SS for the same content 

areas. This will be a critical plan4

ning tool for the 2010 Census. 

U.S. Census Bureau Content and Data Quality in Census 2000 5 
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3. Scope 

The primary purpose of this topic 
report is to summarize the findings 
and recommendations from the 
formal studies of content and data 
quality included in the Census 
2000 Testing, Experimentation, 
and Evaluation Program. These 
studies include

• 	Census 2000 Evaluation B.1.a, 
Analysis of Imputation Rates for 
the 100 Percent Person and 
Housing Unit Data Items from 
Census 2000 

• 	Census 2000 Evaluation B.1.b, 
Analysis of Item Nonresponse 
Rates for the 100 Percent 
Housing and Population Items 
from Census 2000 

• 	Census 2000 Evaluation B.5, 

Census 2000 Content 

Reinterview Survey: Accuracy of 

Data for Selected Population and 

Housing Characteristics as 

Measured by Reinterview 

• 	Census 2000 Evaluation B.7, 

Current Population Survey (CPS)

Census 2000 Match Study (not 

available at the time this report 

was prepared) 

• 	Census 2000 Auxiliary 

Assessment, Comparing 

Employment, Income, and 

Poverty: Census 2000 and the 

Current Population Survey 

The analysis also is based on a set 
of tabulations prepared for the 
National Academy of Sciences, 
Committee on National Statistics, 
showing information on allocation 
for missing responses for the 
Census 2000 sample (long form) 
questionnaire in comparison with 
the 1990 Census and with the 
C2SS. In addition, information on 
the quality of the coding processes 
for selected Census 2000 content 
items has been extracted from 
selected documents not part of the 
formal evaluation program. 

There is a related topic report 
focusing on the race and ethnicity 
data from Census 2000. 

U.S. Census Bureau Content and Data Quality in Census 2000 7 
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4. Definitions 

There are a number of ways to 
characterize the quality of the con-
tent results from a census or sur
vey. Although sampling error is 
often the primary source of error 
that can be measured for statistical 
results, sampling error is minimal 
for census results at the national 
level. 

Types of nonsampling error include 
coverage error, household and data 
item nonresponse, errors intro
duced in the processing of the 
information (for example, coding 
of responses), and measurement 
error. This last type of error is 
quantified by studies that measure 
the consistency of responses to an 
item from successive reports (that 
is, the census response and the 
content reinterview), and the con
sistency of the resulting statistics 
across separate measurement sys
tems (for example, the Census and 
Current Population Survey results 
for the same topic.) This report 
contains to varying degrees infor
mation on each of these types of 
measures, with the exception of 
coverage error. 

In reading the sections that follow, 
it is important to understand the 
meaning of the various quality 
measures. Therefore, a set of defi
nitions is included here for easy 
reference. 

Item Nonresponse —This 
refers to whether there is an 
entry for a data item, regardless 
of whether it is an acceptable 
response. This includes appar

ent responses that are not valid 
answers or are inconsistent with 
other information for the per-
son. In such cases, the entry is 
not accepted and the item is 
treated as a blank in the imputa
tion process. 

Imputation —Three compo
nents comprise the imputation 
process for Census 2000—sub-
stitutions, assignments, and 
allocations, as defined below. 
For the analysis of individual 
data items in Report B.1.a 
(Section 7.2 of this report) the 
term "imputation" includes 
assignments and allocations. 
For the analysis in section 7.3, 
only allocations are included. 

Substitution —In any large sta
tistical operation like a census 
there are cases for which no 
information can be obtained 
(that is, noninterviews.) In 
Census 2000 approximately 3.4 
million persons in households 
were noninterviews and, there-
fore, had all their 100 percent 
characteristics imputed by the 
replication of data from a house-
hold of the same size with fully 
reported 100 percent population 
information. Such cases, called 
"whole household substitutions" 
are excluded from the analysis 
of the imputation measures for 
individual subject items. 

Assignment —When a 
response is missing or inconsis
tent with other responses and 
the value for that item can be 

determined from other informa
tion reported for the person or 
housing unit, an "assignment" is 
made. A prime example is 
when sex is not reported but 
can be determined from the per-
son's name. 

Allocation —When the value for 
a data item is missing or incon
sistent with other responses and 
the value cannot be determined 
from other information for that 
person or housing unit, "alloca
tion" of a value for the item 
occurs. This is done using a 
reported value from another 
person in the household or from 
a nearby housing unit. 

Index of Inconsistency —The 
Census 2000 Content 
Reinterview Survey (CRS) used a 
test-retest methodology in 
which a sample of households 
from Census 2000 long form 
respondents were contacted a 
second time and re-asked most 
of the long form questions. The 
intent was to measure the sim
ple response variance. The 
measure used to summarize this 
response variance is the index 
of inconsistency. The higher the 
index value, the more problem
atic is the interpretation of the 
data from the census item. 
Historically, an index value less 
than 20 has been viewed as low 
or good level of response vari
ance, an index between 20 and 
50 as moderate, and an index 
over 50 as high. 

U.S. Census Bureau Content and Data Quality in Census 2000 9 
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5. Limitations 

The universe for analysis in this 
report is restricted to the house-
hold population; that is, residents 
of group quarters are excluded. 
The quality of reporting for the 
group quarters population is gen
erally less complete than for the 
household population, especially 
for sample questions included only 
on the census long forms. 

The definition of universes for the 
calculation of nonresponse and 
imputation rates differs between 
the formal evaluation studies dis
cussed in this report and other 
sources for similar data. For 
example, households contacted 
during a coverage edit followup 
operation in Census 2000 were 
classified as "enumerator returns" 
in the evaluation reports but as 
"self responses" in the tabulations 
prepared for the National Academy 

of Sciences. Other slight differ
ences can make the imputation 
rates shown in formal evaluations 
differ from the Census 2000 rates 
included in the American 
FactFinder tabulations. 

The Content Reinterview Survey 
measured only response variance. 
There is no measure of response 
bias other than comparison of 
totals to independent sources such 
as the Current Population Survey. 

Apparent response variance as 
measured by the index of inconsis
tency is affected by differences in 
methodology between Census 
2000 and the CRS. For example, 
the universe for the CRS contained 
a high proportion of households 
that mailed back their Census 
2000 questionnaires. Data from 
households that mailed back their 

questionnaires are generally more 
accurate than responses from 
households that required enumera
tion by a temporary census 
employee. Other factors that 
could have affected the measures 
of response variance are discussed 
in section 7.5. 

Comparisons of imputation rates 
between the census 100 percent 
and sample estimates are affected 
by the fact that sample (long form) 
questionnaires with no or minimal 
sample information were excluded 
from the calculation of the rates 
for sample estimates and the rates 
are based on different universes. 
Also, comparisons between the 
Census 2000 long form and the 
Census 2000 Supplementary 
Survey (C2SS) are affected by dif
ferences in methodology and in 
question design. 
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6. Research Questions 

There were several predefined 
research questions concerning data 
quality that the evaluation studies 
were designed to address. These 
questions are summarized as fol
lows: 

How complete are census data and 
what is their quality, as measured 
by – 

• 	Item nonresponse rates, item 
assignment rates, item alloca
tion rates, and substitution rates 
for census data (evaluations 
B.1.a and B.1.b) 

• 	Rate of proxy response (infor
mation obtained from someone 
other than a household mem
ber) for enumerator returns 
(evaluation B.1.a) 

• 	Reliability as compared to 
independent results from the 
Content Reinterview Survey 
(evaluation B.5) 

• 	Validation against external 
benchmarks (auxiliary assess
ment) 

How did the new race and Hispanic 
origin questions affect the content 
and quality of the data compared 
to the questions asked in previous 
censuses? How can race data col
lected using the new questions be 
compared with race data from pre
vious censuses? These questions 
are addressed in the Race and 
Ethnicity Topic Report. 

Original plans for evaluation of 
content and data quality included a 
research question on the accuracy 
of data edits and imputations. 
However, there were no studies 
undertaken to address this issue. 

In addition to the predefined ques
tions, this report also addresses 
the following content/quality top
ics: 

• 	The formal evaluation study on 
imputation deals only with the 
questions asked of the entire 
population, those questions 
appearing on both the short and 
long census questionnaires. 
However, Census 2000 summa

ry file 3 and the tables prepared 
for the National Academy of 
Sciences contain information on 
the level of imputation for the 
sample questions, those only on 
the long form. These results are 
included here. 

• 	The Census 2000 
Supplementary Survey results 
contain information on imputa
tion for the same items as on 
the Census 2000 long form. A 
comparison across these two 
sources is also provided in this 
report. 

• 	There are no formal evaluations 
addressing the accuracy of the 
coding operations used to trans-
late textual responses in Census 
2000 into numeric codes (for 
example, responses to the 
industry and occupation ques
tions.) There are, however, 
Census Bureau reports and 
memoranda that provide useful 
information. Such information 
is summarized in this report. 
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7. Results 

7.1 100 percent item 
nonresponse rates 

The evaluation report B.1.b, 
Analysis of Item Nonresponse 
Rates for the 100 Percent Housing 
and Population Items from Census 
2000, provides the base set of 
information on the quality of cen
sus data. The primary reason for 
item imputation in the census is 
because no response was provid
ed. There is some additional con
tribution from processing error and 
inconsistent reporting but most 
imputations result from blanks on 
the incoming questionnaires. 
Therefore, studying patterns of 
nonresponse is critical for improv
ing question design, training, and 
procedures and thereby improving 
quality in future censuses. This 
analysis is based on the universe 
of "data-defined persons," that is, 
those people with at least two 
items reported in the census. Valid 
people with no or only one item 
reported are excluded. These 
rates, therefore, understate the 
true level of item nonresponse. 

Nonresponse rates for the 100 per-
cent items in Census 2000 were 

Table A. 

fairly low overall, ranging from 1.1 
to 4.1 percent. As could be 
expected, the nonresponse rates 
among households that mailed 
back their forms, called self 
respondents, were generally better 
than for households whose forms 
were completed by an enumerator 
(enumerator returns.) The largest 
differences between self and enu
merator forms were for the items 
on tenure (owner/renter) and on 
age. For tenure, the placement of 
the question on the form, especial
ly the long form, may have con
tributed to enumerators not asking 
the question. For age, enumera
tors were instructed to ask only 
the date of birth question, rather 
than both age and date of birth, in 
many instances. The calculation of 
nonresponse for this evaluation 
considered only the age item, not 
date of birth. One question, the 
item on Hispanic origin, had slight
ly better response on enumerator 
forms than on self response forms. 
One might speculate that some 
respondents did not understand 
the difference between Hispanic 
origin and race, whereas enumera

tors were trained to ask both ques
tions. 

In comparing item nonresponse 
levels between short and long 
form questionnaires, the problem 
with the long form placement of 
the tenure question (after all the 
questions for persons in the house-
hold) is obvious. When considering 
both form type and response 
mode, one sees that self response 
long forms had somewhat better 
response levels to the sex, 
Hispanic origin and race questions 
than did self response short forms. 

This relationship may need more 
analysis, especially by whether the 
respondent was a household mem
ber or a proxy. 

Major recommendations from the 
study on nonresponse include the 
following. 

• 	Clarify training for interview
ers/enumerators on whether it 
is necessary to ask both age 
and date of birth. 

• 	Test improved form design and 
question placement to avoid 
problems like the placement of 

100 Percent Item Nonresponse Rates by Form Type and Response Mode: Census 2000 

Short Long Self Enumerator 
Item Form Form Response Response 

Total (SF) (LF) (Self) (Enum) SF Self SF Enum LF Self LF Enum 

Relationship . . . . . .  1.3 1.3 1.7 1.1 2.1 1.0 2.1 1.4 2.2 
Sex . . . . . . . . . . . . . .  1.1 1.2 1.0 0.9 1.7 1.0 1.7 0.5 1.9 
Age. . . . . . . . . . . . . .  3.7 3.7 4.1 1.9 8.8 1.9 8.9 1.9 8.4 
Hispanic origin . . . .  3.1 3.1 3.2 3.2 2.7 3.3 2.6 3.1 3.2 
Race. . . . . . . . . . . . .  2.9 3.0 2.6 2.8 3.2 3.0 3.1 2.3 3.4 
Tenure . . . . . . . . . . .  4.1 3.1 9.6 2.6 8.8 2.1 6.3 5.7 17.8 

Source: Evaluation report B.1.b, Analysis of Item Nonresponse Rates for the 100 Percent Housing and Population 
Items from Census 2000. 

U.S. Census Bureau Content and Data Quality in Census 2000 15 



the tenure question and the 
effect that placement had on 
nonresponse. 

7.2 100 percent item 
imputation rates 

There are three components of 
imputation for Census 2000-substi-
tution, assignment, and allocation. 
These are analyzed in the report, 
Census 2000 Evaluation B.1.a, 
Analysis of Imputation Rates for 
the 100 Percent Person and 
Housing Unit Data Items from 
Census 2000. The effects of sub
stitution, which are not reflected in 
the analysis of individual data 
items in the B.1.a report, occurs 
when the census process obtained 
no usable data for a household. In 
these cases, an entire set of char
acteristics from a neighboring 
household was "substituted" for 
the missing values. This occurred 
for 1.5 million households and 3.4 
million people or 1.3 percent of 
the total household population in 
2000. By definition, the substitu
tion rate doesn't vary by item since 
each item is imputed when a sub
stitution occurs. For the remaining 
portion of this report, imputation 
will refer only to assignments and 
allocations. 

As expected, the pattern of impu
tation among the 100 percent 
questions/items varied in a man
ner similar to nonresponse rates. 
Imputation rates and nonresponse 
rates, however, are not strictly 
comparable for several reasons. 
First, some apparent responses are 
not valid answers and, therefore, 
are treated as blanks in the impu
tation process. Also, there are dif
ferences in the universes used to 
calculate the two rates. The uni
verse for nonresponse rates 
includes only "data defined peo
ple," those people with at least two 
characteristics reported. The uni
verse for imputation rates 

includes, in addition, people in 
non-substituted households who 
had no or only one reported char
acteristic. As a result of these dif
ferences, the imputation rates in 
Table B are larger than the item 
nonresponse rates in Table A. 

Imputation rates (including assign
ments and allocations) ranged 
from a low of 2.0 percent for sex 
to 5.1 percent for age and 5.5 per-
cent for tenure. Assignments 
occur when a response for an item 
is missing but the value can be 
determined by other information 
reported for that person. 
Assignments were an important 
component of the imputation rate 
for age (assigned from date of 
birth) and for sex (assigned from 
name.) 

Short form items had somewhat 
lower imputation rates than the 
same items on census long forms, 
except that the race item had 
slightly higher imputation on short 
forms. The biggest difference 
between short and long form 
imputation rates was for the tenure 
item (3.7 percent vs. 13.2 percent). 
As mentioned above, it is likely 
that the placement of this housing 
question after all the person ques
tions on the long form contributed 
to the rather high rate of imputa
tion. 

Except for the question on 
Hispanic origin, self response 
questionnaires had lower imputa
tion rates than enumerator filled 
questionnaires. As mentioned in 
the analysis of nonresponse rates, 
it is possible that respondents 
occasionally left blank the Hispanic 
origin question when they did not 
consider it relevant to them. This 
was the case to a greater extent in 
the 1990 Census when the ques
tion on Hispanic origin followed 
the question on race. The order 
was reversed in Census 2000 to 

reduce the level of nonresponse on 
Hispanic origin. 

Not surprisingly, imputation rates 
on English language forms in gen
eral were lower than the rates on 
the forms in other languages. 
Households completing the non-
English forms were presumably 
recent immigrants or others with 
difficulty in English and possibly 
difficulty with understanding the 
census itself. It is noteworthy, 
however, that Korean language 
forms had relatively low imputa
tion rates for most items. 

Households who owned their 
homes had lower imputation rates 
than renters. For questionnaires 
completed by enumerators, those 
with a household respondent had 
lower imputation rates than those 
with a non-household proxy 
respondent. 

Questionnaires received via the 
Internet (classified as self 
response) or Telephone 
Questionnaire Assistance (TQA) 
(classified as enumerator response) 
had quite low imputation rates. 
These types of response required a 
proactive effort on the part of the 
household and, therefore, are likely 
to reflect a segment of the popula
tion highly motivated to participate 
in the census. On the other end of 
the scale, forms completed in oper
ations designed to enumerate 
some of the most difficult to reach 
households had relatively high 
imputation rates. 

These operations include the Be 
Counted campaign and coverage 
improvement followup (CIFU) oper
ations that occurred later in the 
census process. 

This same pattern of relative coop
eration and level of imputation is 
seen when imputation rates are 
viewed by the check-in date of the 
questionnaire. The earlier a mail 
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Table B. 
100 Percent Item Imputation* Rates by Form Type, Response Mode, and Household/Proxy 
Response: Census 2000 

Enumerator Enum 
Item Short Long Self Response Household Enum Proxy 

Total Form Form Response (Enum) Filled Respondent Respondent 

Relationship . . . . . . . . . . . .  2.6 2.5 3.2 2.0 4.1 3.3 9.1 
Sex . . . . . . . . . . . . . . . . . . . .  2.0 2.0 2.1 1.7 2.8 2.2 6.1 
Age. . . . . . . . . . . . . . . . . . . .  5.1 5.0 5.7 3.0 10.9 6.7 42.7 
Hispanic origin . . . . . . . . . .  4.4 4.3 4.6 4.5 4.1 2.6 11.6 
Race. . . . . . . . . . . . . . . . . . .  4.0 4.0 3.8 3.8 4.3 2.5 11.0 
Tenure . . . . . . . . . . . . . . . . .  5.5 3.7 13.2 3.0 12.2 7.3 30.1 

* Imputation refers to assignments and allocations. 

Source: Evaluation report B.1.a, Analysis of Imputation Rates for the 100 Percent Person and Housing Unit Data Items from Census 
2000. 

Table C. 
100 Percent Item Imputation* Rates by Tenure, Form Language, and Selected Form Source: 
Census 2000 

Other 
Item English Language Self Be Enumerator Remote 

Own Rent Form Form Total Internet Counted Total TQA CIFU Alaska 

Relationship . . . . . .  2.1 3.5 2.5 3.6-10.1 2.0 1.3 18.0 4.1 2.9 6.3 12.6 
Sex . . . . . . . . . . . . . .  1.7 2.6 1.9 2.4-7.1 1.7 1.2 7.8 2.8 0.5 4.3 12.2 
Age. . . . . . . . . . . . . .  4.1 7.2 5.0 3.0-10.3 3.0 1.5 9.2 10.9 2.9 21.6 15.3 
Hispanic origin. . . .  3.9 5.5 4.3 7.1-20.7 4.5 3.0 12.5 4.1 1.7 6.7 12.7 
Race. . . . . . . . . . . . .  3.3 5.5 3.8 1.8-17.5 3.8 3.3 11.7 4.3 2.2 6.3 12.0 
Tenure . . . . . . . . . . .  X X 5.2 4.8-26.7 3.0 1.4 3.6 12.2 0.8 22.8 3.7 

*Imputation refers to assignments and allocations.


Source: Evaluation report B.1.a,Analysis of Imputation Rates for the 100 Percent Person and Housing Unit Data Items from Census

2000. 

return form was received, the 

lower the level of imputation. 

Overall, 88.1 percent of the non-

substituted household population 

had no imputation in any of the 

five population items and 97.3 per-

cent had none or only one item 

imputed. The key recommenda

tions from the imputation study 

include the following. 

• 	Test whether encouraging use of 

the Internet and telephone to 

respond to the census would be 

effective and result in quality 

improvements. Additional infor

mation about these response 

modes can be found in the 

Response Rates and Behavior 

Analysis Topic Report. 

7.3 Sample item imputa
tion rates 

The summary tables of quality 

measures in the Appendix of this 

report show allocation rates for 

both 100 percent and sample 

items from tabulations prepared 

at the request of the National 

Academy of Sciences, Committee 

on National Statistics. In addition 

to the rates for Census 2000, the 

tables show rates for the 1990 

Census and Census 2000 based on 

a comparable set of definitions, 

and rates from the Census 2000 

Supplementary Survey. The meas

ures are called "allocation rates" 

since "assignments" are not includ

ed. 

Only a few sample items had lower 

allocation rates in Census 2000 

than in 1990. These include lan

guage spoken at home, ability to 

speak English, migration (place 

level), length of service in the 

Armed Forces, and year structure 

built. For the item length of serv

ice, there was a question design 

revision for Census 2000 designed 

to improve response and hence 

lower the allocation rate. This 

seems to have worked. For migra

tion-place level, one might assume 

there were improvements in the 

coding operations. 

Many sample items in Census 

2000 had at least double the rate 

of allocation that occurred in the 

1990 Census. A listing of these 

items follows. 

U.S. Census Bureau Content and Data Quality in Census 2000 17 



Sex

Age

Race

Marital status

Work Disability

Employment status

Vehicle occupancy

Wage or salary income

Interest or dividend income

Social Security income

SSI/public assistance income

Retirement income

Other income

Tenure

Units in structure

Year moved in

Number of rooms

Plumbing facilities

Telephone availability

Heating fuel

Vehicles available

Business on property

Cost of electricity, gas,


water/sewer 
Monthly rent 
Mortgage and mortgage payment 
Second mortgage and payment 
Real estate taxes 
Insurance 
Value of home 

There were procedural changes 
between 1990 and 2000 that pre
sumably affected the sample allo
cation rates. For example, the 
questionnaire in Census 2000 had 
room for reporting the characteris
tics of six household residents, as 
compared to seven residents in 
1990. Since it was often difficult 
to obtain the information for addi
tional household members in large 
households, this increased the 
imputation level to some extent. 

Also, in the 1990 Census there was 
a procedure in which census enu
merators telephoned households 
whose sample questionnaires had 
insufficient information. This oper
ation was not conducted in Census 
2000. 

7.4 Comparison of 
allocation rates between 
the Census 2000 sample 
and the Census 2000 
Supplementary Survey 
(C2SS) 

The C2SS was included as part of 
Census 2000 to determine whether 
an independent sample survey (the 
American Community Survey or 
the ACS) with essentially the same 
content as the census sample form 
could be accomplished successful
ly during the same time period as 
the census itself. As a result, we 
have measures of the data quality, 
in terms of allocation rates, that 
can be compared between the 
Census 2000 sample and the C2SS. 

One would expect the quality of 
the C2SS data to be better than the 
Census 2000 sample data since the 
exclusive focus of the C2SS and 
the ACS is to provide high quality 
measures of social, economic, and 
housing variables needed by feder
al, state and local governments. 
This expectation was realized in 
terms of allocation rates. Only the 
items listed below had Census allo
cation rates the same as or lower 
than the C2SS rates. 

Hispanic origin (3.6 percent in 
both) 

Migration: 
State (8.6 percent in census; 
14.0 percent in C2SS) 

County (8.6 percent in census; 
14.5 percent in C2SS) 

Place (8.8 percent in census; 
14.9 percent in C2SS) 

Responsible for grandchild (15.3 
percent in census; 17.6 percent in 
C2SS) 

Months responsible (17.8 per-
cent in census; 19.7 percent in 
C2SS) 

Period of service in Armed Forces 
(9.8 percent in census; 13.4 per-
cent in C2SS) 

Year structure built (11.7 percent 
in census; 13.4 percent in C2SS) 

The positive results from the 
American Community Survey meth
ods are encouraging since the 
plans for the 2010 census include 
using the American Community 
Survey data in place of the census 
sample long form. 

7.5 Results from the 
Content Reinterview Survey 

The purpose of this Census 2000 
evaluation study was to measure 
the consistency of response to 
questions. This was accomplished 
by completing a survey of census 
respondents that re-asked the sam
ple or long form questions thereby 
allowing the calculation of a meas
ure of response variance called the 
index of inconsistency. The lower 
the value of the index the more 
consistent were respondents' 
answers to the question and the 
more confidence users can have in 
the resulting statistics. A general 
guideline used to categorize levels 
is that index values less than 20 
historically have been considered 
as low, between 20 and 50 as 
moderate, and over 50 as high. 

Response variance can result from 
a number of factors, but high 
measures of variability usually 
indicate that the question needs 
improvement, the concept is diffi
cult to measure in a survey setting 
that is primarily self response, 
and/or that the respondent was 
unable to provide the information 
desired. Also, the index of incon
sistency is sensitive to the amount 
of detail the question is designed 
to obtain. The finer the detail and 
the greater number of categories, 
the more likely is a high measure 
of response variance. 

Apparent response variance can be 
partially attributed to differences in 
census and CRS methods and limi-
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tations in the CRS methodology. 
Of special note is that Census 
2000 had a large mail back 
component whereas the CRS was 
conducted entirely through inter-
viewing, either face-to-face or by 
telephone. The questions on per
sonal characteristics were asked in 
the CRS of only one person in each 
household. Only 48 percent of the 
CRS respondents were the same 
self respondents who had 
answered the census. Twenty per-
cent of the cases were the same 
proxy respondent in the CRS and 
census. Thus, 32 percent of the 
CRS respondents were different 
from the persons who responded 
in the census. Many of the differ
ences in census and CRS methods 
that limited the 2000 results were 
also present in 1990. 

The CRS used unedited and unallo
cated data in all analysis except for 
the race and Hispanic origin items 
where there was minimal editing 
prior to analysis. 

The initial sample for the CRS was 
30,000 persons, and 20,000 inter-
viewed persons were included in 
the final results. Three quarters of 
the CRS sample had mailed back 
their Census 2000 long form. This 
is a high percentage compared to 
the general response to the Census 
2000 long form. The CRS inter-
views were conducted fairly close 
to the census operations and the 
number of completed interviews 
exceeded expectations. 

Among the long form items asked 
of each person in the census 
household and included in the CRS, 
the index of inconsistency values 
were relatively high (over 50) for 
more than one third of the items. 
For housing questions, index val
ues were over 50 for close to half 
the items. (See table 2 on 
Summary of Quality Measures in 
the Appendix.) 

The questions on whether the per-
son was responsible for the care of 
a grandchild living in the home 
and, if so, the number of months 
responsible had rather high index
es of inconsistency (46.1 for the 
former and 53.7 for the latter). 
This series of questions was added 
to Census 2000 at a late date with-
out the benefit of testing. If the 
topic is to be included in the 
future, testing will be needed to 
attempt to improve the results. 

Some questions with extensive and 
critical government uses had 
rather high measures for the index 
of inconsistency and/or increases 
in the index value over the 1990 
Census content reinterview study. 
For instance, the race question had 
an index of 23.1, an increase over 
the 1990 index of 16.3. Since 
2000 was the first census to allow 
reporting of more than one race, 
this may be part of the reason for 
this increase. Also, the question 
on ability to speak English, asked 
of persons who speak a non-
English language at home, had a 
high index of inconsistency in both 
2000 and 1990. This may be part
ly because of the subjective nature 
of the question. 

Some items of potential concern 
reflect the attempt to measure 
"rare occurrences." For example, 
some types of income show high 
indexes of inconsistency. When 
the receipt of income from a less 
common source like public assis
tance is associated with any dis
crepancy in reporting between the 
census and the CRS, this tends to 
inflate the value of the index more 
than would be true for more com
mon income sources like wages 
and salaries. The same is true for 
items on whether a housing unit 
has complete plumbing facilities 
and complete kitchen facilities 
(since it is relatively rare not to 
have these.) 

Census questions that measure a 
current status, like school enroll
ment, have less response variance 
than questions that require recall, 
like educational attainment. This 
might also be true for employ
ment, but the CRS couldn't meas
ure current employment since the 
reference period of "last week" 
could not be replicated in the CRS 
interview. 

Other patterns that may be more 
broadly applicable to self response 
survey design were also observed. 
Subjective or opinion questions, 
such as some parts of the series 
on disability and the question on 
ability to speak English, have rela
tively high response variability. 
Also, questions associated with 
memorable events (like military 
service during a period of war) are 
reported more consistently than 
similar questions about less memo
rable dates (peacetime military 
service). Finally, questions with 
which the public may have privacy 
concerns (for example, types of 
income) tend to have high 
response variability. 

Key recommendations from the 
Content Reinterview Survey include 
the following: 

1. Use cognitive experts as part of 
the testing of revised questions 
for new and/or troublesome 
topics, that is, those with high 
response variance. 

2. Include a reinterview program 
as part of the American 
Community Survey to allow a 
continuing evaluation tool. 

3. Use separate yes/no questions 
for each response category 
when the respondent can select 
more than one category. An 
example is the period of military 
service question in Census 
2000. 
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4. Review and test the respondent 

instructions for problematic 

questions. The CRS report 

specifically mentions the ques

tion on Hispanic origin. 

5. Determine characteristics related 

to high inconsistency measures 

and perform multivariate analy

sis with respect to these charac

teristics in the attempt to devel

op better ways to ask the 

questions. 

6. Issue guidance to users on the 

types of uses to avoid for ques

tions with high levels of incon

sistency. For instance, data 

from such questions probably 

should not be used for small 

areas or in detailed cross tabula

tions with other variables. 

7. Consider not publishing detail 

from questions with high vari

ability. For example, the ques

tions on type of income may be 

useful for determining total 

income but they may not be 

appropriate to use as individual 

data items. 

8. If research and testing cannot 

improve the question design, 

consider whether some ques

tions with persistent high 

response variability should be 

dropped from the census/ACS. 

9. Investigate whether records on 

such topics as utility costs and 

real estate taxes could be sub

stituted for or used to supple

ment direct inquiry. 

10. Research whether modeling in 

conjunction with independent 

records might be an appropriate 

way of providing improved data 

on some topics such as second 

mortgage payment and insur

ance payment. 

7.6 Summary assessment 
of quality measures 

The summary tables in the 
Appendix display information on 
allocation rates for Census 2000, 
the 1990 Census, and the Census 
2000 Supplementary Survey, plus 
information on response variability 
(index of inconsistency) from the 
Content Reinterview Studies asso
ciated with Census 2000 and the 
1990 Census. It is included to pro-
vide readers with an easy reference 
to the basic quality measures asso
ciated with census data items, 
especially the sample or long form 
items. To those planning the 2010 
census, questions with serious 
quality problems signal the need 
for further work in question 
design, procedures or concept clar
ification. To users of Census 2000 
data, quality problems should be a 
warning to use data from these 
items with caution. 

Following is a list of the items with 
two poor quality measures, that is, 
allocation rates above 10 percent 
and indexes of inconsistency over 
50. 

• Work disability 

• 	Months responsible for 
grandchild 

• Weeks worked 

• 	Income receipt 
interest or dividend 
public assistance 
other income 

•Income amount 
Social Security 
Supplemental Security 
public assistance 

• Agricultural sales 

• Cost of electricity 

• Cost of gas 

• Second mortgage/payment 

• Insurance payment 

• Value of home 

• Mobile home cost 

Several additional items have quite 

high indexes of inconsistency but 

have allocation rates less than 10 

percent. 

• Ability to speak English 

• 	Disability, mental 

self-care 

mobility 

• Selected periods of service 

• Number of rooms 

• Plumbing facilities 

• Kitchen facilities 

• Telephone available 

• Business on property 

Finally, the following items had 

fairly substantial increases from 

1990 to 2000 in the level of the 

index of inconsistency. 

• Hispanic origin 

• Race 

• Educational attainment 

• Ancestry 

• Language spoken at home 

• 	Disability 

mobility 

work 

• Veteran status 

• Tenure 

• Plumbing Facilities 

• Vehicles available 

• Business on property 

• Agricultural sales 
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7.7 Validation against 
external benchmarks 

The Census 2000 auxiliary assess
ment that compares employment, 
income, and poverty estimates 
between Census 2000 and the 
Current Population Survey contains 
the only information available on 
comparisons to external bench-
marks at the time this report was 
prepared. 

The Current Population Survey 
(CPS) is conducted by the Census 
Bureau in partnership with the 
Department of Labor, Bureau of 
Labor Statistics (BLS) to provide 
official monthly estimates of 
employment and unemployment at 
the national and state levels and 
official annual measures of pover
ty. Since the survey is designed 
specifically for these purposes, the 
resulting measures are considered 
standards against which Census 
2000 results are compared. 

As historically has been true, the 
census estimate of employment 
was five percent lower than the 
comparable CPS estimate. 
However, the number of unem
ployed persons measured in 
Census 2000 was 50 percent high
er than the CPS estimate (7.9 mil-
lion versus 5.2 million) and the 
unemployment rate in the census 
was 2.1 percentage points higher. 
Before the 1990 census, the CPS 
traditionally measured higher 
unemployment than the census. 
Although the 1990 census had 
higher unemployment measures 
than the CPS, the gap widened 
greatly in 2000. This occurred in 
spite of changes to the Census 
2000 employment status questions 
designed to narrow the differences 
with the CPS. The Census Bureau 
and the BLS are continuing to 
examine the differences and poten
tial contributing factors. 

The CPS measures of income and 
poverty are based on a more 
detailed series of questions than in 
Census 2000 and the CPS is con
ducted in an interview setting with 
experienced interviewers. The 
income measures from the CPS are, 
therefore, expected to be more 
complete. However, Census 2000 
measured a significantly higher 
median household income than did 
the CPS. The same was true of the 
median income measures for fami
lies, married-couple families, and 
families with a female householder 
and no spouse present. For fami
lies with a male householder and 
no spouse present, the Census 
2000 median income measure was 
lower than the CPS. Again, these 
findings require more study. 

Poverty measures in Census 2000 
and the CPS were relatively consis
tent, at 12.4 percent and 11.9 per-
cent, respectively. Also encourag
ing was the fact that the Census 
2000 Supplementary Sample meas
ure of poverty was 12.2 percent. 

7.8 Indicators of coding 
quality 

Several of the items in Census 
2000 were answered at least in 
part by narrative responses that 
had to be translated into a code 
that classified the responses into 
categories for tabulation. The 100 
percent items on race and Hispanic 
origin had a relatively small num
ber of narrative or write in 
responses, whereas all responses 
were narrative for the sample 
questions on ancestry, language 
spoken at home, place of birth, 
place of work, industry and occu
pation. Although there were no 
formal studies of these coding 
operations available at the time 
this report was prepared, there is 
some analysis presented by 
Census Bureau staff at professional 
association meetings and in inter

nal memoranda. This information 
is summarized here. 

The assignment of codes to narra
tive responses in the race (includ
ing American Indian tribe), 
Hispanic origin, and ancestry ques
tions was accomplished in a multi-
phase operation. First, responses 
were matched via computer to a 
set of dynamic coded master files, 
containing write in responses that 
had been coded, from the 1990 
Census and ongoing survey work 
in the American Community 
Survey. Write in responses from 
Census 2000 were matched 
against these master files and, if a 
match was found, the response 
was automatically coded. If the 
write in response could not be 
coded automatically, the response 
was sent to expert coders who had 
additional reference materials. The 
expert or clerical coding operation 
was subjected to quality assurance 
procedures designed to provide 
feedback to the expert coders dur
ing the process. The documenta
tion of the coding process men
tions some problems in the coding 
operations, but there is no quanti
tative assessment of any error 
resulting from the problems. One 
problem noted was that some of 
the cases assigned a status 
"uncodeable" early in the process 
probably could have been coded 
later when the learning curve had 
progressed. Also, errors discov
ered in the master files could not 
be corrected during the coding 
process. 

The procedures to assign codes to 
the industry and occupation 
responses began with an automat
ed coding system using a database 
from the National Institute of 
Occupational Safety and Health, 
supplemented by coded responses 
from the American Community 
Survey. This database was validat
ed by expert review. It assigned 
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codes to 59 percent of the industry materials. These coders could The early results showed that the

responses and 56 percent of the "refer" to a group of expert coders code assigned to the census record

occupation responses. The accura- any cases they could not code. was a "minority code" of the three

cy levels were 94 and 92 percent, There was a quality assurance codes assigned in 13 percent of

respectively. Responses that process with adjudication on the industry cases and 16 percent of

could not be coded by the auto- clerical coding. This process occupation cases.

mated system were sent to clerical involved independent assignment

coders with automated reference of codes by two additional coders.
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8. Recommendations/Conclusions 

In general, the evaluations show 
the Census 2000 data are of rea
sonably high quality. However, 
improvements should be pursued 
through the use of the American 
Community Survey as an integral 
part of 2010 Census planning and 
through other innovations. The 
recommendations that follow com
prise a subset of the recommenda
tions from the individual evalua
tion reports plus additional 
recommendations based on the 
tabulations on sample data alloca
tion prepared for the National 
Academy of Sciences. They are 
grouped into three categories for 
ease of reference. 

Data Collection Operations and 
Procedures 

• 	Continue with plans to use the 
American Community Survey 
(ACS) to obtain sample data in 
place of a long form in the 2010 
Census, assuming that continu
ing studies of data quality yield 
acceptable results. 

• 	Test whether increased use of 
the Internet and telephone 
response would encourage 
greater self response and yield 
quality improvements. 

• 	Include an evaluation project, 
like content reinterview, as part 
of the American Community 
Survey program to allow contin
uing measures of quality. 

• 	Investigate whether records on 
such topics as utility costs and 
real estate taxes could be sub
stituted for or used to supple
ment direct inquiry. 

• 	Research whether modeling 
might be a useful way of 
improving data on some topics 
such as second mortgage pay
ment and insurance payment. 

Questionnaire Design and Testing 

• 	Test form design and question 
placement to avoid problems 
like the placement of the tenure 
question and the effect that 
placement had on item nonre
sponse. 

• 	Use cognitive experts as part of 
the testing of revised questions 
for new and/or troublesome 
topics. 

• 	Use separate yes/no questions 
for each response category 
when the respondent can select 
more than one category. An 
example is the period of military 
service question in Census 
2000. 

• 	Review and test the respondent 
instructions for problematic 
questions. The Content 
Reinterview Report specifically 
mentions the question on 
Hispanic origin. 

• 	Determine characteristics relat
ed to high inconsistency meas
ures and perform multivariate 
analysis with respect to these 
characteristics in the attempt to 
develop better ways to ask the 
questions. 

• 	For the items with serious quali
ty problems noted in section 7.6 
conduct additional research and 
testing to determine whether 
the ACS procedures provide 
improved data or whether ques

tion design and/or concept clari
fication improvements are need
ed. 

• 	The Census Bureau and the BLS 
should continue work on the 
employment and unemployment 
questions to be included in the 
American Community Survey to 
ensure they complement the BLS 
program on local area unem
ployment statistics. 

User Guidance 

• 	Issue guidance to users on the 
types of uses to avoid for ques
tions with high levels of incon
sistency. For instance, data 
from such questions should 
probably not be used for small 
areas or in detailed cross tabula
tions with other variables. 

• 	Consider not publishing detail 
from questions with high vari
ability. For example, the ques
tions on type of income may be 
useful for determining total 
income but they may not be 
appropriate to use as individual 
data items. 

• 	Continue to study the differ
ences between the Census 2000 
and the CPS measures of 
employment and income and 
provide findings to users. 
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Appendix 

Table 1. 
Summary of Quality Measures for Populations Items: Census 2000 and 1990


Allocation CRS Index of CRS Index of
Person Item (Sample Rate for Census 2000 Inconsistency, Inconsistency,
Household Population) Census 2000 C2SS (1990 defn) 1990 Census Census 2000 1990 Census


Relationship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.3 1.6 2.7 1.9 X X

Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.9 0.5 1.6 0.8 1.7 X

Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.6 2.4 2.6 0.9 7.8 X

Hispanic origin. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.6 3.6 4.0 3.4 17.2 12.2

Race . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2 2.4 3.2 1.1 23.1 16.3

Marital Status . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.2 1.8 3.4 0.9 5.8 X

School enrollment . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 4.0 6.2 4.2 13.5 17.3

Grade attending . . . . . . . . . . . . . . . . . . . . . . . . . .  9.0 5.5 X X 9.0 X

Educational attainment . . . . . . . . . . . . . . . . . . . .  7.2 4.8 7.2 4.5 36.5 32.3

Ancestry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  119.3 X X 111.7 30.7 26.5

Speaks non-English language . . . . . . . . . . . . . .  5.2 4.3 5.8 4.8 22.7 26.9

Language spoken . . . . . . . . . . . . . . . . . . . . . . . . .  11.4 8.9 11.4 11.9 17.9 5.2

English ability . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.6 6.0 7.6 8.5 59.5 60.3

Place of birth . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9.2 6.4 9.2 5.1 3.2 4.9

Citizenship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.8 0.5 5.2 4.2 9.8 10.9

Year of entry . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14.7 7.8 14.7 8.9 18.9 23.0

Mobility status . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5.8 4.0 8.6 5.2 22.2 X

Migration:

State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.6 14.0 8.6 5.7 4.4 X

County . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.6 14.5 8.6 7.5 4.4 X

Place. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.8 14.9 8.8 9.6 X X


Disability:

Sensory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.9 5.0 X X 47.2 X

Physical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.6 5.2 X X 42.0 X

Mental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.5 4.7 X X 54.4 X

Self-Care . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.9 4.8 7.9 5.8 51.7 73.6

Mobility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9.9 5.6 10.0 5.1 64.5 47.1

Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11.4 5.9 11.4 4.0 80.5 43.0-45.7


Grandchildren in home (persons 15+) . . . . . . .  4.5 3.4 X X 25.8 X

Responsible for grandchild . . . . . . . . . . . . . . . . .  15.3 17.6 X X 46.1 X

Months responsible . . . . . . . . . . . . . . . . . . . . . . .  17.8 19.7 X X 53.7 X

Veteran status . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.5 4.7 7.5 4.8 18.7 8.5


Period of service. . . . . . . . . . . . . . . . . . . . . . . . . .  9.8 13.4 10.3 6.1 27.8-93.0 23.4-93.7

Length of service . . . . . . . . . . . . . . . . . . . . . . . . .  9.1 6.7 9.1 17.5 41.6 58.8

Employment Status . . . . . . . . . . . . . . . . . . . . . . .  11.1 6.0 11.1 3.8 X X

Place of work:

State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9.7 5.8 9.7 7.2 X X

County . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10.1 6.2 10.1 7.9 X X

Place. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10.6 6.7 10.6 9.7 X X


Means of transportation. . . . . . . . . . . . . . . . . . . .  7.6 4.6 8.2 4.6 X X

Vehicle occupancy . . . . . . . . . . . . . . . . . . . . . . . .  10.0 5.8 10.0 4.9 X X

Time left home . . . . . . . . . . . . . . . . . . . . . . . . . . .  15.0 11.3 15.8 10.8 X X

Travel time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11.8 8.7 12.3 6.9 X X

Industry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14.9 9.4 15.2 8.0 X X

Occupation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14.9 9.5 16.1 9.1 X X

Class of worker . . . . . . . . . . . . . . . . . . . . . . . . . . .  17.0 8.3 17.6 9.0 X X

Work last year . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9.4 X 13.6 13.5 24.3 45.9

Weeks worked. . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.3 9.6 20.2 14.7 57.5 56.8

Usual hours worked . . . . . . . . . . . . . . . . . . . . . . .  17.4 9.1 18.1 14.5 34.3 40.1

Personal Income 3


Wage/salary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  20.0 16.4 20.0 10.0 21.2,48.0 X

Self-employment . . . . . . . . . . . . . . . . . . . . . . . . . .  9.9 6.3 9.9 6.4 44.4,45.3 X

Interest, dividend . . . . . . . . . . . . . . . . . . . . . . . . .  20.8 13.3 20.8 8.1 58.0,44.7 X

Social Security . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.3 11.7 19.3 8.0 13.4,60.4 X

Supplemental Security . . . . . . . . . . . . . . . . . . . . .  19.0 10.2 19.0 47.5 48.2,55.6 X

Public Assistance . . . . . . . . . . . . . . . . . . . . . . . . .  18.2 10.5 18.2 4 53.9,61.7 X

Retirement, pension . . . . . . . . . . . . . . . . . . . . . . .  18.8 11.0 18.8 7.7 36.8,42.0 X

Other income. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18.3 10.6 18.3 7.6 60.7,49.6 X

All income allocated . . . . . . . . . . . . . . . . . . . . . . .  24.5 20.0 24.5 11.7 X X

Some income Allocated. . . . . . . . . . . . . . . . . . . .  29.7 23.9 29.7 13.4 X X


X means not applicable 

1Since imputed values were not allocated for blank ancestry items, this represents a nonresponse rate rather than an allocation rate. It 
also includes as nonresponse persons whose response could not be classified into an ancestry category. 

2Each period of service was analyzed separately. The numbers reflect the range of values across all periods of service. 
3The first number represents the index of inconsistency for receipt of the income type; the second number represents the index for the 

dollar amount. 
4In the 1990 census, the receipt and amount of Supplemental Security Income and public assistance income were collected as a com

bined category. 
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Table 2. 
Summary of Quality Measures for Housing Items: Census 2000 and 1990


Allocation CRS Index of CRS Index ofHousing Item (Sample Rate for Census 2000 Inconsistency, Inconsistency,Household Population) Census 2000 C2SS (1990 defn) 1990 Census Census 2000 1990 Census 

Tenure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3 1.4 8.0 1.4 19.4 13.3 
Units in structure . . . . . . . . . . . . . . . . . . . . . . . . . .  4.4 1.4 4.4 1.6 20.8 21.9 

Year built . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11.7 13.4 11.7 23.0 29.3 40.6

Year moved in . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 3.7 6.2 2.9 21.2 X

Rooms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 2.6 6.2 0.4 57.1 X

Bedrooms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.9 4.2 10.2 7.5 20.4 X

Plumbing facilities . . . . . . . . . . . . . . . . . . . . . . . . .  3.4 1.0 3.4 1.7 85.2 53.8

Kitchen facilities . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4 0.9 3.4 1.8 75.8 X

Telephone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3 1.0 4.3 1.9 54.7 X

Heating fuel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.4 2.1 7.4 2.9 17.7 14.0

Vehicles available . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 1.6 6.2 2.2 37.1 32.1

Business on property . . . . . . . . . . . . . . . . . . . . . .  8.2 2.8 8.2 2.4 65.8 50.0

Lot size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10.6 3.6 X X 20.9 27.8

Agricultural sales . . . . . . . . . . . . . . . . . . . . . . . . . .  14.3 4.7 14.3 13.7 52.0 41.7

Cost: Electricity . . . . . . . . . . . . . . . . . . . . . . . . . . .  17.1 6.9 18.5 5.5 68.8 X

Gas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23.9 11.5 24.7 10.7 54.9 X

Water/sewer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.6 8.3 21.8 7.3 43.8 X

Other fuel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28.7 13.4 31.9 17.5 46.0 X

Monthly rent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15.6 5.3 15.6 1.3 23.2 34.7

Meals in rent. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.9 4.5 7.9 5.1 38.2 71.6

Mortgage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.0 2.0 18.6 5.7 17.2 X

payment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.6 10.1 22.4 5.5 27.6 X


Second mortgage . . . . . . . . . . . . . . . . . . . . . . . . .  11.8 X 16.0 5.1 48.6 X

payment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23.9 18.9 23.9 8.1 93.7 X


Real estate taxes. . . . . . . . . . . . . . . . . . . . . . . . . .  32.0 20.8 32.0 12.2 118.6,44.0 X

Insurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  36.6 24.5 36.6 16.8 126.6,65.6 X

Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  13.3 9.7 13.3 3.3 59.1 X

Mobile home costs . . . . . . . . . . . . . . . . . . . . . . . .  63.5 37.8 63.5 41.8 260.6,82.2 X


X means not applicable. 

1The first number represents the index of inconsistency for whether real estate taxes and insurance premiums were included with mort
gage payments; the second number represents the index for the amount of such payments. 

2The first number represents the index of inconsistency for having an installment loan or contract on the mobile home; the second num
ber represents the index for the dollar amount. 
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: www.census.gov/pred/www/. 
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1. Background 

1.1 Introduction 

This Coverage Improvement topic 
report identifies and describes the 
decennial operations and programs 
from Census 2000 that substantially 
influenced census coverage, i.e., 
they contributed to adding or sub
tracting persons or housing units to 
the census count. This report will 
cover these operations which began 
about a month before Census Day 
(April 1, 2000) with the delivery of 
questionnaires in the Update/Leave 
(U/L) operation, and continued with 
subsequent operations such as the 
Be Counted Campaign and the later 
followup operations of Nonresponse 
Followup (NRFU) and Coverage 
Improvement Followup (CIFU). 
Drawing from the results of some 
thirty Census 2000 evaluations, we 
will summarize the relative contri
bution of more than fourteen care-
fully orchestrated operations to 
decennial census coverage. 
However, we will not treat the vari
ous address listing or address build
ing operations that took place 
before the actual decennial enumer
ation; these are discussed in the 
Address List Development Topic 
Report. 

1.2 Historical perspective 
of census undercount and 
coverage improvement 

To add depth to the evaluation of 
decennial coverage improvement, 
we have included a general back-
ground discussion of census under-
count. It is only through some 
basic notion of overall coverage 
that the reader can assess not only 
where we are in terms of coverage 
improvement, but more importantly, 

where we might want to go in the 
future. 

Censuses before 2000 have all been 
plagued by chronic undercount, and 
particularly by differential under-
count of specific minority popula
tions and other subgroups such as 
renters, males, and children. The 
need to improve census coverage to 
correct, or at least to reduce the 
undercount, was first identified by 
George Washington after the first 
census in 1790. While he com
plained that the 1790 census count 
of 3.9 million was too low, it was 
considered credible enough for 
apportionment. From the very first 
decennial census, local officials 
complained about undercounting 
their populations, particularly in the 
South during the Reconstruction 
period of the1870s. Under a new 
census superintendent, former Civil 
War General Francis Amasa Walker, 
an era of census innovation and 
census coverage improvement 
began. Walker was successful in 
removing U.S. Marshals, who had 
many competing interests, from 
supervising the census field activity. 
He prompted administrative reform 
in census procedures to minimize 
the problems of undercounts, over-
counts, and curbstoning1, and dra
matically improved census efficien
cy and timing (Anderson and 
Fienberg, 1999, p. 21). 

Even though a census undercount 
was widely believed to exist, it was 
not until the 1940s that demogra-

1 Curbstoning is a census euphemism 
for fabrication. Enumerators could conceiv
ably sit at the curb and fabricate data 
instead of properly conducting a personal 
household interview. 

phers began to gain a much clearer 
understanding of the scope and 
nature of the ubiquitous census 
undercount. When they compared 
the 1940 census counts of draft age 
men to the selective service regis
tration of October 1940, two inter
esting facts surfaced. First, the 
draft registration revealed some 
425,000 more men than the census 
which yielded an undercount of 2.8 
percent for this cohort. In particu
lar, the draft registration of Black 
men recorded some 229,000 more 
than the census which yielded an 
undercount of 13.0 percent for this 
cohort. Demographers also demon
strated that Black men from urban 
states registered for the draft in 
dramatically higher levels than 
expected (Anderson and Fienberg, 
1999, p. 29). Later demographic 
analysis using more modern 
methodology confirmed and further 
defined these findings. 

The pervasive nature of decennial 
undercount has strongly influenced 
census design, including adding 
operations or programs specifically 
designed to improve coverage. 
Many of these coverage improve
ment operations/programs have 
generally been characterized by a 
strategy of inclusion that tended to 
"widen the net" to capture more and 
more of the undercounted popula
tions. As a result, the total under-
count over the past several census
es has continued to decline, except 
for 1990, which was somewhat 
higher than the 1980 Census. The 
undercount differential between the 
total and Black population, however, 
has not notably changed during this 
same time period. Table 1 shows 
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the overall undercount and the 
Black undercount from 1940 to 
2000 as measured by demographic 
analysis. 

In response to the presence of con
tinued undercount, each successive 
census employed this strategy of 
inclusion, although each decennial 
census used a different mix of cov
erage improvement operations/pro-
grams (see Table 3). Since differen
tial undercount has been even more 
constant than overall undercount, 
each census included coverage 
improvement operations specifically 
targeting undercounted popula
tions. For example, in the 1990 
Census, the Census Bureau imple
mented an operation to target a 
hard-to-enumerate population in the 
Parolee/Probationer Coverage 

Improvement operation. In Census 
2000, the Census Bureau targeted 
another hard-to-enumerate popula
tion in the Service-Based 
Enumeration. 

1.3 Census 2000 under-
count 

In order to minimize the undercount 
to the extent practicable, many of 
the operations in Census 2000 were 
designed to count the American 
population with some redundancy 
and overlap built into the enumera
tion process, including the con
struction of the address frame. 
Procedures to unduplicate were also 
built in where needed. Many 
respondents had an opportunity to 
answer the census in several differ
ent ways. In addition to the basic 

mailback response option, many 
respondents could also respond 
through other modes including: the 
Internet, telephone, enumerators, or 
by completing Be Counted question
naires which were located at sites 
such as private businesses, church
es, community organizations, 
Departments of Motor Vehicles, 
libraries, Post Offices, Questionnaire 
Assistance Centers, and others 
(schools or municipal buildings). 
Even though these operations were 
designed to reduce overall under-
count and improve overall accuracy, 
the resulting redundancy con
tributed to counting some respon
dents more than once. The enu
meration process, including these 
coverage improvement operations 
along with duplication in the hous
ing unit frame, produced an overall 
net overcount in Census 2000 of 
1.09 percent, or 0.48 percent with a 
correlation bias adjustment as 
measured by the Accuracy and 
Coverage Evaluation (A.C.E.) 
Revision II (Robinson and Adlakha, 
2002). See Table 2. This is the first 
time we have measured an overall 
population overcount in the history 
of the United States Census. 

Table 1. 
Decennial Census Population Net Undercount Rates From 
Demographic Analysis: 1940 to 2000 

Year 

1940 1950 1960 1970 1980 1990 2000 

Total . . . . . . . . . . . . . . . . . .  5.4 4.1 3.1 2.7 1.2 1.8 0.1 
Black . . . . . . . . . . . . . . . . . . .  8.4 7.5 6.6 6.5 4.5 5.7 2.8 
Difference: Black - Total. . . 3.0 3.4 3.5 3.2 3.3 3.9 2.7 

Table 2. 
Percent of Net Undercount for Major Groups in Census 2000 Using A.C.E. Revision II and Demographic 
Analysis 

A.C.E. w/o A.C.E. with 
correlation bias correlation bias Demographic 

adjustment adjustment analysis 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  –1.09 –0.48 0.12 

Race: Hispanic Origin Domain 

Non Black . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  –1.18 –0.80 –0.29 
Black . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  –0.49 1.72 2.78 
Hispanic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - 0.71 -
Non Hispanic - Asian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - –0.75 -
American Indians on Reservations . . . . . . . . . . . . . . . . . . . . . . . . . .  - –0.88 -

Tenure Domain 

Owner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - –1.25 -
Renter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - 1.14 -

Gender 

Male . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  -0.87 0.37 0.86 
Female . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  -1.30 –1.30 –0.60 

A negative net undercount denotes a net overcount. 
A dash (-) indicates the data were not available. 
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2. Coverage Improvement Methods 

2.1 Enumeration baseline 

During the last four decennial cen
suses, the basic enumeration 
approach has been a mailout/mail
back methodology with a personal 
visit to nonrespondents. A paper 
questionnaire was mailed to 
respondents who were instructed 
to complete the form and mail it 
back to the Census Bureau. In 
variants of this approach for 
Census 2000, some questionnaires 
were delivered to respondents by 
Census Bureau staff, some were 
left at post offices or other local 
sites, or some were sent to respon
dents by request; all of these were 
to be completed and mailed back. 
Nonresponding households were 

then visited by enumerators who 
completed the questionnaire for 
the household or housing unit. The 
mailback approach was also sup
plemented by complementary 
methods such as list/enumerate 
and update/enumerate, which 
closely resemble past conventional 
census methods, and the Internet 
and telephone response options. 
Coverage Improvement operations 
have been added to the basic enu
meration approach to optimally 
improve overall census coverage. 

2.2 Coverage improvement 
methods since 1970 

The coverage improvement meth
ods employed by the Census 

Bureau have changed, or in some 

cases, have been refined over the 

past several censuses. Table 3 

lists these methods. The number 

and diversity of these methods 

indicate the scope and level of 

commitment to coverage improve

ment in the decennial censuses 

over the decades. Many of the 

methods employed in Census 2000 

are modifications and improve

ments to methods of past censuses 

while others were new methods 

developed and tested during the 

decade after the 1990 Census. 

While many of the basic coverage 

improvement methods employed 

are similar from census to census, 

Table 3. 
Coverage Improvement Methods in the Decennial Census: 1970 to 2000 

Method Census 

Questionnaire delivery and enumeration 1970 1980 1990 2000 

Rural Update/Leave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - x x 
Urban Update/Leave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - x x 
Urban Update/Enumerate . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - x x 
Postmaster Return Delivery (UAA* - 2000) . . . . . . . . . . . . .  - - x x 
Casual Count/Shelter and Street Night (SBE - 2000) - x x x 
Were You Counted? (Be Counted - 2000) . . . . . . . . . . . . . .  x x x x 
Overseas Enumeration (limited) . . . . . . . . . . . . . . . . . . . . . .  x x x x 
Nonhousehold Sources Program . . . . . . . . . . . . . . . . . . . . . .  - x - -

Post Census Day Coverage Improvement 

Telephone Assistance Adds. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - x x 
Census Closeout Address Check. . . . . . . . . . . . . . . . . . . . . . . .  - - x -
Vacant/Delete/Movers Check (CIFU - 2000) . . . . . . . . . . . . . .  x x x x 
Recanvass Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - x -
Post Census Local Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - x x -
Primary Selection Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - x x 
Parolee/Probationer Program . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - x -
Usual Home Elsewhere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - x x x 
Search/Match . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - x -
Imputation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  x x x x 
Housing Unit Unduplication Operation . . . . . . . . . . . . . . . . . . .  - - - x 
Coverage Edit Followup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  x x x x 
Coverage Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  x x x x 
Transient Night (T-Night) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  x x x x 
Paid Advertising Campaign . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - - x 
Promotion and Outreach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  x x x x 

* UAA - Undeliverable as Addressed 

. . . .  
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the scope and operational imple
mentation can vary greatly. 

2.3 Coverage improvement 
development in Census 
2000 

The Coverage Improvement 
Program for Census 2000 was orig
inally developed in an environment 
in which coverage measurement, 
including integrated adjustment, 
dominated the decennial land
scape. The Census Bureau was 
dedicated to the objective of pro
ducing a "one number census," 
meaning there would be one final 
published census count which 
would be statistically adjusted for 
undercount using the results from 
the A.C.E. survey. There would not 
be, as in past censuses, an unad
justed count accompanied by one 
or more plans to potentially adjust 
that count. Rather than open the 
door to the wrangling that accom
panied the results of the past two 
censuses, the Census Bureau had 
widely publicized the intent up 
front to statistically adjust the 
Census 2000 results. 

The one number census concept 
had an influence on overall decen
nial planning, but particularly on 

coverage improvement planning 
since there was always a "safety 
net" behind the planning. If cer
tain hard-to-enumerate populations 
were undercounted, the A.C.E. 
would adjust for such an imperfec
tion. In this environment, the 
intent was to design a quality cen
sus but not emphasize the same 
level of coverage improvement as 
would be expected without the 
safety net. The statistical sam
pling components of the census 
design influenced the timing of all 
the census operations including 
coverage improvement operations. 
The coverage improvement opera
tions that were integrated into the 
one number census design were 
selected based on their potential 
impact on coverage and how or 
whether they fit into the other 
decennial operations. 

In January of 1999, just over a year 
from Census Day, the Supreme 
Court ruled that the Census Bureau 
could not use the A.C.E. to adjust 
the census count for the purpose 
of apportionment. The one num
ber or sampling census was thus 
replaced by a more traditional cen
sus. This decision had a dramatic 
effect on planning for Census 

2000. While waiting for the court's 
decision on adjustment, the 
Census Bureau had, for a time, 
been planning a census on a dual 
track - an adjusted census track 
and a traditional census track. But 
it did so without sufficient 
resources available to adequately 
plan both tracks simultaneously. 

The result of the court's ruling was 
that late in the census cycle, the 
Census Bureau had to redesign a 
decennial census that was com
posed of an extremely complex 
array of programs, operations, sys
tems and procedures without the 
opportunity to thoroughly test all 
of the ensuing interactions, redun
dancies, synergies or shortcom
ings. Coverage improvement pro-
grams were expanded. And all of 
the coverage improvement pro-
grams were implemented with the 
expectation that experience and 
sound judgement would overcome 
the fact that we did not have the 
opportunity to test them together 
in the dress rehearsal that occurred 
the year before the court ruling. 
Thus the 2000 Census was con
ducted in an environment of 
increased operational risk. 
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3. Coverage Improvement Effects 

3.1 Adds (deletes) from 
Census 2000 coverage 
improvement operations 

Table 4 contains a summary of the 
decennial operations that influ
enced coverage. The list is com
posed of the operations identified 
by an interdivisional team as hav
ing a measurable impact on decen
nial coverage for Census 2000. 
The reader should keep in mind 
that this list of operations is sub
jective and should be interpreted 
as operations that had an effect on 
overall census coverage even 
though they were not all planned 
as coverage improvement opera
tions. 

Most of the operations in Table 4 
were directly assessed through a 
specific evaluation in the Census 
2000 Evaluation Program; these 
studies are found in the reference 
section. For those not familiar 
with the myriad of Census 2000 
operations, a brief description of 
these operations, along with addi
tional summary statistics related to 
coverage, is contained in Section 4. 
Also included at the end of Section 
4 are descriptions of other decen
nial operations not in Table 4 for 
which direct measurements of cov
erage improvement were not avail-
able or not known, such as the 
Partnership and Marketing 
Program. Common sense would 
suggest that this program, if only 
from its magnitude and focus, had 
an effect, perhaps even a profound 
effect, on census coverage but no 
direct measurable effects were 
available. 

3.2 Limitations 

3.2.1 An interdivisional team with 
representatives from the Decennial 
Statistical Studies Division, the 
Decennial Management Division, 
and the Planning, Research and 
Evaluation Division convened to 
determine which operations 
should/should not be included in 
the definition of "coverage 
improvement." While the group 
reached concensus on which oper
ations to include in this report, the 
selection was difficult. Thus the 
list of operations in Table 4 is sub
jective and should be interpreted 
as operations that had an effect on 
overall census coverage, even 
though they were not all planned 
as coverage improvement opera
tions. 

3.2.2 The effect of an operation in 
terms of adds or deletes is some-
what dependent on the other oper
ations and on its place in the over-
all sequence of operations, so a 
clean measure is difficult. In 
essence, the numbers in Table 4 
are not mutually exclusive. 
Because of the overlapping nature 
of these operations, it is difficult to 
measure the total influence of any 
one operation. 

3.2.3 Nonresponse Followup and 
Coverage Improvement Followup 
"deletes" are not included in Table 
4 because these deletes were not 
necessarily the ‘final' status. The 
census "two strike" delete rule 
employed in Census 2000, deleted 
an address from the census only if 
two different sources identified the 
address as a delete. 

3.2.4 The Primary Selection 
Algorithm operation added at least 
513,413 persons in two ways: 

• 	When there were two or more 
forms for a given ID and one of 
those forms was a partial house-
hold Be Counted form or a Group 
Quarters - Usual Home Elsewhere 
form, and there were no persons 
in common between the Be 
Counted or GQ-UHE form and the 
other form(s), the persons from 
the Be Counted form or GQ-UHE 
form were included at that ID. 
Some 153,768 persons were 
added to the census from the 
Primary Selection Algorithm in 
this manner (Baumgardner, 2002). 

• 	There were 359,645 cases where 
the Primary Selection Algorithm 
considered two forms for an ID 
where both forms had at least 
one person in common. The PSA 
designated one form as the 
"basic" return and persons from 
the other return that were not 
matched to a person on the 
"basic" return were added to the 
count for that ID. The exact 
number of added persons from 
this source is not available but it 
is at least 359,645 persons, 
which can be considered a lower 
bound of added persons from 
this source. 

3.2.5 The availability of data from 
the various Census 2000 evalua
tions from which most of the data 
for this report were extracted was 
limited. In some cases, data that 
would be desirable were not avail-
able. While this did not apprecia
bly limit the scope of this report, it 
did limit the amount of detail. 
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Table 4. 
Adds (Deletes) From Census 2000 Attributed to Various Coverage Improvement Operations 

Persons Housing UnitsCoverage improvement method Added (Deleted) Added (Deleted) 

Questionnaire Delivery and Enumeration 

Update/Leave (U/L)1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  NA 1,401,169 
Urban Update/Leave (UU/L)1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  NA 10,455 
Update/Enumerate (U/E)1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  NA 122,735 
Service-Based Enumeration (SBE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2283,898 -
Be Counted Campaign . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  560,880 3236,482 
Telephone Questionnaire Assistance (TQA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  NA 209,861 

Post Census Day Coverage Improvement 

Nonresponse Followup (NRFU) Adds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  662,284 4348,584 
NRFU - WHUHE Probe5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  29,302 -
Coverage Edit Followup (CEFU) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6(105,199) NA 
Coverage Improvement Followup (CIFU)7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Vacants (converted to Occupied) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,693,958 842,059 
Deletes (converted to Occupied or Vacant) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,375,116 1,091,694 
New Construction Adds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  244,759 175,009 
Feb & Apr Delivery Sequence File Adds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  398,673 227,028 
CIFU Adds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  191,478 8103,592 

T-Night Enumeration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127,766 987,338 
Primary Selection Algorithm (PSA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10513,413 -
Housing Unit Unduplication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3,572,799) (1,371,320) 
Coverage Questions C1 and C2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11(6,110) NA 

The number of housing units and persons in this table are not mutually exclusive.

The number of added/deleted persons and housing units in this table do not include Puerto Rico.

NA indicates the data were ‘‘not available’’ and a dash (-) indicates ‘‘does not apply.’’


1 The housing unit adds for these operations represent the number of adds that were counted in the Census. 
2 This is a count of persons enumerated at shelters, soup kitchens, regularly scheduled mobile food vans and targeted non-sheltered 

outdoor locations. The SBE operation was not designed and was never intended to be a complete count of the homeless population nor 
those who used services in 2000. This number includes 35,121 persons with no usual residence who were enumerated on a Be Counted 
form. 

3 These households contained persons who were enumerated from the Be Counted form; 116,019 were enumerated by the Be Counted 
form only; the remaining 120,463 households were enumerated by a Be Counted form and other census forms. 

4 These housing units were added to the address list during the NRFU operation. These data were taken from the LCO Profile for Cen
sus 2000 (H.9) - Tables B, C and H; these NRFU adds were identified by the source of return variable (RSOURCE) on the DRF2. 

5 NRFU - WHUHE: Nonresponse Followup - Whole Household Usual Home Elsewhere 
6 The CEFU operation added 152,683 persons and deleted 257,882 for a net loss of 105,199 persons. 
7 The CIFU was a catch-all operation; in addition to verifying the NRFU vacants and deletes, it was used as a field verification for the 

New Construction adds and a final attempt to enumerate the nonresponding addresses from other operations not processed in time to be 
included in NRFU. 

8 These housing units were added to the address list during the CIFU operation. These data were taken from the LCO Profile for Census 
2000 (H.9) - Tables B, C and H; these CIFU adds were identified by the source of return variable (RSOURCE) on the DRF2 

9 It was necessary to impute the housing unit status (occupied, vacant or delete) of approximately 63 percent of these T-Night units. 
Thus the population count for these units was also imputed. 

10 This number is a lower bound on the persons added through the PSA; it includes 153,768 persons from Be Counted partial house-
holds that are also included in the Be Counted Campaign persons added. See Section 4.13 for additional details. 

11 The coverage questions, C1and C2, added 77,050 persons and deleted 83,160 persons, respectively, for a net loss of 6,110 
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4. Coverage Improvement Operations 

This section contains a brief 
description of the operations 
shown in Table 4 including some 
summary statistics related to cov
erage. Listed after these opera
tions are several additional opera
tions that are related to coverage 
improvement for which we have 
no direct measurement of added or 
deleted housing units or persons. 

4.1 Update/Leave 
operation 

For Census 2000 the country was 
divided into nine types of enumer
ation areas, determined by address 
types and special enumeration pro
cedures. The primary enumeration 
methodology was Mailout/Mailback 
which was used in areas that have 
predominately city-style addresses 
such as 121 Main Street. The sec
ond largest enumeration methodol
ogy, in terms of number of hous
ing units, was Update/Leave. 
Update/Leave was intended for use 
in areas where some addresses 
were not city-style. Non-city style 
addresses such as Rural Route and 
Box or Post Office Box are often 
not linked to the physical location 
of the housing unit. Where there is 
only a location description for a 
unit but no address, mail delivery 
of the questionnaire is not a possi
bility. In Puerto Rico, update/leave 
was the sole enumeration method 
used. 

In the Census 2000 Update/Leave 
operation, questionnaires with 
preprinted address labels were 
hand-delivered to every housing 
unit on the address list. Existing 
housing units that were not listed 
on the address register were given 

a hand-addressed questionnaire. 
During this delivery, field staff 
would update (corrections, dele
tions, additions) the address regis
ter. Questionnaire delivery began 
on March 3, 2000 with the intent 
that all questionnaires would be 
delivered by Census Day, April 1, 
but the operation was not com
plete in some areas until April 6, 
2000. 

There was a total of 24,996,482 
addresses in the Update/Leave 
workload, including Puerto Rico. 
Approximately 23.2 million 
addresses were on the listing 
pages for the operation and more 
than 1.7 million were added to the 
listing pages during the Update/ 
Leave operation. Stateside, the 
Update/Leave operation added 
1,644,174 addresses and 
1,401,169 of these were in the 
Census; Puerto Rico added 
111,787 addresses during 
Update/Leave and 93,607 were in 
the Census. Nonrespondents in 
added housing units were visited 
by enumerators in the Coverage 
Improvement Followup operation 
(Pennington, 2003). 

4.2 Urban Update/Leave 
operation 

Mailout/Mailback was the enumer
ation methodology for most areas 
that had mail delivery to city-style 
addresses (i.e., addresses with a 
house number and street name). 
The Urban Update/Leave operation 
in Census 2000 targeted areas 
deemed unsuitable for 
Mailout/Mailback. These unsuit
able units were primarily in (1) 
multi-unit buildings where the 

United States Postal Service (USPS) 
delivers the mail to a drop point 
instead of individual unit designa
tions and (2) urban communities 
that had city-style addresses but 
whose residents picked up their 
mail at a post office box. The 
Urban Update/Leave operation 
relied on the Census Bureau's 
Regional Census Centers to identi
fy these areas based on their 
knowledge of whether the USPS 
could adequately deliver the cen
sus questionnaires. Individual 
regions had the choice of whether 
or not to participate; eight of the 
twelve Regional Census Centers 
participated in the Urban 
Update/Leave operation. 

The objective of the Census 2000 
Urban Update/Leave operation was 
to improve coverage in the follow
ing ways: improve the deliverabili
ty of the questionnaires and 
update address information and 
census maps. The Census Bureau 
conducted the Urban Update/Leave 
operation from March 3 to March 
31, 2000. In Urban Update/Leave 
areas, enumerators delivered the 
census questionnaires and updated 
their address registers and census 
maps concurrently. Residents were 
asked to complete and mail their 
questionnaires. Housing units for 
which the Census Bureau did not 
receive a completed questionnaire 
on or before April 18, 2000 were 
visited and enumerated during 
Nonresponse Followup. 

The Urban Update/Leave workload 
consisted of 280,136 housing 
units - 267,005 addresses were 
printed on the address registers 
and 13,131 addresses were added 
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to the registers during question
naire delivery. Of these added 
addresses, 10,455 were in the cen
sus. Ultimately 238,216 Urban 
Update/Leave addresses were enu
merated in the census as either 
occupied (85.1 percent) or vacant 
(14.9 percent) housing units; 
511,195 persons were enumerat
ed. The Urban Update/Leave oper
ation enumerated a higher percent-
age than the overall self-enumer
ated of the following typically 
undercounted groups: renters, per-
sons under 18 years old and 
African Americans (Rosenthal, 
2002a). 

4.3 Update/Enumerate 
operation 

In Census 2000, the Update/ 
Enumerate operation primarily tar
geted communities with special 
enumeration needs and areas 
where most housing units may not 
have had house number and street 
name mailing addresses. These 
areas included resort areas with 
high concentrations of seasonally 
vacant housing units, selected 
American Indian reservations and 
colonias. (Colonias are Hispanic-
occupied unincorporated communi
ties near the Mexican 
border.) 

Update/Enumerate was similar to 
Update/Leave except the interview
ers enumerated the housing unit 
(both occupied and vacant) at the 
time of their visit rather than leav
ing a questionnaire to be complet
ed by a resident and mailed to a 
data capture center. In both opera
tions, the enumerator updated the 
address registers and census 
maps. The operation was conduct
ed from March 13 to June 5, 2000. 

There were 1,056,553 housing 
units in the Update/Enumerate 
workload - 926,861 addresses 
were printed on the address regis
ters and 129,692 addresses were 

added during field enumeration. 
Of these added addresses, 
122,735 were in the Census. 
Ultimately 956,214 Update/ 
Enumerate addresses were enu
merated in the census as either 
occupied (61.3 percent) or vacant 
(38.7 percent) housing units; the 
majority of the vacants (more than 
78 percent) were seasonal vacants. 
There were 1,727,361 persons 
enumerated during the 
Update/Enumerate operation. The 
average household size in 
Update/Enumerate was 2.9 per-
sons compared to 2.6 persons 
nationally. The Update/Enumerate 
operation enumerated a greater 
percentage of persons under 18 
years old, Hispanics and American 
Indian/Alaska Natives. The 
Hispanics and American 
Indian/Alaska Natives were tradi
tionally undercounted groups that 
the Census Bureau enumerated by 
targeting colonias and selected 
American Indian reservations 
(Rosenthal, 2002b). 

4.4 Service-Based 
Enumeration 

The goal of Service-Based 
Enumeration was to provide people 
without conventional housing an 
opportunity to be included in the 
census. Census 2000 included the 
following Service-Based 
Enumeration sites: emergency and 
transitional shelters for people 
without conventional housing; 
shelters for abused women and 
their children; shelters for children 
who were runaways, neglected, or 
without conventional housing; 
hotels, motels or other facilities 
that provided shelter services to 
people without conventional hous
ing; soup kitchens; regularly 
scheduled mobile food vans; and 
targeted non-sheltered outdoor 
locations. In Census 2000, we 
visited Service-Based Enumeration 
locations several weeks before the 

enumeration. During the advance 
visit, we collected information 
such as how many people were 
expected to be housed at each 
shelter, how many meals were 
served, which meal served the 
most people at each soup kitchen 
and how many people received 
services at each regularly sched
uled mobile food van site. 

The Census 2000 Service-Based 
Enumeration operation occurred 
March 27 - 29, 2000. An 
Individual Census Report or 
Individual Census Questionnaire 
was used to enumerate every per-
son, including children. Every 
sixth person received a long form 
questionnaire at the shelters and 
the soup kitchens; long-form ques
tionnaires were not completed at 
the regularly scheduled mobile 
food vans and the targeted non-
sheltered outdoor locations. 

• 	March 27 we enumerated people 
at shelters. 

• 	March 28 we enumerated people 
at soup kitchens. 

• 	The evening of March 28 we 
enumerated people at regularly 
scheduled mobile food vans. 

• 	March 29 we enumerated people 
at targeted non-sheltered out-
door locations. 

In addition, people on Be Counted 
forms who marked the box "No 
address on April 1, 2000" or indi
cated they were homeless in the 
address section of the form were 
also included in the Service-Based 
Enumeration universe. It is impor
tant to understand that the results 
from the Service-Based 
Enumeration operation do not pro-
vide a count of the population 
experiencing homelessness. Nor 
do these results provide a count of 
the population who used services 
in 2000. 

8 Coverage Improvement in Census 2000 Enumeration U.S. Census Bureau 



There were 258,728 person 
records data captured from shel
ters, soup kitchens, regularly 
scheduled mobile food vans, and 
targeted non-sheltered outdoor 
locations. There were 35,121 peo
ple added to the SBE population as 
a result of the Be Counted 
Campaign. A total of 283,898 peo
ple were counted in the Census 
2000 as a result of the Service-
Based Enumeration operation 
(McNally, 2002). 

Of the 170,706 people tabulated in 
emergency and transitional shel
ters in Census 2000 (see Smith and 
Smith, 2001), approximately 61.4 
percent of this population were 
male, 74.3 percent were people 18 
years and over, approximately 40.4 
percent were Black or African 
American, and 19.9 percent were 
Hispanic or Latino (of any race). 
Demographics are not available for 
the persons in the remaining shel
ters, soup kitchens, mobile food 
vans, and non-sheltered outdoor 
locations enumerated by this oper
ation. 

4.5 Be Counted campaign 

During the 1970, 1980 and 1990 
Censuses, the Census Bureau 
implemented a post-Nonresponse 
Followup (NRFU) campaign called 
"Were You Counted?" Anyone 
believing they were not counted 
could complete and return a "Were 
You Counted?" form. These forms 
were printed in local newspapers 
and other media. This campaign 
did not start until most census 
field enumeration activities were 
completed. The Be Counted 
Campaign for Census 2000 was 
similar to the "Were You Counted?" 
campaign but the start and finish 
dates coincided with Census Day 
(April 1) and the start of NRFU, 
respectively. The four goals for 
the Be Counted Campaign of 
Census 2000 were: 

• 	to count persons who did not 
receive a census questionnaire 

• 	to count persons who believed 
they were not included on any 
other census form 

• 	to encourage participation of 
persons who are traditionally 
undercounted in the census 

• 	to provide a means for persons 
with no usual residence to be 
counted 

The Census 2000 Be Counted form 
contained census short form data 
questions. Since the Be Counted 
forms were not intended to replace 
the basic mailout/mailback census 
questionnaire, they were made 
available to the public in targeted 
locations in hard-to-enumerate 
areas only. The Be Counted forms 
were available in targeted locations 
on March 31, 2000 and were 
removed from the sites on April 
17, 2000. There were 51,692 Be 
Counted distribution sites located 
throughout communities; these 
sites included private businesses, 
churches, community organiza
tions, Departments of Motor 
Vehicles, libraries, Post Offices, 
Questionnaire Assistance Centers, 
and others (schools or municipal 
buildings). The Be Counted forms 
were available in English, Spanish, 
Chinese, Korean, Tagalog, and 
Vietnamese. Approximately 1.7 
million forms were picked-up by 
respondents from the distribution 
sites. 

Respondents returned 804,939 Be 
Counted forms to the Census 
Bureau; 239,128 Be Counted forms 
added persons to the census that 
were not included on other census 
forms. This number excludes the 
Be Counted forms sent to other 
operations such as the SBE and the 
Special Place/Group Quarters enu
meration. There were 236,482 
households that contained some 

persons who were enumerated 
from the Be Counted form. Of 
these households, 116,019 were 
enumerated only by the Be 
Counted form and the remaining 
120,463 were enumerated by the 
Be Counted forms as well as other 
census forms. There were 
560,880 persons enumerated on 
these Be Counted forms (Carter, 
2002). The Be Counted campaign 
disproportionately increased cover-
age in groups that have been tradi
tionally hard to count such as 
renters, children and minority 
groups. The Be Counted forms 
that were received for persons 
with no usual residence were 
counted in the Service-Based 
Enumeration population (see 
McNally, 2002). These Be Counted 
forms added 35,121 persons to 
the SBE population. 

Partial household Be Counted 
forms along with GQ-UHE forms 
added 153,768 persons during the 
final step of the Primary Selection 
Algorithm. These forms were 
matched to other forms, such as 
mailback forms, for that ID 
(address) and the match showed 
there were no persons in common 
between the forms. Since the Be 
Counted forms were identified as 
partial household forms, the per-
sons on them were added to the 
count for that ID. Likewise, per-
sons on these GQ-UHE forms were 
also added to the count for the ID 
(Baumgardner, 2002). 

4.6 Telephone Question
naire Assistance 

The Telephone Questionnaire 
Assistance (TQA) was a program 
implemented to assist the public in 
completing their census forms. 
The TQA provided the following 
services: 

• 	Answered questions about the 
census and the census question
naires 
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• 	Allowed respondents to request 
a census form or language 
guide by mail 

• 	Allowed callers, who met certain 
criteria, to respond to the cen
sus through Telephone 
Questionnaire Assistance 

The Telephone Questionnaire 
Assistance network was available 
to the public through language 
specific toll-free numbers from 
March 3 through June 30, 2000. 
The English and Spanish toll-free 
numbers connected to an 
Interactive Voice Response system 
that allowed callers to enter and 
obtain information through a series 
of menu options using either the 
telephone keypad (touch tone) or 
for English speaking callers, voice 
response. The objective of the 
system was to provide users with 
information without being trans
ferred to an agent. A caller was 
transferred to an agent/operator if 
the caller gave two invalid 
responses to a menu option, 
selected a menu option that auto
matically transferred the caller, or 
chose to speak to an agent. 
Callers could access the Interactive 
Voice Response portion of the net-
work 24 hours a day, 7 days a 
week. Telephone Questionnaire 
Assistance agents were available 7 
days a week from 8:00 a.m. to 
9:00 p.m. for each of the nation's 
nine time zones. The Asian lan
guage toll-free numbers connected 
directly to bi-lingual agents; the 
Asian languages supported were 
Chinese, Korean, Vietnamese and 
Tagalog. 

Based on the 1990 Census call vol
ume and allowing for growth, the 
Census 2000 Telephone 
Questionnaire Assistance program 
built a system to accommodate a 
call volume of eleven million calls. 
The Census Bureau received 
approximately six million calls and 

approximately 51 percent of these 
were serviced by an agent. There 
were 209,861 short form interview 
calls that were included in the 
Census enumeration (Chesnut, 
2003). 

4.7 Nonresponse Followup 

The objective of Nonresponse 
Followup for Census 2000 was to 
obtain completed questionnaires 
from households in the mailback 
areas that did not respond by mail, 
through the Internet, or a 
Telephone Questionnaire 
Assistance operator. If a question
naire was not checked-in before 
the universe selection process 
began, the housing unit was tar
geted for Nonresponse Followup. 
There were 119,090,016 housing 
units (including Puerto Rico) poten
tially eligible for followup. The ini
tial Nonresponse workload of 
44,928,883 housing units was 
identified on a flow basis and dis
tributed to the local census offices. 
A Late Mail Return operation sub
sequently identified 2,555,918 
housing units that were checked in 
after the initial universe was identi
fied. A list of these IDs was sent 
to the local offices where clerks 
manually removed them from the 
address registers. The resulting 
workload, including Puerto Rico, 
was 42,372,965 or 35.6 percent of 
the eligible universe. The Non-
response Followup operation was 
scheduled to occur from April 27 
through July 7, 2000. The actual 
start and finish dates were April 27 
and June 26, 2000, respectively; 
the operation finished 10 days 
ahead of schedule. 

During NRFU, enumerators visited 
each non-responding unit to deter-
mine its occupancy status as of 
Census Day. The Census Day sta
tus was one of three possible con
ditions: occupied, vacant or non-
existent (delete). Based on status, 

enumerators completed the appli
cable items on the appropriate 
(short or long form) questionnaire. 
After the required number of six 
attempts, if an enumerator could 
not contact a household member 
at the followup address by either 
personal visit or phone, the enu
merator attempted to obtain 
Census Day status of the address 
from a knowledgeable non-house-
hold (proxy) respondent. There 
were 42.4 million housing units 
and 80.7 million people enumerat
ed in Nonresponse Followup. 
Nonresponse Followup enumerated 
a higher percentage than were self-
enumerated of males, young peo
ple (34 years old or younger), 
Hispanics, and people of all races 
except Whites (Moul, 2002). 

During the enumeration phase, if 
enumerators came across any units 
that were not on their address list
ing, they had the ability to add the 
housing units. There were 
348,584 housing units added by 
the NRFU operation stateside; 
276,485 had a final status of occu
pied and 72,099 had a final status 
of vacant. The associated popula
tion count was 662,284 persons. 
These "NRFU Adds" were obtained 
from the Local Census Office 
Profile for Census 2000 (H.9) -
Tables B, C and H (Imel, 2003) -
and are consistent with data in the 
topic report Response Rates and 
Behavior Analysis (Treat, 2003). 
These adds were identified by the 
source of return variable 
(RSOURCE) on the Decennial 
Response File - Stage 2. 

4.8 Nonresponse Followup 
- Whole Household Usual 
Home Elsewhere probe 

The Whole Household Usual Home 
Elsewhere (WHUHE) probe is a 
questionnaire coverage improve
ment operation used to determine 
if all members of a household had 
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There were 2,599,484 total cases 

Coverage Edit Workload of Eligible Cases by Edit Failure Type 
Table 5. selected for CEFU from the Census 

2000 mailback and Internet forms. 
Type of edit failure Number Percent Enumerator forms (used for NRFU, 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,544,072 100.0 
Large household. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,395,623 54.9 
Count discrepancy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,148,449 45.1 

another residence (on Census Day) 
where they lived most of the time. 
The WHUHE probe was added to 
the Census 2000 design as a possi
ble way to improve the coverage 
of persons with multiple address
es. This probe was accomplished 
by asking a set of screening ques
tions from the enumerator ques
tionnaire. During Nonresponse 
Followup and Coverage 
Improvement Followup, and as 
part of the List/Enumerate and 
Update/Enumerate operations, 
respondents were asked whether 
or not the address was a seasonal 
or vacation home. If it was a sea
sonal or vacation home, the enu
merator reported the unit as 
"vacant-usual home elsewhere" on 
the back of the labeled enumerator 
questionnaire and completed a 
blank unlabeled questionnaire for 
the "usual residence" or Census 
Day address. If all household 
members had another residence 
where they lived most of the time, 
the enumerators collected census 
data for all household members for 
their "usual residence" or Census 
Day address. 

There were 113,807 questionnaires 
completed by census enumerators 
for the point-of-contact address 
that should have generated a 
WHUHE return; approximately 80.0 
percent of these were from 
Nonresponse Followup. There 
were 110,902 WHUHE addresses 
enumerated and 113,991 data 
defined persons on the occupied 
WHUHE returns. Approximately 
66.0 percent of these data defined 
persons were found on other 

forms. A total of 29,302 persons 
enumerated on WHUHE returns 
were counted in the Census and 
would not have been counted oth
erwise (Viator and Alberti, 2003). 

4.9 Coverage Edit 
Followup 

The Coverage Edit Followup for 
Census 2000 was a telephone 
operation used to improve within 
household coverage and improve 
data quality in two ways. First, it 
was used to collect person data for 
all persons beyond the first six in 
large households. (There was 
space to enumerate only six peo
ple on the mailback Census form.) 
Second, it resolved count discrep
ancies between the reported 
household population count and 
the actual number of data defined 
persons recorded on the census 
form. 

Calls were made 7 days a week 
from 8 a.m. to 10 p.m. local time. 
A maximum number of twelve 
calls, made at different times and 
on different days of the week, 
were made to each case. Six of 
the twelve calls had to be made on 
the weekend. Nine coverage probe 
questions were asked of each 
respondent. The main reason for 
cases not being completed was the 
Census Bureau's inability to get 
valid telephone numbers. There 
was no field visit or enumerator 
followup for the approximately 
885,000 Coverage Edit cases that 
were not resolved over the tele
phone. The actual start and finish 
dates for the operation were May 8 
and August 13, 2000, respectively. 

CIFU, and U/E) were not eligible for 
CEFU since these questionnaires 
contained coverage questions 
designed to ensure the household 
roster was correct, allowed enu
merators to collect data for large 
households on continuation forms, 
and count discrepancies were 
resolved by field staff before the 
forms were checked-in. 

Of the cases selected for CEFU, 
2,544,072 eligible cases and 
almost 97 percent of these were 
distributed to the thirteen call cen
ters for interviewing. We see in 
Table 5 that large household cases 
accounted for approximately 55 
percent of the CEFU cases and 
count discrepancy cases made up 
the remaining 45 percent. 

There were 152,683 persons 
added to household rosters and 
257,882 persons removed (deleted 
or removed as duplicates) through 
CEFU Thus, there was a net cover-
age loss of 105,199 people. The 
approximately 153 thousand per-
sons added were disproportionate
ly children and minorities; the 
almost 258 thousand deleted per-
sons were primarily college stu
dents and persons at second/vaca
tion homes (Sheppard, 2003). 

4.10 Coverage 
Improvement Followup 

Coverage Improvement Followup 
was an operation developed for 
Census 2000 that followed 
Nonresponse Followup; it was 
designed to improve coverage of 
housing units in the mailback 
areas. The majority of the work-
load consisted of units classified as 
vacant or delete in Nonresponse 
Followup, excluding units that 
were identified as vacant or delete 
by two census operations, NRFU 
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vacant units identified as seasonal 

vacants, and NRFU vacant/delete 

units also identified as "undeliver

able as addressed." Additional 

components of the Coverage 

Improvement Followup workload 

included: 

• 	Adds from the New 

Construction Program2 

• 	Nonrespondents from the 

Update/Leave and Urban 

Update/Leave Adds 

• 	Blank Mail Returns not identified 

during NRFU 

• Lost Mail Returns3 

2 The Census Bureau offered local offi
cials in the mailout/mailback areas only the 
opportunity to provide residential addresses 
for new construction. These updates repre
sented new construction adds between the 
completion of LUCA review and April 1, 
2000. They were added to the DMAF with a 
provisional add status and CIFU acted as the 
field verification for these units. 

3 When mail return questionnaires were 
returned to the data capture center, a check-
in file was created. As forms successfully 
passed through the data capture system, 
data capture files were created. The check-
in and data capture files were compared at 
the end of mail return data capture, and any 
questionnaires corresponding to housing 
units that were on the check-in file without a 
data capture record were considered lost. 
The housing units associated with the lost 
forms became part of the CIFU universe. 

• 	Nonrespondents from the 
Response Mode and Incentive 
Experiment (RMIE) 

• 	February and April 2000 
Delivery Sequence File (DSF) 
Adds 

• 	Local Update of Census 
Addresses (LUCA) 1998 and 
1999 Appeals 

• 	Hialeah, Florida Nonresponse 
Followup units 

• 	Miscellaneous units such as 
POP99s (units identified as occu
pied during Nonresponse 
Followup that had no population 
count) and Residual 
Nonresponse Followup units 

The Coverage Improvement 
Followup operation was conducted 
in three waves as groups of local 
census offices completed 
Nonresponse Followup. The opera
tion officially began on June 26, 
2000 and ended on August 23, 
2000. The CIFU operation contact
ed 8.9 million housing units and 
enumerated 5.3 million people. 

Table 6, which includes Puerto 
Rico, shows that Coverage 
Improvement followed-up 3.9 mil-

lion vacant units and 2.6 million 
units targeted for deletion. 
Approximately 21.9 percent of the 
vacants were converted to occu
pied and 24.6 percent of the 
deletes were converted to occu
pied. These converted units result
ed in a gain of 3.1 million people. 
Approximately 18.1 percent of the 
deletes were converted to vacant; 
the followup of deleted units 
resulted in the addition of 1.1 mil-
lion housing units to Census 
2000. Also, in Table 6, we see that 
more than 88 percent of the lost 
mail returns and approximately 
81.2 percent of the blank mail 
returns yielded valid (occupied or 
vacant) housing units. The hous
ing unit/person adds for vacant, 
deleted, new construction, DSF and 
‘other components' shown in Table 
4 do not include Puerto Rico. 

Like Nonresponse Followup, 
Coverage Improvement Followup 
enumerated a higher percentage 
than the self-enumerated of the 
groups that are typically under-
counted, such as males, young 
people (34 years old and younger), 
Hispanics, and Blacks and Some 
Other Race. Table 7 shows the dis
tribution of Hispanic origin and 

Table 6. 
Coverage Improvement Followup Housing Unit Status by Source 

Source Total 

CIFU final housing unit status 

Occupied Vacant Delete 

Number Percent Number Percent Number Percent Number Percent 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . .  8,854,304 100.0 2,375,668 26.8 3,846,067 43.4 2,632,027 29.7 
Vacant . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,927,175 100.0 859,953 21.9 2,687,466 68.4 379,471 9.7 
Delete . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,606,520 100.0 642,480 24.6 471,785 18.1 1,492,054 57.2 
New Construction. . . . . . . . . . . . . . . . . .  371,812 100.0 100,668 27.1 74,341 20.0 196,792 52.9 
U/L & UU/L Adds . . . . . . . . . . . . . . . . . .  775,055 100.0 350,137 45.2 295,924 38.2 128,982 16.6 
Lost Mail Returns . . . . . . . . . . . . . . . . . .  65,281 100.0 50,555 77.4 7,187 11.0 7,535 11.5 
Blank Mail Returns. . . . . . . . . . . . . . . . .  475,194 100.0 140,597 29.6 245,079 51.6 89,500 18.8 
RMIE Nonrespondents . . . . . . . . . . . . .  5,285 100.0 2,985 56.5 1,418 26.8 880 16.7 
Feb & Apr DSF Adds. . . . . . . . . . . . . . .  547,383 100.0 174,589 31.9 52,439 9.6 320,347 58.5 
LUCA 98 & 99 Appeals . . . . . . . . . . . . .  17,178 100.0 5,292 30.8 962 5.6 10,924 63.6 
Hialeah . . . . . . . . . . . . . . . . . . . . . . . . . . .  61,547 100.0 47,335 76.9 8,947 14.5 5,264 8.6 
Miscellaneous . . . . . . . . . . . . . . . . . . . . .  1,874 100.0 1,077 57.5 519 27.7 278 14.8 

Note: The columns do not sum to the total column because the table does not include the 542 housing units that had a final status of 
undetermined at the end of the CIFU operation. 

* The numbers in this table include Puerto Rico. 
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Table 7. 
Hispanic Origin and Race Characteristics of the CIFU, NRFU, and Self-Enumerated Households 

CIFU-enumerated NRFU-enumerated Self-enumerated 

Number Percent Number Percent Number Percent 

Hispanic Origin 

Not Hispanic. . . . . . . . . . . . . . . . . . . . . . . . . . .  4,349,153 82.5 66,187,643 82.0 166,950,304 88.3 
Hispanic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  921,454 17.5 14,547,485 18.0 22,172,351 11.7 

Race Characteristics 

White . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,744,171 71.0 54,248,751 67.2 151,560,251 80.1 
Black . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  895,754 17.0 14,573,315 18.1 18,828,965 10.0 
American Indian / Alaskan Native . . . . . . . .  50,123 1.0 970,025 1.2 2,017,678 1.1 
Asian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  175,744 3.3 3,515,009 4.4 7,129,558 3.8 
Native Hawaiian / Other Pacific Islander . . 12,645 0.2 267,640 0.3 311,233 0.2 
Some Other Race . . . . . . . . . . . . . . . . . . . . . .  392,170 7.4 7,160,388 8.9 9,274,970 4.9 

Total People Enumerated. . . . . . . . . . . . . . . . . . .  5,270,607 100.0 80,735,128 100.0 189,122,655 100.0 

Race for the self-enumerated per-
sons and those enumerated in CIFU 
and NRFU. For more information 
on the Coverage Improvement 
Followup demographics, see Moul 
2003. 

During the enumeration phase, if 
enumerators came across any units 
that were not on their address list
ing, they had the ability to add the 
housing units. There were 
103,592 housing units added by 
the CIFU operation stateside; 
75,965 had a final status of occu
pied and 27,627 had a final status 
of vacant. The associated popula
tion count was 191,478 persons. 
These "CIFU Adds" were obtained 
from the Local Census Office 
Profile for Census 2000 (H.9) -
Tables B, C and H (Imel, 2003) -
and are consistent with the data 
shown in the topic report 
Response Rates and Behavior 
Analysis (Treat, 2003). These adds 
were identified by the source of 
return variable (RSOURCE) on the 
Decennial Response File - Stage 2. 

4.11 Transient Night 
(T-Night) enumeration 

Locations such as recreational vehi
cle (RV) parks, campgrounds, mari
nas, racetracks, fairs and carnivals 
were known as transient locations 

since persons living or staying 
there on Census Day were not like
ly to be at that location year-round. 
Persons at these locations were 
enumerated during the T-Night 
operation if they indicated they 
had no other usual home. At RV 
parks, marinas and campgrounds 
the object was to enumerate per-
sons who primarily lived in RVs 
and houseboats or other mobile or 
temporary housing. At racetracks, 
fairs and carnivals the population 
being enumerated was the resident 
workforce. 

Housing unit questionnaires were 
used to enumerate these people. 
Enumerators were instructed to 
write a two-digit code in a box on 
the housing unit questionnaire to 
identify it as a questionnaire from 
a T-Night location. A total of 
87,338 housing unit records were 
identified as T-Night records. It 
was necessary to impute the hous
ing unit status (occupied, vacant, 
or delete) of more than half of the 
T-Night housing units the Census 
Bureau was able to identify. The 
timing of the Decennial Master 
Address File update prevented the 
data captured records for 54,992 
T-night housing units from being 
included in the Decennial Response 
File (DRF). Because these housing 

units were not on the DRF, census 
data were imputed for these 
records. 

The T-Night population was 
127,766 persons. Approximately 
63 percent of these persons were 
enumerated in five Sun Belt states: 
California, Nevada, Arizona, Texas, 
and Florida; approximately 15 per-
cent were counted in the 
Northwest - both Pacific and Rocky 
Mountain Northwest, including 
Alaska (Jonas, 2002). 

4.12 Primary Selection 
Algorithm 

There were several ways in which 
to respond to Census 2000, includ
ing mailing back a questionnaire, 
completing the form on the 
Internet, using a Be Counted form, 
and being enumerated by field 
operations such as Nonresponse 
Followup and Coverage 
Improvement Followup. While 
these methods, and others, of col
lecting population data were imple
mented with the desire of obtain
ing a more accurate census count, 
the various methods also present
ed the possibility of receiving mul
tiple responses for a single census 
ID (address). The Primary Selection 
Algorithm (PSA) was the computer 
program designed to resolve the 
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receipt of multiple responses from 
Table 8.

housing units. Major features of Number of Returns Per Census ID 
the Census 2000 PSA design 
included performing person match
ing between returns, constructing 
PSA households, selecting the pri
mary PSA household and selecting 
additional persons for the census 
household that were not in the pri
mary PSA household. 

All PSA households had a return 
that was designated as the basic 
return. The basic return was 
selected by sequentially applying a 
set of criteria to all the returns that 
make up the PSA household until 
one return was selected. The crite
ria were different depending on 
whether the PSA household was 
occupied or vacant. 

Most Census IDs (90.5 percent) 
had one return. Less than 10 per-
cent of all Census IDs were enu
merated by more than one return; 
most of these were enumerated by 
only two returns (see Table 8). 
Two-return Census IDs were most 
often formed by two enumerator 
returns (such as Nonresponse 
Followup and Coverage 
Improvement Followup) or one 
mail return combined with one 
enumerator return (Baumgardner, 
2002). 

The Primary Selection Algorithm 
was originally created to select one 
return - from multiple returns - to 
represent an ID/address in the cen
sus. In Census 2000, however, the 
Primary Selection Algorithm was 
designed to consider all returns 
and, among other things, to per-
form person matching between 
multiple returns and select addi
tional persons for a census house-
hold that were not already in the 
primary PSA household. As a 
result, the PSA added at least 
513,413 persons and it did so in 
two situations. 

Number of returns 
Total 

Number Percent 

One return . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  107,305,027 90.54 
Two returns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10,740,311 9.06 
Three or more returns . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  473,635 0.4 
Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  118,518,973 100.0 

First, when there were two or more 
forms for an ID and one of those 
forms was a partial household Be 
Counted Form (meaning the 
respondent indicated that the form 
was not intended to included 
everyone at that address) or a GQ
UHE form, and there were no per-
sons in common among the forms, 
all persons on the Be Counted 
form or GQ-UHE form were includ
ed at that ID. There were 153,768 
persons added to the census at 
104,346 IDs. 

Second, there were 359,645 cases 
where the Primary Selection 
Algorithm considered two forms 
for an ID where one form was the 
"basic" form and the second form 
had persons in common with the 
"basic" form (but was not com
pletely redundant). Thus the sec
ond form added at least one addi
tional person to the count for that 
ID. The exact number of added 
persons from this source is not 
available but is at least 359,645 
persons; this can be considered a 
lower bound of added persons for 
this situation. 

Although the PSA added approxi
mately 350,400 persons in 1990 
and 513,413 persons in 2000, it 
has the potential to add many 
more in the future. In 1990 when 
we received multiple forms for a 
given ID, we selected one of the 
forms to represent that ID in the 
census. We did not conduct 
matching across forms to construct 
a household as the PSA did in 
2000. The 1990 PSA, however, 

conducted a search related to the 
non-selected forms to determine 
whether the non-selected persons 
were counted in the census. They 
were added to the census if they 
were not already counted. In the 
analogous situation in 2000, when 
two forms for a given ID did not 
have anyone in common, we dis
carded one of the forms without 
additional searching outside of the 
ID. This is probably because we 
had already conducted person 
matching and felt the non-selected 
form resulted from a postal deliv
ery error and the persons on the 
non-selected form were either 
already counted in the census or 
else another household was count
ed as a surrogate. There were 
approximately 1.1 million of these 
cases in Census 2000. 
Recommendation Section 6.6 dis
cusses this issue further as it 
relates to future censuses. 

4.13 Housing Unit 
Unduplication operation 

The Census Bureau's ability to 
match names in Census 2000 had 
a dramatic effect in identifying and 
eliminating duplicate housing units 
and duplicate persons. Advances 
in data capture technology allowed 
the capture of respondents' names 
and the subsequent matching of 
these names to assist in identifying 
duplicate housing units. More 
importantly, the capability to 
improve on this ability to undupli
cate creates the potential to make 
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substantial reductions in erroneous 
enumerations in future censuses. 

Census 2000 contained some 
duplication of housing units 
because of the address building 
process. The Master Address File 
(MAF) development process for 
Census 2000 was considerably dif
ferent from the process used in the 
1990 Census. A major impetus for 
this change was the undercounts 
experienced in the 1990 and earli
er decennial censuses, nearly a 
third of which was attributed to 
entirely missed housing units. 
Among the responses to this per
sistent pattern of decennial census 
undercounts was a Congression
ally-sponsored initiative called the 
Census Address List Development 
Act of 1994, Public Law 103-430. 
This act required the U.S. Postal 
Service to provide, and the Census 
Bureau to use, the U.S. Postal 
Service's Delivery Sequence File 
along with address information 
from local and tribal governments 
to build the Census 2000 address 
list. The Census Bureau also 
implemented several field opera
tions that canvassed the ground 
for the purpose of creating an 
address list (in list/enumerate and 
update/leave areas) and updating 
the address list (in mailout/ mail-
back areas). Other field operations 
were designed to verify the exis
tence of specific housing units. 
Thus, the Census Bureau devised a 
strategy of redundancy using a 
variety of sources for addresses to 
overcome the historic undercover-
age in the address list for its 
decennial censuses. Their redun
dant address list building efforts 
are believed to have resulted in 
very complete coverage of the 
housing unit inventory of the 
nation. Using multiple sources of 
addresses is important because 
prior census experience showed 
that each contributes unique infor

mation to the process. Given that 
the Census 2000 address list 
development process was suscepti
ble to including duplicate housing 
units, it was decided that a process 
needed to be implemented to iden
tify and remove duplicate housing 
units that still remained on the 
decennial file after all data collec
tion activities had been completed. 
Hence, the Housing Unit 
Unduplication Operation was 
developed as an ad hoc interdivi
sional effort. 

Phase 1 of the program consisted 
of identifying potential duplicates 
by performing both address-level 
and person-level matching. A 
small number of duplicates was 
also identified during the misallo
cation/block split operations. 
Phase 1 activities yielded 
2,645,387 matched pairs of poten
tial address duplicates. For each 
cluster of matched MAF IDs, one 
MAF ID was retained in the Census, 
while the remaining MAF IDs 
(2,411,743 of them) were flagged 
for potential deletion. These 
flagged cases were temporarily dis
regarded from further census pro
cessing until their final housing 
unit status was determined. 

Phase 2 of the program identified 
which of the 2.4 million MAF IDs 
flagged for potential deletion 
would be reinstated and thus 
included in the final census counts. 
The MAF IDs were reinstated if 
they were not likely to represent 
duplicate housing units but reflect
ed other situations such as mover 
households or instances of ques
tionnaire misdelivery. After sub
stantial research, rules were devel
oped to classify MAF IDs or 
housing units as either reinstated 
or deleted (and removed from the 
final census counts). Because of 
the need for complete coverage, 
the determination to delete an 
address was based on conservative 

rules. That is, it favored retaining 
units unless there was a high prob
ability of matching (Nash, 2000a 
and 2000b). 

The results from applying the rules 
was to reinstate 1,019,057 (42.0 
percent) MAF IDs/housing units 
and to delete 1,392,686 (58.0 per-
cent) housing units or 3,643,970 
duplicate person records. 
Stateside the Census Bureau rein-
stated 1,002,951 MAF IDs/housing 
units and deleted 1,371,320 hous
ing units or 3,572,799 duplicate 
person records (Treat, 2002). 
Although there was room for error 
in the final determination to rein-
state or delete a potential dupli
cate, overall the Unduplication 
Operation vastly improved enumer
ation accuracy. 

4.14 Coverage gains from 
coverage questions C1 and 
C2 on enumerator-
completed questionnaires 
for Census 2000 

Census 2000 coverage improve
ment operations were intended to 
improve the coverage of groups 
usually under-represented in the 
Census. In the 1990 Census, enu
merators began their interview 
with an explanation of who should 
be included as residents of the 
household. This procedure was 
changed for Census 2000 to facili
tate an easier interview. 
Enumerators now began by asking 
how many people were living or 
staying in the housing unit on 
Census Day. After collecting the 
appropriate person and housing 
unit information, the enumerator 
asked two coverage questions 
which were designed to get an 
accurate enumeration of all hous
ing units. The first question (C1) 
asked if the enumerator missed 
anyone who should have been 
counted at the respondent's hous
ing unit. The second question (C2) 
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asked if anyone listed on the form 
should have been counted else-
where. 

There was a total of 46.9 million 
enumerator returns and 311,286 
of these returns had question C1 
marked "yes" and 204,688 had 
question C2 marked "yes." Only 
21.8 percent of the returns that 
had "yes" marked for C1 also had 
the "add" box marked; approxi
mately 43.4 percent of the returns 
that had "yes" marked for C2 also 
had the "cancel" box marked. 
Without the "add" or "cancel" boxes 
marked, we could not tell which 
people to add or delete. This lack 
of information makes it difficult to 
get an accurate account of the peo
ple who were missed or included 
in error. Therefore, the following 
numbers should be considered 
lower bounds of people added or 
deleted as a result of these cover-
age questions. 

Based on the returns with the cov
erage question (C1 or C2) marked 
"yes" and the corresponding "add" 
or "cancel" box marked, we added 
77,050 people and deleted 83,160; 
the net result for these cases was 
the deletion of 6,110 people. 
Among the people recorded as 
adds, we showed higher percent-
ages than the self-enumerated in 
the traditionally undercounted 
groups such as non-Whites, young 
people (24 years old or younger), 
males and renters (Zelenak and 
Nguyen, 2003). 

4.15 Count imputation 

The Census Bureau used count 
imputation in Census 2000 as it 
has in several prior censuses to 
address the problem of missing, 
incomplete, and contradictory 
data. The Census Bureau used 
count imputation for three cate
gories of cases in Census 2000: 
household size imputation, occu
pancy imputation and status impu-

Census Year 
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Figure 1: 

Count Imputation Rates in the Decennial Census (in percent) 

tation. Household Size Imputation 
occurred when the Census Bureau 
records indicated that the housing 
unit was occupied but had insuffi
cient information as to the number 
of individuals residing in the unit. 
Occupancy imputation occurred 
when Census Bureau records indi
cated that a housing unit existed 
but did not provide sufficient infor
mation to definitely classify it as 
either occupied or vacant; thus the 
Bureau imputed status of occupied 
or vacant. Status imputation 
occurred when the Census Bureau's 
records had insufficient informa
tion about whether an address rep
resented a valid, non-duplicated 
housing unit. For these case, the 
Bureau imputed the status of the 
unit as either occupied, vacant, or 
delete. For all units imputed as 
occupied, the household size was 
also imputed. 

A total of 620,650 housing units 
were imputed in the Count 
Imputation Process and 1,172,144 
persons, or 0.42 percent of the 
total population, were added to the 
apportionment count in Census 
2000 through count imputation. 
While this rate was in line with ear
lier censuses (see Figure 1), it was 
higher than the rate of count impu
tation in the 1990 Census. 
Accordingly, an interdivisional 
team was established to investi

gate and document the reasons for 
this occurrence. The explanations 
as to why more housing units were 
handled by the imputation process 
in Census 2000 than in 1990 vary 
by category of count imputation. 
For more information on this sub
ject, see Nash, 2001. 

4.16 Partnership and 
Marketing Program 

The Census Bureau implemented a 
five-pronged, integrated marketing 
strategy to promote Census 2000. 
Two components of the strategy -
the paid advertising campaign and 
the Partnership Program - were col
lectively known as the Partnership 
and Marketing Program. The paid 
advertising campaign generated 
awareness, educated people about 
Census 2000 and encouraged indi
viduals to return their Census 
2000 forms. The Partnership 
Program encouraged mail response 
by people who were not persuaded 
by direct mail, advertising, or other 
promotion methods. 

The Census Bureau contracted with 
the National Opinion Research 
Center (NORC) to evaluate whether 
or not the Census 2000 Partner-
ship and Marketing Program 
increased the public's awareness of 
the census and increased mailback 
response rates, especially among 
historically undercounted popula-
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tions. To perform this task, the 
NORC implemented a before (Fall 
1999), during (Winter 2000) and 
after (Spring 2000) research design 
with three waves of interviewing. 
Across the three waves, just under 
10,000 interviews of American 
households were completed. The 
study examined the public's recall 
of eighteen sources of census com
munications. These eighteen 
sources were combined into two 
composite measures: mass-media 
and community-based communica
tions. Since the effects of census 
marketing and partnership activi
ties are confounded with one 
another, it was impossible for the 
Census 2000 Partnership and 
Marketing Program evaluation to 
measure their effects separately. 

The study found that overall 
awareness of communications 
about Census 2000 increased sig
nificantly over time. There was 
significant evidence that awareness 
of both types of communications 
was greater after the Census 2000 
Partnership and Marketing Program 
than before the onset of the pro-
gram. It appears the program was 
effective for all six targeted popu
lations in stimulating awareness. 

Higher awareness of communica
tions about Census 2000 correlates 
with a greater likelihood or inten
tion of returning the census form 
for five of the targeted populations 
including Hispanics, non-Hispanic 
Blacks, non-Hispanic Whites, 
Asians, and Native Hawaiians; we 
were not able to demonstrate 
these effects for the American 
Indian population. 

However, the Census 2000 Partner-
ship and Marketing Program 
achieved mixed success in favor-
ably impacting actual participation 
in the census. The data support a 
conclusion that census communi
cations were less effective for the 

other-languages population than 
for the English population and less 
effective for younger adults than 
for older adults. Community-
based communications were more 
effective in reaching non-Hispanic 
Blacks than non-Hispanic Whites 
(Wolter et al, 2002). 

An important limitation in develop
ing an in-depth understanding of 
the Census 2000 Partnership and 
Marketing Program is in its inher
ent inability to be accurately 
assessed. Research to measure the 
influence of advertising and part
nership in the years leading up to 
the decennial census cannot take 
into effect the most important rele
vant element: census environment. 
Any improvement in census cover-
age that might be attributed to 
marketing and advertising is con-
founded with many other factors 
such as changes in all of the 
decennial operations and proce
dures, questionnaire changes, dif
ferences in questionnaire contact 
and implementation strategy, the 
unique implementation of coverage 
improvement operations, et cetera. 
We can measure awareness but not 
its separate effect - decennial 
response - which is correlated to 
coverage. 

The fact that the mail return rate 
after the cut for Nonresponse 
Followup increased in Census 2000 
over the 1990 Census is an indica
tion that marketing and advertising 
may have had an influence on 
mailback response. In the 1990 
Census, the amount of mailback 
response we measured after April 
19 was about 1 percentage point. 
The analogous amount of mailback 
response we measured in Census 
2000 after April 18 was 4.3 per
centage points. Unlike the adver
tising campaign of 1990, the paid 
advertising of 2000 continued well 
into the summer. While this is not 
presented as proof of influence on 

the Census 2000 response, it is an 
indicator of such. 

4.17 Local census office 
delivery operation of 
questionnaires determined 
undeliverable as addressed 
by the U. S. Postal Service 

The Undeliverable As Addressed 
/Local Census Office (UAA/LCO) 
Delivery operation was a Census 
Bureau initiative to attempt to 
redistribute census questionnaires 
that the USPS did not deliver. 
These questionnaires were not 
delivered because of restrictions 
the USPS has on leaving mail under 
certain circumstances. For exam
ple, the Census Bureau may have 
had city style addresses for a town 
but the town received its mail 
through post office boxes only. 
Thus the USPS could not use our 
address information to deliver 
these questionnaires and therefore 
sent these questionnaires back to 
the Census Bureau. Since the 
Census Bureau had addresses for 
the town, they successfully deliv
ered the questionnaires. The ques
tionnaires the USPS could not deliv
er were designated as undeliv
erable as addressed (UAA). From 
previous census experience, we 
know there were a substantial 
number of these UAAs and that a 
high percentage of these were 
occupied. Thus the Census Bureau 
wished to provide questionnaires 
to as many households as possible 
for potential mail return and avoid 
costly enumerator visits to the 
household to obtain an interview. 

Between March 13 and March 15, 
2000, the USPS delivered Census 
questionnaires to housing units in 
the mailout/mailback areas. There 
were 10,478,481 questionnaires 
identified as UAA by the Postal 
Service and 4,183,783 sent to the 
UAA/LCO Delivery operation. 
Approximately 35.4 percent of the 
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4.2 million UAAs were delivered, 
which is significantly lower than 
the Census Bureau's goal of 66.0 
percent. Of the 1,480,212 redeliv
ered UAAs, 96.1 percent 
(1,422,170) were sent to the 
Nonresponse Followup operation 
because the redistributed UAA 
questionnaires were not mailed 
back before the deadline for creat
ing enumerator assignments for 
the Nonresponse Followup opera
tion. Approximately 78.5 percent 
of those sent to Nonresponse 
Followup required contact. Only 
17.6 percent required no contact in 
Nonresponse Followup because the 
mailback form was received 
(Letourneau, 2003). 

The UAA redistribution operation, 
as originally conceived, seemed 
like a worthwhile method of 1) sig
nificantly reducing the Non-
response Followup workload and 
2) creating goodwill with local 
communities where large pockets 
of population were missed in the 
original mailout. The UAA redistri
bution appeared to be a successful 
tool in dealing with local communi
ties in accomplishing the latter 
objective. However, as it was actu
ally implemented with other cen
sus operations, the UAA redistribu
tion was not successful in the 
former goal for two reasons: 

1. We redelivered 1,480,212 ques
tionnaires at some nontrivial 
effort and expense and only 

reduced the Nonresponse 
Followup workload by 260,920 
cases. 

2. There was a "two strike" rule for 
deleting addresses in the 
census. One strike was a UAA 
and participation in the UAA 
redistribution operation took 
away that strike. As a result, 
the workload of the Coverage 
Improvement Followup opera
tion, which came after 
Nonresponse Followup, was 
increased by 573,112 address
es. Clearly the UAA redistribu
tion, as implemented, was not 
one of the Census Bureau's most 
efficient operations in Census 
2000. (See Recommendation 
6.4.) 
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5. Conclusions 

5.1 Census 2000 opera
tions influencing coverage 

Which Census 2000 operation had 
the greatest influence on coverage? 
Although it is difficult to measure 
the direct influence of any one 
operation, the following discussion 
includes several operations from 
Census 2000 based on the adds 
and deletes from Table 4. 

5.1.1 The Coverage Improvement 
Followup operation had the largest 
effect. Overall, 5.3 million persons 
and 6.2 million housing units were 
enumerated as a result of this 
operation. The vacant/delete 
check added the most persons and 
housing units while other compo
nents also added significant num
bers. In the future, this may not 
be the case if the Nonresponse 
Followup operation is expanded to 
include the Coverage Improvement 
Followup workload. Mobile 
Computing Devices (MCD) may 
allow much more flexibility in 
modifying enumerator assignments 
and in applying real time edits dur
ing Nonresponse Followup; this 
might make Coverage Improve
ment Followup less desirable as a 
separate operation. The functions 
of Coverage Improvement 
Followup, however, will continue to 
be important. Following up vacant 
or deleted units will continue to be 
an important aspect of a decennial 
census. 

5.1.2 The Housing Unit 
Unduplication Operation had the 
next largest impact on coverage 
improvement. More than 3.6 mil-
lion persons and 1.4 million hous

ing units were identified and 
removed during this operation. 
While this ad hoc operation may 
not exist in future censuses in its 
2000 form, we will need a com
prehensive unduplication program 
for the 2010 Census. Research 
and planning will dictate how and 
when unduplication will be done. 
It could be done in the creation of 
the address frame before the cen
sus, integrated into the decennial 
enumeration operations, after the 
enumeration during census pro
cessing, or it could take place dur
ing all three of these activities. 

5.1.3 The Primary Selection 
Algorithm added at least 513,413 
persons to Census 2000 but holds 
the potential to add more persons. 
There were 1.1 million times in 
Census 2000 when the Primary 
Selection Algorithm identified two 
separate occupied forms for a 
given ID (address). Matching 
across the forms showed no per-
sons in common and neither of the 
forms was a partial household Be 
Counted form or a GQ-UHE form. 
Thus one of the two forms was 
selected in its entirety to be includ
ed in the census and the other 
form was discarded in its entirety. 
The 1990 PSA added a substantial 
number of persons to the 1990 
Census by adding persons from 
the discarded forms not found dur
ing the Search/Match operation. 
There could be a similar payoff in 
the future through an analogous 
automated operation. 

5.1.4 The Coverage Edit Followup 
operation had an influence on cov
erage beyond its net total of 105 

thousand deletes; it added 153 
thousand persons and deleted 258 
thousand persons or influenced 
411 thousand total adds and 
deletes. It was limited to only 
those cases where we could con-
tact the household on the tele
phone which was just more than 
50 percent of the time. Thus there 
were about 1.1 million households 
that were not contacted because 
the Census Bureau could not reach 
them by telephone. If they con
ducted a personal visit followup of 
these cases, the Coverage Edit 
Followup may not only collect bet
ter demographic data for these 
households but may also apprecia
bly affect the total census count 
for these households. 

5.2 Census 2000 operations 
influencing differential 
coverage 

Several operations from Census 
2000 contributed a disproportion-
ate number of adds from tradition-
ally undercounted populations 
such as minorities, males, renters 
and children. The census opera
tions that contributed most to 
reducing the differential under-
count were: 

• 	Coverage Improvement 
Followup 

• Be Counted Campaign 

• Service-Based Enumeration 

• Coverage Edit Followup 

• Update/Enumerate Operation 

• Urban Update/Leave Operation 
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5.3 Future coverage 
improvement development 

To assess the overall level of cov
erage improvement and to make 
recommendations for future cover-
age improvement development, 
the Census Bureau traditionally 
provides two measures: one from 
the Demographic Analysis, and one 
from a post-enumeration survey 
employing dual system estimation 
methodology, which was the A.C.E. 
in Census 2000. Until Census 
2000, the two estimates have been 
relatively close. For example, in 
1990 the undercount estimate 
from Demographic Analysis was 
1.8 percent and the Dual System 
Estimation undercount was 1.6 
percent. For Census 2000 the two 
methods produced estimates that 
did not share the consistency of 
the past. Therefore, the Census 
Bureau subsequently made several 
revisions to each method based on 
varying assumptions. The final 
estimates announced in March 
2003 were a net undercount of 0.1 
percent from Demographic 
Analysis and a net overcount of 
0.5 percent from the A.C.E. 

There has consistently been sub
stantial undercounts in past cen
suses. In Census 2000, however, 
we measured a slight undercount 
or a modest overcount, depending 
on which estimate is used to 
assess the overall effectiveness of 
the 2000 coverage improvement 
program. If our ultimate goal is a 
"zero" undercount, then the bal
ance between coverage improve
ment programs and other decenni
al operations in Census 2000 was 
closer to optimal than in past cen
suses. 

Because of a technological devel
opment that surfaced late in the 
census processing, it probably 
does not matter which estimate is 
used to assess coverage or make 
recommendations for the future. 
That development is our new abili
ty to identify and remove dupli
cates from the census. Early ver
sions of this were applied to the 
census to identify and remove 3.6 
million duplicate persons from the 
2000 Census (Unduplication 
Operation). This ability was fur
ther developed during the A.C.E. 
Revision II work. Thus it appears 

that unduplication has the poten
tial to produce a dramatic impact 
on both decennial coverage 
improvement and decennial cover-
age measurement in the future. 

So what might this mean for the 
next census? Our new and 
improved ability to identify and 
remove duplicates during the cen
sus will more than compensate for 
a continued aggressive program of 
coverage improvement. Ever 
widening of the net will capture 
many duplicates but it will also 
capture many potential omissions. 
If our research during the mid-
decade enables us to correctly 
identify and remove these dupli
cates, the 2010 Census will have 
substantially fewer erroneous enu
merations. But unless we can 
identify and add omissions com
mensurately, we will likely be mov
ing back into an era of census 
undercount. With this in mind, we 
propose the following recommen
dations to improve coverage in the 
2010 Census. 
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6. Recommendations 

6.1 Improve the 
unduplication process 

Continue the research (which 
began in preparation for the 
2004 Census Test) to improve 
the unduplication process that 
was employed late in the 
Census 2000 production. This 
research should be focused on sev
eral areas: 

• 	Improve the process of iden�
tifying and removing dupli�
cates. The ad hoc unduplica
tion operation conducted in 
Census 2000 was characterized 
by high error rates which may 
be dramatically reduced by 
applying improved decision 
methodology and more refined 
matching techniques. If we 
made a concerted effort to 
develop and thoroughly test 
improved unduplication meth
ods, we could eliminate a large 
portion of decennial duplicates 
before or during census pro
cessing. 

• 	Learn more about the causes 
of the duplication. Although 
we know that some nontrivial 
component of the duplication 
comes from such sources as col
lege students or joint custody 
children, more research is need
ed to reveal the cause and 
nature of much of the other 
duplication. (Other duplication 
might come from sources such 
as multiple responses, multiple 
sources in constructing address 
lists, redundancy in enumera
tion or processing procedures, 
postal misdelivery, geocoding 
errors, et cetera.) While we do 

not necessarily need to know 
the causes of duplication to be 
able to identify and remove 
duplicates, we do need to learn 
the causes of duplication in 
order to develop a strategy to 
effectively reduce the duplica
tion for the next census. 

• 	Consider developing tech�
niques to estimate gross 
erroneous enumerations. 
Develop methodology to more 
accurately estimate Dual System 
Estimation components of gross 
error, especially gross erroneous 
enumerations, of which duplica
tion is the principal part. This 
would give decennial planners a 
better estimate of duplicates. If 
the measure of these compo
nents of gross error was avail-
able in "real time," this could 
also be a valuable monitoring 
and management tool for cen
sus managers. 

6.2 Continue a strategy of 
inclusion 

Continue to employ a strategy 
of inclusion for coverage 
improvement. Past censuses 
contained many programs to 
"widen the net" to capture hard-to-
enumerate populations. Although 
that strategy contributed to an 
over-enumeration in Census 2000, 
the same strategy of inclusion may 
not lead to a census overcount in 
the next census. New and 
improved methods to identify and 
remove duplicates during the cen
sus may more than compensate for 
a 2000-like coverage improvement 
program. Ever widening of the net 
will capture many duplicates (most 

of which can be identified and 
removed) but it will also capture 
many potential omissions. This 
combination will not only lead to 
fewer gross errors in the census (a 
more accurate census) but is also 
likely to lead us back into an era of 
census undercount. This is 
because of our dramatically 
improved ability to reduce erro
neous enumerations (duplicates) 
but only modest success in reduc
ing omissions. In spite of over-
counts in Census 2000, if future 
undercounts appear likely, the 
Census Bureau should be more 
aggressive, not less, in implement
ing coverage improvement pro-
grams in the next census. This 
strategy suggests that most of the 
coverage improvement programs 
they employed in Census 2000 
should be considered for an encore 
in 2010. However, some programs 
that had little effect, such as the 
Whole Household Usual Home 
Elsewhere Probe, should be consid
ered for elimination. 

6.3 Reduce the differential 
undercount 

Keep all of the coverage 
improvement programs that 
reduced differential under-
count. Regardless of how suc
cessfully we are able to reduce 
undercounts in the next census, 
differential undercount is still a 
near certainty for the future. 
Among the programs that had a 
positive influence on reducing the 
differential undercount are 
Coverage Improvement Followup, 
the Be Counted Campaign, Service-
Based Enumeration, Coverage Edit 
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Followup, Urban Update/Leave, 
and Update/Enumerate. The 
Census Bureau should also strong
ly consider additional operations 
that specifically target hard-to-enu
merate populations such as the 
1990 Parolee and Probationer 
Coverage Improvement program. 
Except for the Vacant/Delete/ 
Movers Check, that operation 
added more persons than any 
other single coverage improvement 
program in the 1990 Census. The 
high level of errors associated with 
the Parolee and Probationer pro-
gram (which may have eliminated 
it from serious consideration for 
Census 2000) was due largely to 
the fact that it was hastily imple
mented late into the 1990 Census 
cycle, not necessarily that the 
overall concept lacked merit. If 
the methodology for that program 
were thoughtfully developed and 
appropriately tested during this 
decade, the Parolee and 
Probationer program could possi
bly identify and enumerate large 
numbers of hard-to-enumerate per-
sons who would otherwise not be 
included in the 2010 Census 
counts. 

Another possibility for targeting 
would be the use of administrative 
records and matching them back 
to the Census, which is similar to 
the Nonhousehold Sources 
Program employed in 1980. Our 
matching capability has improved 
enough where this approach could 
be much more efficient than the 
1980 operation. 

6.4 Integrate the 
undeliverable as addressed 
redistribution operation 

Retain the UAA Redistribution 
Operation if it can effectively 

be redesigned or at least inte�
grated into the other census 
operations. This program was 
well intended and provided benefi
cial public relations but in concert 
with other decennial procedures, 
did not efficiently contribute to 
coverage improvement. Of the 
10.5 million UAAs, 4.2 million 
were sent to Local Census Offices 
for redelivery.  Census staff rede
livered 1.5 million UAAs but only 
260,920 were mailed back in time 
to make the cutoff date for 
Nonresponse Followup and thus 
reduce the NRFU workload. 
Because of the "two strike rule" for 
census deletes, it unnecessarily 
added 573,112 cases to the 
Coverage Improvement Followup 
workload. If new technology 
allows more flexibility in making 
enumerator assignments during 
Nonresponse Followup (Mobile 
Computing Devices are currently 
being tested that we hope will mit
igate this issue) and the Census 
Bureau successfully modifies the 
census delete rules, the UAA 
Redistribution can successfully 
meet the purpose in 2010 for 
which it was intended. 

6.5 Expand the Primary 
Selection Algorithm 

Conduct a search of discarded 
Primary Selection Algorithm 
forms. Although we added at 
least 513,413 persons from the 
Primary Selection Algorithm in 
Census 2000, we may be able to 
add more. There were more than 
1.1 million cases in Census 2000 
where the Primary Selection 
Algorithm identified two separate 
occupied forms for an ID (address) 
that did not have anyone in com
mon between the two forms. 

These were cases where neither of 
the forms was a partial household 
Be Counted form or a GQ-UHE 
form. One of the two forms was 
selected in its entirety to be includ
ed in the census and the other was 
discarded. We recommend that we 
take another look at these discard
ed forms and research ways to 
identify and correctly add persons 
from these forms that are not 
already counted. This would 
require a thorough understanding 
of the unduplication process 
applied in the census to allow cor
rect enumeration of these cases. 

6.6 Conduct a complete 
Coverage Edit Followup 

Contact all households in 
Coverage Edit Followup. There 
were 2.5 million households select
ed for Coverage Edit Followup but 
only 54 percent could be contacted 
during the telephone followup 
interview. The missing data asso
ciated with the non-contacted 
households were imputed because 
we had not planned a personal 
visit followup. These missing 
data, as they relate to Coverage 
Edit Followup, deal with large 
households and count discrepan
cies. Since Coverage Edit 
Followup dealt with the missing 
data quite differently than the 
imputation (count imputation), we 
recommend that we conduct per
sonal visits to all of the house-
holds not contacted by telephone 
and, to the extent practicable, 
ensure the imputation and the 
interviews reflect the same basic 
philosophy in adding (deleting) 
persons. 
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  http://www.census.gov/pred/www/.

The reports and documentation of the Executive Steering Committee
for the Accuracy and Coverage Evaluation Policy (ESCAP) are located
at:  http://www.census.gov/dmd/www/EscapRep.html, http://www.
census.gov/dmd/www/EscapRep2.html, and http://www.census.gov
/dmd/www/ace2.html.
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The Census Bureau conducted the
Accuracy and Coverage Evaluation
(A.C.E.) expecting it could be used
to adjust the Census 2000 results
for all non-apportionment purpos-
es if it improved the census data.
The original March 2001 A.C.E.
estimates became available in time
to correct the Census 2000 redis-
tricting files.  On March 1, 2001,
the Census Bureau released the
"Report of the Executive Steering
Committee for Accuracy and
Coverage Evaluation Policy" which
reported that "The Executive
Steering Committee for A.C.E.
Policy (ESCAP) is unable to con-
clude, based on the information
available at this time, that the
adjusted Census 2000 data are
more accurate for redistricting.
Accordingly, ESCAP recommends
that the unadjusted census data be
released as the Census Bureau's
official redistricting data."  (ESCAP,
2001.)  

The ESCAP noted the difference
between the A.C.E. estimate, a 3.3
million net undercount, and
Demographic Analysis (DA) results,
a 1.8 million net overcount.  The
Census Bureau conducted further
evaluations over the next six
months to examine this difference
and determine if Census 2000
data, other than redistricting data,
should be corrected.  Two planned
A.C.E. evaluation programs, the
Matching Error Study (MES) (Bean,
2001) and the Evaluation Followup
(EFU) (Raglin and Krejsa, Report 3,
2001), identified errors in the
A.C.E.  The Person Duplication
Study (Mule, Report 20, 2001) used
computer matching to identify

duplicates across the entire coun-
try and Feldpausch (2001) exam-
ined the enumeration status
assigned to the E sample for these
duplicates.  Adams and Krejsa
(2001) re-coded the enumeration
status to reduce any operational
and procedural errors in the origi-
nal enumeration status coding.
Additional evaluations addressed
other concerns (ESCAP II, 2001)
including A.C.E. balancing, contam-
ination, and missing data.  The DA
estimates were investigated further
resulting in revisions (particularly
migration estimates) and revised
DA estimates.  (Robinson, Report
1, 2001.)  Due to uncertainty
whether all errors associated with
the A.C.E. (e.g. duplication error)
were captured, results from the
total error model designed to syn-
thesize individual errors and the
associated loss function analysis
were not used.  (Petroni, 2001.)

On October 17, 2001, the Census
Bureau released "Report of the
Executive Steering Committee for
Accuracy and Coverage Evaluation
Policy on Adjustment for Non-
Redistricting Uses" which reported,

The Executive Steering
Committee for A.C.E. Policy
(ESCAP) recommended on March
1, 2001 that unadjusted census
data be used for redistricting.
After assessing considerable
new evidence, ESCAP now rec-
ommends that unadjusted
Census 2000 data also be used
for non-redistricting purposes.
The effect of this new evidence
is that the Accuracy and
Coverage Evaluation (A.C.E.)
overstated the net undercount

by at least 3 million persons.
The cause of this error was that
the A.C.E. failed to measure a
significant number of census
erroneous enumerations, many
of which were duplicates.  This
level of error in the A.C.E. meas-
urement of net coverage is such
that the A.C.E. results cannot be
used in their current form.  This
finding of substantial error, in
conjunction with remaining
uncertainties, necessitates that
revisions, based on additional
review and analysis, be made to
the A.C.E. estimates before any
potential uses of these data can
be considered.  The Census
Bureau will release the remain-
ing Census 2000 data products,
post-censal estimates, and sur-
vey controls using unadjusted
data.  It is, however, reasonable
to expect that further research
and analysis may lead to revised
A.C.E. estimates that can be
used to improve future post-cen-
sal estimates.  (ESCAP II, 2001.)  

Coupled with the revisions to the
DA estimates, the inconsistency
with DA was explained by the fail-
ure of the A.C.E. to measure a
large number of  census erroneous
enumerations.  The earlier con-
cerns in A.C.E. with balancing, con-
tamination, and missing data were
also resolved.  The level of other
errors was believed to be small by
comparison and therefore was not
a major factor in the second ESCAP
decision.  (Hogan et al., 2002;
Mulry and Petroni, 2002; ESCAP II,
2001.)  

In October 2001, the Census
Bureau released approximate 
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estimates of the undercount for
three race/Hispanic origin groups.
(Thompson et al., 2001.)  These
"Revised Early Approximations"
corrected estimates of erroneous
enumerations for census duplicates
and for other erroneous enumera-
tions identified in the A.C.E. evalu-
ations but not in the full A.C.E. 
E sample.  This illustrated the cor-
rection effects on net undercount
estimates and on possible cover-
age differences.  The Census
Bureau later used the same meth-
ods and data to expand the calcu-
lations to seven race/Hispanic ori-
gin groups.  (Fay, 2002; Mule,
2002.)  These preliminary esti-
mates showed, like the revised DA
results, a small net undercount and
that the differential undercount
was reduced, but not eliminated.
These results only provided data at
the national level for broad popula-
tion groups.  Furthermore, these
preliminary approximations were
based on a small subset of A.C.E.
data and only partially corrected
for errors in measuring erroneous
enumerations using Fay's lower
bound.  (Fay, 2001, Fay, 2002.)
Potential errors in measuring omis-
sions were not accounted for.  

Even though the ESCAP recom-
mended twice NOT to correct the
census counts, they had concerns
about differential coverage in
Census 2000.  They thought fur-
ther research on revised coverage
estimates could be used to
improve the post-censal estimates.
Work on revised estimates would
provide a better understanding of
Census 2000 coverage error that
could be used to improve the 2010
Census and develop better meth-
ods for the 2010 coverage meas-
urement program.  Hence, work
began on revising the A.C.E. esti-
mates to correct for detected
errors.  The results can be found in
the "Technical Assessment of

A.C.E. Revision II".  (U.S. Census
Bureau, 2003.) 

The following report is divided into
three sections discussing the com-
parison of March 2001 A.C.E.  cov-
erage estimates with Demographic
Analysis, March 2001 A.C.E. per-
son estimates, and A.C.E. housing
unit estimates.  The conclusions
and recommendations are based
on the March 2001 A.C.E., work
done prior to the A.C.E. Revision II.
The recommendations for the 2010
Census assume the Census Bureau
decides to do a similar approach to
undercount estimation using a cov-
erage measurement survey.  The
research and results from A.C.E.
Revision II are out of scope for this
report due to resource constraints.
The coverage estimates from
A.C.E. Revision II are considered
better than the March 2001 A.C.E.
estimates.  In fact the earlier cover-
age estimates are considered
flawed and are not indicative of
the Census 2000 coverage error.
To avoid misunderstandings, earli-
er flawed estimates are referred to
as March 2001 A.C.E. in the
remainder of the report.  A list of
the evaluations and other reports
used in this topic report are in the
references section.  All evaluations
discussed in this report are based
on the March 2001 A.C.E.

The housing unit coverage esti-
mates did not have the exhaustive
evaluation that was conducted for
the person estimates and A.C.E.
Revision II did not attempt to
revise the housing unit coverage
estimates.  The difficulties in iden-
tifying residence in the person esti-
mates should not affect our ability
to identify the existence of a hous-
ing unit on Census Day.  However,
to the extent not identifying erro-
neous census enumerations or
duplicates was large for the house-
hold, then this could have affected
the reliability of some of the hous-

ing estimates by householder char-
acteristics such as occupancy sta-
tus, race, or owner status.

1.1  The census design

Census 2000 paralleled the design
of other recent U.S. Decennial
Censuses in many respects.
Census 2000 attempted to enu-
merate all people living in the
United States on April 1, 2000.
Most of the population was enu-
merated by means of mailback
questionnaires delivered to their
homes in March 2000.  The mail-
back questionnaire asked, "How
many people were living or staying
in this house, apartment, or mobile
home on April 1, 2000?", then
asked respondents to answer ques-
tions for each person.  Respon-
dents were given guidance about
whom to include ("foster children,
roomers, or housemates"; "people
staying here on April 1, 2000 who
have no other permanent place to
stay"; "people living here most of
the time while working, even if
they have another place to live")
and whom to exclude ("college stu-
dents living away while attending
college"; "people in a correctional
facility, nursing home, or mental
hospital on April 1, 2000" ; "Armed
Forces personnel living somewhere
else"; "people who live or stay at
another place most of the time").
People who did not respond by
mail were enumerated in person by
enumerators who visited their
homes during Nonresponse
Followup (NRFU) between April 27
and June 26.  In most cases, NRFU
interviewers spoke to a member of
the nonresponding household, but
after they had attempted repeated-
ly to contact nonresponding house-
holds, they were allowed to obtain
basic data about the residents
from proxy respondents, such as
neighbors, landlords, or other non-
household members.  (Martin, Fay,
and Krejsa, November 2002.) 
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People in group quarters (such as
college dormitories, homeless shel-
ters, and nursing homes) were
enumerated in separate operations
at the facilities, where enumerators
listed the names of the people liv-
ing or staying there and left
Individual Census Reports for each
person to complete.  Enumerators
picked up the forms and, if neces-
sary, conducted interviews with
nonrespondents.  (Martin, Fay, and
Krejsa, November 2002.) 

Two basic errors affected the popu-
lation total from the census: omis-
sions of persons who should have
been counted, and erroneous enu-
merations of persons who should
not have been counted, such as
fictitious persons or persons
counted more than once.  Persons
were considered omitted if they
were not counted in the right geo-
graphic area and erroneously
included if they were incorrectly
counted in a different area.  The
A.C.E. defined omissions and erro-
neous enumerations with respect
to a relatively small geographic
area called the search area, which
was typically a block or group of
blocks and in some cases blocks
immediately surrounding the sam-
ple blocks.  Under this approach,
people counted in the wrong block
were classified as omitted from
where they should have been
counted and erroneously enumer-
ated where they were counted.
(Martin, Fay, and Krejsa, November
2002.)  

In the decennial census, the
Census Bureau attempted to enu-
merate each person at his or her
"usual residence" as of April 1st,
defined as the place where a per-
son lived or slept most of the time.
The basic usual residence principle
was based on 31 residence rules
which apply to special circum-
stances: for example, people who

were staying in most types of insti-
tutional settings or other group
quarters (e.g., dormitory, shelter,
or nursing home) on April 1st were
enumerated there, even if they also
had another residence.  The
instructions on the census form
described the most common living
situations, but respondents often
find the rules self-contradictory
and the terminology confusing.
(Martin, Fay, Krejsa, 2002.)  Also,
some types of noninstitutional
group quarters allowed the respon-
dent to indicate they should have
been counted at their usual home.

1.2  Coverage measure-
ment

The A.C.E. attempted to measure
net undercount through a sample
survey.  Conceptually, an indepen-
dent sample of the population, the 
P sample, was used to estimate the
omissions.  A sample of census
enumerations, the E sample, was
selected from census enumerations
to determine erroneous enumera-
tions.  Together they were used to
estimate the net coverage error.
Omissions and erroneous enumera-
tions are defined within the search
area.  They are not meant to be
estimates of gross errors.
Following the precedent of the
1990 coverage study, the A.C.E.
geographically overlapped the 
P sample and E sample by select-
ing them from the same sample of
blocks.  See the "Technical
Documentation for March 2001
Estimates" in Kostanich (2003) for
more details.

The housing unit stage of A.C.E.
was a combination of sampling
and operational activities which
resulted in the selection of
300,000 P-sample housing units
from the 50 states and the District
of Columbia, excluding areas of
remote Alaska.  The selection was

independent of any census opera-
tion.  A detailed description of the
A.C.E. sampling plan can be found
in ZuWallack, Salganik, Cromar, and
Mule (2000).

The A.C.E. comprised several oper-
ations, but five primary operations
are critical in the analysis that fol-
lows.  For more details see
Childers (2001).  The "Glossary of
Specialized and Technical Terms
Used in the ESCAP Report and
Supporting Documents" is a helpful
source for defining terms used
throughout this report.  (ESCAP II,
Chapter VIII, 2002.)

•  An initial interview of P-sample
households was conducted by
phone (April 24 through June
13) or by personal visit (June 18
through September 11), using a
computer-assisted instrument on
a laptop.  The interview estab-
lished both the current residents
and, if different, the Census Day
residents of the sampled hous-
ing units.  The interview was
conducted only with a house-
hold member for the first three
weeks of interviewing.  If the
interview with a household
member was not successful
after three weeks, an interview
with a proxy respondent, which
is a nonhousehold member, was
attempted.  The Computer
Assisted Personal Interview
(CAPI) instrument was designed
to obtain a roster of the current
residents and the residents on
Census Day, measure their
demographic characteristics
such as sex, age, race, and eth-
nicity, and determine whether
each identified Census Day resi-
dent should have been included
in the census in the housing
unit or somewhere else.

•  In October through November
2000, P-sample Census Day 
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residents1 were matched to the
census.  If the A.C.E. interview
established the Census Day
address for a P-sample person
and if that person matched a
person enumerated in the
Census, then the P-sample per-
son was considered matched to
the census and the correspon-
ding E-sample person classified
as a correct enumeration. 

•  Some categories of P-sample
people who did not match to
the census were sent to the
A.C.E. Person Followup (PFU)
because the Census Bureau was
not absolutely certain about the
information provided in the
original interview.  The cate-
gories included not matched
people from proxy interviews,
from conflicting households2,
and from households where
some people matched.  The fol-
lowup interview identified P-
sample people who were not
residents of the housing unit on
Census Day who were then
removed from the P sample.
The followup interview also
included all not matched 
E-sample cases in order to iden-
tify erroneous enumerations.
Because they were matched, the
majority of census enumerations
in the E sample required no sep-
arate field work.  Followup inter-
views were conducted in person
from October 19 through
November 21, 2000, using a
questionnaire preprinted with
name and address information
about the sample household.

Interviews were accepted with
non-household proxies if knowl-
edgeable household respon-
dents were not found after six
contact attempts on different
times on different days.

•  Despite extensive attempts to
interview every housing unit in
the P sample, there were house-
holds for which the Census
Bureau simply could not obtain
information.  To account for the
missing information from these
households not interviewed, the
Census Bureau applied a nonin-
terview adjustment to inter-
viewed units.  Furthermore,
although most P-sample people
were assigned a residence and
match status, and E-sample peo-
ple an enumeration status, a
small number of people
remained with one or more of
these statuses unresolved.  That
is, the Census Bureau may not
have been sure if a person was
actually a resident of the hous-
ing unit on Census Day, or if
another person was correctly
enumerated in the census.  For
these people with an unresolved
status, the Census Bureau
assigned a probability of having
lived in the block cluster on
Census Day, having matched, or
having been correctly enumerat-
ed.  See Cantwell et. al. (2001)
for a discussion of the A.C.E.
missing data procedures.  

•  The results of matching the 
P sample and E sample were
used to produce population esti-
mates using Dual System Esti-
mation (DSE).  The DSE is a tech-
nique that estimates the true
population using estimates of
the number of census enumera-
tions correctly included in the
census from the E sample and
the ratio of the number of peo-
ple who should have been
included and were correctly

included in the census to the
total population from the 
P sample.  See Sekar and
Deming (1949), Wolter (1986),
and Hogan (1993) for more
information about Dual System
Estimation.  Estimates of the
population are made within esti-
mation cells, called post-strata
defined by geography and
demographic variables.  The
sum of the estimate of the pop-
ulation across estimation cells is
the Dual System Estimate of the
population.  The net undercount
is the difference in the Dual
System Estimate of the popula-
tion and the number of people
counted in the census.  The per-
cent net undercount is the net
undercount divided by the num-
ber of people counted in the
Dual System Estimate of the
population. 

Table 1 compares percent net
undercount estimates from the
flawed March 2001 A.C.E. and the
1990 Post Enumeration Survey
(PES) for major groups.  The A.C.E.
estimates were later revised.  (See
U.S. Bureau of the Census, 2003.)
Comparisons here show results
before those revisions.  The DSE
shows Census 2000 undercounted
the national household population
and that undercounts differed by
population subgroups.  Relative to
the 1990 Census, Census 2000
showed an apparent improvement
in the overall percent net under-
count and the differential under-
counts of certain population
groups.  The national percent net
undercount of the household popu-
lation for Census 2000 is 1.18 per-
cent (standard error, 0.13 percent)
compared to  the 1990 Census
1.61 percent (standard error, 0.20
percent).  The Census 2000 cover-
age showed differential undercount
rates among the race/origin
domains, tenure, and age/sex

1 The Census Day residents are both the
nonmovers and the outmovers.  Nonmovers
lived at the sample address on Census Day
and at the time of the Accuracy and Coverage
Evaluation interview.  Outmovers lived there
on Census Day, but not on the day of the
Accuracy and Coverage Evaluation interview.

2 A conflicting household refers to the
households at a matched, non-vacant address
or individual housing unit, where the
Accuracy and Coverage Evaluation household
and census household do not contain any
matched or possibly matched people.



groups.  The percent net under-
count for the Non-Hispanic Black
and Hispanic domains is lower for
Census 2000 compared to the
1990 Census, which results in a
differential undercount reduction
relative to the Non-Hispanic White
and "Some other race" domain.
The Census 2000 percent under-
count for Non-Owners and for chil-
dren ages 0 to 17 is lower than in
1990.  (Davis, 2001.)

1.3  Differences in 1990
Post Enumeration Survey
and 2000 Accuracy and
Coverage  Evaluation

The 1990 PES and 2000 A.C.E.
were based on the same metho-

dology, but there were differences.

The major differences are as 

follows: 

•  The sample was 166,000 hous-

ing units in 1990 and 300,000

in 2000. 

•  In 1990 the universe was hous-

ing units and noninstitutional

nonmilitary group quarters.  The

universe for 2000 was housing

units only. 

•  In 1990 large block subsam-

pling was a clerical operation.

In 2000 housing unit matching

was conducted before the inter-

viewing allowing the large block

subsampling to be done by

computer. 

•  The interview was a paper oper-

ation in 1990 and in 2000 the

interview was computer assist-

ed. 

•  In 1990 the P sample was the

current residents3 and the

Census Bureau matched the
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Table 1.
Percent Net Undercount for Major Groups: March 2001 A.C.E. and 1990 PES

Characteristic

March 2001 A.C.E.*

Characteristic

1990 PES

Net
Undercount

(percent)

Standard
Error

(percent)

Net
Undercount

(percent)

Standard
Error

(percent)

Total. . . . . . . . . . . . . . . . . . . . . 1.18 0.13 Total . . . . . . . . . . . . . . . . . . . . 1.61 0.20

Race/Origin Domain** Race/Origin Domain

Non-Hispanic White . . . . . . . . . . . 0.67 0.14 Non-Hispanic White and Other . 0.68 0.22
AI Off Reservation. . . . . . . . . . . . . 3.28 1.33
Non-Hispanic Black. . . . . . . . . . . . 2.17 0.35 Black. . . . . . . . . . . . . . . . . . . . . . . . 4.57 0.55
Hispanic. . . . . . . . . . . . . . . . . . . . . . 2.85 0.38 Hispanic . . . . . . . . . . . . . . . . . . . . . 4.99 0.82
Non-Hispanic Asian. . . . . . . . . . . . 0.96 0.64 Asian or Pacific Islander. . . . . . . 2.36 1.39
Hawaiian or Pacific Islander . . . . 4.60 2.77
AI On Reservation. . . . . . . . . . . . . 4.74 1.20 AI On Reservation . . . . . . . . . . . 12.22 5.29

Tenure Tenure

Owner . . . . . . . . . . . . . . . . . . . . . . . 0.44 0.14 Owner. . . . . . . . . . . . . . . . . . . . . . . 0.04 0.21
Non-Owner . . . . . . . . . . . . . . . . . . . 2.75 0.26 Non-Owner . . . . . . . . . . . . . . . . . . 4.51 0.43

Age/Sex Age/Sex

0-17 . . . . . . . . . . . . . . . . . . . . . . . . . 1.54 0.19 0-17 . . . . . . . . . . . . . . . . . . . . . . . . 3.18 0.29
18-29 Male . . . . . . . . . . . . . . . . . . . 3.77 0.32 18-29 Male . . . . . . . . . . . . . . . . . . 3.30 0.54
18-29 Female . . . . . . . . . . . . . . . . . 2.23 0.29 18-29 Female . . . . . . . . . . . . . . . . 2.83 0.47
30-49 Male . . . . . . . . . . . . . . . . . . . 1.86 0.19 30-49 Male . . . . . . . . . . . . . . . . . . 1.89 0.32
30-49 Female . . . . . . . . . . . . . . . . . 0.96 0.17 30-49 Female . . . . . . . . . . . . . . . . 0.88 0.25
50+ Male . . . . . . . . . . . . . . . . . . . . . –0.25 0.18 50+ Male . . . . . . . . . . . . . . . . . . . . –0.59 0.34
50+ Female . . . . . . . . . . . . . . . . . . –0.79 0.17 50+ Female. . . . . . . . . . . . . . . . . . –1.24 0.29

* These estimates are considered to be unacceptable and were subsequently revised as explained in U.S. Census Bureau (2003).
**See Davis (2001) for definitions of Race/Origin Domains.

Notes: 2000 net undercount is for household population.
1990 net undercount is for the PES universe which included noninstitutional, nonmilitary Group Quarters in addition to the household

population. As a result, the 1990 estimates may differ from the Committee on Adjustment of Postcensal Estimates (CAPE) results. See Bry-
ant et al. (1992) and Thompson (1992).

The 1990 Hispanic domain excludes Blacks, Asian or Pacific Islanders, and American Indians on Reservation.
A negative net undercount denotes a net overcount.

3 The current residents are the people
who lived in the housing unit at the time of
the PES interview in 1990, which are the
nonmovers and inmovers.  The nonmovers
lived at the sample address on Census Day
and at the time of the PES interview.  The
inmovers did not live there on Census Day
but moved to the address before the date of
the PES interview.



inmovers to their Census Day
address.  In 1990 the search
area was the sample blocks and
one ring of surrounding blocks
in urban areas, two rings of sur-
rounding blocks in rural areas,
and in a larger area of blocks for
the most rural areas of the

country.  In 2000 the P sample
was the Census Day residents
and they were matched to the
census enumerations in the
block cluster and surrounding
blocks for selected clusters.
(This is referred to as the
Targeted Extended Search.) 

•  In 1990 all whole household 
P-sample not matched people
were sent for a followup inter-
view.  In 2000 P-sample not
matched people from housing
units interviewed with house-
hold members were not sent for
followup. 
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2. Demographic Analysis: Comparison With
March 2001 Accuracy and Coverage
Evaluations Coverage Estimates

Demographic Analysis (DA) is a
well-developed tool for evaluating
population coverage.  The DA is an
analytic approach that has been
extensively used at the Census
Bureau to measure coverage of the
national population in every cen-
sus since 1960 (Siegel and Zelnik,
1966; Fay et. al., 1974, 1988;
Robinson et. al., 1993; Robinson,
March 2001.)

Demographic Analysis represents a
macro-level approach for estimat-
ing the net undercount by compar-
ing aggregate sets of data or
counts.  The demographic
approach differs fundamentally
from the survey-based A.C.E.  The
traditional DA population bench-
marks are developed for the cen-
sus date by analyzing various
types of demographic data essen-
tially independent of the census,
such as administrative statistics on
births, deaths, authorized interna-
tional migration, and Medicare
enrollments, as well as estimates
of legal emigration and net unau-
thorized immigration.  The differ-
ence between the Demographic
Analysis benchmarks and the cen-
sus count provides an estimate of
the census net undercount.
Dividing the net undercount by the
DA benchmark provides an esti-
mate of the net undercount rate.
(Robinson, March 2001.)  

Demographic Analysis estimates
were inconsistent with March 2001
A.C.E. estimates.  The Census
Bureau expected demographic
analysis to posit a higher estimate
of the total population than the
March 2001 A.C.E. because of the
presence of correlation bias, and

that the two estimates would gen-
erally agree on the coverage of cer-
tain populations.  Instead, the Base
DA estimates4 were lower than
both the Census 2000 population
counts and the March 2001 A.C.E.
estimates.  In response, the Census
Bureau developed Alternative DA
estimates by doubling the unau-
thorized immigration assumed in
the 1990s5.  Doing so yielded a
number of foreign born for 2000
consistent with the March 2000
Current Population Survey6.  Still,
the Alternative DA estimated num-
bers produced in February 2001,
were significantly lower than the
March 2001 A.C.E.  The Alternative
DA indicated that Census 2000
undercounted the population by
0.32 percent, while the March
2001 A.C.E. produced a net under-
count estimate of 1.15 percent7.

The Census Bureau concluded that
the inconsistent estimates of the
total national population derived
from one or more of three explana-
tions:

•  All available 1990 census data,
including the census results, the

1990 coverage measurement
survey,  and the 1990 DA esti-
mates, significantly understated
the Nation's population, but
Census 2000 found this previ-
ously unenumerated population.

•  DA underestimated population
growth between 1990 and
2000. 

•  The March 2001 A.C.E. overesti-
mated the Nation's population.  

Further research on demographic
analysis focused on two main top-
ics: international migration and
measurement of vital events like
births and deaths.  (ESCAP II,
2001.)

2.1  International migra-
tion

The Census Bureau regarded the
international migration assump-
tions as the most uncertain compo-
nent in the demographic analysis
estimates completed by March 1,
2001.  Research after March 1,
2001 focused primarily on those
international migration compo-
nents that are less well measured
(e.g., emigration, temporary migra-
tion, and unauthorized migration).
It also included research into legal
immigration and the demographic
characteristics of migrants used in
the March 2001 DA estimates. 

Part of the analysis involved dis-
cussions with independent experts
on demographic analysis and inter-
national migration.  Participants of
a March 20, 2001 meeting
explained how the DA estimates
differed from the March 2001
A.C.E. estimates, and discussed
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4 Base DA estimates refer to the Demo-
graphic Analysis estimates produced in January
2001 by the Census Bureau for Census 2000.

5 The process of revising the Demographic
Analysis estimates made use of Census 2000
long form data to revise estimates of the for-
eign born population.

6 The March Current Population Survey was
reweighted using the Census 2000 counts by
age, race, sex, and Hispanic origin for this com-
parison.

7 This figure differs from the 1.18 percent
usually quoted for the March 2001 Accuracy
and Coverage Evaluation because the Accu-racy
and Coverage Evaluation and DA estimate differ-
ent populations.  The base of the DA percent is
the total population, while the base of the
Accuracy and Coverage Evaluation percent is
the household population, which excludes
group quarters.



how to prioritize short-term and
long-term research activities.
Attendees included experts from
the statistical community, acade-
mia, state agencies, the Census
Bureau's advisory committees, pro-
fessional organizations, and inter-
national organizations.  These
experts, almost unanimously, rec-
ommended focusing on compo-
nents of international migration
because of the uncertainty of asso-
ciated assumptions and estimates. 

The Census Bureau sought expert
help on September 24, 2001, after
completing the original research
activities (validation of the 1990
estimates and updated 2000 esti-
mates) that produced the revised
DA estimates.  Although these
experts generally agreed with the
methods used to calculate compo-
nents of international migration,
they had concerns about the
assumptions regarding the under-
count of international migrants.
Specifically, they believed the
undercount assumption of 15 per-
cent for unauthorized migrants,
which the Revised DA incorporat-
ed, was too high, especially given
the March 2001 A.C.E. undercounts
for other hard-to-enumerate
groups.  In addition, they urged
renaming the residual migrant cat-
egory as the residual foreign-born,
or separating the residual foreign
born into known components
("quasi-legal" migrants) and the
implied unauthorized migrant pop-
ulation.  Subsequent sensitivity
analysis incorporated both of these
suggestions.

The sensitivity analysis of assump-
tions about various components of
the foreign-born population
showed that the total number of
foreign born did not vary enough
to have much effect on the total

population DA estimate.  For exam-
ple, the lower bound assumption
of 3.3 percent net undercount of
the foreign-born equated to a pop-
ulation of 281.3 million, or more
than three million people lower
than the March 2001 A.C.E. total
population.  The upper bound
assumption of 6.7 percent was
consistent with a 282.5 million
population, which is still more than
two million lower than the March
2001 A.C.E. total population.
These results led the Census
Bureau to conclude that the
Revised DA was an appropriate
benchmark for assessing Census
2000 and the March 2001 A.C.E.
estimates.  (ESCAP II, 2001.)

2.2  Measurement of 
vital events

Other research examined the
remaining assumptions underlying
the DA components of change,
including the birth, death, and
Medicare components.  Although
death and the elderly population
size estimates did not change
much, this research changed the
estimates of historical births by
revising the assumptions about
registration completeness of births
since 1968.  The previous DA esti-
mates assumed a 99.2 percent (the
1968 level) registration of all births
in years since 1968 (the last year
of testing birth registration com-
pleteness).  For the Revised DA
estimates, registration complete-
ness was assumed to gradually
reach 100 percent by 1985 (the
first year natality statistics were
reported electronically from all the
States), and remained at 100 per-
cent through 2000.  This revision
lowered the estimated number of
births for 1968-2000 by 715,000,
which lowered the Revised DA esti-
mate of the total population in

2000 by the same number.
(Robinson, October 2001.)  

2.3  Results of revised
demographics analysis

The research undertaken between
March and October allayed two
fundamental concerns: (1) the
Alternative DA did not capture the
full growth of the population
between 1990 and 2000, and (2)
the 1990 DA was lower than the
true population.  The research
effect on immigration, births, and
deaths led to Revised DA esti-
mates, produced in September
2001, which were slightly different
from the Alternative DA.  The
inconsistency between the
Alternative DA and the March 2001
A.C.E. estimates did not result
from unexplained problems in DA.
These results led the Census
Bureau to conclude that the March
2001 A.C.E. overestimated the
Nation's total population.

The Revised DA lowered the esti-
mated net undercount rates from
1.85 to 1.65 percent in 1990, and
from 0.32 to 0.12 percent in 2000,
but did not alter the DA finding
that the estimated net undercount
rate in 2000 was substantially
lower than in 1990.  (Robinson,
October 2001.)   The Revised DA
continued to estimate a lower net
undercount than the March 2001
A.C.E., and was very close to the
Alternative DA estimate used in
March.  The Revised DA estimated
a net undercount of 0.3 million, or
0.12 percent, compared with the
March 2001 A.C.E. estimate of a
net undercount of 3.3 million, or
1.15 percent.  Population totals
from the Base DA, Alternative DA,
and Revised DA, along with the
Census 2000 counts and the March
2001 A.C.E. estimates, are shown
in Table 2. 
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As shown in Table 3 (see the
Appendix for a note regarding
inconsistencies in race classifica-
tions between DA, the 2000 A.C.E.,
and the 1990 PES), the Revised DA
implied a greater reduction than
the March 2001 A.C.E. in estimated
net undercount in Census 2000
compared with the 1990 census.
The revised DA reduced the esti-
mated net undercount rate by 1.53
percentage points, from 1.65 per-
cent in 1990 to 0.12 percent in
2000.  In contrast, the March 2001
A.C.E. estimate of 1.15 percent net
undercount in 2000 was 0.43 per-
centage points lower than the 1.58
percent estimate in the 1990 PES.
Additionally, both DA and the
March 2001 A.C.E. estimated a
reduction in the net undercount
rates of Black and Non-Black chil-
dren compared with 1990.  Both
methods also estimated a reduc-
tion in the net undercount rates of
adult Black men and women. 

The revised DA and March 2001
A.C.E. estimates continued to dis-
agree.  The DA found a reduction
in the estimated net undercount
rates of Non-Black men and
women in Census 2000 compared
with the rates of previous census-
es.  The March 2001 A.C.E. indicat-
ed no change or a slight increase
in estimated undercount rates for
NonBlack adults as a group.

Demographic analysis provided
evidence that correlation bias8 was
not reduced between 1990 and
2000.  Comparisons of the DA and
March 2001 A.C.E. sex ratios (men
per 100 women) showed that cor-
relation bias in the survey esti-
mates was not reduced for Black
men between 1990 and 2000.  The
March 2001 A.C.E. sex ratios for

Black adults were much lower than
the expected sex ratios based on
DA, implying that the March 2001
A.C.E. did not capture the high
undercount rate of Black men rela-
tive to Black women.  The size of
this bias was about the same as in
the 1990 coverage measurement
survey.  (ESCAP II,  2001.)

The DA estimates do have a few
limitations.  First, the major DA
estimates are available only at the
national level and only for two
broad race categories: Black and
Non-Black (All Other Races
Combined).  Another concern
regarding DA estimates is the
uncertainty of the measured under-
counts.  The aggregate administra-
tive data and estimates used to
construct the DA benchmarks are
corrected for various types of
errors.  There are assumptions in
this estimation process, some of
which can be validated and some
of which are based on quite limited
information.  Third, the race cate-
gories in the DA estimates largely
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8 Correlation bias refers to the tendency
for census enumerated people to be more
likely included in the Accuracy and Coverage
Evaluation than people missed in the census.
The DA sex ratios and March 2001 Accuracy
and Coverage Evaluation data are used to pro-
duce correlation bias estimates for males.
Adult females are assumed to have no corre-
lation bias.

Table 2.
Resident Population Totals from Census 2000, Demo-
graphic Analysis, and the March 2001 A.C.E.: April 1, 2000

Source Total population

Base DA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279,598,121
Census 2000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281,421,906
Revised DA (Revised Registration Completeness Assumption). . . . . . 281,759,858
Alternative DA (Double Unauthorized Immigration) . . . . . . . . . . . . . . . . 282,335,711
March 2001 A.C.E.* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284,683,782

* This estimate is considered to be unacceptable and was subsequently revised as
explained in U.S. Bureau of the Census (2003).

Table 3.
Percent Net Undercount by Race,* Sex, and Age:
1990 and 2000

Category

Revised Demographic Analysis PES/A.C.E

1990 2000 PES 1990
March 2001

A.C.E.**

Total. . . . . . . . . . . . 1.65 0.12 ***1.58 ***1.15

Black . . . . . . . . . . . . . . . 5.52 2.78 4.43 2.07

0-17 . . . . . . . . . . . . . . . . 5.27 1.3 7.05 2.92
Male, 18+ . . . . . . . . . . . 9.57 7.15 3.76 2.10
Female, 18+ . . . . . . . . . 2.05 0.07 2.64 1.28

Non-Black . . . . . . . . . . 1.08 -0.29 1.18 1.01

0-17 . . . . . . . . . . . . . . . . 1.12 0.54 2.46 1.27
Male, 18+ . . . . . . . . . . . 1.74 0.17 1.19 1.43
Female, 18+ . . . . . . . . . 0.44 -1.27 0.34 0.44

A minus sign denotes a net overcount.
*See Appendix for a note regarding inconsistencies in race classifications between

DA, the March 2001 A.C.E., and the 1990 PES.
**These estimates were determined to be unacceptable and were subsequently revised

as explained in U.S. Bureau of the Census (2003).
***These figures differ from the 1.61 and 1.18 percents quoted in Table 1 because the

A.C.E. and DA estimate different populations. The base of the DA percent is the total popu-
lation, while the base of the A.C.E. percent is the household population, which excludes
group quarters.



reflect the race assigned in the par-
ticular administrative record at the
time of the event (birth, death, or
enrollment in Medicare).  The DA
estimates of net undercount are
biased to the extent that people
who are classified as a particular
race in DA (e.g., Black) reported a
different race in the A.C.E.  Fourth,
the DA covers the total population

while the A.C.E. is limited to the
household population.  The differ-
ence in the universe is the group
quarters (GQ) population.  The GQ
population is included in the DA
estimates, and cannot be separat-
ed, but the GQ population is
excluded from the A.C.E. universe.
(Robinson, October 2001).

The Census Bureau should contin-
ue to use DA as a coverage evalua-
tion tool.  For the 2010 Census,
the Census Bureau should also
investigate ways to measure uncer-
tainty in the DA estimates of
undercount and to expand DA 
estimate to more race/ethnicity
groups.
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We begin the examination of per-
son coverage by summarizing rec-
ommendations for sampling and
estimation and evaluation studies
and recommendations for person
interviewing.  We follow this with
summarizations of basic results or
evaluations for specific error
sources: erroneous enumerations,
census omissions, balancing, corre-
lation, conditioning, reinstated late
additions, and Census 2000 impu-
tations.  For each error source, we
also provide recommendations for
future consideration.

3.1  Sampling and
estimation

"In January 1999, the Supreme
Court ruled against the use of sam-
pling for congressional apportion-
ment.  (Department of Commerce
v. House of Representatives, 525
U.S. 316, 119 S. Ct. 765 (1999).)"
(U.S. Census Bureau, December
2002.)  This changed the Census
Bureau's plans for the coverage
measurement survey.  The A.C.E., a
subsample of the Integrated
Coverage Measurement (ICM) sur-
vey, replaced the ICM.  The ICM
would have produced estimates of
the population for each state
directly from the state sample with
sufficient reliability for apportion-
ment.  "The A.C.E. was a quality
check to evaluate the  census cov-
erage and possibly correct for net
coverage, but could not be used
for apportionment."  (U.S. Census
Bureau, December 2002.)  

The timing of the decision against
sampling for apportionment
impacted sampling and estimation
in three key ways.  

•  The Census Bureau did not have
time to redesign the A.C.E. sam-
ple to meet the production
schedule, so the Census Bureau
designed the A.C.E. sample
based on the ICM using a dou-
ble sampling9 approach.

•  The multi-phase sampling meant
that the Census 2000 Dress
Rehearsal variance estimation
procedures had to be discarded
and new procedures researched
and developed.

•  The state-based post-stratifica-
tion plan had to be discarded
and a national post-stratification
researched and developed.  (U.S.
Census Bureau, December
2002.)

Below is a summary of assess-
ments of the major A.C.E. sampling
(U.S. Census Bureau, October
2002) and estimation steps in
Census 2000 (U.S. Census Bureau,
December 2002) and suggestions
for the future.  These assessments
were obtained by the Decennial
Management Division through dis-
cussions with key professional
staff involved in sampling and esti-
mation planning and implementa-
tion.  Except for the missing data
compensation step, no formal eval-
uations were conducted.

The major sampling and estimation
steps for the 2000 A.C.E. are:

•  Sampling
•  Weight trimming
•  Missing data compensation

•  Dual system estimation
•  Synthetic estimation
•  Variance estimation

3.1.1  Sampling

The P sample contained approxi-
mately 300,000 housing units in
the 50 states (excluding areas of
remote Alaska) and the District of
Columbia.

For planning the 2010 Census, the
Census Bureau should consider the
following recommendations:

•  Explore the pros and cons of a
double sampling approach from
the perspective of estimation
and field concerns.  Consider if
the Census Bureau should devel-
op a design allowing the flexibil-
ity to apply either a state or
national design in anticipation
of the possible need to change
designs as was done in Census
2000.

•  Do additional analysis to obtain
better measures of size of cen-
sus blocks, critical information
for the sample design.
Improved measures of size
makes possible better control 
of workloads, weights, and 
variances.

•  Use the Census 2000 method or
a similarly defined method for
sampling small census blocks,
those with zero to two housing
units.  This results in variance
estimation efficiencies and
reduces the effect the small
block clusters have on the esti-
mates.  (U.S. Census Bureau,
October 2002.)
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3.  March 2001 Accuracy and Coverage
Evaluation: Person Coverage

9 Double sampling refers to the subse-
lection of the final sample from a preselect-
ed larger sample.



3.1.2  Weight Trimming

The Census Bureau designed A.C.E.
weight trimming to reduce sam-
pling weights for clusters that
would have an extreme influence
on the dual system estimates and
variances.  They trimmed the
weight for one cluster.  (Mule,
American Statistical Association,
2001.)

For the 2010 Census, the Census
Bureau should consider these rec-
ommendations:

•  Build a threshold standard into
the weight trimming procedure.
If the total weight to be
trimmed or the change in the
mean square error by doing the
trimming are below a given
threshold, then the weight 
trimming would not be imple-
mented.

•  Control weights at the post-stra-
tum level rather than at the
cluster level.  In Census 2000,
only one cluster needed trim-
ming.  However, at the post-
stratum level, a post-stratum
had several clusters with high
weights.

•  Schedule weight trimming dur-
ing dual system estimation
instead of before missing data
processing to allow the Census
Bureau to take into account the
effect of weight trimming on the
Dual System Estimates.  (U.S.
Census Bureau, December
2002.)

3.1.3  Missing Data

Missing data occurred in the A.C.E.
if, after all followup attempts,
there remained households not
interviewed or households with
portions of the person data miss-
ing, such as age or race.  Some-
times the missing item might have
been the status of whether a per-
son matched, was a resident on

Census Day, or was correctly enu-
merated.  The Census Bureau used
statistical models to account for
missing data.  As shown below, the
level and pattern of missing data
in the March 2001 A.C.E. was com-
parable to that of the 1990 PES.
The effect of the missing data on
the overall March 2001 A.C.E. qual-
ity was similar to that experienced
by the 1990 PES and documented
in the P studies.  ( Mack et. al.,
1991; Gbur, 1991; West, 1991.)  

Additional statistical models to
account for missing data were
developed to assess the effect on
the estimates of using alternative
models.  (Keathley, Kearney, and
Bell, 2001.)

Imputed demographic characteris-
tics used to account for missing
post-stratification variables result
in increased classification error as
well as synthetic error and possi-
bly contribute to correlation bias.
High levels of missing data, partic-
ularly for match, residence, or enu-
meration status10, also increase
variance.  The Census Bureau did
not evaluate how this type of miss-
ing data increases variance
because the measure of sampling
variance largely picked up this
component.

Two important changes for the
Census 2000 could have affected
missing data rates.  First, the level
of missing data in the A.C.E. inter-
view could have been higher
because of a change in how the
Census Bureau treated movers.  In
1990, the Census Bureau only
needed to interview the current
residents, whereas in Census
2000, interviewers needed infor-
mation about the current (A.C.E.
Interview Day) residents and the

Census Day residents.  On the
other hand, the A.C.E. eliminated
the need to geographically code
the Census Day address of
inmovers, thus eliminating one
potential source of missing data.
Second, the Computer Assisted
Personal Interview (CAPI) instru-
ment kept the interviewer on the
correct set of questions and
allowed for tight managerial con-
trol.

The March 2001 A.C.E. missing
person demographic characteristics
imputation programs operated
nearly identically to those used for
the 1990 Census PES.  (U.S. Census
Bureau, December 2002.)   The
March 2001 A.C.E. used a different
statistical model to account for
missing data for match and resi-
dence status than the 1990 PES.
The Census Bureau based the 1990
model on hierarchical logistic
regression, while the 2000 model
used the  "Imputation Cell
Estimator." 11 The input data and
behavioral assumptions between
the two models were similar but
not identical.

The amount of missing data in the
March 2001 A.C.E. was low.  This
low level minimizes the effect of
the missing data assumptions on
the final estimates.  The Census
Bureau found:

•  March 2001 A.C.E. had high
interview rates.  Among occu-
pied housing units, the Census
Bureau had a 97.1 percent inter-
view rate for Census Day and
98.8 percent for A.C.E. Interview

10 Missing match, residence, or enumer-
ation status are referred to below as unre-
solved match, residence, or enumeration sta-
tus.  Sometimes we also refer to them as
unresolved person status.

11 The imputation cell estimator separat-
ed people with resolved and unresolved
match or resident or correct enumeration
status into groups called imputation cells
based on operational and demographic char-
acteristics.  Within each imputation cell, the
weighted proportion of matches or residents
or correct enumerations among the cases
with resolved status was calculated, and that
value imputed for all unresolved people in
the cell.  (Cantwell et. al, 2001.)
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Day.  This compares to 98.4 per-
cent (unweighted) in the 1990
PES.  Because of the high
response, most of the changes
due to the noninterview adjust-
ment factors applied were very
small.  This result helps keep
down the variance of survey
weights.

•  A low proportion, 2.2 percent,
of people had unresolved resi-
dence.  The missing data proce-
dures assigned an average resi-
dent probability of 82.6 percent
to people with unresolved resi-
dent status.  As designed, this
was lower than the average rate
among people with resolved sta-
tus (98.2 percent).

•  Only 1.2 percent of the sample
had unresolved match status,
compared to 1.8 percent in the
1990 PES.  The Census Bureau
assigned an average match rate
of 84.3 percent to people with
unresolved match status, com-
pared to 91.7 percent for those
with resolved status.  The low
rate of unresolved match status
implies only a small effect on
the estimation.

•  About 2.6 percent of the 
E sample had unresolved enu-
meration status compared to 2.3
percent in the 1990 PES.  The
average rate of correct enumera-
tion for people with unresolved
status was 76.2 percent com-
pared to 95.9 percent for those
with resolved status.  (Cantwell
et. al., 2001.)

•  Similar to the 1990 PES, March
2001 A.C.E. had low rates of
missing demographic data as
shown in Table 4.  There were
few problems gathering answers
to all questions about respon-
dents in A.C.E. interviews for
the P sample or from census
forms for the E sample.  This
suggests that the post-stratifica-

tion results accurately reflected
respondents' true characteris-
tics, and should help to reduce
heterogeneity (i.e. the possibility
for different people within post-
strata to have different chances
of being counted in the census
and in the A.C.E.), since imputa-
tion determines the post-strata
for only a small number of peo-
ple.  (Farber, 2001.)  

While the missing data rates were
low and the actual missing data
treatments the Census Bureau used
for the A.C.E. had small impacts on
the estimates, the treatment of
missing data can have a large
effect on the A.C.E. estimates
under certain assumptions.  The
Census Bureau considered, in vari-
ous combinations, seven basic
methods for addressing the nonin-
terview and unresolved person sta-
tus components of missing data in
the March 2001 A.C.E. estimates.
The Census Bureau used each
resulting alternative model to com-
pute new DSEs.  The alternatives
considered showed the choice of
statistical model to account for
missing data can have a substan-
tial effect on the resulting esti-
mates of coverage error, causing
the DSEs to be over or understat-
ed.  The Census Bureau chose to
represent the effects of these alter-
native models in the form of
increased uncertainty in the March
2001 A.C.E. estimates.

The Census Bureau used the DSEs
resulting from the alternative mod-
els to calculate a measure of varia-
tion similar to a sampling error.
This evaluation found large non-
sampling variability from the use
of alternative missing data models.
At the national level, the evalua-
tion found the overall magnitude
of the variation resulting from all
combinations of the alternative sta-
tistical models used to account for
missing data to be about 530,000.
Arguments can be made that this
measure understates the actual
levels of variation due to missing
data because it assumes each alter-
native was equally likely.  (Spencer
et. al, 2002.)  

The Census 2000 unresolved enu-
meration status rates were slightly
higher than those in 1990, but
were not viewed as high enough to
cause major concern.  (Liu, Jones,
and Feldpausch, 2001.)  The alter-
native model analysis indicated
that missing data had a larger
effect than anticipated.  This could
have been due to changes in the
methods for incorporating movers
into the DSE, or to a more diverse
set of alternative models than used
in evaluation of the 1990 missing
data procedures.  (Mack et. al.,
1991.)

For the 2010 Census, the Census
Bureau should consider the 
following:

•  If the Census Bureau expects
low noninterview rates in 2010,
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Table 4.
March 2001 A.C.E. and 1990 PES Missing Data Rates
(weighted)

Missing characteristic
March 2001 A.C.E. 1990 PES

P sample E sample P sample E sample

Race . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.4 3.2 2.5 11.8
Hispanic Origin . . . . . . . . . . . . . . . . . . . . . 2.3 3.4 (NA) (NA)
Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.4 2.9 0.7 2.4
Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.7 0.2 0.5 1.0
Tenure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.9 3.6 2.3 2.5

NA means not available.



then use the A.C.E. 2000 nonin-
terview adjustment methodolo-
gy.  If not, then investigate and
consider alternatives for nonin-
terview adjustment. If the
Census Bureau takes the sug-
gestion in Section 3.2 to mini-
mize proxy interviews, examine
the relative trade off between
dealing with proxies and with
missing data.

•  Write the A.C.E. characteristic
imputation program from
scratch rather than basing it on
a previously written program
which was not well understood.

•  Impute missing characteristics
using the same methodology
implemented for the census,
especially for the E sample to
increase consistency of demo-
graphic characteristics. 

•  Link the P- and E-sample files for
each block cluster and use the
available information for
matched units for characteristic
imputation, especially if the 
P-sample persons are missing
the characteristics.  When peo-
ple match, consider using the
census information to impute
for those missing characteristics
to reduce inconsistencies
between the two samples.

•  Design a flexible imputation
plan so that prior to imputing,
the Census Bureau can examine
the data and determine an opti-
mal imputation. 

•  For missing age, impute an age
(a number), rather than an age
category.  Imputing a number
rather than a category provides
more flexibility for estimation
and later evaluations. 

•  While for missing tenure, race,
and Hispanic origin, the nearest-
neighbor hot deck appears to
work well, evaluate if alterna-

tives could provide improve-
ments. 

•  Model alternatives for sex impu-
tation to see if improvements
are possible.

•  For the P sample, determine the
probabilities of resident status
and match status jointly.  This
helps account for the depend-
ence between the two.

•  When gathering information to
be used to assign probabilities
for unresolved person status,
concentrate on information per-
taining to the interview opera-
tions and field procedures (i.e.
what went on), and less on
demographic information (i.e.
race, ethnicity, tenure, etc.).  In
Census 2000, the former infor-
mation better classified cases
for the purposes of assigning
probabilities.  

•  Evaluate alternatives such as
logistic regression and related
software to assign probabilities
for unresolved person status,
but be careful not to over-
model.  (U.S. Census Bureau,
December 2002.)  There is the
potential to improve probability
estimates, but also the potential
to increase variability.

•  Use consistent coding and edit-
ing for race and other post-strat-
ification variables in A.C.E. and
census to increase consistency.

3.1.4  Dual System Estimation

Dual system estimation measured
the degree of population net cover-
age error observed during the cen-
sus enumeration.  It accomplished
this by comparing the census enu-
meration results to A.C.E. results
to calculate dual system estimates
separately by post-strata based on
geography and demographic vari-
ables.  Populations not included in
dual system estimation were Group

Quarters persons, Service-Based
Enumeration persons, and persons
in Remote Alaska.  

The Census Bureau developed
post-strata in reference to experi-
ence in all previous censuses, but
especially the censuses of 1980
and 1990.  In those censuses,
since the net undercount was sig-
nificantly larger than zero, they
believed gross omissions was the
dominant error, with gross erro-
neous inclusions being smaller.
The Census Bureau also concluded
that the determinants of net under-
count would primarily follow socio-
economic groupings.  

The factors that caused erroneous
inclusions probably drive the dif-
ferential errors by demographic
group and geographic area as
much as those that caused omis-
sions.  The Census Bureau consid-
ered poststratifying separately for
omissions (P sample) and erro-
neous enumerations (E sample).
The Census Bureau rejected this
approach because of the tight
schedule.  (Hogan, 2002.)  

For 2010 post-stratification plan-
ning, the Census Bureau should
consider these  recommendations:  

•  Post-stratify the P and E samples
separately to better account for
both omissions and erroneous
inclusions.  (U.S. Census Bureau,
December 2002.)

•  Identify post-strata that better
account for variability of socio-
economic groupings.

•  Use generalized DSEs instead of
postratification.  This approach
uses logistic regression to esti-
mate probabilities of inclusion
in the census and of correct
enumerations.  Post-stratifica-
tion makes use of estimation
cells which must be of sufficient
size.  Generalized DSEs are not
limited by size constraints and
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thus offer greater opportunity to
reduce biases.

For 2010 DSE implementation plan-
ning, the Census Bureau should
consider the following recommen-
dations:

•  Consider using "Procedure B" to
handle movers. In 2000 the
Census Bureau used "Procedure
C" with a few exceptions where
we used "Procedure A".
"Procedure C" and "Procedure A"
match the nonmovers and out-
movers at the Census Day
address and within the search
area.  "Procedure C" and
"Procedure A" rather than
"Procedure B" were used in 2000
because it is easier to match
within the search area.  One
problem with "Procedure C" and
"Procedure A" was that inter-
views with whole households of
outmovers were proxy inter-
views.  "Procedure B" was used
in 1990.  For this procedure, the
nonmovers were matched to the
Census Day address and search
area.  The inmovers were
matched to their Census Day
address requiring collecting the
Census Day address for the
inmover, obtaining the census
geography for the address, and
matching to that address and
surrounding blocks.  This
inmover matching was time con-
suming because the census
questionnaires were printed
from microfilm for clerical
matching.  The entire mover
matching process could be
improved in 2010 since names
are captured for the entire 
country. 

•  Develop improved methods to
detect erroneous enumerations
and to incorporate duplicates
into the coverage measure-
ment survey estimates.  (See
Section 3.3.1, Erroneous

Enumerations, Including
Duplicates.)

•  Use external data sources (e.g.
administrative records,
Demographic Analysis,
American Community Survey) to
improve coverage estimates.

•  Include group quarters in future
coverage measurement surveys
to improve undercount esti-
mates. (U.S. Census Bureau,
December 2002.)

3.1.5  Synthetic Estimation

The last operation in the March
2001 A.C.E. estimation process,
synthetic estimation, provided pop-
ulation estimates for small geo-
graphic areas such as blocks,
tracts, counties, and congressional
districts.  The Census Bureau
formed these small area estimates
by applying  coverage correction
factors (i.e. the ratio of the DSE to
the census count for each postra-
tum) to the census counts at the
different geographic levels.  For
example, the Census Bureau
formed a block-level synthetic esti-
mate by distributing a post-stra-
tum's dual system estimate to
blocks proportional to the size of
the post-stratum's population with-
in the block.  For use in all census
data products, the Census Bureau
constructed rounded, adjusted syn-
thetic estimates at the tabulation
block level12.  Data users then pro-
duce population estimates for any
geographic area of interest by
aggregating blocks.  Populations
not included in synthetic estima-
tion were Group Quarters persons,
Service-Based Enumeration per-
sons, and persons in Remote
Alaska.  

For Census 2010, the Census
Bureau may want to consider a
modeling approach to DSEs.  In
this case, the Census Bureau would
not need a separate synthetic esti-
mation procedure.  (U.S. Census
Bureau, December 2002.)

3.1.6  Variance Estimation

The Census Bureau expected the
sampling variances and coefficients
of variation (CV) to be lower for the
March 2001 A.C.E. compared to the
1990 PES because:

•  The housing unit sample size for
the A.C.E. was almost double that
of the PES (approximately 300,000
versus approximately 165,000).

•  Better measures of population size
were available during sample
selection of clusters.

•  Sampling weights were less 
variable.

As expected, the improvements led
to much smaller sampling variances.
The actual reduction was larger than
the 25 percent expected reduction
due to the increase in sample size.
This is seen from Table 5.  Also:

•  The CVs declined for forty-seven
states, with an average reduction
of 36.8 percent.

•  At the Congressional District level,
the median CV decreased by
about 40 percent, from 0.499 per-
cent to 0.297 percent.

•  The median CV decreased by
roughly 50 percent, from 0.629
percent to 0.314 percent, for
places with a census population
greater than 100,000.

•  The median CV decreased by
about 40 percent, from 0.510 per-
cent to 0.310 percent, for counties
with a census population greater
than 100,000.  (Starsinic et. al,
2001.)
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Census is completed, blocks are split by
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The Census Bureau used replica-
tion methods to estimate the vari-
ance due to A.C.E. and PES sam-
pling and estimation.  Unlike the
PES, the March 2001 A.C.E. repli-
cate variances of the census esti-
mates had three components:

•  Variance due to the multi-phase
sampling of block clusters for
the A.C.E.

•  Variance due to sampling for the
Targeted Extended Search.

•  Variance from estimating the
missing data in A.C.E. 

The variance computation account-
ed for some of the components of
variance due to missing data, but
it is unknown whether it largely
accounted for the variance due to
missing data since the computa-

tion did not include the variance
component due to the selection of
statistical model to account for
missing data.  The alternative
models evaluation conducted by
Keathley, Kearney, and Bell (2001)
indicated this component may be
large.

The Census Bureau should consid-
er whether the use of complex
variance methods would be more
beneficial in production or in an
evaluation of the production vari-
ances.  They should also consider
developing confidence measures
for A.C.E. that reflect synthetic
error and other nonsampling error
as well as sampling error.

3.2  Accuracy and
Coverage Evaluation
person interviewing

Byrne, Imel, Ramos, and Stallone
(2001) examined the A.C.E. person
interview operation.  The inter-
viewing operation had two phases:
telephone and personal visit.  The
personal visit also used a
NonResponse Conversion
Operation (NRCO) to try converting
the noninterviews by using the
best interviewers.

Dates of the operation:

•  Telephone Phase
April 24, 2000-June 13, 2000

•  Personal Visit Phase
June 19, 2000-September 11,
2000

•  Nonresponse Conversion
July 27, 2000-September 11,
2000 

The A.C.E. planned all interview
activities to end on September 1,
2000.  However, one local census
office, Hialeah, Florida, required
more time to complete the census
data collection operations.  This
resulted in a delay for the subse-
quent A.C.E. person interviewing
in Hialeah until August 18, 2000-
September 11, 2000.  All other
offices finished interviewing on
schedule, September 1, 2000. 

The 2000 A.C.E. did not use a
paper form as used in the 1990
PES.  The Census Bureau used
computer assisted personal inter-
viewing (CAPI) software.

Byrne, Imel, Ramos, and Stallone
(2001) provide results of the inter-
viewing operation:

13 Synthetic error is not incorporated into
the Accuracy and Coverage Evaluation vari-
ance estimates.  The assumption is that the
coverage rate is uniform over all areas within
post-strata.  Synthetic error is introduced to
the extent the areas deviate from this
assumption.  The accuracy of this methodolo-
gy may decrease in areas where localized
effects not reflected in the post-stratification
affect the true sampling variance.  The dis-
crepancy becomes larger as the population of
an area decreases.  Thus, caution should be
used in comparisons between areas of differ-
ent sizes.  (Starsinic et. al., 2001.)

Table 5.
Distribution of CVs13 for Population Estimates by Geographical Area for March 2001
A.C.E. and 1990 PES

Area
Source Number

Mean
size

Mean
CV

(percent)
Margin

of error*

Distribution of CVs (percent)

Minimum QI Median Q3 Maximum

State** . . . . . . . . . . . . . . . . . . . . A.C.E. 51 5,582,035 0.310 28,506 0.159 0.220 0.240 0.378 0.804
PES 51 4,955,153 0.449 36,623 0.322 0.369 0.406 0.496 0.933

Congressional Districts*** . . . A.C.E. 435 653,103 0.330 3,546 0.156 0.250 0.297 0.375 0.948
PES 435 579,567 0.557 5,309 0.299 0.420 0.499 0.628 2.007

Places > 100,000****. . . . . . . . A.C.E. 245 315,037 0.343 1,776 0.213 0.283 0.314 0.361 1.435
PES 195 335,637 0.673 3,718 0.363 0.536 0.629 0.747 1.702

Counties > 100,000**** . . . . . . A.C.E. 524 409,345 0.368 2,481 0.201 0.274 0.310 0.405 1.498
PES 458 400,593 0.534 3,519 0.285 0.432 0.510 0.591 1.483

* Margin of Error is calculated as 1.645 x standard error of the population estimate.
** ‘‘State’’ includes all 50 states and the District of Columbia.
*** 103rd Congressional Districts for the PES; 106th Congressional Districts for the A.C.E. Does not include the District of Columbia or

Puerto Rico.
**** Counties and places with census counts of more than 100,000 in the respective censuses, 2000 for A.C.E. and 1990 for PES.



•  Almost all (99.9 percent) inter-
views resulted in a satisfactory
outcome.  The Census Bureau
classified only 0.12 percent of
all interviews as either refusal,
language barrier, or no knowl-
edgeable respondent noninter-
views. 

•  The Census Bureau completed
29 percent of the total A.C.E.
workload during the telephone
phase.  As a result, the inter-
view phase ended with much
less time transpiring between
Census Day and the day of the
interview, potentially reducing
recall bias.  The Census Bureau
classified over 99 percent of the
telephone cases as complete or
partial interviews conducted
with a household member. 

•  The Census Bureau classified 84
percent of the personal visit
interviews as either complete or
partial interviews and found 14
percent to be vacant on
Interview Day.  This accounts
for 98 percent of the personal
visit workload.  Of the remain-
ing 2 percent, 1.9 percent were
nonexistent units on Interview
Day and 0.2 percent were nonin-
terviews.

•  Interviewers converted 70.8 per-
cent of the cases sent for NRCO
from the telephone and personal
visit phases to complete inter-
views and 14.1 percent to par-
tial interviews.  Of the remain-
ing cases, 11.4 percent
converted to vacant units and
1.5 percent to nonexistent units.
Only 2.2 percent of the NRCO
cases finished as refusals. 

•  Automating the interviewing
enhanced the quality of data
captured in the interviews,
expedited the turnaround time
for reassigning interviews and
providing feedback to the inter-
viewers, and instilled the inter-

viewers with a sense of profes-
sionalism and purpose. 

•  The Quality Assurance (QA)
operation helped keep the rate
of error low and indicated a
high level of data quality.

The QA of person interviewing
helped ensure correct results from
the telephone and personal visit
phases of the operation.  The QA
sample was from two sources:  a
five percent random sample of the
total caseload and targeted cases
selected by the QA supervisors
because they were likely to contain
inaccurate information or insuffi-
cient data quality.  Only 190 cases
failed the QA.  For all such cases,
the Census Bureau obtained and
used a replacement interview in
the survey.  The Census Bureau
effectively weeded out several
interviewers whose work had egre-
gious errors.  The Census Bureau
accomplished more by targeting
for problematic cases than through
randomly sampling cases.  The low
failure rate in the random sample
meant the  errors in person inter-
viewing were under control. 

Highlights of the QA results:

•  The overall failure rate for the
targeted cases (0.85 percent)
was dramatically different from
the randomly selected cases
(0.13 percent).  This pattern
held for both telephone and per-
sonal visit interviews, suggest-
ing targeting was effective in
identifying cases likely to fail
the quality assurance. 

•  Because of the data edits and
automated skip patterns, as well
as the quick turnaround time for
cases to get assigned and com-
pleted in QA, automating both
the original person interview
and the QA reinterview
enhanced the overall quality and

efficiency of the person inter-
view operation. 

Wolfgang, Byrne, and Spratt (2003)
examined the characteristics of
people and households by respon-
dent type (i.e., interview with a
household or nonhousehold mem-
ber).  Among the original A.C.E.
person interviews, the age group
below 18 had the lowest percent
interview with a nonhousehold
member or proxy.  The age group
between 18 and 29 had the high-
est percent proxy in the person
interview.  The owners had a lower
percent proxy than the non-own-
ers.  The race category containing
Non-Hispanic Black had the highest
percent proxy and all other race
categories were not significantly
different from each other.  The
people in multi-unit structures had
a higher percent proxy than people
in single unit structures.  Single
person households had a higher
percent proxy interview than larger
households.  

The people who did not match to
the census had a larger percent
proxy than people who matched.
The Census Bureau sent P-sample
people to followup because we
were not absolutely certain about
the information provided in the
original interview, such as not
matched people from proxy inter-
views, from conflicting house-
holds, and from households where
some people matched.  Among the
followup interviews for the A.C.E.,
25.6 percent were proxy inter-
views in the A.C.E. original inter-
view and the Census Bureau got a
household member as a respon-
dent in followup for only 35.3 per-
cent of the original proxy inter-
views.  For followup interviews,
the percent proxy for the P-sample
people removed because they were
not residents of the household or
were fictitious was lower (15.4 
percent) than for the P-sample 
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people who were not removed
(33.5 percent).  

Wolfgang et. al. examined charac-
teristics of the matched people
looking at the respondent type.
When the 2000 A.C.E. responses
for various characteristics did not
agree with census responses, they
found a higher percentage of
proxy responses than when the
responses agreed.

These data raise issues about the
data quality provided by non-
household members.  The percent
of proxy respondents (5.5 percent)
in the 2000 A.C.E. interview raises
questions about the effect of proxy
data on the undercount estimates.
The 2010 coverage measurement
program should minimize proxy
interviews and only accept inter-
views from knowledgeable respon-
dents.

3.3  Error sources

Three studies produced substantial
information on error components
associated with the P and 
E samples:  the Matching Error
Study (MES), the Evaluation
Followup (EFU), and the Person
Duplication Studies.

•  Matching Error Study

The Matching Error Study (Bean,
2001; Bean, 2002) provided the
P-sample matching error rate
and the E-sample processing
error rate.  Expert matchers cler-
ically rematched all of the peo-
ple in a one-fifth subsample of
the A.C.E. sample clusters to
determine the  match code.
They then compared these
codes to the match codes
assigned to produce the March
2001 A.C.E. estimates.

•  Evaluation Followup

The EFU (Krejsa and Raglin,
Report 3, 2001; Krejsa, 2001;
Raglin and Krejsa, Report 16,
2001; Adams and Krejsa, 2001;
Krejsa, 2003) consisted of a
reinterview of a subsample of
households in the one-fifth sub-
sample of A.C.E. clusters used in
the Matching Error Study.  The
Census Bureau used the EFU
interview results to measure the
E-sample classification accuracy
of correct and erroneous census
enumerations.  They also used
the results to measure the 
P-sample data accuracy regard-
ing mover status and Census
Day residence.

•  Person Duplication Studies

The Person Duplication Studies
(Feldpausch, Report 6, 2001;
Fay, 2002; Thompson, Waite,
and Fay, 2001; Mule, Report 20,
2001) took advantage that
Census 2000 recorded name
information in the data capture
system.  For the first time, this
new information permitted the
Census Bureau to conduct
nationwide computer matching
to measure census duplication.
These studies also examined
how well the A.C.E. accounted
for these duplicates.  While the
A.C.E. matched respondents in
the same block and surrounding
blocks, this new tool permitted
the Census Bureau to search for
duplicates throughout the coun-
try.  Because the Census Bureau
lacked resources to conduct
both a computer and clerical
match to the entire country, the
Person Duplication Studies
involved only computer match-
ing.  This resulted in an under-
statement of the actual duplica-
tion level.  These studies
compared the results of the EFU
with the Person Duplication

Studies to determine if the EFU
correctly measured duplications.

Some error components produced
from the Matching Error Study,
Evaluation Followup, and Person
Duplication Studies suggest the
March 2001 A.C.E. overestimated
the net undercount while other
studies suggest the net undercount
was underestimated.  The results
from these and other studies are
discussed below as we examine:

•  Erroneous enumerations
•  Census omissions
•  Balancing error
•  Correlation bias
•  Conditioning
•  Reinstated late additions
•  Census 2000 imputations

3.3.1  Erroneous Enumerations,
Including Duplicates

Evaluations indicated that the
March 2001 A.C.E. did not measure
a substantial portion of the Census
2000 erroneous enumerations.
The measurement of erroneous
enumerations is critical to both the
national net undercount and to
sub-national estimates.  This error
resulted in the March 2001 A.C.E.
overstating the net Census 2000
undercount by at least three mil-
lion people, with a range of three
to four million.  (ESCAP II, 2001.)

The EFU and Person Duplication
Studies described above provided
substantial information regarding
the measurement of erroneous
enumerations.  The initial EFU
results gave evidence of a signifi-
cant understatement in the March
2001 A.C.E. measurement of erro-
neous enumerations.  Because of
the size of the understatement, the
EFU was extensively reviewed.
The revised EFU also indicated a
problem with understating the
erroneous enumerations.  The
revised EFU had a high level of
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unresolved14 or conflicting cases15.
The Person Duplication Studies
found a significant number of
duplicate enumerations not meas-
ured by the March 2001 A.C.E. and
that the EFU did not pick up signif-
icant portions of this error.  The
Person Duplication Studies
resolved a portion of the cases left
unresolved or conflicting by the
EFU Review.

Three and a half percent of the EFU
sample changed enumeration sta-
tus as recorded by the March 2001
A.C.E.  The EFU re-coded about
2,800,000 estimated (SE 223,000)
"correct enumerations" as "erro-
neous enumerations" and re-coded
about 900,000 estimated (SE
99,000) "erroneous enumerations,"
as "correct enumerations".  (Krejsa
and Raglin, Report 3, 2001.)  The
EFU found an estimated net differ-
ence of 1,900,000.  Also, about
4,500,000 estimated (SE 353,000)
cases in the EFU could not be
resolved.  This study showed the
March 2001 A.C.E. overstated the
net undercount by a minimum of
about two million people.  (ESCAP
II, 2001.)  For comparison, the
1990 evaluation study (West,
1991) of erroneous enumerations
found the 1990 PES understated
the net undercount by about
360,000 estimated persons.  West
also found about 1,273,000 esti-
mated E-sample people could not
be matched or were unresolved.
(In 1990, the EFU was a reinterview
using the 1990 Person Followup
(PFU) form.  In 2000, the EFU was
designed to differ from the 2000
PFU form, including more residen-
cy probes.)

Because of the EFU's implications
for the March 2001 A.C.E. esti-
mates, further EFU analysis was
conducted.  Better trained match-
ing analysts from the National
Processing Center (NPC) reviewed a
subsample of the EFU and produc-
tion cases.  This review of the orig-
inal EFU confirmed the errors in
the March 2001 A.C.E.'s identifica-
tion of erroneous enumerations.
About 1,800,000 estimated (SE
189,000) enumerations coded as
correct in production were then
coded erroneous in the evaluation,
while about 361,000 estimated (SE
46,000) enumerations coded as
erroneous in production were then
coded as correct in the review.
(Adams and Krejsa, 2001.)
Consequently, the net difference in
the "correct enumeration" to "erro-
neous enumeration" and "erro-
neous enumeration" to "correct
enumeration" cells was estimated
to be 1,450,000, rather than the
initial 1,900,000.  However, the
review identified over 15 million
estimated cases which could not
be resolved or had conflicting
A.C.E. and EFU information.
(Adams and Krejsa, 2001.)  The
coding of erroneous enumerations
was conservative because the pur-
pose of the review was to deter-
mine if the original coding desig-
nated too many erroneous
enumerations.  This created a large
number of conflicting cases.
Depending on assumptions regard-
ing the enumeration status of
these conflicting cases, the esti-
mated overstatement of the net
undercount could range from
about 1.45 million to 5.9 million
people.  (ESCAP II, 2001.)

The Person Duplication Studies
found a significant number of
duplicate enumerations were incor-
rectly measured in the March 2001
A.C.E. or in the EFU.  Furthermore,
upon combining the Person

Duplication Studies results with the
review of original EFU results, the
Census Bureau could explain some
of the unresolved and conflicting
cases.  Based on this work, they
developed more refined ranges for
the March 2001 A.C.E. overstate-
ment level.  Direct estimates pro-
duced from the Person Duplication
Studies indicated the March 2001
A.C.E. error not measured was
about three million persons.  In
addition, the Census Bureau
expected further refinements (Fay,
2002) to the treatment of the unre-
solved and conflicting cases would
lead to about an additional
800,000 errors.  Thus, they
reduced the estimated net under-
count overstatement range to three
to four million persons.  (ESCAP II,
2001.)

Martin, Fay, and Krejsa (2002a;
2002b) conducted a preliminary
evaluation of the A.C.E. Person
Followup and EFU questionnaires
to understand their success in
identifying erroneous enumera-
tions.  They examined the consis-
tency of residency reporting in the
two surveys, and used duplication
rates to assess the validity of the
classifications produced by the two
questionnaires.  They examined
responses to questionnaire items,
and did not incorporate informa-
tion from clerical coding of inter-
viewers’ notes which formed the
basis of official estimates of
Census 2000 coverage.  The A.C.E.
Person Followup questionnaire
attempted to determine Census
Day residence with only a few
global questions; the EFU question-
naire asked a larger number of
more detailed questions.  Martin
et. al.'s analysis indicated high lev-
els of inconsistent reporting of
moves in and out of households,
second residences, and stays in
group quarters.  They found that
identification of enumeration
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errors appears to have been great-
ly enhanced by taking into account
information from both surveys,
because each questionnaire added
information about errors that were
not identified by the other.  Neither
questionnaire could be said to rep-
resent a "gold standard" for report-
ing accuracy.  (Martin, 2001.)  They
also found that the EFU identified
small but significant numbers of
erroneous enumerations among
the matched cases, and these
cases had high rates of duplica-
tion. 

Martin, Fay, and Krejsa (2002a;
2002b) and Martin (2001) identi-
fied the following as research relat-
ed to erroneous enumerations
identification needed for 2010:

•  Review residence rules and criti-
cal definitions to create a sim-
pler classification scheme that
relies on clearer definitions that
can be understood by interview-
ers and respondents in the field.

•  Devote resources to long term
coverage measurement instru-
ment improvements.  Research
and instrument development
and testing are needed to
address conceptual, recall, and
comprehension issues affecting
group quarters residence and
multiple residence reporting.  A
further goal for research and
development should be to
reduce reliance on expensive,
time consuming and labor-inten-
sive clerical coding operations.
Accurate classifications should
be produced by the standard-
ized questions in the instru-
ment, reducing the need for
intervention and interpretation
by analysts and clerks.

•  Develop a coverage measure-
ment design that better inte-
grates instruments for the
A.C.E.,  followup surveys, and
evaluations.  Explore how to

improve coverage measurement
by maximizing the potential
each data collection instrument
offers.  For example, it would be
desirable for the PFU instrument
to do more probing as was done
by EFU.  The EFU and PFU instru-
ments might also be designed
to identify census or A.C.E.
omissions.  The Census instru-
ments might collect additional
information to facilitate resi-
dence determinations.  

The EFU provided information
regarding whether the March 2001
A.C.E. accurately identified Census
2000 discrepant enumerations16.
This study showed no problem
with the identification of dis-
crepant enumerations.  (Krejsa,
2001.)

Mule (Report 20, 2001) and Jones
(Report 0.16, 2003) found higher
duplication rates for certain sub-
groups and areas.  Both found
higher duplication rates among
Non-Hispanic Blacks and Hispanics
compared to other race/ethnicity
subgroups and among 18 to 29
year old males compared to other
age/sex subgroups.  Additionally,
Jones found duplication more
prevalent in small multiunit hous-
ing structures and mobile homes
compared to other housing type
subgroups, in the New York and
Boston regional offices compared
to other regional offices, among
renters compared to owners, and
among persons in duplicate hous-
ing units or in housing units added
to the census inventory after 1990
compared to persons included in
other ways.  These findings sug-
gest that it may be beneficial to

target these subgroups and areas
in conducting person duplicate
searches.  

Finally, Feldpausch (2001) exam-
ined the relationship between the
E-sample people identified as
duplicates outside the search area
and their corresponding March
2001 A.C.E. enumeration status.
In past censuses, the Census
Bureau had no way to evaluate the
coding of people duplicated out-
side the post-enumeration survey's
search area.  For Census 2000,
analyses preceding the Person
Duplication Studies searched for
duplicates throughout the country.
Mule (Report 20, 2001) conducted
computer matching to determine
the extent of duplicate enumera-
tions not found in the March 2001
A.C.E.  This allowed him to evalu-
ate the March 2001 A.C.E. coding
of people duplicated outside the
search area.  

A person enumerated twice by the
census was duplicated.  The record
of a person enumerated in  the
correct place should have been
coded as a correct enumeration.
The record of a person enumerated
in an incorrect place according to
census residence rules should have
been coded as an erroneous enu-
meration. 

Feldpausch found a lower than
expected percentage erroneous
enumeration for E-sample people
duplicated to people in group
quarters where the residents were
not allowed to claim usual home
elsewhere (45.5 percent for college
dorms and 16.5 percent for other
group quarters).  This rate should
have been closer to one hundred
percent because for the majority of
these people their usual residence
was probably the group quarters.

For those E-sample people dupli-
cated to people in group quarters
allowed to claim usual home 
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indicate not knowing him or her in either the
EFU or production interview.



elsewhere, Feldpausch found a
higher than expected percentage
erroneous enumeration (12.5 per-
cent).  The erroneous enumeration
rate for these people should have
been close to zero because the
housing unit, not the group quar-
ters, was probably their usual resi-
dence. on the other hand, the
duplication in the group quarters
did not generate the enumeration
in the housing unit. One could
argue that the enumeration in
group quarters is correct.

The percentage erroneous enumer-
ation for E-sample people duplicat-
ed to people in housing units out-
side the A.C.E. search area (14.2
percent) was lower than the
approximate 50 percent one might
have expected.  One might expect
50 percent because half of the
time the wrong housing unit
should be in sample, resulting in
coding the residents as erroneous.

Some possible explanations of
these findings are: 

•  The instructions indicating who
to include on the census ques-
tionnaire may not have been
completely understood or were
ignored by the respondent.
Examples of living situations
causing problems include col-
lege students, people in local
jails, and people in nursing
homes.

•  The respondent may not have
known a household member
was enumerated elsewhere.

•  Some group quarters' enumera-
tions may have used administra-
tive records not reflecting resi-
dents as of April 1, 2000.

•  Residence in some group quar-
ters is temporary, such as local
jails.  Some people counted in

these may be usual residents of
the sample housing unit.

•  The computer matching of
duplicates outside the search
area might be incorrect.  The
Census Bureau does not think
this was likely, because the
Census Bureau only looked at
those cases that had a high
probability of being linked cor-
rectly.

•  The March 2001 A.C.E. failed to
completely identify erroneous
enumerations due to other resi-
dence.  The percent other resi-
dence was 1.4 in the March
2001 A.C.E. and 2.3 in the 1990
PES (these percentages reflect
the redistribution of people with
unresolved status).  The results
of the Evaluation Followup also
measured this phenomenon.  

Evidence suggests the March 2001
A.C.E. did not code some people as
erroneous enumerations who
should have been because they
lived in other residences.  Some
people were identified as erro-
neous enumerations because they
should have been counted at
another address.  In many of these
cases they were also counted
where they should have been
counted, making them duplicates.

These studies show that the
Census Bureau needs to conduct
further research to better identify
erroneous enumerations, including
duplicates in the 2010 census.
This research should investigate
changes in residence rules, data
collection procedures, coding pro-
cedures and instruments and
improved estimation approaches.
Further work by Martin, Fay, and
Krejsa (2002a; 2002b) suggests
that the Census Bureau consider
sending a subsample of matched
cases to followup during produc-

tion because there may be unde-
tected erroneous enumerations
among them. 

Additional information about erro-
neous enumerations for Census
2000 may be found in Adams and
Liu (2001); Bean (2001); Bean
(2002); Feldpausch (2002); Liu,
Jones, and Feldpausch (2001); Liu,
Byrne, and Imel (2001); and Raglin
and Krejsa (Report 16, 2001).

3.3.2  Census Omissions

The Census Bureau used the 
P sample to measure census omis-
sions.  Therefore, matching of 
P sample to the census, the classi-
fication of P-sample mover status
and Census Day residence, and the
determination of P-sample dis-
crepant enumerations were critical
aspects of the P-sample process-
ing.  The MES produced informa-
tion about matching accuracy.  The
EFU provided information about
the accuracy of the classification of
movers and Census Day residence
and the lack of discrepant enumer-
ations.

In the A.C.E. clerical matching,
clerks examined computerized 
P-sample responses and census
responses.  They also had access
to the scanned images of the origi-
nal questionnaires.  Because of
automation of the matching opera-
tion, all matching could be done at
one location, instead of seven pro-
cessing offices as in 1990.
(National Research Council, 2001.)

The Census Bureau conducted a
Matching Error Study for the
Census 2000 Dress Rehearsal
Integrated Coverage Measurement
(ICM) and for the 1990 PES.  The
MES for the Census 2000 Dress
Rehearsal was unable to measure
significant matching error because
of a 100 percent QA during the
Census 2000 Dress Rehearsal
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ICM17.  The match code discrepan-
cy rates (which represent the size
difference between the person-
level ICM and MES matching) for
the P sample were less than one
percent in all sites. 

The 1990 MES found the PES gen-
erally tended to overestimate the
P-sample nonmatches, especially
when matching central city, minori-
ty persons.  By evaluation poststra-
tum (based on region, urbanicity,
and minority status) the biases due
to matching error ranged from
approximately 0.7 percent to 1.3
percent of the population sizes.  Of
particular concern, the PES overes-
timated nonmatches for Blacks by
about 4.5 percent which equated
to an approximately 0.7 percent
positive bias in the total Black pop-
ulation.  (Davis and Biemer, #H-2,
1991.) 

Reductions in matching error from
1990 to 2000 provide evidence
that changes made from 1990
improved the quality of the A.C.E.
matching process.  Even with these
improvements, matching error
from the P and E samples com-
bined inflated the national dual
system estimate by 483,938 with a
standard error of 92,877 and
therefore overstated the under-
count estimate (holding all other
errors constant).  (Bean, 2001;
Bean 2002.) To further reduce
matching error in the future, plan-
ners should continue efforts to
improve the matching process.

Improvements to the matching
process may be made by:

•  simplifying the targeted extend-
ed search (TES) matching proce-
dures and improving the quality
control for the TES clusters;

•  identifying ways to further
ensure that matchers update
cases with insufficient informa-
tion for matching; and

•  clearly defining rules for coding
cases as discrepant or unre-
solved.  (Bean, 2002.)

The EFU showed that misclassifica-
tion of movers in the March 2001
A.C.E. may have resulted in an esti-
mated understatement of about
450,000 in the net undercount.
(Raglin and Krejsa, Report 16,
2001.)  This final effect results
from significant changes in mover
status.  These changes involved a
large number of movers becoming
nonmovers and vice versa.  The
EFU estimated that about 4.5 mil-
lion people classified as "movers"
in production became EFU "non-
movers," and about 2.4 million
people classified as "nonmovers" in
production became EFU "movers."
At the national level there is a
small estimated net effect of about
65,000 on the accuracy of the
measurement of census omissions.

The Census Bureau was concerned
about the EFU measurement of
movers who became nonmovers,
specifically about whether the EFU
measured too few movers, due to
its questionnaire design.  The EFU
required less detailed information
for classifying a person a non-
mover than for classifying a person
a mover.  An examination of the
bias caused by mover status
changes indicated the effect of
mover-to-nonmover changes was
greater in absolute value than the
effect of nonmover-to-mover
changes.  Even though the net

effects of these errors cancel at the
national level, assessment of the
subnational effects requires further
research.

Martin, Fay, and Krejsa (2002a;
2002b) examined the EFU ques-
tionnaire in regard to mover identi-
fication.  Results indicated high
levels of unreliability in measure-
ment of movers in and out of
households.  Research and instru-
ment development testing are
needed to address issues affecting
the reporting of moves.

The EFU also demonstrated that
A.C.E. did not have a large prob-
lem with discrepant enumerations.
The EFU identified a weighted net
326,855 P-sample residents who
should have been removed
because they were discrepant.  Up
to 23,879 weighted people were
excluded as P-sample residents,
but identified as potentially dis-
crepant by the EFU.  (Krejsa, 2003.)

The MES and EFU studies suggest
the Census Bureau should continue
efforts to improve the matching
process and conduct research to
improve the reporting of movers
for 2010. 

Additional information about cen-
sus omissions and movers for
Census 2000 may be found in Liu,
Jones, and Feldpausch (2001); Liu,
Byrne, and Imel (2001); and
Wolfgang, Adams, Davis, Liu, and
Stallone (2001).

3.3.3  Balancing Error

Balancing error may occur if the
search areas for matches to the
surrounding blocks do not equal
search areas for correct enumera-
tions in the surrounding blocks,
the Census Bureau coded the data
inconsistently, or the Census
Bureau introduced P-sample
geocoding error.  Since the A.C.E.
used a random sample independ-
ent from the census, the Census
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17 For the Dress Rehearsal ICM, the
Census Bureau planned to conduct QA on
only a portion of the work, but logistical con-
cerns necessitated a 100 percent QA. For the
2000 Accuracy and Coverage Evaluation, QA
was done on a sample basis once the matcher
reached a specified level of proficiency (peri-
odically, the matching software reevaluated
the decision to sample).  The sample QA
involved a dependent rematch on 1/6 of the
clerks' (the lowest level of matchers) and
1/10 of the technicians' (the middle level of
matchers) work.  In addition, cases meeting
special "must do" criteria were reviewed.
(Byrne, 2001.)
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Bureau expected census housing
units should be erroneously includ-
ed within A.C.E. sample clusters as
often as census housing units
should be erroneously excluded
from A.C.E. sample clusters.  After
adjusting for the P-sample cover-
age, if the problems above
occurred, the weighted number of
matches to surrounding blocks
may not have equaled the weight-
ed number of correct enumera-
tions, creating balancing error.
(Adams and Liu, 2001.) 

The A.C.E. carried out matching in
a defined search area consisting of
the A.C.E. sample blocks (clusters)
and a targeted area of blocks sur-
rounding or bordering the A.C.E.
blocks (i.e. Targeted Extended
Search Area).  The March 2001
A.C.E. found three million more
matches in surrounding blocks
than correct enumerations, indicat-
ing balancing error as a potential
problem.  This could have affected
the accuracy of the estimates.  The
Census Bureau identified various
scenarios that could explain the
differences.  Also, the Census
Bureau conducted evaluations to
investigate the source of this dif-
ference, identify the scale of any
error, and assess whether its mag-
nitude could significantly affect the
accuracy of adjusted data. 

The evaluation attributed most of
the three million difference to the
A.C.E. listing housing units in the
blocks surrounding the sample
blocks.  This had little, if any,
effect on the DSE.  However, the
evaluations detected about
246,000 additional A.C.E. people
(SE 82,000) located out of the sur-
rounding blocks due to P-sample
geocoding errors.  (Adams and Liu,
2001.)  The evaluations also esti-
mated an additional 195,000 peo-
ple (SE 56,000) incorrectly identi-
fied as having been correctly
enumerated, although found out-

side of the search area.  These
errors resulted in an overstatement
of the net undercount by about
450,000 persons.  The EFU and
MES results included portions of
these errors.  While additional
work is required to resolve the
potential effects of balancing error,
the Census Bureau believes that
most of the concerns regarding
balancing error have been
addressed.

The relationships between vari-
ables used in defining post-strata
for dual system estimation and
variables relevant to sampling of
Targeted Extended Search cases
revealed no concern with geocod-
ing error or insight for improving
geocoding error.  (Wolfgang,
Stallone, and Adams, 2002.)  

3.3.4  Correlation Bias

Correlation bias refers to the ten-
dency for census enumerated peo-
ple to more likely be included in
the A.C.E. than people missed by
the census.  It can result from
causal dependence, which occurs
when the act of being included in
the census makes some people
more likely or less likely to be
included in the A.C.E. Correlation
bias can also result from hetero-
geneity bias, which arises when
different people within poststrata
have different chances of being
included in the census and also dif-
ferent chances of being included in
the A.C.E.  To cause this type of
bias, these chances of inclusion
must be correlated, as when those
likely to be missed by the census
are also more likely to be missed
by the A.C.E.  This type of hetero-
geneity would result in a down-
ward bias in the DSEs.  In March
2001, the Census Bureau assessed
possible correlation bias in the
A.C.E. estimates by comparing the
A.C.E. and DA results (Bell, B-12*,
2001).  These correlation bias esti-

mates used DA estimates as of
February 26, 2001.  The correla-
tion bias estimates were recomput-
ed in October 2001 to use the
Revised DA estimates (Bell, Report
10, 2001).

Although there is evidence of and
reason to expect some correlation
bias in dual system estimates, the
Census Bureau did not correct for
it in DSEs produced up to March
2001.  For the 1990 PES there was
concern about the newness of the
methodology for estimating corre-
lation bias and about the time
required to fit a correlation bias
adjustment into the production
schedule.  There was also concern
that alternative models for correla-
tion bias could be used that pro-
vided the same fit to the data but
yielded different subnational esti-
mates. This latter concern was also
present for the 2000 A.C.E., lead-
ing to the decision made in the
planning stages not to adjust those
estimates for correlation bias.  

Another part of the thinking
behind this decision was that, in
the presence of census under-
counts, DSEs without adjustment
for correlation bias are conserva-
tive in that they move the esti-
mates in the right direction,
though perhaps not fully correct-
ing for net undercoverage.  This
thinking tied in with concerns that
adjustment for correlation bias
could overshoot the truth, at least
for some population groups, a jus-
tifiable concern if other biases in
the DSEs are positive tending to
make them overestimates (as was
the case with the March 2001
A.C.E. estimates).  

A.C.E. Revision II faced a different
situation, however, because (i) it
corrected its DSEs for other biases
(such as the underestimation of
erroneous enumerations due to
duplication), and (ii) there was 



evidence of some net overcounts
and some smaller undercounts for
various groups in the 2000 census.
In this situation DSEs without
adjustment for correlation bias
were not seen as conservative, as
they could estimate overcounts for
groups that were truly undercount-
ed, and thus move estimates fur-
ther from, not closer to, the truth.
Because of this, the treatment of
correlation bias was reconsidered
and A.C.E. Revision II did correct
its estimates for correlation bias.
For the 2010 census, the Census
Bureau should re-evaluate whether
to adjust for correlation bias.

3.3.5  Conditioning

Conditioning, or contamination bias,
refers to the situation where the
A.C.E. influenced the census.  As in
the 1990 Census, contamination
bias was not a problem in Census
2000, as research did not identify
any strong evidence of its presence.
Therefore, procedures to avoid con-
tamination bias appear to work.
(Bench, 2001; Bench 2002.)

3.3.6  Late Additions

The Census Bureau made substan-
tially more late additions than in the
1990 census.  Late additions refer to
persons included in the final census
count who were excluded from
A.C.E. matching and dual system
estimation because of their late
inclusion.  For Census 2000, the late
additions consisted exclusively of
housing units temporarily removed
from the census because the Census
Bureau suspected they duplicated
other housing units, but which they
later reinstated into the final census
after further research.  The housing
units were reinstated after the A.C.E.
matching process started (i.e. the
matching process did not influence
the decision of what to reinstate).  If
the reinstated people were a small
percentage of the census, or if their
A.C.E. coverage rate was similar to

the A.C.E. coverage rate for census
people included in the A.C.E., then
there would be minimal effect on
the DSEs.  (Hogan, Q-43, 2001.)
The Census Bureau validated this
assumption by clerically matching
the reinstated people collected in
A.C.E. and census in evaluation clus-
ters (a one-fifth sample of A.C.E.
clusters), attempting to mimic as
best as possible what would have
happened had they been among the
census people in the production
matching operations.  (Raglin,
2001.)

Based on this additional work, the
Census Bureau concluded that
excluding reinstated census people
from the A.C.E. had little effect on
the DSE.  The March 2001 A.C.E.
coverage rate may have been over-
estimated by 0.034 to 0.082 per-
centage points.  (Raglin, 2001.)  

3.3.7  Census Imputations

Census 2000 experienced a higher
rate of whole person imputations
than the 1990 census.  The Census
Bureau excluded whole person
imputations from A.C.E. matching
activities, but reflected them in the
census coverage error as measured
by the A.C.E.  The Census Bureau
examined whether Census 2000
design features explained the whole
person imputations (and thus
should have no discernible impact
on the A.C.E.), concluding that the
kind, level, and pattern of whole
person imputations in Census 2000
raised no issues relative to the accu-
racy of the March 2001 A.C.E.
adjustment.  (ESCAP II, 2001.)

Approximately 5.77 million persons
had all their characteristics (short
form data items18) imputed in
Census 2000, compared to 1.97 mil-
lion persons in the 1990 census.
The Census Bureau added approxi-

mately 1.2 million of these persons
to the census count through a count
imputation process.  The Census
Bureau counted the remaining 4.6
million persons directly through the
census enumeration process, but
imputed all their person characteris-
tics because information about them
was substantially missing from the
census records.  (Nash, 2001.)
Research into the sources of the
whole person imputations identified
changes in the way data were col-
lected for large households as con-
tributing to the level of housing
units requiring imputation.
Furthermore, the count imputation
rate was comparable to the rate
experienced in the 1970 and 1980
censuses.  (ESCAP II, 2001.)

The Census Bureau also examined
characteristics of the imputed per-
sons.  It found similar distributions
between the age, race and sex char-
acteristics of the population requir-
ing some form of imputation and
the data-defined19 population with
the exception of the age category
under 18.  The high proportion of
younger people in the within house-
hold category caused the relatively
higher percent of the population
under 18 in the imputed population.
This reflected the fact that large
households (greater than six) likely
have children not able to be accom-
modated by the six-person mail-
return form, which would require
imputation if their characteristics
were not collected in the coverage
edit followup. (Wetrogan and Cresce,
2001.)  

For the 2010 census, the Census
Bureau should identify ways to
reduce whole person imputations.
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19 The data-defined population includes
census person records with sufficient data to
be accepted for further processing.  Data
defined records for Census 2000 must have
at least two completed items.  One item may
be name, defined as at least three characters
in the name field.  Records that are not data
defined are whole person imputations.

18 Short form data items are the census
data items that were to be collected for all
persons and households.



The Census Bureau conducted
studies to examine housing unit
coverage.  These studies looked at
the net undercount as well as the
P-sample nonmatches and E-sam-
ple erroneous enumerations for
housing units.  They examined
types of erroneous enumerations,
including the housing unit duplica-
tion for Census 2000.  Another
study examined conflicting house-
holds, which are matched housing
units with different people in the 
P sample and the E sample.

The census flagged approximately
2.4 million housing units as poten-
tial duplicates, which A.C.E. pro-
cessing excluded.  (Nash,
Memorandum 78, 2000.)   The
Census Bureau reinstated one mil-
lion of these housing units into the
census. (Nash, Memorandum 82,
2000.)  None of the studies in this
section included these reinstated
housing units.  

The studies examined the field
operations and instruments used
during the housing unit phase of
the A.C.E. and made recommenda-
tions about their use in coverage
measurement for 2010.

4.1  Housing unit coverage
study

Barrett, Beaghen, Smith, and
Burcham (2003) examined the
results of the Housing Unit
Coverage Study (HUCS).  The HUCS
measured the Census 2000 hous-
ing unit coverage using data from
the A.C.E.  Using DSE, it estimated
the net coverage of housing units
enumerated in Census 2000.  The
HUCS estimated nonmatches from

the P sample of housing units and
erroneous enumerations from the 
E sample of housing units.
Together they estimate the net
undercount of housing units.  

Coverage of housing units enumer-
ated in Census 2000 was compara-
ble to the housing unit coverage in
1990.  Table 6 shows: 

•  A net undercount of housing
units of 0.61 percent in Census
2000 and 0.96 percent in 1990.
The net undercounts were both
significantly different from zero,
but not significantly different
from each other. 

•  For occupied housing units,
there was no observable signifi-
cant difference between the
2000 and 1990 coverage, with a
net undercount of 0.33 percent
in 2000 and 0.53 percent in
1990.

•  A net undercount for vacants at
3.37 percent in 2000 was not
significantly different from the
4.71 percent net undercount in
1990.

Barrett, Beaghen, Smith, and
Burcham (2003) also found the
coverage for occupied housing
units consistent with 1990 for vari-
ous research categories such as

tenure and type of enumeration
area. 

•  In 2000, the undercount for
vacant housing units (3.37 per-
cent) was significantly greater
than for occupied units (0.33
percent).  In 1990, the under-
counted for vacant housing
units (4.71 percent) was signifi-
cantly greater than for occupied
units (0.53 percent).  

•  As in 1990, the 2000 coverage
for housing units not occupied
by owners was not significantly
different than for those occu-
pied by owners.  The net under-
count for owner occupied hous-
ing units was 0.12 percent in
2000 and 0.37 percent in 1990.
The net undercount for housing
units not occupied by owners
was 0.57 percent in 2000 and
0.80 percent in 1990.  

•  The net coverage of housing
units in small multi-unit struc-
tures (2 to 9 housing units) was
significantly better in 2000 
(-0.17 percent net undercount)
than in 1990 (2.25 percent net
undercount).  The net overcount
of 0.17 percent was not signifi-
cantly different from zero.  

•  The Census Bureau overcounted
occupied housing units in small
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4.  Accuracy and Coverage Evaluation:
Housing Coverage

Table 6.
Comparison of 1990 and 2000 Percent Net Undercount of
Housing Units (Standard error)

Status 2000 HUCS 1990 HUCS

National . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.61 (0.16) 0.96 (0.24)

Occupied . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.33 (0.13) 0.53 (0.21)

Vacant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.37 (0.98) 4.71 (1.26)



multi-unit structures (-1.30 per-
cent) in 2000, but undercounted
(2.11 percent) them in 1990.  

•  The size of the metropolitan 
statistical area did not impact
coverage of housing units in
mailout/mailback areas.  For
occupied housing units, the
Census Bureau found no signifi-
cant differences between the net
undercounts for mailout/mail-
back areas in small (0.53 per-
cent), medium (0.30 percent), or
large (0.11 percent) metropoli-
tan areas versus all other types
of enumeration areas (0.22 
percent).  

As Table 7 shows, the 2000 per-
cent of E-sample erroneously enu-
merated housing units was slightly
better than the 1990 percent.  The
difference of 0.53 percentage
points was statistically significant.
The percent not matched was not
significantly different (3.62 percent
in 2000 vs. 3.57 percent in 1990).
Comparisons were made but they
should be used with caution.  The
search areas were not the same for
the 1990 and 2000 Housing Unit
Coverage Studies.20

Barrett, Beaghen, Smith, and
Burcham (2003) also classified the
erroneous enumerations by type of
erroneous enumeration.  The types
of erroneous enumerations are
geocoding errors, duplicates, and
not a housing unit.21 More than
half (57.0 percent) of the erro-

neous enumerations in 2000 were
because they did not exist as hous-
ing units in the search area on cen-
sus day.  In 1990, 37.3 percent of
the erroneous enumerations were
classified as not a housing unit
and 33.4 percent of the erroneous
enumerations were duplicates.
The type of erroneous enumera-
tions in occupied and vacant hous-
ing units were examined.  Of the
vacant housing units, 66.0 percent
of the erroneous enumerations
were classified as not a housing
unit.  Of occupied housing units,
the largest percentage of erro-
neous enumerations was for the
duplicated housing units (40.7 per-
cent).  

Correctly enumerating vacant units
continues to be a challenge.
Estimates of net undercoverage, 
P-sample nonmatches, and E-sam-
ple erroneous enumerations for
vacant units were significantly
greater than for occupied housing
units.  Our estimates attributed
almost 75 percent of the vacant
erroneous enumerations to those
classified as not housing units.
The Census Bureau had a difficult
time deciding whether an address
identified a housing unit when no
one lived there.  A proxy provides
information about vacant units or
the Census Bureau bases the deter-
mination of vacancy status on
observation from the field staff.
The proxy respondent (or the
observation of the field staff) may
not be sufficiently knowledgeable,
especially about vacant boarded up
units and units unfit for habitation.

Confusion as to whether to include
or to delete these types of vacant
units from the census inventory
still exists. 

Small multi-units (2 to 9 housing
units at the basic street address)
remain problematic.  Although net
coverage of housing units in small
multi-units improved over 1990,
small multi-units had the highest
percent of P-sample housing unit
nonmatches and E-sample housing
unit erroneous enumerations
among the other sizes of struc-
tures.

In future censuses the Census
Bureau could customize address
list building operations and/or cen-
sus coverage improvement opera-
tions to target small multi-unit
structures and vacant units to
improve coverage.  Clear instruc-
tions and training on what units
meet the housing unit definition
may minimize confusion of what
units to include or delete from the
census address list. 

Jones (Report 0.10, 2003) exam-
ined census housing unit duplica-
tion as measured by the A.C.E.
Duplication for these coverage
measurement processes was the
amount of duplication within the
search area.  Duplication within the
entire country was not measured
by these coverage measurement
processes.  Table 8 shows that
about 25 percent of erroneous
enumerations were duplicates, a
decrease compared to the 1990
Census.  The search areas were dif-
ferent in the 1990 and 2000
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Table 7.
National Housing Unit Coverage Estimates (Standard error)

2000
(in percent)

1990
(in percent)

Net undercount . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.61 (0.16) 0.96 (0.24)

P-sample nonmatches. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.62 (0.15) 3.57 (0.20)

E-sample erroneous enumerations . . . . . . . . . . . . . . . . . . 2.31 (0.11) 2.84 (0.20)

20 In 1990 the search area was the sam-
ple block cluster and surrounding rings of
blocks.  The surrounding blocks consisted of
one ring for urban areas, two rings for sub-
urban areas, and a larger area for the most
rural areas.  In 2000 the search area was
only one ring of surrounding blocks for all
areas and the search was targeted to certain
clusters.

21 Not a housing unit can be nonresiden-
tial or did not exist as a housing unit in the
search area.  A housing unit identified as not
being found within the search area may have
existed as a housing unit outside the search
area.



Housing Unit Coverage Studies as
described in the footnote on the
previous page.  Comparisons
should be used with caution.

Jones also found:  

•  More housing unit duplication in
small cities and rural areas.

•  More housing unit duplication
among units in small multi-unit
structures than among single
unit structures. 

•  More housing unit duplication
among vacant units than among
occupied units. Single units are
more frequently duplicated
when they are vacant.  

•  A relatively higher housing unit
duplication percentage on
American Indian reservations. 

•  Duplicate addresses referring to
the same housing unit were sel-
dom identical.

Jones' evaluation suggests the fol-
lowing for the 2010 census:

•  Duplicate search and unduplica-
tion efforts should target small
cities and rural areas, multi-unit
structures in small cities and
non-mailout/mailback areas, and
small multi-unit structures in the
large and medium sized cities.

•  Attempts should be made to
improve the recording of all
address information for the rural
areas that are not mailout and
mailback.

4.2  Conflicting households 

Liu, Feldpausch, and Smith (2002)
examined conflicting households
identified after completing all per-
son matching and housing unit
matching.  A conflicting household
refers to the households at a
matched, non-vacant address or
individual housing unit, where the
A.C.E. household and census
household do not contain any
matched or possibly matched peo-
ple.  The A.C.E. sample found
4,369 unweighted conflicting
household addresses.  Persons in
these conflicting households
accounted for 1.2 percent of the 
P sample and 1.3 percent of the 
E sample.  

The census household was more
likely to contain errors than the
A.C.E. household when households
were conflicting.  This conclusion
is based on the errors measured by
whether the people should have
been included in each household.
An E-sample person determined to
be erroneous and a P-sample per-
son determined to be not a resi-
dent of the household on Census
Day are both errors.  In conflicting
households, the E sample coded a
higher percent of people as con-
firmed erroneous enumerations
than the P sample coded as con-
firmed nonresidents (26.9 percent
vs. 5.1 percent).  

Looking at the people with unre-
solved residence or enumeration
status, there was a high degree of

uncertainty in conflicting house-
holds.

•  The P sample had a higher per-
cent of people with unresolved
status than the E sample had
(30.4 percent vs. 26.3 percent).  

•  People from conflicting house-
holds had a significantly higher
unresolved rate (30.4 percent
for the P sample and 26.3 per-
cent for the E sample) than peo-
ple in matched (1.8 and 1.5 per-
cent respectively) and not
matched (3.7 and 10.8 percent)
housing units.  

•  Including imputation for unre-
solved residence and enumera-
tion status, the Census Bureau
estimated a larger number of 
E-sample erroneous enumera-
tions than nonresidents among
the P sample (1,355,026 vs.
436,900).  

Among the conflicting household
addresses,22

•  The Census Bureau found more
E-sample whole household erro-
neous enumerations (1,057)
than P-sample whole household
nonresidents (646).

•  The Census Bureau found simi-
lar numbers of P-sample
addresses of whole household
unresolved (1,132) and E-sample
addresses of whole household
unresolved (1,070). 

•  The followup interviews indicat-
ed that for 1,302 addresses the
P-sample household rather than
the E-sample household lived at
the sample address on Census
Day.  There were 688 addresses
where the E-sample household
and not the P-sample household
lived at the sample address on
Census Day. 
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Table 8.
Overall Percent E-Sample Housing Unit Duplication

Year

Percent of
erroneous

enumerations
that were

duplicates

Percent of
E-sample

housing units
that were

Erroneous
Enumerations

Percent of
E-sample

housing units
that were

duplicates

Estimated
number of

census
duplicates

1990. . . . . . . . . . 33.4 2.8 0.95 971,505

2000. . . . . . . . . . 24.8 2.3 0.57 660,656

22 These numbers are from the
unweighted conflicting households.



Renters, Hispanics, Blacks, people
of age 18-29, males of age 30-49,
and households in multi-unit struc-
tures had higher rates of conflict-
ing households than their counter-
parts.  

This evaluation suggests that for
2010, the Census Bureau may want
to direct efforts to reduce conflict-
ing households by:

•  Probing for multiple households
living at an address.

•  Developing methods to ensure
delivery of census forms in
multi-unit apartments to the
intended occupants of the apart-
ment.

•  Improving training for census
and coverage measurement
interviewers to identify the cor-
rect address. 

4.3  Housing unit field
operations and instru-
ments

Green, Watson, Smith, Barrett,
Byrne, and Spratt (2003) examined
the A.C.E. housing unit phase field
operations and instrument.  To
determine how the field operations
performed and identify improve-
ments, they focused on results
from the following housing unit
operations:

•  Address Listing:  August 1999 -
December 1999
The Address Listing recorded
information for all housing units
within the sample of block clus-
ters in Independent Listing
Books.

•  Initial Housing Unit Followup:
February 2000 - April 2000 
The Initial Housing Unit
Followup occurred to get more
information on housing units
that could not be matched dur-
ing the Initial Housing Unit
Matching operation.

•  Relisting: April 2000 - May 2000
The Relisting revisited housing
units and conducted a new list-
ing operation in clusters that
the original lister had listed in
the wrong block.

•  Targeted Extended Search 2:
January 2001 - April 2001
The Census Bureau performed
the second Targeted Extended
Search to ascertain if some of
the housing units determined to
not exist as housing units on
Census Day actually existed
nearby as housing units outside
the cluster.

•  Final Housing Unit Followup:
March 2001 - May 2001
Housing units that were added
to or deleted from the inventory
of housing units since January
2000 were processed and the
results were then used for hous-
ing unit estimation.

Address Listing was more success-
ful in mailout/mailback areas
because those areas had more city
style addresses.  Rural areas are
more difficult to list accurately.
The housing unit followup of the
A.C.E. housing units identified
housing units that should not have
been listed in the sample areas
because of geocoding error or they

were not housing units on Census

Day.  One reason the followup was

necessary was because the Census

Bureau listed housing units under

construction and future construc-

tion when the Census Bureau listed

A.C.E. housing units between

August and December 1999.

Relisting operations were undertak-

en for a block cluster with 80 per-

cent or more of the housing units

geocoded incorrectly.  The listing

of housing units for the P sample

needed to be as complete as possi-

ble.  Less than one percent of the

clusters were relisted.

The second Targeted Extended

Search operation provided evi-

dence that there were some hous-

ing units classified as erroneous

enumerations during the housing

unit followup that were actually

geocoding errors. 

Results from comparisons of Initial

and Final Housing Unit Followup

interviewer response patterns veri-

fied suspicions that some ques-

tions were not being understood

by the interviewers during the ini-

tial phase.  Green et. al. recom-

mend that for future applications

the Census Bureau give as much

testing attention to the interview-

ers' instruments as the Census

Bureau does to the instruments

used by respondents.  In particular,

the Census Bureau should conduct

cognitive testing on future fol-

lowup instruments. 
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The 2000 A.C.E. was well thought
out and well designed, but it
encountered some unexpected
problems.  These problems result-
ed in the final estimates produced
from the March 2001 A.C.E. being
declared unacceptable for appor-
tionment purposes.  The A.C.E.
required a precise and accurate
measurement of residence and
enumeration status.  Assuming the
Census Bureau continues to use a
coverage measurement survey to
measure undercount in the future,
we have some recommendations.
More research is needed to design
interview instruments to accurately
identify people who should be
counted in the household.  Living
situations have become more com-
plex with multiple residences and
mobility.  More research is needed
to understand sources of error,
such as recall error and lack of
knowledge on the part of proxy
respondents, and to devise ques-
tions and categories that can be
reliably and accurately reported.
Intensive questionnaire design
research and testing are needed to
improve the quality of coverage
measurements.  (Martin, Fay, and
Krejsa, 2002a and 2002b.)
Designs robust to this error should
also be investigated.

The complicated, overlapping, and
counterintuitive census residence
rules make it difficult to measure
coverage accurately.  The rules
need to be simplified and empiri-
cally evaluated.  

The Census Bureau will continue to
research issues discovered with
the A.C.E., particularly the dupli-
cates and their estimation or detec-

tion.  This research may lead to
development of methods to
improve future population esti-
mates that combine information
from the census, A.C.E., and the
A.C.E. evaluations, including the
Person Duplication Studies. 

Both census taking and coverage
measurement evolve and improve
with each census.  The Census
2000 will help refine both census
and coverage measurement
processes for future censuses.  We
combined recommendations for
2010 into four categories - data
collection, survey design, estima-
tion, and coverage measurement
evaluations.

5.1  Data collection

Review the residence rules and
critical definitions.  The Census
Bureau should create simpler rules
that can be understood by every-
one as they fill out their census
forms and as they are applied in
the field.  The rules should be con-
sistent with the ways people think
about their residence.  The difficul-
ty identifying erroneous enumera-
tions in the 2000 A.C.E. may have
been due to the census residence
rules.  

Improve methods to identify dupli-
cates and remove them from the
census.  People with multiple resi-
dences or other places where they
can be counted can cause duplica-
tion.  We need to identify which
duplicates should be removed.

Continually improve interview
instruments used in coverage
measurement and the evaluation.
The Census Bureau needs instru-

ment development and testing on
conceptual, recall, and comprehen-
sion issues for group quarters resi-
dence, multiple residence report-
ing, and mover reporting.

Reduce expensive, time consuming
and labor-intensive clerical coding
operations.  Accurate classifica-
tions should be produced by stan-
dardized questions in the interview
instrument, with a reduced need
for interpretation by the matchers.
The coding of responses should be
consistent and have data editing.

Redesign the housing unit fol-
lowup instrument.  The Census
Bureau discovered P-sample hous-
ing unit geocoding errors after per-
son matching.  Therefore, the fol-
lowup of P-sample housing unit
nonmatches did not identify hous-
ing units listed as being in the
block cluster in error.

5.2  Survey design

Think more about how movers are
treated.  In 2000 the Census
Bureau used "Procedure C" with a
few exceptions where we used
"Procedure A".  "Procedure C"
matches the nonmovers and out-
movers at the Census Day address
and within the search area.
"Procedure C" rather than
"Procedure B" was used in 2000
because it is easier to match within
the search area.  One problem with
"Procedure C" was interviews with
whole households of outmovers
were proxy interviews.  "Procedure
B" was used in 1990 where the
nonmovers were matched to the
Census Day address and the search
area.  The inmovers were matched
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5. Conclusion and Recommendations



to their Census Day address requir-
ing collecting the Census Day
address for the inmover, obtaining
the census geography for the
address, and matching to that
address and its surrounding
blocks.  This inmover matching
was time consuming because the
census questionnaires were printed
from microfilm for clerical match-
ing.  The entire mover matching
process could be improved in 2010
since names are captured for the
entire country.  A streamlined
process that is fast and easy would
need to be developed for geocod-
ing and matching for the inmovers
in 2010.  The Census Bureau may
want to consider using "Procedure
B" in the future. 

Consider making the search area
the entire country.  Then, census
correctly enumerates someone by
counting them once in the country.
An erroneous enumeration occurs
when a census person is duplicat-
ed.  This design requires a comput-
er matching algorithm that accu-
rately matches the P-sample people
to all census enumerations in the
country and identifies census
duplicates.  A followup interview
would be needed to identify E-sam-
ple not matched people who were
erroneously enumerated because
they died before Census Day, were
born after Census Day, or did not
live within the United States on
Census Day.  An advantage of the
search area being the entire coun-
try is making the problem with res-
idence rules not a factor since a
person is not erroneously enumer-
ated when counted at the wrong
location according to census resi-
dence rules.

Alternatively, the search area could
be the state or other smaller area.
Computer matching within a small-
er area would be easier than
matching in the entire country.
The followup interview would also
need to identify E-sample not
matched people who were erro-
neously enumerated within the
search area because they did not
live within the search area on
Census Day.  

Another design that exploits an
expanded search area is any
address matching.  In any address
matching the person interview
obtains all addresses where the 
P-sample people could be enumer-
ated.  The research should deter-
mine if a nonhousehold member
can provide these addresses.
Analogously, this design identifies
duplicates in the census by asking
people not matched in the 
E sample for all places where they
could be enumerated, which
requires geocoding and searching
these addresses.  This difficult
process of geocoding and search-
ing the addresses was conducted
for matching movers to their
Census Day address in the 1990
PES.  For 2010 the process would
need to be made more efficient.
Improved computer technology
should make mover matching more
efficient.  The Census Bureau could
also consider collecting alternate
addresses on the census question-
naire.

The design for 2010 could com-
bine the automated and any
address matching. 

5.3  Estimation

Consider a sampling plan flexible
enough to implement either a state

or national design.  Build a plan
into the weight trimming proce-
dure that includes a threshold cri-
terion.  Impute missing characteris-
tics using the same procedures in
the census, especially for the 
E sample.  Consider linking the 
P- and E-sample files to use in
resolving missing data.  When
gathering information used to
assign probabilities for unresolved
person status, use information per-
taining to the interview and less
demographic information.

Use generalized DSEs, a modeling
approach that computes the proba-
bility of capture based on demo-
graphic characteristics.  Use both
the P and E sample when develop-
ing the post-stratification plans.
Re-evaluate whether to correct for
correlation bias in the DSEs.
Consider whether the use of com-
plex variance methods would be
more beneficial in production or in
an evaluation of the production
variances.

The Census Bureau should contin-
ue to use DA as a coverage evalua-
tion tool.  For the 2010 Census,
the Census Bureau should also
investigate ways to measure uncer-
tainty in the DA estimates of
undercount and to expand DA esti-
mate to more race/ethnicity
groups.

5.4  Coverage measure-
ment evaluations

The Census Bureau should contin-
ue to develop programs to evalu-
ate the coverage person estimation
and consider how best to synthe-
size individual measured errors.
The Census Bureau should consid-
er evaluating the housing unit cov-
erage estimates.
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Appendix

Inconsistencies in race 
classifications

The race categories in the DA esti-
mates largely reflect the race
assigned the particular administra-
tive records at the time of the
event (birth, death, or enrollment
in Medicare).  The DA estimates of
the net undercount are biased to
the extent that people who are
classified as a particular race in DA
(e.g., Black) reported a different
race in the census.

The effect of the new "mark one or
more" instruction for the Census
2000 question on race complicates
the traditional comparison of DA
estimates by race with census race
tabulations.  In fact, the Census
2000 tabulations do not include a
category "Black" that is comparable
to 1990 or earlier census tabula-
tions.  Tabulations for the Black
population for 2000 contain tabu-
lations of the number of people
who reported Black only and tabu-
lations of the number who report-
ed Black whether or not they
reported other races as well.

To deal with the reporting more
than one race, we present alterna-

tive DA estimates of census under-
count using two models: (1) Model
1 compares the 2000 DA estimates
for Blacks with Census 2000 tabu-
lations for people who reported
Black only, and (2) Model 2 com-
pares the 2000 DA estimates for
Blacks with Census 2000 tabula-
tions for people who reported
Black whether or not they reported
any other race.  At the youngest
ages, the differences between the
two models are the greatest.  The
tables and figures show the aver-
ages of the two model estimates
for comparison with the historical
DA estimates and 2000 A.C.E.
results.  These averages are not
necessarily the best point esti-
mates; research on the detailed
Census 2000 race and ethnicity
data to be conducted later this
year may provide a basis for deter-
mining at which point along the
Model 1 to Model 2 range of cen-
sus race tabulations the DA esti-
mate might best be compared.

A final inconsistency affects race
comparisons of the DA and A.C.E.
estimates.  In 1990, the 9.8 million
people (mainly Hispanics) who
reported their race as "Other Race-
Not Specified" in the census were

redistributed (for DA estimation) to
the categories White; Black;
American Indian, Eskimo, or Aleut;
and Asian or Pacific Islander so
that the census counts were con-
sistent with the race categories of
the historical demographic esti-
mates.  A similar modification to
make the census race categories
more comparable with the histori-
cal demographic data was again
used in 2000 for the DA estima-
tion.

The inconsistencies in the race
data place even more importance
on the use of sex ratios for making
inferences about coverage by racial
categories in Census 2000.
Specially, to the extent that the
inconsistencies in reporting and
the numbers marking more than
one race are about the same for
men and women, the inconsisten-
cies will tend to cancel out in the
calculation of sex ratios.  We found
this assumption held true: in
Census 2002, the sex ratios for
people who reported Black only are
nearly identical to the sex ratios
for people who reported Black
whether or not they reported other
races.  (Robinson, 2001.)
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EXECUTIVE SUMMARY 
 

As part of Census 2000, the Census Bureau is conducting a comprehensive program of evaluations 
designed to measure how well its programs, operations, and procedures performed.  This report is 
about the evaluation of the Census 2000 Partnership and Marketing Program (PMP).  The Census 
Bureau contracted with the National Opinion Research Center to evaluate whether the program 
actually (1) increased the public’s awareness of the census, and (2) increased mailback response 
rates, especially among historically undercounted populations. 
 
To perform its task, the National Opinion Research Center implemented a before, during, and 
after research design with three waves of interviewing.  Wave 1 occurred in Fall 1999 before the 
launch of the education phase of the advertising program and before most partnership activities 
had commenced; Wave 2 took place in Winter 2000 before the mail-out of census forms, but 
after much of the motivation phase of the ad campaign; and Wave 3 interviewing began in 
Spring 2000 following Census Day and continued into June during the census nonresponse 
followup operations.  The wave-to-wave trends from this design may be used to study the growth 
in awareness of Census 2000, the growth in intended participation, and their correlates. 
 
Across the three waves of data collection, the National Opinion Research Center completed just 
under 10,000 interviews of American households.  The surveys sought to interview the person in 
the household who opens the mail or the one most likely to open and answer the census form.  
 
The research design incorporates representative samples of several race/ethnicity populations, 
including Hispanics, non-Hispanic Blacks, non-Hispanic Whites, Asians, American Indians, and 
Native Hawaiians.  It enables separate analysis and conclusions about the effectiveness of the 
Census 2000 Partnership and Marketing Program for the aforementioned race/ethnicity populations 
as well as for the total population.  
 
The design also incorporates an exact match of the survey responses to the actual census returns 
for the households interviewed in Waves 2 and 3.  From these data, we are able to determine 
which households actually returned the census form by mail, while from the survey questions 
themselves, we are only able to determine which households said they would or said they did. 
 
The evaluation study addresses and answers a number of critical questions about the Census 2000 
Partnership and Marketing Program.   
 
1. How effective was the Census 2000 Partnership and Marketing Program, as a whole, in 
increasing general awareness about the Census? Among hard-to-enumerate populations?  How 
effective were mass-media and community-based communications in increasing general 
awareness about the Census?  Among hard-to-enumerate populations? 
 
Overall awareness of communications about Census 2000 increased significantly over time.  It 
was greater after the Census 2000 Partnership and Marketing Program than before the onset of the 
program.
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Awareness of communications about Census 2000 increased for all six of the race/ethnicity 
populations that we studied separately, including historically hard-to-enumerate populations such 
as Hispanics, non-Hispanic Blacks, and American Indians.  It appears that the program was 
effective for all targeted populations in stimulating awareness. 
 
The effects of census marketing and partnership activities are confounded with one another.  As 
such, it was impossible for the Census 2000 Partnership and Marketing Program Evaluation to 
measure their effects separately.  The study did examine, however, the public's recall of eighteen 
sources of census communications, e.g., television and census information from religious 
organizations, each of which exhibits a combination of advertising and partnership influences.  
To strengthen the analysis, we combined the eighteen sources into two composite measures: 
mass-media and community-based communications. 
 
In our analysis, mass-media communications included television, magazine, radio, newspaper, 
and billboard ads.  Community-based communications included religious groups, community or 
government organizations, informal conversations, schools you attended, schools your children 
attended, census job announcements, conference exhibit booths, signs inside buildings, speeches, 
articles, the Internet, paycheck or utility bill and participation on a complete count committee. 1 

We found significant evidence that awareness of both types of communications was greater after 
the Census 2000 Partnership and Marketing Program than before the onset of the program. 
 
Most of the targeted race/ethnicity populations recalled most of the components of mass-media 
communications.  Five populations – Hispanics, non-Hispanic Blacks, non-Hispanic Whites, 
Asians, and Native Hawaiians – exhibit significant positive trends for television, radio, 
newspapers, and billboard ads, while trends for magazines are occasionally not significant. 
American Indians display trends in census awareness similar to those of the other race/ethnicity 
populations.  However, some of the trends from Wave 2 to 3 are not significant, perhaps because 
of higher sampling variability (than for the other targeted populations).  For most populations, 
recall of television is at a higher level with a stronger positive trend than recall of other mass-
media sources.   
 
Most race/ethnicity populations display significant positive trends in awareness due to 
community-based communications.  Among the components, informal conversations, census job 
announcements, and signs or posters inside buildings, tend to generate the highest levels of 
recall.  Among sources of community-based communications, our data do not display strong 
positive trends in awareness due to the Internet, paycheck or utility bill, and conference exhibit 
booths.   
 
We find a significant difference between English- and other-language-speaking Asians in regards 
to awareness of census communications.  In each wave of the evaluation survey, the English 
speakers reported higher mean general awareness of census communications than did other-
                                                           
1 Participation on complete count committees was included as an activity on the survey questionnaire for purposes of 
completeness but the actual purpose of the complete count committees was to serve as planning groups.  Not all 
planning groups referred to themselves as complete count committees, so this data should not be used to interpret the 
effectiveness of the Census 2000 Partnership and Marketing Program on encouraging participation on complete 
count committees. 
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language speakers.  For other race/ethnicity populations, there is a broad, but not statistically 
significant, pattern of lower estimated awareness in the non-English-speaking populations. 
 
2.  How effective was mass-media in positively changing attitudes/beliefs about the Census 
among the general public?  How effective were community-based communications in positively 
changing attitudes/beliefs about the Census among the general public?  Among the hard-to-
enumerate populations? 
 
The research examined a variety of beliefs that people might hold relevant to participating in the 
census.  An example was the survey item "Filling out the census will let the government know 
what my community needs."  Confidence in the conclusion that the Census 2000 Partnership and 
Marketing Program was successful is enhanced if changes in these beliefs are observed that are 
consistent with the trends in awareness of census communications and intentions to return the 
census form.  This was the case for most targeted populations.  Only the American Indian 
population showed no change in their beliefs from before to after the onset of the program.  We 
found evidence of some significant associations between census awareness and various (positive) 
census beliefs, signifying that the Census 2000 Partnership and Marketing Program reached people 
and positively shifted attitudes.  We also found a significant association between self-reported 
participation and the belief that census "lets government know what my community needs."  
However, there is little evidence that census beliefs shifted after census day. 
 
3.  What impact did the Census 2000 Partnership and Marketing Program, as a whole, have on the 
likelihood of returning a Census form? Specifically, what was the impact of mass-media?  Of 
community-based communications?  
 
Four race/ethnicity populations indicated that they were more likely to return the census form 
(increased mean intended participation) after the Census 2000 Partnership and Marketing Program 
than before its onset.   The groups whose intentions grew more positive were non-Hispanic 
Blacks, non-Hispanic Whites, Asians, and Native Hawaiians.  We were not able to demonstrate 
from our data that the Hispanic and American Indian populations intended to return the census 
form any more after the Census 2000 Partnership and Marketing Program than before it.  The 
evidence suggests, however, that intentions to return the census form increased for English-
speaking American Indians. 
 
Higher awareness of communications about Census 2000 correlates with a greater likelihood or 
intention of returning the census form for five of the targeted populations, including Hispanics, 
non-Hispanic Blacks, non-Hispanic Whites, Asians, and Native Hawaiians.  Hispanics show this 
effect even though their mean intended participation did not increase from before to after the 
Census 2000 Partnership and Marketing Program, suggesting that the program had less impact on 
them.  For non-Hispanic Blacks, non-Hispanic Whites, Asians, and Native Hawaiians, it appears 
that people in these groups became more aware of census communications and that this 
awareness was linked to intentions to return the census form.  We were not able to demonstrate 
these effects for the American Indian population.  Yet there may have been real, favorable 
effects for American Indians that we were not able to discover because of larger sampling 
variability. 
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The Census 2000 Partnership and Marketing Program achieved mixed success in favorably 
impacting actual participation in the census.  Through cross-sectional, logistic regression models, 
we find that the Wave 2 and 3 data are consistent with the hypothesis that mass media and 
community-based communications had no effect on the odds of mail return for the Asian, 
American Indian, and Native Hawaiian populations.  Further, we find differential 
communications effects by language spoken at home, age, and race/ethnicity.  The data support a 
conclusion that census communications were less effective for the other-languages population 
than for the English population, and less effective for younger adults than for older adults.  
Census communications were equally effective for the Spanish- and English-speaking 
populations.  Community-based communications were more effective in reaching non-Hispanic 
Blacks than non-Hispanic Whites. 
 
4.  Were differences in awareness, knowledge, and attitudes before and after the Census 2000 
campaign significantly different from those measured before and after the 1990 campaign (which 
had no paid advertising)? 
 
The Census Bureau developed and implemented an Outreach Evaluation Survey at the time of 
the 1990 Census with objectives similar to those of the Census 2000 Partnership and Marketing 
Program Evaluation.  Yet it is nearly impossible to make exact comparisons between the two 
studies, because of various non-comparabilities.  In approximate terms, awareness of the 
impending Census 2000 started at a relatively low level at Wave 1, a point in time for which 
there is no corresponding data from the 1990 Outreach Evaluation Survey.  By mid-winter before 
Census Day, awareness in 2000 seems to eclipse awareness of the impending 1990 Census.  
Furthermore, in terms of mean number of sources of information cited by respondents, the 
Census 2000 Partnership and Marketing Program Evaluation reflects higher levels following 
census day than does the 1990 Outreach Evaluation Survey at the same point in time.  
Interestingly, the percent who heard recently about the census is lower following Census Day in 
2000 than in 1990, perhaps reflecting literal reporting by Census 2000 Partnership and Marketing 
Program Evaluation respondents or differences in timing of being in the field. 
 
According to our data, attitudes towards census confidentiality declined at the close of the 20th 
Century.  Favorable attitudes started at a low level prior to Census 2000 and never recovered to 
the levels reported in 1990.  On the other hand, respondents’ views of the importance of 
participating in the census remained quite stable: both censuses exhibited similarly favorable 
attitudes, and neither displayed a trend from wave to wave within the census period.  Finally, the  
Census 2000 Partnership and Marketing Program seems to have achieved greater success than 
comparable efforts in 1990 to create a favorable attitude that the census cannot be used against 
you. 
 
5. Was awareness or intended participation influenced by census controversies or by other 
special events of census publicity?   
 
Evidence about such questions is quite limited due to sampling variability and possibly other 
factors.  What evidence we have suggests no substantial intervention in awareness or intended 
participation due to census controversies or other special events, such as the controversy arising 
from the census advance letter. 
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In light of these findings, we humbly offer the following recommendations for consideration by 
those planning the 2010 Census. 
 
R1. The Census 2000 Partnership and Marketing Program was generally successful in 

promoting awareness and intent to participate in the census.  Even though the program 
had a limited and mixed impact on peoples' actual behavior, we recommend this program 
of mass-media and community-based communications be repeated in general form, 
content, and intensity for Census 2010.  Some minor adjustments to the program, as 
follows, may achieve superior results. 

 
R2. The Census 2000 Partnership and Marketing Program demonstrated that, in general, mass-

media and community-based communications did reach people.  However, some sources 
of census communications were more effective than others.  As Census 2010 approaches, 
the Census Bureau should evaluate the then current communications channels in 
America, with an eye towards optimizing the allocation of Census 2000 Partnership and 
Marketing Program resources among the various channels.  In particular, the Census 
Bureau should reevaluate use of the Internet, magazines, conference exhibit booths, and 
paycheck or utility bill inserts.  The first in this list of channels may be increasing in 
importance, while remaining channels may be decreasing in importance.  Other channels, 
such as television, radio, and schools you attend will probably continue to be as important 
in 2010, as they were in 2000.  Furthermore, the Census Bureau should examine 
opportunities to tailor census messages to the source of communications. 

 
R3. Awareness of census communications may have declined slightly after Census Day 2000.  

The Census Bureau should conduct additional study of this matter, to confirm its validity 
and consequences.  The end purpose of the study should be to determine whether a 
stronger post-Census-Day communications program would have achieved favorable 
results at an acceptable price. 

 
R4. As Census 2010 approaches, the Census Bureau should reevaluate what promotional 

messages resonate best with the American population overall, and with targeted 
race/ethnicity populations.  Based on the 2000 experience, a traditional message -- census 
confidentiality can be trusted -- seems to be declining in effectiveness.  Meanwhile, two 
newer messages 

 
•    Answers cannot be used against you 

 
•    Lets government know what my community needs 

 
appear to be increasing in effectiveness.  Use of the right messages will optimize the 
effectiveness of the 2010 Census Partnership and Marketing Program.  In view of the 
demonstrated sophistication of the Census 2000 Partnership and Marketing Program, the 
Census Bureau should go on to explore use of even more subtle beliefs for Census 2010. 
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R5. Mass-media and community-based communications effectively reached the Black 

community during Census 2000, and communications changed census beliefs.  For this 
population, the 2010 Census Partnership and Marketing Program should build on the 
success of the Census 2000 Partnership and Marketing Program. 

 
R6. For Census 2010, the Census Bureau should reevaluate the communications approach for 

the Hispanic, Native Hawaiian and especially the American Indian populations.  The 
Census 2000 Partnership and Marketing Program changed census awareness for these 
populations, but there is little or no significant evidence that it impacted intent to 
participate.  For American Indians, mean census beliefs were unchanged from before the 
onset of the Census 2000 Partnership and Marketing Program through Census Day.  To 
better reach these populations, the Census Bureau may develop new communications 
messages, deliver more frequent messages at the time of the census, or communicate on 
more of an ongoing basis throughout the decade.  The Census Bureau may identify 
beliefs that are truly critical to peoples' behavior in these communities, and formulate 
communications messages accordingly.  The reevaluation should consider the design and 
outcomes of the Census 2000 Partnership and Marketing Program and whether further 
refinements would be successful. 

 
R7. English-speaking Asians changed census beliefs as a result of the Census 2000 Partnership 

and Marketing Program, but non-English-speaking Asians apparently did not.  For 2010, 
the Census Bureau should develop and implement communications channels and 
messages that get through to this population. 

 
R8. The Census 2000 Partnership and Marketing Program cost money, and the current 

evaluation study demonstrated only a limited linkage between the Census 2000 
Partnership and Marketing Program effort and improvements in actual mail return 
behavior.  During early stages of planning for Census 2010, the Census Bureau should 
conduct a formal cost-benefit analysis, attempting to demonstrate the tradeoffs between 
increased expenditures on Census 2000 Partnership and Marketing Program activities and 
reduced followup costs.  The analysis may be used as one small part of the base of 
information the Census Bureau uses to justify its plan for Census 2010.  If evaluation of 
the 2010 Partnership and Marketing Program is undertaken, in light of 2000 experiences, 
then it would be desirable to develop some specific hypotheses that can be tested directly. 

 
R9. Ultimately, once congressional appropriations have been finalized, during late stages of 

planning for Census 2010, there will be a fixed amount of money to support Census 2000 
Partnership and Marketing Program activities.  The Census Bureau will be faced with the 
daunting task of allocating this fixed pie among the many worthy components of the 
program.  In making this allocation, the Census Bureau should continue to be guided by 
the twin goals of (1) increasing the overall mail return rate and (2) reducing the 
differential undercount, weighted by size, of historically undercounted populations. 

 
R10.   Future research should use an experimental design to measure the effectiveness and   

benefit of a partnership and marketing program
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1.  BACKGROUND 
 
 
The Census Bureau implemented a five-pronged, integrated marketing strategy to promote 
Census 2000.  The five components were 
 

• The paid advertising campaign generated awareness, educated people about Census 
2000, and encouraged individuals to return their Census 2000 forms;  

 
• The Partnership Program encouraged mail response by those people who were not 

persuaded by direct mail, advertising, or other promotion methods; 
 

• The Promotions and Special Events component included exciting, fun, and educational 
activities, sponsored by the Census Bureau, in communities and schools, particularly in 
areas with historically undercounted populations; 

 
• The media relations component ensured that electronic and print media reinforced the 

Census 2000 messages generated by community events, endorsements from partners, 
advertisements, the Census in Schools project, and other promotional events; and 

  
• The Direct Mail Pieces component communicated several specific key pieces of 

information: expect a form in the mail (communicated in the advance letter), the law 
mandates response (communicated on the envelope and cover letter of the mailing 
package), and the law mandates that the Census Bureau keep census data confidential (in 
the cover letter of the mailing packages). 

 
In this report, we describe a recently conducted evaluation of the first two of these components, 
known collectively as the Partnership and Marketing Program (PMP). 
 
The advertising firm of Young and Rubicam, Inc. (Y&R), under contract to the Census Bureau, 
developed a persuasive paid advertising campaign designed to stimulate mail response to Census 
2000.  Y&R delivered its campaign in three general phases: (1) an education phase done in late 
Fall 1999, (2) a motivation phase done in Winter 2000 prior to the mailout of census forms,  
(3) and a nonresponse followup phase done following census day and designed to encourage 
nonresponders -- both in the general population and in targeted subpopulations -- to participate in 
the census.   

 
The goals of Y&R's advertising campaign were to increase awareness of the census; to increase 
knowledge of the census; and ultimately to shift attitudes toward the census so as to achieve a 
mailback response of greater than 61 percent and increased receptivity to partnership efforts.  
The basic premise of the advertising program was the hypothesis that people who are more 
involved in their communities or who participate in civic activities are more likely to respond to 
the census than others who do not.  Starting from this hypothesis, Y&R conducted analysis and 
determined a partition of the total population with three basic groups or segments.  They 
classified people at the high end of the spectrum (five or more civic activities) as most likely to 
respond to the census, and people at the low end (zero civic activities) as least likely to respond.  
Y&R labeled the middle segment (people with one to four civic activities) as undecided/passive.  
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The paid advertising campaign targeted the "Diverse America" audience, among others.  Diverse 
America refers to the audience that consumes English-language media.  It cuts across all 
race/ethnicity populations. 
 
Figure 1 presents the Y&R likelihood spectrum developed for the Diverse America audience that 
resulted from this segmentation analysis.  This likelihood spectrum became the central 
organizing principle for the paid advertising campaign.  Note that historically difficult to count 
groups, such as Hispanics and African Americans, are disproportionately represented in Y&R’s 
least-likely-to-respond segment. 
 
Figure 1:  Depiction of the Y&R Diverse America likelihood spectrum: percent of 
population  

 
One of the great challenges of the PMP was to attempt to reach the entire census “market”, 
namely the entire US population.  To address this challenge, Y&R developed an approximate 
demographic profile of the people in each segment of the census “market”.  They found that 
those most likely to respond tend to be age 35 +, college educated, white collar, household 
income greater than or equal to $50,000, married with children, and to own their housing unit.  
Undecided/passive tend to be age 18-34, high-school diploma or less, blue collar, low to average 
household income, married/single/divorced with children, and to rent their housing unit.  Finally, 
the least likely to respond tend to be age 18-34, less than high-school diploma, blue collar, low 
household income, single/divorced/widowed, and to rent their housing unit. 
 
The likelihood spectrum also profiled the three segments of the population by attitudes towards 
the census and by the role of advertising.  Table 1 summarizes this information for the Diverse 
America audience.  At the high end, advertising should simply reinforce the presumed positive 
propensity to mailback the census form.  While at the low end, it must overcome fear, pave the 
way for partnership efforts, educate people about the census, and change negative beliefs. 
 
 
 

78% 19% 3%

50% 32% 18%

46% 33% 21%

50% 30% 20%

17% 43% 40%

American Indian

Asian

African American

Hispanic

Total Population

Least Likely  to Respond Undecided/ Passive Most Likely to Respond
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Table 1: Diverse America likelihood spectrum: attitudes and role of advertising by segment  
 Least Likely to Respond Undecided/Passive Most Likely to Respond 
Attitudes Towards 
Census 

Fear 
Distrust 
Completely unaware 

Apathetic 
Not very familiar 

Familiar 
Intend to participate 

Role of Advertising Lower resistance to pave 
way for community 
programs 
Motivate 
Educate 
Remind 

Provide information 
Provide reason to 
complete 
Motivate 
Educate 
Remind 

Reinforce positive behavior 
Instill sense of urgency 
Motivate 
Remind 

 
Y&R developed an approach to advertising with specific actions targeted at the specific 
segments.  For the most-likely-to-respond segment, their approach called for extensive use of the 
national media.  They supplemented the national media plan with additional select national 
media for the undecided/passive group, including Sunday and late-night programming.  For the 
least-likely-to-respond segment, they planned a further additional overlay, including daytime TV 
and out-of-home sources.  They created these plans by race/ethnicity.2 
 
Y&R also organized their approach into the three discreet time phases mentioned earlier.  Table 
2 gives a brief summary of the advertising plan by phase. 
 
Table 2:  General advertising plans by phase* 
 Education phase Motivation phase Nonresponse followup phase 
Vehicles Print 

Radio 
Television 

Print 
Radio 
Television 
Out of home 

Radio 
Television 

Time Period November 1 to January 30 February 28 to April 9 April 17 to May 14 
Activity Weeks Broadcast: 9 weeks 

Print: 2 months 
Broadcast: 6 weeks 
Print: 2 months 
Out of home: 2 months 

Broadcast: 4 weeks 

*For the Diverse America audience, those most likely to respond were not targeted during the education and 
nonresponse followup phases. 
 

                                                           
2 Since the 1940 Census, the Census Bureau has produced formal analysis of the number of people missed by the 
census: the census undercount.  During the past 60 years statisticians and demographers have established that the 
percent of people missed varies by race/ethnicity and by variables correlated with race/ethnicity, such as income, 
housing conditions, migrant status, and socio-economic status.  Populations such as Hispanics, non-Hispanic African 
Americans, and American Indians have exhibited disproportionately high undercount, and a correspondingly low 
relative propensity to mailback census forms.  Thus, the Census Bureau and other census experts have taken to 
calling these race/ethnicity populations "hard to count."  The PMP was focused, in part, on these populations, and as 
we shall see, the current evaluation of the PMP uses disproportionately large samples of these populations to 
determine whether the PMP worked for them. 
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The Census Bureau conceived, developed and executed a comprehensive partnership program 
for Census 2000.  A significant priority for Census 2000 was to build partnerships at every stage 
of the process to motivate people to respond such that the Census Bureau could provide 
population counts needed to apportion seats in the U. S. House of Representatives, determine 
state legislative district boundaries and meet critical national data needs for the next decade.  
Because the Census Bureau could not effectively conduct the census alone, it gathered strong 
partners that helped accomplish its goal of achieving a complete count.  Partnerships existed with 
state, local and tribal governments, non-governmental entities including national and community 
organizations, various businesses, and the media.  
 
The following are some but not all of the activities that partners conducted: 
 

• held press conferences 
 

• wrote letters and articles 
 

• provided brochures and handouts 
 

• issued public statements of endorsements 
 

• developed local plans of action 
 

• provided formal partnership agreements 
 

• initiated and participated in local events, and 
 

• implemented special projects and initiatives. 
 
The projects and initiatives included Complete Count Committees, Census in Schools, Religious 
Organizations, Tribal and Governors' Liaisons, Media and Promotional Materials, and National 
Partnerships. 
 
The Partnership Program was a means of encouraging mail response by those people who were 
not persuaded by direct mail, advertising or other methods. It complemented traditional methods 
by spreading information about the census, by assuring people that it was beneficial to 
participate and by providing help if needed. 
 
The mission of the Partnership Program was to develop an aggressive and comprehensive 
program that incorporated the efforts and resources of governmental units, community-based 
organizations, religious groups and businesses in assisting the Census Bureau to conduct an 
efficient, accurate census. 
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The goals of the integrated PMP were to: 
 

• increase mail response rates 
 

• reduce differential undercounts, and 
 

• communicate a consistent Census 2000 message. 
 
Notably, the actual proportion of the population that mailed back their census forms in 2000 
exceeded the expected mailback rates.  Was this apparent success due to the PMP or to other 
factors in the environment? 

 
During planning stages for the PMP, the Census Bureau sought and Congress provided funds to 
pay for the advertising campaign, an unprecedented step, as it had relied exclusively on pro bono 
advertising for prior censuses in the modern era.  With this decision, and to answer the question 
above, it became crucial to design and execute an evaluation of the effectiveness of the PMP.  
The Census Bureau contracted with the National Opinion Research Center (NORC) to conduct 
this program evaluation independently of Y&R and census partners.  NORC's evaluation was to 
answer two basic questions:  (1) did public awareness of Census 2000 increase as a result of the 
PMP, and (2) was the PMP successful in motivating households to complete and return their 
census forms. 
 
For the Partnership and Marketing Program evaluation (PMPE) NORC conducted a household 
survey in three waves, using a combination of both personal-visit and computer-assisted 
telephone interviewing (CATI).  The first wave occurred prior to the education phase of the PMP 
in early Fall 1999, while the second wave was implemented in Winter 2000 concurrently with 
the motivation phase.  The third and final wave was fielded following Census Day and finished 
by the close of the census nonresponse followup operations in June 2000. 
 
The Census Bureau sponsored similar evaluation studies of advertising for the 1980 Census, the 
1990 Census, and the 1998 Dress Rehearsal.  See Moore (1982), Bates and Whitford (1991), 
Fay, Bates, and Moore (1991), Bates and Buckley (1999), and Roper Starch Worldwide (1999).    
NORC's current evaluation study is built, in part, on these prior studies, using similar but not 
identical research designs and questionnaires.  Later in this report we make a few comparisons 
between the 2000 results and the 1980 and 1990 reference points.  Many essential survey 
conditions changed to varying extents over the years, including mode of data collection, 
sampling techniques, the questionnaire/interview, and the time period between data collection 
and exposure to census outreach.  We strongly recommend the reader use the comparisons for 
their impressionistic content, rather than attempt to make formal tests of differences between the 
censuses. 
 
In this report, we present the final analysis of the 2000 evaluation survey data.  A description of 
the research design and of the survey methodology appears in Section 2.  We highlight several 
data or design limitations of the study in Section 3.  We give key results of the analysis itself in 
Section 4.  Finally, we close with a general summary of key research questions and findings in 
Section 5.  Several appendices provide details of various aspects of the design and analysis.  



 
 

 6

2. METHODOLOGY 
 
NORC conducted the evaluation using a before, during, and after research design, as summarized 
in the following table: 
 
Table 3:  Summary of three waves of data collection  
Wave Time of Field 

Period 
Completed 
Interviews Purpose 

1 September 1 – 
November 13 

3,002 To capture census awareness and other factors like civic participation and 
other beliefs that bear on census cooperation prior to the launch of the 
educational campaign of the PMP and to establish a baseline measure to 
use for comparison to subsequent waves of data collection 

2 January 17 – 
March 11 

2,716 To capture census awareness and other factors that bear on census 
cooperation during the motivation campaign of the PMP and prior to the 
mailout of census forms 

3 April 17 –  
June 17 

4,247 To capture census awareness and other factors that bear on census 
cooperation following the mailout of census forms and prior to the 
completion of nonresponse followup operations during the nonresponse 
followup campaign 

 
Given the design, trends from Wave 1 to 2 are intended to reveal effects of the education phase 
of the PMP; trends from Wave 2 to 3 are intended to reveal effects of the census mailout and 
cumulative effects of the education and motivation phases; and trends from Wave 1 to 3 are 
intended to reveal cumulative effects of all phases. 
 
NORC designed and implemented a brief screening questionnaire with the primary objectives of 
determining the correct household respondent (the person who usually handles the mail) and the 
race/ethnicity of this person.  We used the screener to screen-out ineligible cases and to 
subsample eligibles.  See Appendix I for details. 
 
The Census Bureau developed (with input from NORC staff) a survey instrument for each of the 
survey waves, or three survey instruments overall.  Facsimiles of the three instruments appear in 
Appendices D, E, and F, respectively.  The instruments include questions related to media use; 
awareness of government agencies and programs; awareness of community agencies and 
programs; recall of exposure to the mass media; recall of exposure to partnership-sponsored 
activities; recall about sources of information; knowledge and attitudes about the census; aided 
recall of specific advertising; aided recall of specific partnership activities; census form receipt, 
handling, and mailback behavior; and demographic information.  The instruments are modeled 
after previous Census Bureau surveys of a similar nature conducted at the time of the 1980 
Census, the 1990 Census, and the dress rehearsal for Census 2000.  
 
NORC designed all three waves to achieve oversamples of five race/ethnicity populations: 
Hispanic, non-Hispanic African American, Asian, Native Hawaiian, and American Indian.  In 
fact, the research design actually employed four different samples within each of the three 
waves.  The core sample covered the total population and it also allowed separate analyses of the 
Hispanic, non-Hispanic African American, and non-Hispanic White populations. The American 
Indian, Asian, and  
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Native Hawaiian populations were each covered by a separate sample.  The numbers of complete 
interviews by wave and sample appear in Table 4.  A detailed description of the four samples and 
of the three waves of interviewing appears in Appendix A.  
 
Table 4:  Sample sizes and completed interviews by wave and race/ethnicity populations  

Sample Type Wave 1 Wave 2 Wave 3 

Core    

     Sample size 11,105 2,600 3,729 

     Occupied households 5,442 2,122 3,079 

     Completed screening interview 2,209 2,122 3,079 

     Cases screened in 1,833 2,122 3,079 

     Completed interview 1,536 1,227 1,989 

         Hispanic  446 425 687 

         Non-Hispanic African American 553 373 634 

         Non-Hispanic White  457 364 544 
         Other race/ethnicities 80 65 124 

Asian     

     Sample size 4,528 5,932 8,748 

     Occupied households 4,286 4,895 7,399 

     Completed screening interview 4,286 4,117 6,721 

     Asians screened in 951 549 1,269 

     Completed interview 517 471 778 

American Indian    

     Sample size 3,182 3,345 4,581 

     Occupied households 1,428 2,120 2,716 

     Completed screening interview 1,427 1,628 2,418 

     American Indians screened in 790 537 919 

     Completed interview 510 498 770 

Native Hawaiian     

     Sample size 10,900 4,250 6,345 

     Occupied households 5,159 3,274 4,562 

     Completed screening interview 2,353 2,835 3,805 

     Native Hawaiians screened in 506 1,198 1,444 

     Completed interview 438 520 710 

 
NORC and the Census Bureau agreed on a plan to select all samples from a sampling frame 
extracted from the Decennial Master Address File (DMAF).  Such a frame would provide nearly 
complete coverage of the target population, and it would facilitate linkage of the survey 
responses to the households’ actual mail-back behaviors (that is, did they or did they not mail 
back their census forms).  The plan was to collect most data via Computer-Assisted Telephone 
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Interviewing (CATI), with personal-visit interviewing for addresses where a valid telephone 
number could not be obtained or where the interview was refused by telephone. 
 
At the launch of the project, Census and NORC managers learned that the DMAF would not be 
ready in time to support most of the sampling operations for Wave 1.  In response, we quickly 
redesigned the wave using a nationally representative, random digit dialed (RDD) sample for the 
core sample; a supplementary area-probability sample in five primary sampling units (PSUs) for 
the core sample; an area-probability sample for the Asian sample; an area-probability sample for 
the American Indian sample, except for five reservations where the DMAF extract obtained a 
sufficiently high proportion (≥ 75 percent) of complete physical addresses; and an RDD sample 
for the Native Hawaiian sample.3  The supplementary area-probability sample for the core 
sample was thought to be useful for judging any biases in the RDD sample due to nontelephone 
households.  Table 5 summarizes the revised design and the methods of data collection. 
 
Table 5:  Summary of sampling frames and data-collection methods by wave and 
sample  

Sample Wave Sampling Frame Method of Data Collection 
RDD CATI 1 
Area-probability in five PSUs Personal visit 

2 DMAF CATI and personal visit 

Core 

3 DMAF CATI and personal visit 
1 Area-probability in five cities Personal visit 
2 DMAF Personal visit 

Asian 

3 DMAF Personal visit 
Area-probability in 16 reservations Personal visit 1 
DMAF in five reservations Personal visit 
Area-probability in 16 reservations Personal visit 2 
DMAF in five reservations Personal visit 
Area-probability in 16 reservations Personal visit 

American Indian 

3 
DMAF in five reservations Personal visit 

1 RDD CATI 
2 DMAF CATI and personal visit 

Native Hawaiian 

3 DMAF CATI and personal visit 

 
During operations for Wave 1, we learned that the DMAF was sufficient for sampling operations 
in the five American Indian reservations, but was not adequate, and would never be so, in the 
remainder of the American Indian sample (16 reservations).  The addresses were simply too 
incomplete to enable field interviewers to find them, or to enable anyone to obtain telephone 
numbers to contact them.  Further, telephone penetration was thought to be low in many of these 
areas.  We also became concerned prior to and during Wave 1 about the likely success of 

                                                           
3 An RDD sample implies a random sample of households obtained by random selection of telephone numbers and 
by telephone interviews of adult residents linked to those numbers.  An area-probability sample implies a random 
sample of households obtained by a random selection of housing units within a random sample of census blocks.  
Usually, one or two stages of sampling of geographic areas are used prior to the sampling of blocks.  Often, area 
probability samples entail personal-visit interviews of the adult residents of the selected households.  We use the 
term supplemental area-probability sample to designate a smaller area-probability sample selected independently of 
a larger, main area-probability sample. The express purpose of a supplemental sample is the sampling of households 
in a targeted subpopulation, such as Asian households. 



 
 

 9

conducting Asian interviews by telephone.  It seemed to us that language problems and cultural 
traditions concerning survey cooperation could have an adverse effect on telephone interviews, 
leading to low cooperation rates.  Thus, we decided to change our original plan, and we extended 
personal-visit interviewing to Waves 2 and 3 for both the Asian and American Indian samples. 
 
For Waves 2 and 3 for the core sample, we used personal-visit interviews for (1) telephone 
refusals and (2) cases for which we were not successful in getting a telephone number, as 
planned.  For these waves for the Native Hawaiian sample, we used personal-visit interviews for 
a subsample of cases for which we were not successful in getting a telephone number.  To reduce 
travel costs, we did not use personal-visit interviewing for telephone refusals. 
 
To reduce biases, if any, we weighted the survey data using a three-step procedure.  The base 
weights consisted of the reciprocals of the probabilities of selection.  Base weights were adjusted 
within cells to account for noninterviews.  Finally, we poststratified the weights to 1990 Census 
counts of households by race/ethnicity of the householder. 
 
We applied quality assurance procedures throughout the creation of this report.  They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report.  For a description of these 
procedures, reference "Census 2000 Evaluation Program Quality Assurance Process. 
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3. LIMITATIONS 
 
This evaluation study has limitations due to sampling error, survey nonresponse, frame 
undercoverage, response error, and the nonexperimental nature of the study (including the 
confounding of partnership and advertising effects).  Indeed, all surveys are limited by the first 
four sources of error, including the subject surveys.  In this report, we account for sampling and 
response variability through presentation and appropriate use of estimates of variability. 
 
The overall response rates for Waves 1, 2, and 3 were 48.4 percent, 64.5 percent, and 67.7 
percent, respectively.  The low response rates experienced in Wave 1 were due to the RDD 
designs and the oversampling used in that wave with no field followup.  We give a detailed 
analysis of the survey response rates in Appendix B, including all three waves and all four 
sample types.  Because the response rates are not high, there is the potential of bias in the PMPE 
findings.  Wave 1 is especially at risk because of its relatively low response rate.  On the other 
hand, a low response rate, in and of itself, is not a guarantee of important bias in our statistics.  
Bias would be present to the extent that nonresponders differ from responders with respect to the 
issues under study in the PMPE.  We have no conclusive evidence one way or the other 
regarding the extent of such differences, and thus of nonresponse bias.  Indeed, one rarely has 
conclusive evidence of this sort in a real sample survey.  In Section 4, we demonstrate that 
various distributions of the PMPE samples accord reasonably well with benchmarks from the 
Current Population Survey (CPS).  This material allows us a small portion of confidence that 
nonresponse bias in the PMPE may not be important. 
 
Frame undercoverage arises primarily as the result of the RDD designs employed in Wave 1. The 
core and Hawaiian samples are biased to some unknown degree due to the undercoverage of 
nontelephone households.  The Hawaiian sample covered Native Hawaiians in the state of 
Hawaii.  For the Asian sample, we used a conventional area-probability design, and thus we may 
assume this survey is subject to little or no undercoverage with respect to the sampling universe 
of five cities.  Of course, inferences to the national population of Asians could be biased to the 
extent that the five cities are nonrepresentative.  The American Indian sample presents 
challenges in all three waves.  The corresponding DMAF was available in time to be used for 
sampling for Wave 1, and indeed we used it in five of the 21 sample reservations.  For the 
remaining 16 reservations the DMAF addresses were so incomplete that they were essentially 
useless for sampling purposes.  In these reservations, we implemented area probability sampling 
in each of the three waves.  We conclude that undercoverage for the survey of American Indians 
should be comparable to that achieved for this population in Census 2000 itself.   The American 
Indian sample covered American Indians on reservations. 
 
Response error could bias the survey data to some unknown degree.  In the core sample, we have 
both telephone and field interviews in all three waves, while in the Native Hawaiian sample, we 
have telephone interviews in Wave 1 and both telephone and field interviews in Waves 2 and 3.  
If there are differential mode effects, then each of these samples, and the trends between them, 
could contain bias.  The Asian and American Indian samples were done entirely via field 
interviews and thus will display no such differential mode bias. 
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Further, the evaluation may be limited by response error due to favorable context effects created 
by the wording and ordering of various questions in the survey questionnaires.  Responses to 
questions 15 and 17, which seek respondents’ opinions about the census, could create a favorable 
impression of the census in their minds, and thereby tend to encourage socially desirable 
responses to the questions that follow.  
 
An exceedingly challenging goal of the project was to try to establish the separate effects of the 
paid advertising campaign and the partnership program on awareness and intent to cooperate.  
The fact of the matter is that we are working with data from an observational study, not an 
experimental design.  Most exposed households were exposed to elements of both programs, 
while few households were exposed only to advertising or only to partnership activities.  
Households exposed to both programs presumably exhibit varying degrees of exposure to each, 
with some skewed towards advertising exposure and some towards partnership exposure.  In 
light of this expected blurring or mixing of the two programs, it is impossible to clearly separate 
the effects of the programs.   
 
In a similar vein, the survey questionnaires asked respondents whether they recalled being 
exposed to various sources of census communications, such as television commercials, magazine 
ads, census job announcements, and complete count committees.  Respondents may have 
forgotten the communications they heard, misattributed the exposure to a different source of 
communications, or misjudged the extent of their exposure.  Unless census communications were 
highly salient for the respondent, his or her awareness of exposure to such communications may 
be contaminated by a variety of errors.  Reporting or memory error may contaminate any 
analytical effort to link census behavior to specific communications channels or messages.  It is 
also important to note that participation on a complete count committees was included as an 
activity on the survey questionnaire for purposes of completeness but the actual purpose of the 
complete count committees was to serve as planning groups.  Not all planning groups referred to 
themselves as complete count committees so this data should not be used to interpret the 
effectiveness of the Census 2000 Partnership and Marketing Program on encouraging 
participation on complete count committees. 
 
A similar problem arises from television news reports about the census, which undoubtedly serve 
to increase public awareness of the census.  Because it is virtually impossible for survey 
respondents to differentiate in their minds between census news and exposure to PMP 
communications, there is risk that our estimated effects of PMP communications could be 
overstated. 
 
Since little can be done at this point to measure or adjust for response errors (including context 
and mode effects), undercoverage, or nonresponse errors, and little can be done to redress the 
nonexperimental nature of the study and to disentangle confounded effects of census news, users 
of this evaluation should interpret the findings with appropriate caution. 
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4. RESULTS 
 

As previously noted, the main objective of our work is to evaluate the impact of the PMP on 
census awareness and cooperation.  We begin, in Section 4.1, by examining several basic 
characteristics of the American population, including demographic characteristics, socio-
economic status, civic knowledge and participation, and media habits.  This work is a preface to 
our main work on the impact of the PMP.  It simply examines the representativeness of the study 
samples and paints a picture of how the population is changing, if at all, during the nine-month 
period of the evaluation study. 
 
To organize the balance of our analysis, we present a basic, hypothesized communications model 
in Figure 2 that describes how PMP activity may have impacted Census 2000.  The premise of 
the model is that PMP communications drove an increasing level of awareness of Census 2000 in 
the American population.  Awareness of the census coupled with defined PMP messages 
translated into increasingly favorable beliefs about the census, and these beliefs in turn led to 
positive changes in people’s intent to participate in the census.  Ultimately, people either mailed 
back their census forms or they did not.  Increased mail returns resulted from increased intent to 
participate or other direct influences of increased awareness or beliefs.  The purpose of our 
analysis is to determine whether the evaluation survey data are consistent with these hypotheses. 
 
Figure 2:  Hypothesized model of PMP's impact on census behavior  
 
 
 

PMP Communications  ����  Census Awareness  ����  Census Beliefs  ����   
 

Intended Participation  ����  Actual Mail-Return Behavior 
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Table 6 provides a "roadmap" that may assist readers navigate through our main analyses. 
 
Table 6:  Organization of the main analyses  
Element of the Analysis Section 
Is awareness of Census 2000 and of various sources of census communications increasing 
with time? 

4.2 

Are there increases over time in intent to participate in the census? 4.3 
Are there positive associations between awareness of the census and intent to participate 
in the census? 

4.3 

Are there increases over time in favorable beliefs about the census? 4.4 

Are there positive associations between awareness of the census and beliefs about the 
census? 

4.4 

Are there positive associations between beliefs about the census and intent to participate in 
the census? 

4.4 

Is increasing awareness of the census due to the PMP or to other factors in the 
environment? 

4.5 

How is actual mail-return behavior related to awareness of census communications? 4.6 
How does awareness of the 2000 Census compare to awareness of the 1980 and 1990 
Censuses? 

4.7 

Were there any events of special census publicity that substantially impacted awareness or 
intent to participate? 

4.8 

 
In Sections 4.2 through 4.4 we examine three of the factors in our hypothesized communications 
model -- that is, awareness, beliefs, and intent to participate -- and the linkages between them.  
Section 4.5 attempts to shed light on the linkage between the aforementioned factors and the 
PMP.  That is, it addresses the question of whether PMP or some other factor in the environment 
brought favorable changes in awareness, beliefs and intent to participate.  In Section 4.6 we 
examine the impact of census communications, and of other factors, on peoples' actual mail-
return behavior.  This section essentially completes our examination of the hypothetical model 
and of the linkages between the factors in the model.  We close in Section 4.7 and 4.8 with 
analysis of some secondary issues.  To the limited extent that is possible, we compare Census 
2000 to the censuses of 1980 and 1990 with respect to awareness and favorable beliefs, and we 
attempt to show whether any special events of Census 2000 publicity may have impacted 
awareness or intent to participate in this census. 
 
Throughout, we emphasize separate analysis of the total population and six race/ethnicity 
populations: Hispanic, non-Hispanic African American, non-Hispanic White, Asian, American 
Indian, and Native Hawaiian.  We use the core sample to study the total population and the first 
three race/ethnicity populations.  We also carve out of the core sample an all other population 
(non-Hispanic, non-African American, non-White), but this is based upon a small sample size 
and empirical results should be interpreted with considerable caution.  The last three 
race/ethnicity populations are supported by their own targeted samples, and because they are, we 
suppress explicit discussion of the core sample's other population in the text. 
 
Before proceeding further, we observe three conventions that apply to all of the statistics in the 
following sections. First, in tabular displays, we follow the standard practice of citing the 
estimated standard errors in parentheses adjacent to the statistics to which they refer.  For 
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example, in Table 7, the value of the first statistic in the upper left corner happens to be 1.60, 
with an estimated standard error of 0.057.  Thus, a normal-theory, 90-percent confidence interval 
for the true underlying mean would be 1.60 ± 1.645(0.057) = (1.51, 1.69).   We estimated all 
standard errors via a Taylor series, ultimate cluster approach, employing the software package 
SUDAAN. 
 
Table 7:  Mean general awareness of census communications  

Significance of Trends (p-Values) Population Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Total Population 1.60 (.057) 2.54 (.104) 3.02 (.064) <.0001 * <.0001 * <.0001 * 
   Hispanic 1.67 (.081) 2.49 (.095) 2.78 (.104) <.0001 *      .1249 <.0001 * 
   Non-Hispanic  
   African American 

 
1.62 (.086) 

 
2.74 (.070) 

 
3.17 (.072) 

 
<.0001 * 

 
<.0001 * 

 
<.0001 * 

   Non-Hispanic White 1.61 (.088) 2.50 (.145) 3.02 (.093) <.0001 *  .0070 * <.0001 * 
   Other 1.38 (.177) 2.54 (.259) 3.19 (.145)  .0007 *  .0801 * <.0001 * 
Asian 1.46 (.052) 2.28 (.068) 2.78 (.053) <.0001 * <.0001 * <.0001 * 
American Indian 1.52 (.080) 2.23 (.132) 2.68 (.126) <.0001 *  .0439 * <.0001 * 
Native Hawaiian 1.36 (.047) 1.99 (.092) 2.86 (.071) <.0001 * <.0001 * <.0001 * 

NOTE: Estimated standard errors appear in parentheses.  An asterisk signifies a trend that is significantly different 
from zero at the � = .1 level. 
 
Second, we cite p-values for all tests of statistical hypotheses, instead of simply rejecting or not 
rejecting the implied null hypotheses at a prespecified level of significance.  The p-value 
corresponding to a given test is the level of significance at which the implied null hypotheses 
would be just rejected.  The p-values we present correspond to two-sided tests.  For example, in 
the first row of Table 7, we find that the p-value for testing the trend from Wave 1 to 3 is less 
than 0.0001.   Furthermore, all of our p-values, unless otherwise noted, are adjusted via the 
Bonferroni multiple comparison procedure (see Johnson and Wichern, 1992).  The procedure 
yields an upper bound for the family significance level for a specified family of, say, g, contrasts 
or comparisons.  There are many choices one could entertain regarding the number of 
comparisons to consider in arriving at the Bonferroni adjustment, ranging from a single 
comparison to the total number of comparisons presented in this entire report.  We picked a 
sensible middle ground, g = 3, having in mind the family of comparisons embodied in testing the 
trends from Wave 1 to 2, Wave 2 to 3, and Wave 1 to 3.  Thus, the p-values we cite are formally 
applicable to the family of comparisons defined by each row of Table 7 and indeed by rows of 
the following tables also. 
 
Finally, in the text, we may arrive at certain interpretations of the statistical evidence presented 
in the tables.  In interpreting trends and corresponding p-values, we always, unless otherwise 
noted, work in terms of the 0.10 level of significance.  All p-values less than 0.10 are marked as 
significant by an asterisk. 
 
4.1 Basic characteristics of the total population 
 
A key objective of this section is to compare distributions from our core sample to benchmarks 
from the March 1999 CPS.  The distribution of basic demographic variables should agree 
reasonably with corresponding CPS distributions.  Reasons for potential disagreement include 
sampling error and differences in coverage (e.g., the PMPE sample covers the mail-opening 
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population or the population of adults most likely to complete the census form, while the CPS 
sample covers the entire civilian, noninstitutional population). 
 
A second key objective in this section is to obtain an impression of whether the total population 
exhibits change from wave to wave with respect to basic characteristics such as socio-economic 
status, extent of civic participation, and media habits.  Common sense tells us such 
characteristics should not change across a span of time as narrow as the one under study here 
(about nine months from the launch of Wave 1 to the close of Wave 3). If we were to observe 
changes beyond the normal fluctuations of sampling variability, they could be an artifact of the 
survey questionnaire, interviewing procedures, our sampling frames, or signal an underlying 
change in the population concurrent with, but unrelated or partially related to, the Census 2000 
advertising and partnership activities. We observe few such fluctuations. 
 
Figures 3 to 7 display the survey distributions of sex, age, race/ethnicity, highest grade 
completed, and annual household income.  To maximize comparability, we present the CPS data 
for the population of adults age 18+ living in regular housing units (excluding group quarters). 
Evidently, the core sample is a bit more female and is slightly older than the CPS sample. We 
believe these differences are due to the special nature of the mail-opener population.  Young 
adults age 18-24 living with their parents probably tend not to open the mail, while there may be 
a slight differential tendency of females to open the mail in preference to their male partners. 
 
Figure 5 demonstrates that the CPS sample has fewer Hispanics and African Americans than the 
core sample.  This observation may be the result of sampling variability or nonsampling errors in 
the screening process, or it could signal better coverage of minorities in the core sample than in 
the CPS.  We do not believe this difference is due to the special nature of the mail-opener 
population. 
 
In Figures 6 and 7, we observe that (1) the distribution of highest grade completed is similar in 
the core and CPS samples, at least within the range of sampling variability, and that (2) the CPS 
sample exhibits somewhat higher household income.  Again, we do not believe this difference 
arises from the special nature of the mail-opener population.  The CPS's higher income may be 
the result of relatively more complete reporting of income, or it may simply be an effect 
correlated with the CPS's relative excess of non-Hispanic Whites. 
 
In summary, there are some differences between the basic distributions in the core and CPS 
samples.  Some differences may be the result of the special nature of the mail-opener population, 
while other differences may arise from differential coverage or reporting.  The differences are 
within reason, in our opinion, and they underscore the representativeness of the core sample 
within the limitations set forth earlier in Section 3. 
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Figure 3:  Distribution of sex by wave for total population     

             
 
Figure 4:  Distribution of age by wave for total population  
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Figure 5:  Distribution by race/ethnicity by wave for total population  

 
 
 
Figure 6:  Distribution of highest grade completed by wave for total population  
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Figure 7:  Distribution of household income by wave for total population     
 

 
 
It is also of considerable interest to examine whether the demographic characteristics exhibit 
excessive change from wave-to-wave.  We find no excessive wave-to-wave variation in sex, age, 
and race/ethnicity.  We see no important changes from wave to wave in highest grade completed.  
Evidently, around 30 percent of our mail-opener population have a college degree or higher.  
Income does not apparently change from wave to wave. About 35 percent of households are in 
the $45,000+ income class, while about 15 percent are in the <$15,000 class. 
 
Figures 8 to 11 display the estimated distribution of the total population for adult education, 
presence of children age less than 18, place of birth, and language spoken at home.  Adult 
education and place of birth are personal characteristics of the respondent, the one who opens the 
mail and is most likely to complete the census form.  The remaining variables – presence of 
children age less than 18, and language spoken at home – are household characteristics. 
 
We see little change in the percent of the population that has recently attended an adult education 
class: about 15 percent give or take.  Arguably, this percent may decline towards Wave 3, that is, 
a slight decline towards the period in May and June when the regular school year is ending. Also, 
we see little change in the percent of households with children.  We estimate that around 30 
percent of households have children (less than 18 years old) at home. 
 
About 80 to 85 percent of the population of mail openers were born in the U.S., and this 
percentage does not vary by wave, at least not beyond the normal range of sampling variability.  
Language spoken at home is completely flat across waves, with around 90 percent English, over 
5 percent Spanish, and under 5 percent all other languages. 
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Figure 8:  Distribution of adult education by wave for total population 
 

 
 
 
Figure 9:  Distribution of households by presence of children age less than 18 living at 
home by wave for total population  
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Figure 10:  Distribution of place of birth by wave for total population 

 
 
 
 
Figure 11:  Distribution of language spoken at home by wave for total population  
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Figures 12 to 16 display estimated distributions for various types of civic knowledge and civic 
participation.  Civic knowledge includes heard of the Department of Agriculture, heard of the 
Surgeon General’s office, heard of the school lunch program, and heard of welfare reform.  Civic 
participation is an index first proposed by Bates and Buckley (1999).  Our implementation of the 
index includes attended a PTA meeting; attended services or meetings of a religious group; 
attended a regular meeting of a community or charity group; attended meetings or speeches of a 
political party or candidate; attended an event benefiting a community, charity, school, religious 
or political group; and voted in the last local election, and our index is defined on a scale of 0 to 
7.  These variables are characteristics of the respondent, and thus of the population of mail 
openers. 
 
Figure 12:  Distribution of heard of Department of Agriculture by wave for total 
population  
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Figure 13:  Distribution of heard of Surgeon General's office by wave for total population  

 
 
Figure 14:  Distribution of heard of school lunch program by wave for total population  
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Figure 15:  Distribution of heard of welfare reform by wave for total population 
 

 
 
Figure 16:  Distribution of civic participation by wave for total population 
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approximately 60 percent in the middle class.  Arguably, civic participation declined in Wave 3, 
and if this effect is real, we wonder if it might be due to the end of the regular school year, which 
occurred during this wave.  Many types of civic activity follow a seasonal pattern similar to the 
school year.  One reviewer suggested that this hypothesis could be tested partially by dropping 
the PTA item from the index.  We were not able to implement this worthwhile suggestion 
because of limited time and funding. 
 
Figures 17 to 21 examine the media habits of the population of mail openers, including watching 
television, listening to radio, reading magazines, reading newspapers, and surfing the Internet.  
Results are quite stable across waves for all of these media habits.  Just under 15 percent of the 
population watch less than an hour of television per day, and just over 15 percent watch four or 
more hours per day.  Around 10 percent listen to no radio at all, while about 20 percent listen to 
20+ hours per week. 
 
 
Figure 17:  Distribution of television hours per day by wave for total population  
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Figure 18:  Distribution of radio hours per week by wave for total population  

 
 

Figure 19:  Distribution of magazine hours per week by wave for total population  
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Figure 20:  Distribution of newspaper hours per week by wave for total population  
 

 
 
 
Figure 21:  Distribution of Internet hours per week by wave for total population  
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Approximately 25 to 30 percent of the population spend no time reading magazines, and slightly 
over 10 percent read magazines heavily (6+ hours per week).  Newspapers seem to attract a 
somewhat larger audience.  About 20 percent spend no time reading newspapers, another 20 
percent read them heavily (6+ hours per week).  Although the Internet has attracted considerable 
attention in recent years, it enjoys the least penetration of any of the media sources.  Fully 55 to 
60 percent do not use the Internet at all. 
 
The results we have reviewed here are purely descriptive in nature.  They provide a portrait of 
the population of mail openers or their households at the start of the new millennium, with 
respect to demographic characteristics, socio-economic status, civic knowledge and participation, 
and media habits.  What is most interesting for our current purposes is that most of these 
characteristics remained fairly constant across the three waves of interviewing.  Neither the 
survey questionnaires, the survey procedures, nor the general environment brought artifactual 
trends in these basic characteristics.  This finding, while far from being absolutely conclusive, 
suggests a stable environment in which it is possible -- even in a non-experimental setting -- to 
study how the population may have changed over the period of the study with respect to 
awareness of the census and intent to participate in the census.  Because the general environment 
is stable, any trends we may discover in awareness of the census or intent to participate might 
reasonably arise as a result of the PMP. 
 
4.2  General awareness of census communications 
 
General awareness of census communications was measured in the survey by asking people in 
each sample group how much they had heard about Census 2000.  This question thus reflects the 
general level of awareness of all communications about the 2000 Census.  If this awareness 
increases after Wave 1, it indicates that communications about the census are registering with 
people.   
 
Figure 22 displays the distribution of general awareness by wave for the total population.  
Clearly, there were dramatic changes during the roughly nine-month period of the study.  The 
population who heard “nothing” declined from around 65 percent of total population at baseline 
Wave 1 to 15 percent by Wave 3, while the population who heard a “great deal” increased from 
under 10 percent to around 50 percent.  Interestingly, the intermediate categories heard “a little” 
and heard “some” exhibit relatively less movement.  Most of the movement is at the extreme 
ends of the awareness scale.  It would be enormously interesting to observe the gross–flow 
statistics for census awareness, for example, the percent of the total population who had heard 
nothing at Wave 1 but had heard a little by Wave 2.  The design of the study with independent 
samples at each wave, precludes this analysis.4 
 
 
 
 

                                                           
4 We chose, by design, not to reinterview the same panel of respondents at each wave, because of risk of strong 
Hawthorne effects.  Had we employed a panel approach, the survey interview itself would have altered awareness of 
census communications in subsequent wave(s).  The survey would have altered the very phenomenon we seek to 
study. 
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Figure 22:  Distribution of general awareness by wave for total population  

 
4.2.1 Awareness by race/ethnicity 
 
Table 7 gives the means of general awareness by wave and race/ethnicity population.  For all the 
populations, there is a significant increase in how much people say they have heard about Census 
2000 after Wave 1 (compared to Wave 2 and Wave 3).  For the total population, there are 
significant increases from Wave 1 to 2, from Wave 2 to 3, and from Wave 1 to 3.  For Hispanics, 
there is a significant increase from Wave 1 to 2 and from Wave 1 to 3, the difference between 
Waves 2 and 3 is not significant.  For non-Hispanic African Americans, there is a significant 
increase from Wave 1 to 2, from Wave 2 to 3, and from Wave 1 to 3.   For non-Hispanic Whites, 
there is a significant increase from Wave 1 to 2, from Wave 2 to 3, and from Wave 1 to 3.   For 
Asians, there is a significant increase from Wave 1 to 2, from Wave 2 to 3, and from Wave 1 to 
3.   For American Indians there is a significant increase from Wave 1 to 2, and from Wave 2 to 3, 
and from Wave 1 to 3.  For Native Hawaiians there is a significant increase from Wave 1 to 2, 
from Wave 2 to 3, and from Wave 1 to 3. 

 
There is a clear rise in the general awareness of census communications for all of the 
race/ethnicity populations across the period of the surveys.  This awareness may have leveled off 
for Hispanics.  The overall pattern is one of increasing general awareness of communications.5 

 
 
 

                                                           
5 Appendix G gives a complete definition of the variables tabulated in Table 7 and in all following tables. 
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Respondents were also asked about possible places they might have learned about the census.6 
Question 10 asked respondents if they learned about the census through 18 individual 
communications channels used by the PMP.  A number of the channels relate primarily, though 
not exclusively, to advertising while others relate primarily to partnership activities.  Because (as 
noted earlier) this study is not a designed experiment, and because there is a strong confounding 
of advertising and partnership effects, it is completely inappropriate in our view to attempt to 
study, isolate, and report separate advertising and partnership program effects.   
 
Paid advertising and partnership activities for Census 2000 were integrated to the extent that it 
was virtually impossible to measure their effects separately.  For example, in developing 
partnerships with organizations, partnership specialists negotiated local media spots for 
television, magazine, radio, newspaper and billboard ads.  The respondents in the evaluation 
survey had no way of knowing if the ads they remembered were from the national paid 
advertising campaign or from the local pro bono ads negotiated with local partner organizations.  
Therefore, in most of our analyses, rather than divide the 18 communications activities into paid 
advertising and partnership, we divide them by type of channel into two broad composite 
indexes: mass media and community-based communications.  Still, because of high correlation 
between the channels and because respondents' recall of the channels is likely to be blurred or 
mixed, we judge that the analysis probably cannot reveal truly separate and distinct 
communications effects. 
 
Both composites contain elements of both advertising and partnership communications.  The two 
composites form a partition of the 18 sources: two mutually exclusive and exhaustive groups.  
They separate the sources as much as possible into two fundamentally different types of 
communications. Further, our strategy, at least in part, is to track the public's awareness of the 
census through these aggregate measures, and to measure the association between such 
awareness and the intent to mailback the census form.  We will also analyze individual sources 
of communications (i.e., individual sources from question 10), but sample sizes limit the power 
of such analysis.  The strength of the aggregate variables and our analysis of them is that they 
combine information across sources, thereby achieving greater stability and analytical power.  
The mass-media sources included television (commercials and public service announcements), 
magazine ads, radio ads, newspaper ads, and outside billboards.  The community-based 
communications sources included religious groups, community or government organizations, 
informal conversations, schools you attended, schools your children attend, census job 
announcements, conference exhibit booths, signs or posters inside buildings, speeches, articles, 
the Internet, paycheck or utility bill inserts, and participation on a complete count committee.  
We analyzed each of the two types of communications separately in order to look for overall 
effects and to help guard against chance results.  We formed the two aggregate variables, 
awareness of mass-media and awareness of community-based communications, by simple 
averaging over the questionnaire items noted above. 
 
 
 
 

                                                           
6 See Appendices D, E, and F for the questionnaires used in Waves 1, 2, and 3. 
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Each of these aggregated variables formed a reliable overall measure.  Cronbach's coefficient 
alpha (Cronbach, 1951) was .80 for awareness of mass-media and .84 for awareness of 
community-based communications.  (Alpha is a lower bound for the true reliability of the survey.  
Mathematically, reliability is defined as the proportion of the variability in the responses to the 
survey that is the result of real differences in the respondents.  That is, answers to a reliable 
survey will differ because respondents have different opinions, not because the survey is 
confusing or has multiple interpretations.)  
 
Table 8 displays the estimated correlation coefficients between the two aggregate variables by 
wave and race/ethnicity.  Most of the estimated correlations are in the range (.50, .75).  Thus, 
while there is moderate collinearity between the aggregate variables, we find that they are 
reliable measures which are measuring somewhat different dimensions of the public's awareness 
of the 2000 Census. 
 
Table 8:  Estimated correlation coefficients between mass-media and community-based 
communications by wave and race/ethnicity  

Population Wave 1 Wave 2 Wave 3 

Total Population 0.75 0.69 0.63 
   Hispanic 0.72 0.61 0.76 
   Non-Hispanic African American 0.82 0.74 0.70 
   Non-Hispanic White 0.67 0.70 0.56 
   Other 0.92 0.66 0.67 
Asian 0.67 0.66 0.69 
American Indian 0.89 0.80 0.75 
Native Hawaiian 0.79 0.80 0.74 

 
Figure 23 displays the means of the two aggregate variables by wave for the total population.  
Clearly, both variables move in a positive direction as the PMP unfolds.  Figures 24-41 display 
the individual distributions of the sources of mass-media and community-based communications.  
Awareness due to all individual sources moves in a positive direction.  Television, radio and 
informal conversations appear to raise awareness more than other sources.  Awareness due to 
complete count committees, paycheck or utility bill inserts, and conference exhibit booths seems 
quite low. 
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Figure 23:  Mean of mass-media and community-based communications by wave for total 
population  
 

 

Figure 24:  Distribution of total population regarding hearing about the census on 
television by wave   
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Figure 25:  Distribution of total population regarding hearing about the census in magazine 
ads by wave  
 

 
Figure 26:  Distribution of total population regarding hearing about the census in radio ads 
by wave  
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Figure 27:  Distribution of total population regarding hearing about the census in 
newspaper ads by wave   

 
 
Figure 28:  Distribution of total population regarding hearing about the census on outside 
billboards or posters by wave  
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Figure 29:  Distribution of total population regarding hearing about the census in meetings 
of a religious group or at place of worship by wave  
 

 
Figure 30:  Distribution of total population regarding hearing about the census in meetings 
or activities of a community or government organization by wave  
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Figure 31:  Distribution of total population regarding hearing about the census from 
informal conversations by wave  
 

 
 
Figure 32:  Distribution of total population regarding hearing about the census in schools 
you attended by wave  
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Figure 33:  Distribution of total population regarding hearing about the Census in things 
your children have brought home from school, by wave  
 

 
 
Figure 34:  Distribution of total population regarding hearing about the census job 
announcements, by wave  
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Figure 35:  Distribution of total population regarding hearing about the census at 
conference exhibit booth by wave   

 
 
Figure 36:  Distribution of total population regarding hearing about the census on signs or 
posters inside buildings by wave  
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Figure 37:  Distribution of total population regarding hearing about the census in a speech  
made by government official or community leader by wave 

 
 
Figure 38:  Distribution of total population regarding hearing about the census in articles 
you read in publications by wave 
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Figure 39:  Distribution of total population regarding hearing about the census on the  
Internet by wave  
 

 
 
Figure 40:  Distribution of total population regarding hearing about the census on 
paycheck or utility bill insert by wave  
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Figure 41:  Distribution of total population regarding hearing about the census from 
participation on a complete count committee by wave7  
 

 
Table 9 contains the means for each of the two aggregate communication measures.  As shown 
in Appendices D, E, F, respondents were asked to react to each source of communications on a 
three-point scale: 1 = did not hear or see anything, 2 = heard or saw a little bit, and 3 = heard or 
saw a lot.  Each of the aggregate measures is derived as a simple mean of the corresponding 
questionnaire items, and thus each is also on the same three-point scale.  The means presented in 
Table 9 are calculated over respondents in the sample (on a weighted basis).  Thus, for example, 
the estimated mean of 1.13 for mass-media communications in Wave 1 signifies that the 
population as a whole has achieved a level of awareness slightly in excess of "did not hear or see 
anything." 
 
Consider, first, awareness of mass-media.  For the total population there is a significant increase 
from Wave 1 to 2, from Wave 2 to 3, and from Wave 1 to 3.  For Hispanics, non-Hispanic 
African Americans, non-Hispanic Whites, Asians, American Indians, and Native Hawaiians, 
there is a significant increase from Wave 1 to 2, from Wave 2 to 3, and from Wave 1 to 3.  
Across all of the sample groups, awareness of mass-media increased over time.  People became 
more aware of communications from mass-media sources over the time period of the study.   
 

                                                           
7 Participation on complete count committees was included as an activity on the survey questionnaire for purposes of 
completeness but the actual purpose of the complete count committees was to serve as planning groups.  Not all 
planning groups referred to themselves as complete count committees, so this data should not be used to interpret the 
effectiveness of the Census 2000 Partnership and Marketing Program on encouraging participation on complete 
count committees. 
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Given the overall pattern of significant increases in the awareness of mass-media, we can 
examine changes in the awareness of specific types of mass-media.  Means and significance 
levels are shown in Tables 10 through 17, each table corresponding to a different race/ethnicity 
population: 
 

• For the total population, there were increases in awareness due to television, magazines, 
radio, newspaper, and billboard ads.  The estimated increase from Wave 2 to 3 for 
magazines is not significant. 

 
• For Hispanics, non-Hispanic African Americans, non-Hispanic Whites, Asians, and 

Native Hawaiians, there were increases in awareness due to television, magazines, radio, 
newspaper, and billboard ads.   The estimated increase from Wave 2 to 3 for magazines 
was usually not significant.  This finding is consistent with our understanding that most 
magazine ads appeared prior to census day. 

 
• For American Indians, there were increases in awareness due to television, magazines, 

radio, newspapers, and billboard ads.  Several of the increases from Wave 2 to 3 were not 
statistically significant.  

 
Consistent with the results for aggregated awareness of mass-media communications, awareness 
of specific media increased over time, though not for all types of media for all of the 
race/ethnicity populations. 
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Table 9:  Mean awareness of mass-media and community-based communications  

Significance of Trends (p-Values) Population Wave 1 Wave 2 Wave 3 
Wave 1-2 Wave  2-3 Wave 1-3 

Total Population       
          Mass-media 1.13 (.012) 1.51 (.041) 1.76 (.027) <.0001 * <.0001 * <.0001 * 
          Community-based  
            communications 

1.09 (.011) 1.27 (.026) 1.37 (.019) <.0001 * .0030 * <.0001 * 

     Hispanic       
          Mass-media 1.23 (.027) 1.57 (.035) 1.85 (.051) <.0001 * <.0001 * <.0001 * 
          Community-based 
            Communications 

1.09 (.017) 1.27 (.028) 1.42 (.029) <.0001 * .0006 * <.0001 * 

     Non-Hispanic  
     African American 

      

          Mass-media 1.18 (.027) 1.66 (.034) 1.90 (.034) <.0001 * <.0001 * <.0001 * 
          Community-based 
            Communications 

1.14 (.020) 1.33 (.025) 1.51 (.038) <.0001 * .0005 * <.0001 * 

     Non-Hispanic White       
          Mass-media 1.10 (.016) 1.46 (.053) 1.71 (.041) <.0001 * .0006 * .0000 * 
          Community-based 
             Communications 

1.07 (.015) 1.25 (.039) 1.33 (.026) <.0001 *     .2655 .0000 * 

     Other       
          Mass-media 1.11 (.072) 1.44 (.075) 1.88 (.068) .0057 * <.0001 * <.0001 * 
          Community-based 
           Communications 

1.10 (.064) 1.23 (.051) 1.38 (.038)      .3567  .0587 * <.0001 * 

Asian       
          Mass-media 1.13 (.016) 1.50 (.030) 1.70 (.023) <.0001 * <.0001 * <.0001 * 
          Community-based  
           Communications 

1.07 (.011) 1.23 (.022) 1.30 (.022) <.0001 * .0535 * <.0001 * 

American Indian       
          Mass-media 1.20 (.047) 1.49 (.068) 1.70 (.063) .0016 * .0590 * <.0001 * 
          Community-based  
            Communications 

1.13 (.034) 1.26 (.036) 1.42 (.063) .0337 * .0799 * <.0001 * 

Native Hawaiian       
          Mass-media 1.10 (.014) 1.38 (.040) 1.75 (.035) <.0001 * <.0001 * <.0001 * 
          Community-based 
             Communications 

1.07 (.010) 1.18 (.021) 1.39 (.023) <.0001 * <.0001 * <.0001 * 

 
Table 10:  Mean awareness of different sources of mass-media communications:  total 
population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.14 (.020) 1.87 (.089) 2.24 (.044) <.0001 * .0005 * <.0001 * 
Magazines 1.11 (.021) 1.35 (.033) 1.42 (.032) <.0001 *         .3341  <.0001 * 
Radio 1.11 (.020) 1.52 (.055) 1.88 (.038) <.0001 * <.0001 * <.0001 * 
Newspaper 1.21 (.028) 1.51 (.047) 1.72 (.036) <.0001 * .0010 * <.0001 * 
Billboard 1.07 (.015) 1.23 (.033) 1.50 (.048) <.0001 * <.0001 * <.0001 * 
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Table 11:  Mean awareness of different sources of mass-media communications:  Hispanic  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.35 (.042) 2.02 (.063) 2.29 (.077) <.0001 * .0182 * <.0001 * 
Magazines 1.15 (.035) 1.34 (.044) 1.46 (.053) .0032 *         .1942 <.0001 * 
Radio 1.29 (.036) 1.70 (.065) 2.09 (.090) <.0001 * .0013 * <.0001 * 
Newspaper 1.26 (.043) 1.42 (.060) 1.71 (.058) .0756 * .0014 * <.0001 * 
Billboard 1.07 (.018) 1.35 (.043) 1.61 (.060) <.0001 * .0011 * <.0001 * 

 
Table 12:  Mean awareness of different sources of mass-media communications:  non-
Hispanic African American  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.22(.029) 2.05(.051) 2.34(.047) <.0001 *  <.0001 * <.0001 * 
Magazines 1.17(.044) 1.47(.039) 1.53(.045) <.0001 *         .7472 <.0001 * 
Radio 1.15(.032) 1.79(.056) 2.13(.049) <.0001 * <.0001 * <.0001 * 
Newspaper 1.20(.033) 1.58(.060) 1.78(.055) <.0001 * .0449 * <.0001 * 
Billboard 1.13(.029) 1.36(.047) 1.67(.057) <.0001 * <.0001 * <.0001 * 

 
Table 13:  Mean awareness of different sources of mass-media communications:  non-
Hispanic White 

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.09 (.024) 1.80 (.121) 2.20 (.064) <.0001 * .0106 * <.0001 * 
Magazines 1.08 (.030) 1.33 (.042) 1.37 (.047) <.0001 * 1.0000 <.0001 * 
Radio 1.08 (.028) 1.43 (.077) 1.77 (.053) <.0001 * .0008 * <.0001 * 
Newspaper 1.21 (.044) 1.51 (.066) 1.70 (.050) .0006 * .0610 * <.0001 * 
Billboard 1.04 (.017) 1.17 (.040) 1.44 (.065) .0111 * .0013 * <.0001 * 

 
Table 14:  Mean awareness of different sources of mass-media communications:  all other  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.11 (.062) 1.78 (.188) 2.35 (.116) .0020 * .0297 * <.0001 * 
Magazines 1.07 (.057) 1.22 (.082) 1.65 (.120) .4144 .0096 * <.0001 * 
Radio 1.04 (.019) 1.31 (.093) 1.97 (.113) .0162 * <.0001 * <.0001 * 
Newspaper 1.13 (.071) 1.53 (.107) 1.87 (.104) .0067 * .0614 * <.0001 * 
Billboard 1.13 (.113) 1.32 (.109) 1.56 (.100) .6836         .3222 .0139 * 

 
Table 15:  Mean awareness of different sources of mass-media communications:  Asian  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.14 (.022) 1.76 (.047) 2.15 (.042) <.0001 * <.0001 * <.0001 * 
Magazines 1.10 (.023) 1.31 (.037) 1.36 (.025) <.0001 *          .6524 <.0001 * 
Radio 1.10 (.017) 1.43 (.039) 1.59 (.034) <.0001 * .0052 * <.0001 * 
Newspaper 1.20 (.032) 1.60 (.047) 1.82 (.035) <.0001 * .0004 * <.0001 * 
Billboard 1.06 (.016) 1.28 (.031) 1.56 (.032) <.0001 * <.0001 * <.0001 * 
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Table 16:  Mean awareness of different sources of mass-media communications:  American 
Indian  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.22 (.045) 1.69 (.077) 1.97 (.076) <.0001 * .0266 * <.0001 * 
Magazines 1.15 (.044) 1.37 (.073) 1.46 (.073) .0381 *       1.000 .0011 * 
Radio 1.20 (.052) 1.50 (.089) 1.73 (.071) .0115 *         .1410 <.0001 * 
Newspaper 1.25 (.054) 1.52 (.076) 1.77 (.074) .0125 * .0566 * <.0001 * 
Billboard 1.14 (.044) 1.33 (.065) 1.49 (.059) .0424 *         .2128 <.0001 * 

 
Table 17:  Mean awareness of different sources of mass-media communications:  Native 
Hawaiian  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.14 (.026) 1.58 (.062) 2.20 (.053) <.0001 * <.0001 * <.0001 * 
Magazines 1.10 (.021) 1.21 (.042) 1.37 (.039) .0855 * .0144 * <.0001 * 
Radio 1.07 (.016) 1.37 (.049) 1.82 (.053) <.0001 * <.0001 * <.0001 * 
Newspaper 1.13 (.021) 1.57 (.066) 1.95 (.056) <.0001 * <.0001 * <.0001 * 
Billboard 1.03 (.010) 1.14 (.028) 1.35 (.042) .0008 * <.0001 * <.0001 * 

 
Returning to Table 9 we can also examine our second composite index: awareness of 
community-based communications.   Recall that aggregate community-based communications is 
averaged over the following sources: religious groups; community/government organization 
meetings; informal conversations; schools you attended; schools your children attend; census job 
announcements; conference exhibit booths; signs or posters inside buildings; speeches; articles; 
the internet; paycheck or utility bill inserts; and participation on a complete count committee.   
For the total population, there is a significant increase from Wave 1 to Wave 2, from Wave 2 to 
3, and from Wave 1 to 3.  For Hispanics, non-Hispanic African Americans, Asians, American 
Indians, and Native Hawaiians there is a significant increase from Wave 1 to Wave 2, from 
Wave 2 to 3, and from Wave 1 to 3.  For non-Hispanic Whites, there is a significant increase 
from Wave 1 to Wave 2 and from Wave 1 to 3.  The estimated increase from Wave 2 to 3 is not 
significant.   
 
Across all of the sample groups, awareness of community-based communications increased over 
time, leveling off from Wave 2 to 3 for non-Hispanic Whites. 
 
Results for the specific sources that make up aggregate community-based communications are 
presented in Tables 18 through 25.  
 

• For total population, awareness from Wave 1 to 3 increased due to all sources.  Trends 
from Wave 1 to 2 are significant, except for conference exhibit booths, Internet, and 
participation on a complete count committee.8  About half of the trends from Wave 2 to 3 

                                                           
8 Participation on complete count committees was included as an activity on the survey questionnaire for purposes of 
completeness but the actual purpose of the complete count committees was to serve as planning groups.  Not all 
planning groups referred to themselves as complete count committees, so this data should not be used to interpret the 
effectiveness of the Census 2000 Partnership and Marketing Program on encouraging participation on complete 
count committees. 
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are significant.  The time gaps from Wave 1 to 2 and from Wave 2 to 3 are roughly 
September to February and February to May, respectively.  The timing of community-
based communications in these gaps may influence the pattern of significant findings.  
For example, the trend due to schools your children attend is significant from Wave 1 to 
2, during a period in which there was active census communication through schools, is 
not significant from Wave 2 to 3, during a period when schools and students are 
emphasizing other end-of-the-school-year activities. 

 
• For Hispanics, awareness from Wave 1 to 3 increased due to all sources.  Three of the 

increases from Wave 2 to 3 were significant, including informal conversations, signs or 
posters inside buildings, and articles. 

 
• For non-Hispanic African Americans, awareness from Wave 1 to 3 increased due to all 

sources. While the pattern is complicated for Waves 1 to 2 and Waves 2 to 3, over half of 
the trends are significant. 

 
• For non-Hispanic Whites, awareness increased from Wave 1 to 3 due to all sources 

except conference exhibit booths, Internet, and participation on a complete count 
committee.9  Less than half of the trends from Wave 1 to 2 and from Wave 2 to 3 are 
significant. 

 
• For Asians, awareness from Wave 1 to 3 increased due to all sources except conference 

exhibit booths and participation on a complete count committee.9  Evidently, Internet was 
effective for Asians.  Again, the pattern is mixed and complicated for trends from Wave 1 
to 2 and Wave 2 to 3. 

 
• For American Indians, awareness from Wave 1 to 3 increased due to all sources except  
  conference exhibit booths, and participation on a complete count committee.9  Less than  

half of the trends from Wave 1 to 2 and Wave 2 to 3 are significant. 
 
• For Native Hawaiians awareness from Wave 1 to 3 increased due to all sources.  Less 

than half of the trends from Wave 1 to 2 are significant.  Interestingly, most trends from 
Wave 2 to 3 are significant, except for census job announcements and the Internet.  The 
apparent movement from Wave 2 to 3 is statistically significant, though it was not so 
much so for other race/ethnicity populations.  Census job announcements may not have 
appeared during this period. 

 

                                                           
9 Participation on complete count committees was included as an activity on the survey questionnaire for purposes of 
completeness but the actual purpose of the complete count committees was to serve as planning groups.  Not all 
planning groups referred to themselves as complete count committees, so this data should not be used to interpret the 
effectiveness of the Census 2000 Partnership and Marketing Program on encouraging participation on complete 
count committees. 
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Table 18:  Mean awareness of different sources of community-based communications:  
total population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Religious Group 1.05 (.015) 1.12 (.022) 1.27 (.031) .0224 * .0006 * <.0001 * 
Community/Government Organization 
Meeting 

1.05 (.010) 1.23 (.036) 1.25 (.026) <.0001 *      1.0000 <.0001 * 

Informal conversations  1.19 (.034) 1.52 (.068) 1.84 (.040) <.0001 * .0002 * <.0001 * 
Schools You Attended 1.03 (.009) 1.13 (.024) 1.30 (.052) .0009 * .0059 * <.0001 * 
Schools Your Children Attend 1.02 (.008) 1.11 (.027) 1.19 (.025) .0059 *        .1246 <.0001 * 
Census Job Announcements 1.10 (.020) 1.64 (.064) 1.64 (.036) <.0001 *      1.0000 <.0001 * 
Conference Exhibit Booths 1.03 (.009) 1.08 (.027) 1.08 (.018)    .2208      1.0000  .0305 * 
Signs or Posters Inside Buildings 1.07 (.020) 1.26 (.030) 1.53 (.034) <.0001 * <.0001 * <.0001 * 
Speeches 1.10 (.018) 1.21 (.036) 1.33 (.031) .0115 * .0412 * <.0001 * 
Articles 1.25 (.044) 1.44 (.043) 1.51 (.043) .0065 *        .5885 <.0001 * 
Internet 1.07 (.023) 1.15 (.053) 1.16 (.023)    .5089      1.0000 .0267 * 
Paycheck or Utility Bill Inserts 1.03 (.009) 1.09 (.020) 1.18 (.034) .0330 *        .0642 * <.0001 * 
Participation on Complete-Count  
   Committee 

1.01 (.005) 1.02 (.007) 1.06 (.014)      .7874        .0268 * .0022 * 

 
Table 19:  Mean awareness of different sources of community-based communications:  
Hispanic  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Religious Group 1.07 (.019) 1.18 (.035) 1.29 (.045) .0156 *    .1979 <.0001 * 
Community/Government Organization 
Meeting 

1.08 (.023) 1.20 (.049) 1.24 (.030) .0702 *   1.0000 <.0001 * 

Informal conversations  1.20 (.035) 1.51 (.052) 1.94 (.063) <.0001 * <.0001 * <.0001 * 
Schools You Attended 1.05 (.014) 1.22 (.066) 1.40 (.117) .0360 *     .5356 .0087 * 
Schools Your Children Attend 1.07 (.022) 1.25 (.066) 1.30 (.038) .0221 *   1.0000 <.0001 * 
Census Job Announcements 1.16 (.032) 1.56 (.054) 1.61 (.072) <.0001 *   1.0000 <.0001 * 
Conference Exhibit Booths 1.03 (.012) 1.17 (.063) 1.12 (.026)    .1028   1.0000 .0109 * 
Signs or Posters Inside Buildings 1.06 (.012) 1.20 (.027) 1.67 (.071) <.0001 * <.0001 * <.0001 * 
Speeches 1.14 (.050) 1.27 (.044) 1.43 (.067)    .1650      .1460 .0019 * 
Articles 1.15 (.045) 1.33 (.052) 1.49 (.052) .0348 * .0717 * <.0001 * 
Internet 1.02 (.007) 1.18 (.070) 1.16 (.041) .0652 *      1.0000 .0041 * 
Paycheck or Utility Bill Inserts 1.03 (.011) 1.15 (.043) 1.22 (.060) .0239 *   1.0000 .0063 * 
Participation on Complete-Count  
   Committee 

1.01 (.005) 1.06 (.032) 1.05 (.014)    .3895   1.0000 .0505 * 
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Table 20:  Mean awareness of different sources of community-based communications: non-
Hispanic African American  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Religious Group 1.13 (.030) 1.31 (.050) 1.48 (.064) .0046 *      .1174 <.0001 * 
Community/Government Organization                 
    Meeting 

1.18 (.039) 1.30 (.039) 1.46 (.064) .0934 *      .1022 .0006 * 

Informal conversations 1.25 (.040) 1.62 (.049) 1.97 (.049) <.0001 * <.0001 * <.0001 * 
Schools You Attended 1.09 (.031) 1.20 (.048) 1.42 (.062)   .2216 .0109 * <.0001 * 
Schools Your Children Attend 1.05 (.029) 1.17 (.043) 1.34 (.038) .0766 * .0073 * <.0001 * 
Census Job Announcements 1.19 (.036) 1.76 (.055) 1.86 (.065) <.0001 *      .7282 <.0001 * 
Conference Exhibit Booths 1.07 (.028) 1.04 (.012) 1.17 (.030)  1.0000 .0002 * .0275 * 
Signs or Posters Inside Buildings 1.12 (.029) 1.46 (.051) 1.73 (.055) <.0001 * .0010 * <.0001 * 
Speeches 1.17 (.035) 1.31 (.042) 1.47 (.045) .0308 * .0295 * <.0001 * 
Articles 1.21 (.038) 1.41 (.037) 1.51 (.047) .0003 *      .3110 <.0001 * 
Internet 1.10 (.036) 1.17 (.035) 1.25 (.049)   .5072      .5811 .0452 * 
Paycheck or Utility Bill Inserts 1.09 (.025) 1.16 (.050) 1.28 (.046)   .4683      .2549 .0006 * 
Participation on Complete-Count  
   Committee 

1.02 (.013) 1.05 (.020) 1.16 (.052)   .7740      .1464 .0327 * 

 
Table 21:  Mean awareness of different sources of community-based communications: non-
Hispanic White 

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 
Wave 1-2 Wave 2-3 Wave 1-3 

Religious Group 1.03 (.020) 1.07 (.029) 1.21 (.043)    .8636 .0198 * .0005 * 
Community/Government Organization  
   Meeting 

1.02 (.005) 1.22 (.055) 1.21 (.037) .0006 *      1.0000 <.0001 * 

Informal conversations  1.18 (.051) 1.51 (.102) 1.79 (.055) .0135 * .0451 * <.0001 * 
Schools You Attended 1.02 (.011) 1.09 (.036) 1.26  (.067)    .1508 .0902 * .0013 * 
Schools Your Children Attend 1.00 (.002) 1.04 (.024) 1.11 (.035)     .6376        .1981 .0059 * 
Census Job Announcements 1.07 (.025) 1.63 (.094) 1.59 (.047) <.0001 *      1.0000 <.0001 * 
Conference Exhibit Booths 1.01 (.010) 1.07 (.036) 1.05 (.021)    .3542      1.0000      .2604 
Signs or Posters Inside Buildings 1.07 (.029) 1.24 (.040) 1.45 (.045) .0018 * .0011 * <.0001 * 
Speeches 1.07 (.023) 1.19 (.052) 1.28 (.043)    .1119        .4854 <.0001 * 
Articles 1.28 (.065) 1.47 (.059) 1.51 (.061) .0728 *      1.0000 .0209 * 
Internet 1.08 (.034) 1.14 (.079) 1.13 (.030) 1.0000      1.0000      .6179 
Paycheck or Utility Bill Inserts 1.02 (.010) 1.06 (.020) 1.15 (.046)    .2361        .1891 .0153 * 
Participation on Complete-Count   
   Committee 

1.00 (.002) 1.01 (.006) 1.04 (.018)  1.0000        .1905      .1109 
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 Table 22:  Mean awareness of different sources of community-based communications:  all 
other  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 
Wave 1-2 Wave 2-3 Wave 1-3 

Religious Group 1.06 (.056) 1.15 (.074) 1.34 (.092)     1.0000 .3373 .0336 * 
Community/Government Organization  
   Meeting 

1.10 (.064) 1.14 (.073) 1.28 (.108)     1.0000 .8856      .4828 

Informal conversations 1.11 (.064) 1.41 (.198) 1.80 (.087)       .4516 .2190 <.0001 * 
Schools You Attended 1.01 (.010) 1.13 (.060) 1.37 (.174)       .1371 .5652      .1096 
Schools Your Children Attend 1.06 (.057) 1.40 (.228) 1.13 (.050)       .4527 .7505    1.0000 
Census Job Announcements 1.07 (.058) 1.58 (.192) 1.68 (.097) .0347 * 1.0000 <.0001 * 
Conference Exhibit Booths 1.07 (.057) 1.03 (.026) 1.02 (.008)    1.0000 1.0000    1.0000 
Signs or Posters Inside Buildings 1.03 (.015) 1.23 (.098) 1.60 (.096)      .1435 .0193 * <.0001 * 
Speeches 1.12 (.071) 1.10 (.044) 1.35 (.114)    1.0000 .1354       .2755 
Articles 1.23 (.127) 1.22 (.098) 1.58 (.098)    1.0000 .0290 * .0923 * 
Internet 1.07 (.057) 1.16 (.125) 1.30 (.080)    1.0000 1.0000 .0639 * 
Paycheck or Utility Bill Inserts 1.07 (.057) 1.15 (.071) 1.10 (.035)    1.0000 1.0000    1.0000 
Participation on Complete-Count 
   Committee 

1.07 (.057) 1.04 (.035) 1.05 (.031)    1.0000 1.0000    1.0000 

 
Table 23:  Mean awareness of different sources of community-based communications:  
Asian 

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 
Wave 1-2 Wave 2-3 Wave 1-3 

Religious Group 1.03 (.010) 1.16 (.026) 1.19 (.022) <.0001 * 1.0000 <.0001 * 
Community/Government Organization  
    Meeting 

1.04 (.013) 1.14 (.027) 1.16 (.020) .0031 * 1.0000 <.0001 * 

Informal conversations 1.13 (.026) 1.42 (.039) 1.66 (.031) <.0001 * <.0001 * <.0001 * 
Schools You Attended 1.02 (.006) 1.16 (.048) 1.21 (.028) .0068 *      1.0000 <.0001 * 
Schools Your Children Attend 1.00 (.002) 1.14 (.034) 1.22 (.034) .0004 *        .2587 <.0001 * 
Census Job Announcements 1.10 (.024) 1.38 (.045) 1.41 (.028) <.0001 *      1.0000 <.0001 * 
Conference Exhibit Booths 1.03 (.013) 1.03 (.008) 1.04 (.009) 1.0000        .6249    1.0000 
Signs or Posters Inside Buildings 1.07 (.017) 1.26 (.044) 1.41 (.038) <.0001 * .0281 * <.0001 * 
Speeches 1.07 (.018) 1.10 (.017) 1.23 (.024)      .6225 <.0001 * <.0001 * 
Articles 1.12 (.020) 1.25 (.033) 1.41 (.033) .0019 * .0026 * <.0001 * 
Internet 1.03 (.009) 1.13 (.029) 1.21 (.027) .0023 *        .1513 <.0001 * 
Paycheck or Utility Bill Inserts 1.04 (.010) 1.08 (.016) 1.14 (.019)      .1153 .0333 * <.0001 * 
Participation on Complete-Count  
   Committee 

1.01 (.005) 1.02 (.010) 1.01 (.004)      .8410      1.0000    1.0000 
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Table 24:  Mean awareness of different sources of community-based communications: 
American Indian 

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 
Wave 1-2 Wave 2-3 Wave 1-3 

Religious Group 1.04 (.012) 1.10 (.022) 1.20 (.059) .0463 *     .3034 .0189 * 
Community/Government Organization  
   Meeting 

1.14 (.037) 1.29 (.056) 1.38 (.062) .0760 *     .7695 .0020 * 

Informal conversations 1.18 (.042) 1.47 (.076) 1.73 (.084) .0020 * .0603 * <.0001 * 
Schools You Attended 1.05 (.022) 1.11 (.032) 1.26 (.077)    .5052     .1993 .0306 * 
Schools Your Children Attend 1.05 (.019) 1.12 (.028) 1.27 (.065) .0997 *     .1036 .0031 * 
Census Job Announcements 1.24 (.073) 1.60 (.080) 1.67 (.076) .0034 *   1.0000 .0002 * 
Conference Exhibit Booths 1.10 (.029) 1.09 (.032) 1.17 (.045)  1.0000      .5180   .7459 
Signs or Posters Inside Buildings 1.17 (.047) 1.54 (.084) 1.65 (.069) .0005 *      .8209 <.0001 * 
Speeches 1.10 (.028) 1.15 (.033) 1.39 (.049)    .6606 .0003 * <.0001 * 
Articles 1.17 (.038) 1.36 (.061) 1.43 (.061) .0250 *   1.0000 .0008 * 
Internet 1.03 (.012) 1.06 (.018) 1.19 (.049)    .3895 .0534 * .0060 * 
Paycheck or Utility Bill Inserts 1.03 (.010) 1.07 (.026) 1.16 (.053)    .3869     .4035 .0472 * 
Participation on Complete-Count  
   Committee 

1.03 (.010) 1.06 (.028) 1.08 (.030)   1.0000   1.0000   .4384 

 
Table 25:  Mean awareness of different sources of community-based communications: 
Native Hawaiian  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 
Wave 1-2 Wave 2-3 Wave 1-3 

Religious Group 1.05 (.013) 1.10 (.023) 1.25 (.034)    .1407 .0006 * <.0001 * 
Community/Government Organization    
   Meeting 

1.10 (.020) 1.17 (.035) 1.34 (.036)    .1935 .0023 * <.0001 * 

Informal conversations  1.14 (.025) 1.34 (.048) 1.88 (.048) .0007 * <.0001 * <.0001 * 
Schools You Attended 1.04 (.012) 1.08 (.023) 1.32 (.048)    .6090 <.0001 * <.0001 * 
Schools Your Children Attend 1.04 (.012) 1.13 (.031) 1.30 (.039) .0258 * .0023 * <.0001 * 
Census Job Announcements 1.09 (.018) 1.41 (.060) 1.57 (.046) <.0001 *      .1300 <.0001 * 
Conference Exhibit Booths 1.03 (.009) 1.06 (.025) 1.15 (.026)    .5077 .0406 * <.0001 * 
Signs or Posters Inside Buildings 1.08 (.018) 1.16 (.023) 1.51 (.044) .0357 * <.0001 * <.0001 * 
Speeches 1.04 (.012) 1.17 (.030) 1.45 (.041) <.0001 * <.0001 * <.0001 * 
Articles 1.11 (.021) 1.31 (.046) 1.58 (.044) .0002 * <.0001 * <.0001 * 
Internet 1.04 (.014) 1.06 (.021) 1.13 (.027)  1.0000      .1570 .0095 * 
Paycheck or Utility Bill Inserts 1.05 (.016) 1.06 (.019) 1.20 (.030)  1.0000 .0006 * <.0001 * 
Participation on Complete-Count  
   Committee 

1.03 (.009) 1.01 (.006) 1.10 (.023)     .7705 .0006 * .0064 * 

 
The questionnaire contains questions about any use of television, magazines, radio, newspapers, 
religious groups, community/government meetings, schools you attended, schools your children 
attended, speeches, and the Internet.  We replicated the analyses presented in Tables 10-25 for 
segments of users defined by use of these sources of communications.  For example, we looked 
at awareness due to newspapers within the segment of people who ever read a newspaper; at 
awareness due to religious groups within the segment of people who ever attend church; and at 
awareness due to schools your children attend within the segment of people who have children 
living at home.  All of the analyses by user segment appear in Appendix J. 
 
Overall, we find similar trends in census awareness among people within user segments as 
among all people. The absolute levels of awareness due to television, magazines, and radio are 
about the same conditionally (i.e., conditioned on use) as they are unconditionally (i.e., defined 
for the whole population).  This observation is not surprising because the corresponding 
segments of users comprise such large percentages of the whole population.  The levels of 
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awareness due to newspapers, religious groups, community/government meetings, schools you 
attended, and schools your children attended are somewhat higher conditionally than they are 
unconditionally.  Again, this observation is not surprising, because the corresponding user 
segments comprise somewhat smaller proportions of the whole population.  Finally, awareness 
due to speeches and the Internet seem to be quite a bit higher for users than for the whole 
population.10  This too may be expected, since the corresponding segments comprise a relatively 
smaller proportion of the whole population.  All of these observations regarding levels and trends 
of conditional awareness apply generally, with only rather minor exceptions, to all of the 
race/ethnicity populations.  See Appendix J for supporting tables and figures. 
 
The analyses presented above in Tables 10-25 address the question of awareness of sources of 
census communications in the whole population.  The analyses within segments of users address 
a different issue, namely, the question of awareness within segments of users.  Awareness 
trended similarly in user segments as in the whole population.  Level of awareness is variously 
higher among users than in the whole population, depending on the size of the segment in 
relation to the whole population.  Thus, both analyses lead to similar and supporting conclusions 
regarding the extent to which census communications got through to people. 
 
4.2.2 Awareness by language spoken at home 
 
Thus far, we have been looking at general awareness, awareness of mass-media, and awareness 
of community-based communications by race/ethnicity.  Next, we examine these awareness 
variables by language spoken at home.  For the total population, we created three language 
categories: an English-speaking group (TE), a Spanish-speaking group (TS), and an all other 
languages group (TO).  For each of the Asian, American Indian, and Native Hawaiian groups, 
we created two language categories: English-speaking groups (AE, AIE, NHE) and all other 
languages groups (AO, AIO, NHO). 
 
First, we examine the wave-to-wave trends of the mean general awareness of census 
communications found in Table 26.  The total population, Asians, American Indians, and Native 
Hawaiians had significant increases across all waves.  From Waves 1 to 2, 2 to 3, and 1 to 3, the 
trends of the language groups are largely consistent with the trends that appear in their respective 
populations.  It should be noted that cases where trends for a language group are not significant 
display relatively large standard errors.  Thus, their non-significant trends may be the result of 
small sample sizes, and not necessarily conclusive evidence of a departure from the significance 
trends appearing in their populations. 
 

                                                           
10 For speeches, the user segment is not defined perfectly.  The distributions refer to a variable concerning speeches 
made by a community leader or government official, while the conditioning variable refers to meetings or speeches 
of a political party or candidate.  Thus, even non-users reported hearing about the census in speeches.  The 
unconditional trend in awareness of the population overall is in the positive or favorable direction and is mainly 
influenced by the trend of non-users.  Meanwhile, the small user segment reflects essentially zero trend. 
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Table 26:  Mean general awareness of census communications by language spoken at home  

Significance of Trends (p-Values) Population Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Total Population 1.60 (.057) 2.54 (.104) 3.02 (.064) <.0001 * .0002 * <.0001 * 
     English 1.58 (.061) 2.54 (.115) 3.05 (.069) <.0001 * .0004 * <.0001 * 
     Spanish 1.83 (.169) 2.58 (.111) 2.83 (.172) .0006 *    .6268 <.0001 * 
     Other 1.60 (.182) 2.45 (.271) 2.66 (.351) .0280 *  1.0000 .0217 * 
Asian 1.46 (.052) 2.28 (.068) 2.78 (.053) <.0001 * <.0001 * <.0001 * 
     English 1.61 (.081) 2.61 (.131) 3.19 (.086) <.0001 * .0008 * <.0001 * 
     Other 1.36 (.063) 2.18 (.073) 2.65 (.063) <.0001 * <.0001 * <.0001 * 
American Indian 1.52 (.080) 2.23 (.132) 2.68 (.126) <.0001 * .0439 * <.0001 * 
     English 1.52 (.091) 2.29 (.149) 2.81 (.153) <.0001 * .0485 * <.0001 * 
     Other 1.56 (.127) 2.05 (.219) 2.33 (.123)         .1505    .8206 <.0001 * 
Native Hawaiian 1.36 (.047) 1.99 (.092) 2.86 (.071) <.0001 * <.0001 * <.0001 * 
     English 1.37 (.048) 2.02 (.097) 2.87 (.072) <.0001 * <.0001 * <.0001 * 
     Other 1.08 (.064) 1.68 (.222) 2.62 (.422) .0298 *    .1499 .0010 * 

 
We now compare the mean general awareness of census communications by language groups 
within waves.  The AE group shows substantially higher awareness in all three waves than the 
AO group.  This seems to be strong evidence that the AE group was better informed about 
census communications than the AO group, perhaps the result of a culturally assimilated group 
versus a culturally segregated group.  Figure 42 shows the ratio of mean general awareness 
between a non-English language population (numerator) and the corresponding English-speaking 
population (denominator).  Although most of the other language effects are not statistically 
significant, we observe a broad pattern of slightly lower estimated awareness in the non-English 
populations than in the corresponding English-speaking populations. 
 
Turning to Table 27, we examine the trends of mean awareness of mass-media and community-
based communications for each of the language groups. Generally, the English and Spanish 
speaking language groups for each population displays the same positive and significant trends 
as do their corresponding populations combining both language groups (total, Asian, American 
Indian, and Native Hawaiian).  The other-language groups display uniformly weaker trends, and 
the trends from Waves 1 to 2 and from Waves 2 to 3 tend towards non-significance for the TO, 
AIO, and NHO groups.  Trends for mass-media are almost always stronger than trends for 
community-based communications.  Instances where significant conclusions can not be reached 
for a language group appear to be the result of high standard errors and not conclusive evidence 
of differences between language groups for a particular race/ethnicity population.  
 
We now compare the awareness of mass-media and community-based communications across 
language groups within waves.  See Figures 43 and 44. There is little evidence that awareness of 
mass-media communications differs by language spoken at home.  Similarly, there is little 
evidence that awareness of community-based communications differs by language spoken at 
home. 
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Table 27:  Mean awareness of mass-media and community-based communications by 
language spoken at home  

Significance of Trends (p-Values) Population Wave 1 Wave 2 Wave 3 Wave 1-2 Wave  2-3 Wave  1-3 
Total Population       
        Mass-media 1.13 (.012) 1.51 (.041) 1.76 (.027) <.0001 * <.0001 * <.0001 * 
        Community-based communications 1.09 (.011) 1.27 (.026) 1.37 (.019) <.0001 * .0030 * <.0001 * 
Total English       
        Mass-media 1.11 (.010) 1.50 (.044) 1.76 (.030) <.0001 * <.0001 * <.0001 * 
        Community-based communications 1.08 (.012) 1.27 (.029) 1.37 (.020) <.0001 * .0174 * <.0001 * 
Total Spanish       
        Mass-media 1.35 (.085) 1.63 (.045) 1.89 (.092) .0103 * .0379 * <.0001 * 
        Community-based communications 1.16 (.062) 1.25 (.021) 1.46 (.057)      .4266 .0018 * .0009 * 
Total Other       
        Mass-media 1.22 (.073) 1.36 (.064) 1.65 (.145)     .4496      .2210 .0270 * 
        Community-based communications 1.14 (.046) 1.23 (.051) 1.38 (.110)     .5655      .6957      .1458 
Asian       
        Mass-media 1.13 (.016) 1.50 (.030) 1.70 (.023) <.0001 * <.0001 * <.0001 * 
        Community-based communications 1.07 (.011) 1.23 (.022) 1.30 (.022) <.0001 * .0535 * <.0001 * 
Asian English       
        Mass-media 1.16 (.029) 1.51 (.073) 1.86 (.042) <.0001 * <.0001 * <.0001 * 
        Community-based communications 1.08 (.017) 1.27 (.055) 1.38 (.037) .0035 *     .3204 <.0001 * 
Asian Other       
        Mass-media 1.11 (.018) 1.50 (.032) 1.65 (.028) <.0001 * .0009 * <.0001 * 
        Community-based communications 1.06 (.013) 1.22 (.023) 1.28 (.027) <.0001 *     .2197 <.0001 * 
American Indian Total       
        Mass-media 1.20 (.047) 1.49 (.068) 1.70 (.063) .0016 * .0590 * <.0001 * 
        Community-based communications 1.13 (.034) 1.26 (.036) 1.42 (.063) .0337 * .0799 * .0002 * 
American Indian English       
        Mass-media 1.19 (.048) 1.46 (.064) 1.74 (.078) .0026 * .0175 * <.0001 * 
        Community-based communications 1.13 (.036) 1.24 (.036) 1.46 (.08) .0900 * .0386 * .0005 * 
American Indian Other        
        Mass-media 1.24 (.068) 1.57 (.139) 1.61 (.053)     .1036   1.0000 <.0001 * 
        Community-based communications 1.14 (.045) 1.31 (.068) 1.31 (.032)     .1340   1.0000 .0104 * 
Native Hawaiian Total       
        Mass-media 1.10 (.014) 1.38 (.040) 1.75 (.035) <.0001 * <.0001 * <.0001 * 
        Community-based communications 1.07 (.010) 1.18 (.021) 1.39 (.023) <.0001 * <.0001 * <.0001 * 
Native Hawaiian English       
        Mass-media 1.10 (.015) 1.39 (.041) 1.75 (.035) <.0001 * <.0001 * <.0001 * 
        Community-based communications 1.07 (.010) 1.19 (.022) 1.39 (.024) <.0001 * <.0001 * <.0001 * 
Native Hawaiian Other       
        Mass-media 1.09 (.080) 1.29 (.127) 1.60 (.153)     .5437      .3588 .0092 * 
        Community-based communications 1.15 (.087) 1.10 (.056) 1.44 (.119)   1.0000 .0325 *      .1463 
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Figure 42:  Ratios of mean general awareness by sample and language spoken at home  
 

Figure 43:  Ratios of mean awareness of mass-media communications by sample and 
language spoken at home  
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Figure 44:  Ratios of mean general awareness of community-based communications by 
sample and wave  

   
Tables for individual sources of mass-media and community-based communications are not 
included in this section.  In general, they do not shed additional light on the analysis beyond 
what has already been learned.  For the interested reader, the tables for individual media sources 
can be found in Appendix C. 
 
4.2.3 Correlates of recent awareness 
 
We have already examined the relationships between recent awareness and variables such as 
time (or wave), race/ethnicity, and language spoken at home.  In this section, we examine 
associations between census awareness and some additional variables from the screener and the 
main questionnaire.   In this work, we focus exclusively on data from Wave 2.  Why Wave 2?  
Because we want to measure differences in exposure to the partnership and marketing program 
(by demographics or by media use).  Wave 1 is not suitable for this analysis because it predated 
the program entirely. Wave 2 captured the campaign best because it was after the education 
phase and during the motivation phase. Wave 3 is not especially well suited to this analysis 
because it confounds the program's achievements with the effect of the actual census mailout.  
 
Table 28 shows the percentages with recent census awareness by age group for each of six 
race/ethnicity populations. As part of a larger set of analyses, these group differences were tested 
using a chi-square test of independence, incorporating the Rao and Scott (1981) correction for 
the design effects. 
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Table 28:  Percent recent Census awareness in Wave 2 by age  
Age Group Population 18-24 25-34 35-44 45-54 55-64 65+ χχχχ2-Statistic p-Value 

Total Population 72.3 77.0 68.0 82.8 80.2 69.0   3.07     .378 
   Hispanic 64.0 67.0 69.7 76.2 92.9 62.6   2.92     .464 
   Non-Hispanic  
   African American 

 
60.0 

 
85.4 

 
79.4 

 
73.6 

 
77.8 

 
70.1 

  
 3.43 

   
  .445 

   Non-Hispanic White 78.1 81.1 64.2 85.0 79.7 69.4   2.57     .463 
Asian 75.6 63.1 55.9 65.2 71.2 69.6   4.06     .501 
American Indian 40.4 55.4 65.7 66.5 63.1 59.4   4.70     .250   
Native Hawaiian 37.2 42.1 42.0 63.2 80.3 57.8 11.64 .028 * 

 
Among Native Hawaiians is there a significant association between age and recent census 
awareness.11  Among other targeted populations, there is evidently no association between 
census awareness and age.  Among Native Hawaiians, the older respondents are more likely to 
have recent census awareness, except that senior citizens (age 65+) are somewhere in the middle.  
The age groups with higher percentages of recent census awareness differ widely by 
race/ethnicity. Recent census awareness is highest among 18-24 year-olds for Asians, lowest for 
Native Hawaiians, American Indians, and non-Hispanic African Americans (and second lowest 
for Hispanics).  55-64 year-olds have relatively high recent census awareness for all populations.  
This age group has the highest percentage for Native Hawaiians and Hispanics, the second 
highest percentage for Asians, and third highest for the three other populations.   
 
Table 29 shows the percentages with recent census awareness by gender for each of six 
race/ethnicity groups 
 
Table 29:  Percent recent Census awareness in Wave 2 by gender  

Gender Population Male Female χχχχ2-Statistic p-Value 

Total Population 78.2 72.6 0.78                     .377 
   Hispanic 70.6 69.5 0.03                     .858 
   Non-Hispanic  
   African American 

 
64.5 

 
83.8 

 
7.22 

 
.007* 

   Non-Hispanic White 83.6 70.5 2.55                     .111 
Asian 68.1 62.0 0.98                     .322 
American Indian 59.9 60.4 0.07                     .934 
Native Hawaiian 43.1 56.6 2.33                     .127 

 
Among non-Hispanic African Americans is there a significant difference by gender.  Non-
Hispanic African American females were 19 percent more likely to have recent census 
awareness than non-Hispanic African American males. 
 
 
 
 

                                                           
11 On the other hand, in Section 4.6, we find no significant relationship between age and actual behavior for the 
Native Hawaiian population.  Apparently, age relates to awareness but the effect does not carry over to actual 
behavior. 
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Table 30 below shows percentages with recent census awareness depending on the respondent’s 
highest grade completed.  We have reduced the original six-category variable into three 
categories: not a high school graduate, high school graduate and some college, and college 
graduate or higher.12 
 
Table 30:  Percent recent census awareness in Wave 2 by highest grade completed  

Highest Grade Completed 

Population Not High 
School  

Graduate 

High School 
Graduate and 
Some College 

College 
Graduate or 

Higher 

χχχχ2-Statistic p-Value 

Total Population 67.5 74.2 80.0   1.37        .438 
   Hispanic 58.0 77.3 78.1   4.69 .083 * 
   Non-Hispanic  
   African American 

 
60.0 

 
82.1 

 
87.3 

 
  8.67 

 
.011 * 

   Non-Hispanic White 82.1 71.7 80.1   0.98        .526 
Asian 63.6 60.7 74.6   4.24        .121 
American Indian 44.9 68.0 63.2 13.27 .001 * 
Native Hawaiian 33.8 53.0 63.4   2.98       .225 

 
In all race/ethnicity populations except non-Hispanic Whites, the higher the educational level, 
the more likely a respondent is to have recent census awareness.  Despite this consistent trend, 
the relationship is significant for American Indians, non-Hispanic African Americans, and 
Hispanics.  

 
Table 31 shows percentages with recent census awareness depending on the respondent’s 
household income. 
 
Table 31:  Percent recent Census awareness in Wave 2 by household income  

Household Income 
Population  

< $15,000 
$15,000-
$24,999 

$25,000-
$44,999 

 
>$44,999 

χχχχ2-Statistic p-Value 

Total Population 77.0 65.3 78.5 82.1   2.50       .318 
    Hispanic 63.6 58.2 78.5 87.9   8.44 .024 * 
    Non-Hispanic  
    African American 

 
75.7 

 
67.9 

 
83.0 

 
93.3 

 
  5.58 

 
.070 * 

    Non-Hispanic White 87.1 66.7 77.4 80.3   1.24        .538    
Asian 68.0 60.9 74.0 83.1   6.56 .078 * 
American Indian 48.7 64.0 67.4 88.5 11.90 .005 * 
Native Hawaiian 15.9 45.6 61.3 65.6 10.37 .011 * 

 
Table 31 generally shows rising rates of recent census awareness as household income rises.   
For all race/ethnicity populations except Native Hawaiians and American Indians, the lowest 
income group has a higher estimated percentage of recent Census awareness than the second-
lowest income group.  In fact, for non-Hispanic Whites, the lowest income group has the highest 
percentage.  The trend of higher-income households having higher percentages of recent census 
awareness is significant, or almost so, for all populations except non-Hispanic Whites.  Such 
results are associated, no doubt, with the results reviewed earlier for highest grade completed. 
 

                                                           
12 For the original six-category variable, see Q34, Appendix D. 
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These findings, if true, provide remarkable evidence that the PMP reached some of the very 
segments it was most intended to reach.  The likelihood spectrum and partnership program by 
design targeted lower education and lower income populations.  Tables 30 and 31 suggest the 
PMP reached these populations. 
 
In general, respondents who use various media sources more, have a higher rate of recent census 
awareness.   This does not seem to be true with respect to television, it is variously true for radio, 
newspapers, magazines, and especially the Internet.  These findings appear in Tables 32 to 35, 
showing percentages of respondents with recent census awareness depending on their use of 
various media sources.  Table 32 displays percentages with recent census awareness depending 
on how many hours of television the respondent watches per day. 
 
Table 32:  Recent census awareness in Wave 2 based on television viewing  

Television Viewing Per Day Race/Ethnicity None 0-2 hrs 2-3 hrs 3-4 hrs > 4 hrs χχχχ2-statistic p-Value 

Total Population 79.6 74.7 70.8 70.6 82.1   1.43 .611 
   Hispanic 39.3 65.6 81.4 70.3 71.8   3.00 .325 
   Non-Hispanic   
   African American 

 
69.2 

 
78.8 

 
75.5 

 
78.7 

 
79.8 

 
  0.26 

 
.961 

   Non-Hispanic White 87.1 75.3 70.5 66.7 86.7   1.54 .553 
Asian 50.5 66.4 59.9 77.1 69.8   3.16 .332 
American Indian 39.4 54.6 69.7 64.6 59.2   2.39 .410 
Native Hawaiian 19.0 44.1 50.8 46.3 66.8   4.90 .176 
 
While respondents who watch the least television tend to have lower estimated census 
awareness, there are no significant differences in recent census awareness by amount of 
television watching.  
 
Table 33 below shows percentages with recent census awareness depending on how often the 
respondent listens to the radio. 
 
Table 33:  Recent census awareness in Wave 2 based on radio listening  

Radio Listening per Week Race/Ethnicity 
None 1-5 hrs 6-19 hrs > 19 hrs χχχχ2-Statistic  p-Value 

Total Population 70.6 75.8 71.4 79.1 1.14      .567 
   Hispanic 49.0 79.7 69.4 69.7 5.97 .069 * 
   Non-Hispanic  
   African American 

 
61.9 

 
73.4 

 
79.1 

 
88.6 

 
4.26 

   
  .148 

   Non-Hispanic White 79.3 75.6 69.1 80.0 1.22      .553 
Asian 54.0 67.1 71.8 65.5 4.77      .187 
American Indian 42.9 64.3 59.4 65.1 3.40     .224 
Native Hawaiian 54.9 56.5 67.0 38.0 8.46        .035 * 
 
There are significant differences in recent census awareness by amount of radio listening among 
Hispanics and Native Hawaiians, but the pattern of awareness is not monotone increasing in 
amount of radio listening, perhaps due to sampling variability.  
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Table 34 shows percentages with recent census awareness depending on whether the respondent 
reads the newspaper. 
 
Table 34:  Recent census awareness in Wave 2 based on newspaper reading  

Newspaper Reading per Week Race/Ethnicity 
None 1-5 hrs > 5 hrs χχχχ2-Statistic p-Value 

Total Population 71.5 75.2 76.2   0.23            .746 
   Hispanic 66.5 71.4 79.4   2.20             .323 
   Non-Hispanic  
   African American 

 
67.1 

 
83.6 

 
76.0 

 
  3.73 

          
            .144 

   Non-Hispanic White 76.7 74.3 76.5   0.05             .900 
Asian 62.3 63.9 67.9   0.50             .778 
American Indian 50.2 62.6 65.6   3.63             .138 
Native Hawaiian 49.6 44.6 77.5 11.64 .002 * 
 
Native Hawaiians who read newspapers the most have a significantly higher rate of recent census 
awareness.   There are no other significant differences, those who don’t read newspapers at all 
have the lowest estimated census awareness among four of the six populations. 
 
Table 35 shows percentages with recent census awareness depending on how often the 
respondent reads magazines. 
 
Table 35:  Recent census awareness in Wave 2 based on magazine reading  

Magazine Reading per Week Race/Ethnicity 
None 1-5 hrs > 5 hrs χχχχ2-statistic p-Value 

Total Population 73.2 75.0 76.0   0.05            .926 
   Hispanic 61.3 80.0 59.3   3.35            .099*  
   Non-Hispanic  
   African American 

 
67.6 

 
80.1 

 
87.4 

 
  4.65 

           
           .090* 

   Non-Hispanic White 79.5 73.2 76.0   0.17            .788 
Asian 49.0 71.9 83.4 17.93 <.001 * 
American Indian 45.1 67.8 74.0 17.35 <.001 * 
Native Hawaiian 43.7 58.8 52.6  2.53            .278 
 
Asians and American Indians who read magazines more have significantly higher percentages of 
recent census awareness. Non-Hispanic African Americans and Hispanics also show significant 
differences.   
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Table 36 shows percentages with recent census awareness depending on whether the respondent 
uses the Internet. 
 
Table 36:  Recent Census awareness in Wave 2 based on Internet usage  

Uses Internet? Race/Ethnicity Yes No χχχχ2-statistic p-Value 

Total Population 82.0 69.8   8.54 .004 * 
   Hispanic 75.1 68.5   0.28              .597 
   Non-Hispanic  
   African American 

 
97.5 

 
69.1 

 
17.47 

 
<.001 * 

   Non-Hispanic White 81.3 70.3   5.84 .016 * 
Asian 80.0 57.4 11.80 .001 * 
American Indian 79.5 56.6   7.30 .007 * 
Native Hawaiian 67.4 45.0   5.83 .016 * 

 
Internet users have a significantly higher percentage of recent census awareness than non-users 
for all subgroups except Hispanics. 
 
In summary, amount of television, radio, newspapers, and magazines is not strongly related to 
census awareness, except as noted above.  However, we observe a broad, general pattern 
whereby non-users of mass-media exhibit lower awareness than users.  It seems to matter 
whether people use the media at all, but less how much they use it. 
 
Interestingly, while Internet usage lags behind the other media sources in terms of its overall use 
in the population, it does exhibit a strong association with census awareness.  
 
Finally, we introduced the concept of civic participation in Section 4.1.   Table 37 below shows 
percentages with recent census awareness depending on whether we classified the respondent’s 
civic participation as low (index < 1), medium (1 � index < 3), or high (index � 3). 
 
Table 37:  Percent recent census awareness in Wave 2 by civic participation  

Level of Civic Participation Population Low Medium High χχχχ2-Statistic p-Value 

Total Population 67.2 72.0 86.0   5.79 .035 * 
   Hispanic 67.4 71.2 84.4   1.54               .454 
   Non-Hispanic  
   African American 

 
51.8 

 
80.2 

 
89.7 

  
15.91 

 
<.001 * 

   Non-Hispanic White 75.1 70.4 85.2   3.37              .131 
Asian 52.3 76.4 91.6 20.45 <.001 * 
American Indian 43.8 60.0 81.9 16.39 <.001 * 
Native Hawaiian 42.3 54.6 60.8   1.65               .426 

 
For all six race/ethnicity populations, higher civic participation tends to imply higher estimated 
percentages of recent census awareness. This relationship is significant for Asians, American 
Indians, and non-Hispanic African Americans, is not significant for the other three race/ethnicity 
subgroups.  
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4.3 Intended participation 
 
Survey respondents became more aware in general of communications about Census 2000.  And 
they became more aware in particular of mass-media and community-based communications 
sources.  Did this awareness affect their intention to participate in the census?  Only Waves 1 and 
2 can be included in the analysis of this question, because intended participation was not asked in 
the Wave 3 interview.  In its place, Wave 3 asked whether the household received a census 
questionnaire, and if so, whether someone mailed it back.  We defer analysis of this latter 
question until Section 4.6. 
 
4.3.1 Intended participation by race/ethnicity 
 
Figures 45 to 51 display the distribution of intended participation by race/ethnicity population 
and wave.  All of the figures display a similar pattern:  
 
 • Intended participation is high even at Wave 1, and it increased at Wave 2; 

 
 • Generally, the categories “definitely will not,” “probably will not,” “might or might not,”  
            and “probably will” decrease from Wave 1 to 2, while “definitely will” increases; 
 
 • “Definitely will” generally finishes at around 70 percent at Wave 2, leaving the door       

open to possible beneficial effects of the third phase of the PMP. 
 
There are three potentially troublesome exceptions to the general pattern.  First, the “probably 
will not” and “might or might not” actually increase at Wave 2 for Hispanics. The estimated 
increase is not statistically significant and it may arise strictly as a result of random sampling 
error.  The "probably will" and "definitely will" sum to well over 70 percent even at Wave 1, and 
clearly at Wave 2.  One reviewer speculated that an early radio campaign may have fueled these 
high percentages. 
 
Second, intended participation by American Indians starts at a low level and finishes at a higher, 
but still relatively low, level.  By Wave 2, the “probably will” and “definitely will” are both in 
the neighborhood of 40 percent, well below the level achieved by total population. 

 
Third, intended participation by Native Hawaiians falls in between that of American Indians and 
other race/ethnicity populations.  Even at Wave 2, the “definitely will” merely comprise about 50 
percent of the population. 
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Figure 45:  Distribution of intended participation by wave for total population  
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Figure 46:  Distribution of intended participation by wave for Hispanics  

 
 
Figure 47:  Distribution of intended participation by wave for non-Hispanic African 
Americans 
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Figure 48:  Distribution of intended participation by wave for non-Hispanic Whites  

 
 
Figure 49:  Distribution of intended participation by wave for Asians  
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Figure 50:  Distribution of intended participation by wave for American Indians  

 
 
Figure 51:  Distribution of intended participation by wave for Native Hawaiians  
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Now let us examine whether methods of statistical inference can confirm these descriptions of 
intended participation.  Table 38 shows the mean level of intended participation for Waves 1 and 
2.  Intended participation is on the 5-point scale displayed in the foregoing charts (1 = definitely 
will not, 5 = definitely will), and one can see from the table that mean intended participation was 
already quite high at Wave 1 and increased to an even higher level at Wave 2.  The success of 
the PMP, in part, turns on these small but important movements.  The estimated increase from 
Wave 1 to 2 is significant for the total population, non-Hispanic African Americans, non-
Hispanic Whites, Asians, and Native Hawaiians.  It is not significant for Hispanics or American 
Indians.  For total population, non-Hispanic African Americans, non-Hispanic Whites, Asians, 
and Native Hawaiians, the change in intended participation parallels the increase in awareness of 
census communications explored in Section 4.2.  Even though Hispanics display no significant 
increase, their intent to participate is relatively high at both waves. 
 
Table 38:  Mean intended participation  

Population Wave 1 Wave 2 Significance  
of Trend (p-Value) 

Total Population 4.34 (.076) 4.58 (.039) .0050 * 
   Hispanic 4.50 (.072) 4.54 (.078)                               .7140 
   Non-Hispanic African American 4.20 (.086) 4.48 (.054) .0054 * 
   Non-Hispanic White 4.33 (.111) 4.61 (.053) .0211 * 
   Other 4.56 (.164) 4.51 (.146)                               .8279 
Asian 4.19 (.082) 4.54 (.046) .0002 * 
American Indian 4.05 (.090) 4.19 (.063)                               .1769 
Native Hawaiian 4.05 (.058) 4.33 (.067) .0017 * 

 
The relationship between awareness and intended participation can be examined in more detail 
by looking at the within cell correlations between awareness and intentions within Wave 1 and 
within Wave 2.  Even where there is no mean increase in intended participation across the two 
waves, there may be a higher correlation in the second wave than the first.  The within cell 
correlations provide direct evidence about the relationship between awareness and intended 
participation. 

 
Table 39 contains the within cell correlations between general awareness of census 
communications and intended participation.  There are significant increases in the correlations 
for total population and for all race/ethnicity populations except American Indians, for whom 
there is still a large estimated increase.  

 
Table 39:  Correlation between general awareness of census communications and 
intended participation  

Population Wave 1 Wave 2 
Significance  

of Trend (p-Value) 

Total Population .03 (.031) .34 (.033) <.0001 * 
     Hispanic .09 (.031) .30 (.033) <.0001 * 
     Non-Hispanic African American .22 (.030) .39 (.032) <.0001 * 
     Non-Hispanic White -.02 (.031) .36 (.032) <.0001 * 
     Other -.02 (.031) .40 (.032) <.0001 * 
Asian .19 (.094) .42 (.042) .0220 * 
American Indian .17 (.115) .34 (.077)                         .2131     
Native Hawaiian .19 (.047) .34 (.041) .0175 * 
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Table 40 displays the within cell correlations between awareness of mass-media communications 
and intended participation. There are significant increases in the correlations for the total 
population, non-Hispanic African Americans, non-Hispanic Whites, and Native Hawaiians.  
Estimated increases are not significant for Asians and American Indians.  It appears that the 
relationship between awareness and intended participation is getting stronger with time, except 
for American Indians. 
 
Table 40:  Correlation between awareness of mass-media communications and intended 
participation  

Population Wave 1 Wave 2 
Significance  

of Trend (p-Value) 

Total Population .03 (.031) .24 (.034) <.0001 * 
     Hispanic .08 (.031) .16 (.034) .0789 * 
     Non-Hispanic African American .17 (.031) .32 (.033) .0013 * 
     Non-Hispanic White -.02 (.031) .27 (.034) <.0001 * 
     Other -.25 (.03) .22 (.034) <.0001 * 
Asian .16 (.094) .29 (.045)                          .2465 
American Indian .15 (.116) .16 (.081)                          .9391     
Native Hawaiian .05 (.048) .28 (.042) .0004 * 

 
Table 41 shows the within cell correlations between awareness of community-based 
communications and intended participation.  The pattern of significant increases is similar to that 
just reviewed for mass-media communications: significant increases for the total population, 
non-Hispanic African Americans, non-Hispanic Whites, and Native Hawaiians, but not for 
Hispanics, Asians, and American Indians. 
 
Table 41:  Correlation between awareness of community-based communications and 
Intended participation 

Population Wave 1 Wave 2 
Significance  

of Trend (p-Value) 

Total Population -.03 (.031) .21 (.034) <.0001 * 
     Hispanic .01 (.031) .06 (.035)                          .2194 
     Non-Hispanic African American .17 (.031) .32 (.033) .0007 * 
     Non-Hispanic White -.10 (.031) .24 (.034) <.0001 * 
     Other -.23 (.03) .09 (.035) <.0001 * 
Asian .16 (.094) .29 (.045)                          .2132 
American Indian .17 (.115) .15 (.081)                          .9110 
Native Hawaiian .07 (.048) .24 (.043) .0062 * 

 
The results for intended participation can be summarized as follows.  Intended participation 
increased from Wave 1 to 2 for total population, non-Hispanic African Americans, non-Hispanic 
Whites, and Native Hawaiians and was more strongly associated with general awareness, 
awareness of mass-media communications, and awareness of community-based communications 
in Wave 2 than in Wave 1.   

 
For Asians, intended participation increased from Wave 1 to 2 and was more strongly associated 
with general awareness in Wave 2 than Wave 1, the separate effects of mass-media and 
community-based communications were not significant.    
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For Hispanics, there was a stronger correlation between general awareness and intended 
participation in Wave 2 than in Wave 1.  There were no effects for American Indians.    
 
4.3.2 Intended Participation by Language Spoken at Home 
 
Next we examine differences in mean intended participation, correlations between general 
awareness of census communications and intended participation, correlations between mass-
media communications and intended participation, and correlations between community-based 
communications and intended participation by language groups in Waves 1 and 2. 
 
In Table 42, we display the mean intended participation by language spoken at home.  Table 42 
is similar to Table 38, in which we presented the means of intended participation by 
race/ethnicity populations.  Table 42 shows that while the American Indian population does not 
appear to increase significantly in mean intended participation from Wave 1 to 2, a sub-analysis 
of English-speaking American Indians indicates that they do have a significant increase in their 
mean intended participation. All other language groups exhibit significant trends in mean 
intended participation except Spanish, total population and other languages, Native Hawaiian. 
 
Figure 52 displays the ratios of mean intended participation for a given sample and language 
group divided by the corresponding English language group.  Most ratios are not significantly 
different from 1.0.  Evidently, other language speaking American Indians lag behind their 
English speaking counterparts in their mean intent to participate by Wave 2. 
 
Table 42:  Mean intended participation by language spoken at home  
Population Wave 1 Wave 2 Significance  

of Trend (p-Value) 
Total Population 4.34 (.076) 4.58 (.039) .0050 * 
     English 4.34 (.084) 4.58 (.041) .0112 * 
     Spanish 4.39 (.108) 4.59 (.076)                                 .1311 
     Other 4.29 (.198) 4.76 (.104) .0359 * 
Asian 4.19 (.082) 4.54 (.046) .0002 * 
     English 4.22 (.106) 4.51 (.091) .0429 * 
     Other 4.15 (.120) 4.55 (.054) .0028 * 
American Indian 4.05 (.090) 4.19 (.063)                                 .1769 
     English 4.04 (.095) 4.28 (.059) .0327 * 
     Other 4.10 (.151) 3.90 (.112)                                .2979 
Native Hawaiian 4.05 (.058) 4.33 (.067) .0017 * 
     English 4.05 (.059) 4.34 (.069) .0016 * 
     Other 3.86 (.237) 4.15 (.262)                                .4184 
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Figure 52:  Ratios of mean intended participation by sample and by wave  

 
In Tables 43, 44 and 45, we display correlations between awareness of census communications 
and intended participation broken down by language groups.  In Table 43, we observe a 
significant trend in the correlation between general awareness and intended participation for total 
population; English, total population; Spanish, total population; total Asian; other languages, 
Asian; total Native Hawaiian; and English, Native Hawaiian.  The change in the correlation is 
positive but not significant for American Indians overall and for both of this population's 
language groups. 
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Table 43:  Correlation between general awareness of census communications and intended 
participation by language spoken at home  
Population Wave 1 Wave 2 Significance  

of Trend (p-Value) 
Total Population .03 (.031) .34 (.033) <.0001 * 
     English .02 (.035) .35 (.040) <.0001 * 
     Spanish .00 (.074) .23 (.067) .0194 * 
     Other .18 (.144) .58 (.144) .0490 * 
Asian .19 (.094) .42 (.042) .0217 * 
     English .16 (.118) .39 (.100)                                 .1343 
     Other .21 (.101) .44 (.047)                                    .0447* 
American Indian .17 (.115) .34 (.077)                                 .2137 
     English .17 (.118) .37 (.081)                                 .1563 
     Other .19 (.219) .23 (.160)                                 .8747 
Native Hawaiian .19 (.047) .34 (.041) .0179 * 
     English .19 (.048) .34 (.042) .0219 * 
     Other .18 (.284) .34 (.216)                                 .6567 

 
We now examine Table 44, which displays the correlations between awareness of mass-media 
communications and intended participation by language spoken at home.  The difference in the 
estimated correlations is significant for total population; English, total population; Spanish, total 
population; total Native Hawaiian; and English, Native Hawaiian. 
 
Table 44:  Correlation between awareness of mass-media communications and intended  
participation  by  language spoken at home  
Population Wave 1 Wave 2 Significance  

of Trend (p-Value) 
Total Population .03 (.031) .24 (.034) <.0001 * 
     English .03 (.035) .25 (.041) <.0001 * 
     Spanish -.08 (.074) .15 (.068) .0236 * 
     Other .02 (.146) .09 (.176)                             .7695 
Asian .16 (.094) .29 (.045)                             .2459 
     English .12 (.119) .30 (.104)                              .2600 
     Other .21 (.101) .28 (.05)                             .5162 
American Indian .15 (.116) .16 (.081)                             .9390 
     English .15 (.118) .20 (.085)                             .7182 
     Other .12 (.222) .17 (.162)                             .8641 
Native Hawaiian .05 (.048) .28 (.042) .0004 * 
     English .05 (.049) .29 (.043) .0002 * 
     Other .09 (.287) .03 (.229)                             .8692 
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Turning to Table 45, we examine the correlations between awareness of community-based 
communications and intended participation.  Two findings appear to stand out.  First, the 
Spanish-speaking population’s intended participation appears to be negatively correlated with 
their community-based communications in Wave 1.  This is not the case for the English-speaking 
population (where the slight negative correlation is not significantly different from zero). This 
apparent difference between the language groups disappears in Wave 2. Second, the intended 
participation levels for the other-languages group of the Native Hawaiians do not appear to be 
correlated with their awareness of community-based communications in either wave.  On the 
other hand, there is a significant trend in the correlations for Native Hawaiians in total and for 
English-speaking Native Hawaiians. 
 
Table 45:  Correlation between awareness of community-based communications and 
intended participation by language spoken at home  
Population Wave 1 Wave 2 Significance  

of Trend (p-Value) 
Total Population -.03 (.031) .21 (.034) <.0001 * 
     English -.02 (.035) .22 (.041) <.0001 * 
     Spanish -.24 (.072) .16 (.068) <.0001 * 
     Other -.02 (.146) .05 (.177)                              .7736 
Asian .16 (.094) .29 (.045)                              .2127 
     English .21 (.117) .35 (.102)                              .3431 
     Other .13 (.102) .27 (.050)                              .2454 
American Indian .17 (.115) .15 (.081)                              .9111 
     English .18 (.118) .17 (.086)                              .9740 
     Other .08 (.223) .22 (.160)                              .6208 
Native Hawaiian .07 (.048) .24 (.043) .0059 * 
     English .07 (.049) .26 (.043) .0040 * 
     Other .10 (.287) -.04 (.229)                           .7109 

 
The results for intended participation can be summarized as follows.  Intended participation 
increased from Wave 1 to 2 for all language groups except Spanish, total population; other 
languages, American Indian; and other languages, Native Hawaiian, and was occasionally more 
strongly associated with awareness in Wave 2 than in Wave 1.  English, total population; 
Spanish, total population; and English, Native Hawaiian displayed strengthened associations 
between intended participation and awareness, awareness of mass-media, and awareness of 
community-based communications.  The associations did not consistently grow stronger for 
remaining language subpopulations. 
 
4.4 Mediation  
 
Awareness of communications, both general and specific, increased over the three survey waves.  
Moreover, this awareness is clearly associated with increased intent to participate in the census 
for total population, non-Hispanic African Americans, Native Hawaiians, and non-Hispanic 
Whites.  For Asians and Hispanics the evidence is weaker for specific communications but 
general awareness does become more strongly related to intent to participate.  American Indians 
appear to have been aware of census communications but there is no statistical evidence they 
were affected in their intentions to participate.    
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Confidence in the validity of these results can be increased if there is evidence of actual change 
in people's opinions about the census.  While the above results for awareness and intentions 
could be due to other variables omitted from the analyses, this becomes less plausible if there is 
evidence that respondents actually absorbed communications content. According to 
communications theory, beliefs is a mediating variable between awareness and intended 
participation. Growing awareness has an effect on intended participation through (a change in) 
the intervening variable census beliefs. 
 
 
4.4.1 Census beliefs by race/ethnicity 
 
The survey questionnaire contains several questions asking about respondents' beliefs about the 
census.  Respondents were asked about their agreement with the following:   
 

1. Filling out the census will let the government know what my community needs. (0.1910) 
 
2. The census counts citizens and non-citizens alike. (0.0800) 

 
3. It is important for as many people as possible to participate in the census. (0.1745) 

 
4. My answers to the census could by used against me. (reversed) (0.0673) 

 
5. Answering and sending back the census matters for my family and community. (0.4445) 

 
6. The Census Bureau promise of confidentiality can be trusted. (0.1607) 

 
7. I just don't see that it matters much if I personally fill out the Census or not. (reversed) 

(0.1154) 
 

8. Sending back your census form could personally benefit or harm you in any way. 
(0.0859) 

 
We combined these items by a factor analysis to form a single scale: "census beliefs." 
 
We use factor analysis and Cronbach’s coefficient alpha whenever we construct scales as 
measurement of some latent variable.13  The factor analysis model for a single latent variable, say 
“census beliefs”, assumes there are multiple measurements, called manifest variables, of the 

                                                           
13 Latent variables are dimensions that cannot be directly measured.  For example, exposure to mass-media can be 
considered a latent variable.  Direct measurement of this variable would be considered questionable.  An example of 
a direct measurement is to ask people how much they have heard about the census through mass-media.  Such a 
global question is flawed for many reasons.  The term “mass-media” probably does not mean the same thing to all 
respondents.  Thus, even though everyone is asked the same question, respondents would be answering different 
questions because of all the personal interpretations of “mass-media.”  This phenomenon introduces measurement 
error.  A better way of measuring exposure to mass-media is to ask more specific questions about different possible 
meanings of “mass-media.”  For example, “mass-media” could refer to television commercials, radio, newspapers, 
and so on. 
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latent variable, and that each measurement is subject to measurement error.  It also assumes that 
there is a linear relationship between the latent variable and the manifest variables and that the 
measurement errors are independent of one another.  Factor analysis estimates values of the 
latent variable, called factor scores, from the manifest variables. 
 
In the case of census beliefs, the manifest variables are those implied by the list of eight items 
immediately above, with variables 4 and 7 reversed.  After fitting the factor analysis model, we 
find that the factor scores of census beliefs can be expressed as a linear combination of the 
standardized versions of the eight manifest variables, with coefficients 0.1910, 0.0800, 0.1745, 
0.0673, 0.4445, 0.1607, 0.1154, and 0.0859, respectively. For convenience, we also present these 
coefficients in parentheses following the manifest variables in the above list. Thus, the biggest 
influence on census beliefs comes from the manifest variable “Answering and sending back the 
census matters for my family and community,” and the smallest influence comes from "My 
answer to the census could be used against me."  For this application, Cronbach’s alpha equals 
0.74, which signifies that the factor census beliefs forms a reliable scale.14 
 
Figure 53 displays the empirical distribution function for the census beliefs scores for the total 
population.  Clearly, the distribution shifts to the right following Wave 1, while there is little 
difference between the distribution at Wave 2 and 3.  Apparently, the education and motivation 
phases of the ad campaign, plus corresponding partnership activities at that same point in time, 
made a difference in creating favorable census beliefs.  Census beliefs may have solidified by 
census day, because they appear to display little additional change. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                           
14 Alpha is a lower bound for the true reliability of the factor, defined as the proportion of the variability in the 
response that is the result of real differences in the respondents. 
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Figure 53:  Empirical cumulative distribution function by wave for total population  
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Table 46 presents the means for census beliefs.  None of the trends from Wave 2 to 3 are 
significant.  There is apparently no evidence census beliefs changed during the corresponding 
inter-wave period.  Also, we find 

 
• For total population, non-Hispanic African Americans, non-Hispanic Whites, and Native 

Hawaiians, there is a significant increase from Wave 1 to 2 and from Wave 1 to 3.   
 

• For Asians, the trend from Wave 1 to 3 is significant.  
 

• For Hispanics, he trend from Wave 1 to 2 is significant.   
 

• For American Indians, none of the trends are significant. 
 

These results are consistent with a mediational role for census beliefs for total population, non-
Hispanic African Americans, non-Hispanic Whites, and Native Hawaiians. Results are mixed for 
the Hispanic, Asian, and American Indian populations.  For Asians, the change in beliefs is not 
significant while the change in intended participation is significant.  For Hispanics, the reverse is 
true, with a significant change in beliefs preceding a nonsignificant change in intended 
participation.  And for American Indians neither the change in beliefs nor the change in intended 
participation is significant.  All changes are in the desirable positive direction. 
 
Table 46:  Mean census beliefs  

Significance  
of Trends (p-Values) Population Wave 1 Wave 2 Wave 3 Wave   
1-2 

Wave  
2-3 

Wave  
1-3 

Total Population -.0027 (.0008) .0017 (.0009) .0013 (.0005) .0006 * 1.0000 .0003 * 
   Hispanic -.0002 (.0006) .0027 (.0010) .0018 (.0016) .0273 * 1.0000   .7137 
   Non-Hispanic  
   African American 

 
-.0024 (.0007) 

 
.0025 (.0007) 

 
.0012 (.0011) 

 
<.0001 * 

 
1.0000 

 
.0186 * 

   Non-Hispanic White -.0030 (.0012) .0013 (.0012) .0013 (.0008) .0318 * 1.0000 .0063 * 
   Other -.0030 (.0035) .0034 (.0023) -.0013 (.0017)  .3828     .2964 1.0000 
Asian -.0013 (.0008) -.0002 (.0006) .0010 (.0005)  .7371     .4500 .0390 * 
American Indian -.0021 (.0008) -.0005 (.0007) -.0012 (.0009)  .4122 1.0000 1.0000 
Native Hawaiian -.0028 (.0007) .0009 (.0007) .0011 (.0009) .0009 * 1.0000 .0018 * 
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4.4.2 Census beliefs by language spoken at home 
 
Next, we analyze census beliefs by language group. According to Table 47, none of the trends 
from Wave 2 to 3 are significant.  Trends from Wave 1 to 2 and from Wave 1 to 3 are significant 
for total population; English, total population; Native Hawaiians; and English, Native Hawaiians.  
Additionally, trends from Wave 1 to 3 are significant for Asians and English, Asians.  Evidently, 
most changes in beliefs occurred before census day and the onset of Wave 3 interviewing.  The 
results in Table 47 are generally supportive of the results in Table 42 regarding mean intended 
participation. Indeed, the lack of change in beliefs for Spanish, total population and other-
languages, Native Hawaiians is consistent with the non-significant change in intended 
participation viewed earlier. The American Indian language groups do appear in Wave 2 to be 
significantly different from one another, that difference does not appear in Wave 1.  
 
Table 47:  Mean census beliefs by language spoken at home  

Significance of Trends (p-Values) Population Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Total Population -.0027 (.0008) .0017 (.0009) .0013 (.0005) .0007 * 1.0000 .0002 * 
     English -.0028 (.0009) .0016 (.0010) .0012 (.0006) .0023 * 1.0000 .0005 * 
     Spanish -.0023 (.0021) .0024 (.0011) .0013 (.0025)        .1326 1.0000       .8056 
     Other .0014 (.0007) .0036 (.0017) .0046 (.0016)        .7032 1.0000       .2200 
Asian -.0013 (.0008) -.0002 (.0006) .0010 (.0005)        .7370 .4499 .0391 * 
     English -.0024 (.0011) -.0008 (.0011) .0014 (.0008)        .8521 .3310 .0147 * 
     Other -.0001 (.0011) .0002 (.0008) .0008 (.0006)      1.0000 1.0000     1.0000 
American Indian -.0021 (.0008) -.0005 (.0007) -.0012 (.0009)        .4123 1.0000     1.0000 
     English -.0017 (.0007) .0006 (.0009) -.0009 (.0010)        .1534 .8299     1.0000 
     Other -.0059 (.0032) -.0045 (.0009) -.0019 (.0010)      1.0000 .1839       .7021 
Native Hawaiian -.0028 (.0007) .0009 (.0007) .0011 (.0009) .0009 * 1.0000 .0017 * 
     English -.0028 (.0007) .0010 (.0008) .0010 (.0009) .0008 * 1.0000 .0030 * 
     Other -.0020 (.0022) -.0017 (.0014) .0036 (.0038)      1.0000 .5994       .6176 

 
4.4.3 Recent general awareness as a predictor of census beliefs 
 
In this section, we examine recent general awareness as a possible predictor of census beliefs.  
Since the PMP began between Waves 1 and 2 while Wave 3 is after Census Day, we focus on 
Wave 2. We study the percentages of respondents that agree with certain beliefs, depending on 
whether they have recent awareness of Census 2000.  One caution we urge on readers is that this 
recent awareness could be the result of the PMP, but it could also be information about the 
census from any number of other sources. Therefore, it is not possible to ascribe with certainty 
any significant differences to the actions of the PMP.  
 
A further caution is that the PMPE is not a designed experiment and the causal direction could 
actually be the other way around.  People with preexisting, positive census beliefs could be more 
inclined to seek out recent census communications and thence become aware of then.  If this 
were the predominant effect in the population, then beliefs would be a predictor of awareness, 
contrary to the basic communications model that assumes awareness precedes beliefs. 
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Table 48 shows percentages believing community needs will be discerned by recent census 
awareness. 
 
Table 48:  Belief that community needs will be discerned, by recent awareness of the 
census, Wave 2  

Recent Census Awareness? Population Yes No χχχχ2-Statistic p-Value 

Total Population 83.0 60.8   6.56 .011 * 
   Hispanic 91.3 88.3   0.19                 .662 
   Non-Hispanic  
   African American 

 
91.8 

 
66.9 

 
14.24 

 
<.001 * 

   Non-Hispanic White 79.1 54.7  4.53 .034 * 
Asian 89.3 75.4  2.84 .092 * 
American Indian 79.0 73.1  0.97                  .324 
Native Hawaiian 88.4 72.7  7.00 .008 * 

 
Non-Hispanic African Americans exhibit the largest difference between those with and without 
recent census  awareness, the differences are also significant for the total population, non-
Hispanic Whites, Asians, and Native Hawaiians.  The Hispanic percentages are high, even 
though they are not significantly different from one another. 
 
Table 49 shows percentages who believe citizens and non-citizens will be counted by Census 
2000, broken down by recent census awareness. 
 
Table 49:  Percentage in Wave 2 believing citizens and non-citizens will be counted, by  
recent awareness of the census  

Recent Census Awareness? Population Yes No χχχχ2-Statistic p-Value 

Total Population 73.1 77.5 0.27                .600 
   Hispanic 77.0 57.5 3.13 .077 * 
   Non-Hispanic  
   African American 

 
66.3 

 
54.0 

 
1.69 

                
               .194     

   Non-Hispanic White 72.8 84.9 1.50                 .221 
Asian 82.2 74.1 0.89                 .345 
American Indian 65.8 55.9 1.59                .207 
Native Hawaiian 74.5 55.2 4.10  .043 * 

 
There is a significant association between awareness and the belief that citizens and non-citizens 
will be counted for Hispanics and Native Hawaiians.  The issue of counting non-citizens is no 
doubt important for many in the Hispanic population, and this population seems to have gotten 
the message from census communications that non-citizens should be counted.  The issue is 
probably not salient for many of the other targeted populations, and indeed we might not expect 
and do not find significant associations for them. 
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Table 50 shows percentages believing it is important for as many people as possible to 
participate broken down by recent census awareness. 
 
Table 50:  Percentage in Wave 2 believing participation is important, by recent awareness 
of the census  

Recent Census Awareness? Population Yes No χχχχ2-Statistic p-Value 

Total Population 97.2 95.5 0.61                  .434 
   Hispanic 98.3 95.4 1.84                  .176 
   Non-Hispanic 
   African American 

 
96.5 

 
87.0 

 
3.81 

 
.051 * 

   Non-Hispanic White 97.5 96.6 0.14                  .706 
Asian 94.0 90.7 0.65                  .420 
American Indian 92.3 85.2 1.15                  .284 
Native Hawaiian 95.4 88.6 1.46                  .228 

 
The differences are small, they are in the positive direction, and the difference for non-Hispanics 
African Americans is significant. 
 
Table 51 shows percentages believing that the census could be used against them broken down 
by recent census awareness. 
 
Table 51:  Percentages in Wave 2 believing census could be used against them, by recent  
awareness of the census  

Recent Census Awareness? Population Yes No χχχχ2-Statistic p-Value 

Total Population 21.8 31.6 1.93              .165 
   Hispanic 19.0 41.8 4.53 .034 * 
   Non-Hispanic  
   African American 

 
25.6 

 
51.4 

 
7.15 

 
.008 * 

   Non-Hispanic White 21.2 27.2 0.47               .492 
Asian 29.3 54.4 5.78 .016 * 
American Indian 34.2 38.8 0.46               .498 
Native Hawaiian 18.7 35.2 4.28 .039 * 

 
Those with recent census awareness have a lower percentage of respondents who believe the 
census could be used against them. The association is significant for Hispanics, non-Hispanic 
African Americans, Asians, and Native Hawaiians. 
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Table 52 shows percentages believing that responding is important for family and community 
broken down by recent census awareness. 
 
Table 52:  Percentage in Wave 2 believing census matters for family and community, by 
recent awareness of the census  

Recent Census Awareness? Population Yes No χχχχ2-Statistic p-Value 

Total Population 87.3 77.8 2.15                .143 
   Hispanic 91.8 79.8 4.76 .029 * 
   Non-Hispanic 
   African American 

 
88.8 

 
72.6 

 
7.65 

 
.006 * 

   Non-Hispanic White 86.1 78.1 0.81                 .367 
Asian 76.3 67.2 0.97                 .324 
American Indian 91.1 81.1 7.17 .008 * 
Native Hawaiian 93.6 91.3 0.64                 .423 

 
There are significant differences for American Indians, Hispanics, and non-Hispanic African 
Americans.    
 
Table 53 shows percentages trusting the Census Bureau to keep census data confidential broken 
down by recent census awareness. 
 
Table 53:  Percentage in Wave 2 trusting census confidentiality, by recent awareness  
of the census  

Recent Census Awareness? Population  Yes No χχχχ2-Statistic p-Value 

Total Population 64.8 67.6 0.08                  .783 
   Hispanic 77.0 69.4 0.62                  .430 
   Non-Hispanic 
   African American 

 
76.7 

 
47.9 

 
9.64 

 
.002 * 

   Non-Hispanic White 59.0 69.6 0.63                  .429 
Asian 72.2 63.6 0.71                  .400 
American Indian 59.1 61.0 0.05                  .826 
Native Hawaiian 69.6 74.6 0.38                  .536 

 
There seems to be very little association between the trust of confidentiality and recent census 
awareness, except among non-Hispanic African Americans.  The percentage of recently aware 
non-Hispanic African Americans who trust census confidentiality is 29 percent higher than those 
who have not recently heard or seen anything about Census 2000.  This significant finding is 
consistent with the hypothesis that the PMP reached non-Hispanic African Americans and 
convinced them to trust the promise of census confidentiality. 
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Table 54 shows percentages believing that responding to the census doesn’t matter much broken 
down by recent census awareness. 
 
Table 54:  Percentages in Wave 2 who believe responding doesn’t matter, by recent 
awareness of the census  

Recent Census Awareness? Population  Yes No χχχχ2-Statistic p-Value 

Total Population 16.8 27.4 2.24                  .135 
   Hispanic 24.1 31.5 0.80                  .372 
   Non-Hispanic  
   African American 

 
17.0 

 
41.9 

 
7.80 

 
.005 * 

   Non-Hispanic White 15.1 24.3 1.13                  .288 
Asian 37.5 58.4 4.76 .029 * 
American Indian 29.2 47.4 9.46 .002 * 
Native Hawaiian 20.4 34.0 2.78 .096 * 

 
Those with recent census awareness have a lower percentage of respondents who believe 
responding to the census doesn’t matter.  The differences are significant for non-Hispanic 
African Americans, Asians, American Indians, and Native Hawaiians.  Although some 
differences are not significant, they are all in a positive direction and the evidence suggests a 
broad pattern that the PMP reached people. 
 
Table 55 shows percentages believing that some harm could come by responding to the census 
broken down by recent census awareness. 
 
Table 55:  Percentage in Wave 2 who believe responding could personally harm them, by 
recent awareness of the census  

Recent Census Awareness? Population Yes No χχχχ2-Statistic p-Value 

Total Population 0.8   1.0 0.09                   .770 
   Hispanic 1.3   2.6 0.30                   .584 
   Non-Hispanic  
   African American 

 
1.1 

 
  4.4 

 
2.44 

              
                  .119 

   Non-Hispanic White 0.6   0.2 1.21                   .271 
Asian 0.8 11.5 9.05 .003 * 
American Indian 0.7   5.4 5.58 .018 * 
Native Hawaiian 0.8   2.4 1.53                  .216 

 
Except among Asians without recent census awareness, the percentages in Table 55 are small. 
The associations are significant for Asians and American Indians.  The relatively large 
percentage of Asians with no recent census awareness who believe responding could harm them 
is not statistically significant.  Perhaps for cultural or other reasons, Asians and American 
Indians may tend to harbor fear of the census.  Our data are consistent with the hypothesis that 
the PMP reached people in these communities and achieved success in reducing fear that census 
could harm them. 
 
 
 
 



 
 

 80 
 

 

4.4.4 Census beliefs as predictors of self-reported census participation 
 
One of the desired outcomes of the PMP was increased census participation as a result of 
stressing the confidentiality of the information collected, that respondents cannot be harmed by 
their participation and other census beliefs.  Wave 3 of data collection contains a question on 
whether the census questionnaire has been returned, as well as questions on the respondents’ 
beliefs about the census.  We now explore the association between census beliefs and self-
reported participation, considering the former to represent the predictors or independent variables 
and the latter to be the dependent variable. 
 
As noted previously, respondents were asked for their agreement with 
 

• The Census Bureau promise of confidentiality can be trusted. 
 

• My answers to the census could be used against me. (reversed) 
 

• Sending back your census form could personally benefit or harm you in anyway. 
 

• Filling out the Census will let the government know what my community needs. 
 

• The Census counts citizens and non-citizens alike. 
 

• It is important for as many people as possible to participate in the Census. 
 

• Answering and sending back the Census matters for my family and community. 
 

• I just don’t see that it matters much if I personally fill out the Census or not. (reversed) 
 
Table 56 shows percentages of self-reported participation based on whether the respondent trusts 
the confidentiality of Census 2000. 
 
Table 56:  Percent self-reported participation in Wave 3, by trust in promise of 
confidentiality  

Trust Confidentiality? Populations Yes No χχχχ2-statistic p-Value 

Total Population 90.4 88.7 0.22 .641 
   Hispanic 87.5 91.1 0.76 .384 
   Non-Hispanic African American 88.8 87.2 0.18 .672 
   Non-Hispanic White 91.2 88.6 0.24 .625 
Asian 86.1 82.6 0.30 .581 
American Indian 78.6 70.6 1.82 .178 
Native Hawaiian 89.4 82.0 1.39 .238 

 
There are no significant differences in self-reported participation.  These findings are consistent 
with PMP messages, and especially partnership communications, that people should participate 
regardless of whether they personally trusted the promise of confidentiality. 
Table 57 shows percentages of self-reported participation based on whether the respondent 
believes that Census 2000 responses could be used against them. 
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Table 57:  Percent self-reported participation in Wave 3, by belief census could be used 
against me  

Used Against Me? Population Yes No χχχχ2-statistic p-Value 

Total Population 86.9 90.2   0.83                       .361 
   Hispanic 89.7 87.4   0.28                       .595 
   Non-Hispanic 
   African American 

 
88.8 

 
88.1 

 
  0.04 

                      
                       .847 

   Non-Hispanic White 85.5 91.2   1.35                       .246 
Asian 82.6 84.6   0.17                       .682 
American Indian 60.8 83.5 11.43 <.001 * 
Native Hawaiian 88.1 86.6   0.08                       .779 

 
In general, the belief that Census 2000 answers could be used against them has no effect on the 
self-reported participation rates.  There is one significant difference.  American Indians who 
believe that census answers could be used against them have a significantly lower self-reported 
participation rate than those who believe that their answers can’t be used against them. 
 
This finding may signal a participation barrier for American Indians that could be addressed in 
future communications for the 2010 Census. 
 
Table 58 shows percentages of self-reported participation based on whether the respondent 
believes that participating in Census 2000 can personally harm them. There are no significant 
differences. 
 
Table 58:  Percent self-reported participation in Wave 3, by belief census could personally  
harm you  

Participation will Harm? Population Yes No χχχχ2-statistic p-Value 

Total Population 83.0 89.6 0.38 .540 
   Hispanic 75.6 88.5 0.59 .442 
   Non-Hispanic 
   African American 

 
82.6 

 
86.6 

 
0.15 

 
.703 

   Non-Hispanic White 83.5 90.3 0.27 .605 
Asian 62.2 84.4 0.89 .345 
American Indian 75.3 75.2 0.00 1.000 
Native Hawaiian 60.4 87.7 2.34 .127 

 
In general, the belief that Census 2000 could personally harm has no effect on the self-reported 
participation rates 
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Table 59 shows percentages of self-reported participation based on whether the respondent 
believes that the government will learn about community needs from the Census. 
 
Table 59:  Percent self-reported participation in Wave 3 depending on community needs 
beliefs  

Identify Community Needs? Race/Ethnicity 
Yes No χχχχ2-statistic p-Value 

Total Population 91.6 76.6   9.94 .002 * 
   Hispanic 87.1 93.1   1.64                  .201 
   Non-Hispanic 
   African American 

 
88.0 

 
78.5 

  
 3.74 

 
.053 * 

   Non-Hispanic White 93.1 73.2   9.87 .002 * 
Asian 87.3 61.8   7.18 .008 * 
American Indian 80.5 54.5   7.91 .005 * 
Native Hawaiian 90.7 57.8 13.80 <.001 * 

 
Except for Hispanics, respondents who believe that government can learn community needs from 
census responses are significantly more likely to have self-reported Census 2000 participation.  
Apparently, community needs is a "hot button" for most targeted populations.   
 
Table 60 shows percentages of self-reported participation based on whether the respondent 
believes that citizens and non-citizens will be counted equally by the Census. 
 
Table 60:  Percent self-reported participation in Wave 3 by belief citizens and non-citizens 
will be counted  

Non-Citizens Equal? Race/Ethnicity 
Yes No χ 2 -statistic p-Value 

Total Population 91.6 83.8 3.01 .083 * 
   Hispanic 89.3 72.7 6.44 .011 * 
   Non-Hispanic 
   African American 

 
86.3 

 
89.0 

 
0.42 

           
             .518 

   Non-Hispanic White 93.1 83.0 2.81 .094 * 
Asian 87.2 71.7 3.53 .060 * 
American Indian 75.9 73.1 0.08               .777 
Native Hawaiian 87.4 87.1 0.00              .964 

 
Respondents who believe non-citizens and citizens will be counted by Census 2000 were more 
likely to self-report participation among the Hispanic, Asian, and non-Hispanic White 
populations.  There is no evidence of this effect for non-Hispanic African Americans, American 
Indians, and Native Hawaiians.  The strong effect for Hispanics is noteworthy, because of the 
large population of recent immigrants to America.  
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Table 61 shows percentages of self-reported participation based on whether the respondent 
believes that participation in the census is important. 
 
Table 61:  Percent self-reported participation in Wave 3 depending on importance beliefs  

Participation Important? Race/Ethnicity Yes No χ 2 -statistic p-Value 

Total Population 90.7 57.5 15.95 <.001 * 
   Hispanic 88.7 87.8   0.01               .922 
   Non-Hispanic  
   African American 

 
87.7 

 
63.3 

  
7.18 

 
.008 * 

   Non-Hispanic White 91.7 43.7 19.37 <.001 * 
Asian 86.7 51.1   8.27 .004 * 
American Indian 77.9 44.6 13.35 <.001 * 
Native Hawaiian 89.4 51.5 10.76 .001 * 

 
Respondents who believe that participation in Census 2000 is important were significantly more 
likely to have self-reported participation, except among Hispanics.  Excluding the Hispanic 
population, the differentials in self-reported participation rates were over 24 percent for all five 
of the other populations, and over 33 percent for four of them.  Perhaps it is tautological, but 
people who believe census participation is important believe it is important enough to report 
participation in the census.  The fact that this association is not significant for Hispanics arises 
because even the "no's" report high levels of census participation. 
 
Table 62 shows percentages of self-reported participation based on whether the respondent 
believes that participation in the Census is important to their family and community. 
 
Table 62:  Percent self-reported participation in Wave 3 depending on family beliefs  

Important to Family/Community? Race/Ethnicity Yes No χ 2 -statistic p-Value 

Total Population 92.1 67.6 11.79 .001 * 
   Hispanic 88.1 89.7   0.08                  .782 
   Non-Hispanic 
   African American 

 
89.0 

 
83.3 

   
1.09 

              
                .296 

   Non-Hispanic White 93.4 55.5 11.68 .001 * 
Asian 86.4 68.1   4.66 .031 * 
American Indian 79.1 56.2   4.38 .037 * 
Native Hawaiian 90.0 61.5   9.45 .002 * 

 
Among Hispanics and non-Hispanic African Americans, the belief that the Census matters to 
their family and community seemed to have little or no effect on their self-reported participation 
rate.  Both "yes's" and "no's" report similarly high levels of census participation.  For the other 
four populations, respondents who believed that Census 2000 mattered for family and 
community had significantly higher self-reported participation rates, especially among non-
Hispanic Whites. 
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Table 63 shows percentages of self-reported participation based on whether the respondent 
believes that responding to the census does not matter. 
 
Table 63:  Percent self-reported participation in Wave 3 depending on response beliefs  

My Response Doesn’t Matter? Race/Ethnicity Yes No χ 2 -statistic p-Value 

Total Population 77.4 92.7   9.79 .002 * 
   Hispanic 86.3 89.2   0.27               .606 
   Non-Hispanic 
   African American 

 
77.6 

 
91.1 

 
  6.57 

 
.010 * 

   Non-Hispanic White 74.4 93.5   6.65 .010 * 
Asian 75.0 86.9   3.62 .057 * 
American Indian 51.6 85.3   9.75 .002 * 
Native Hawaiian 79.9 91.2   4.20 .041 * 

 
Among all six populations, respondents who believed that their Census 2000 response didn’t 
matter had lower self-reported participation rates in Census 2000.  These differences were 
significant for all populations except Hispanics. 
 
Of the four items regarding beliefs about the importance of the census (lets the government know 
community needs, important for as many respondents as possible, important to 
family/community, and whether a response matters), respondents who believed in the importance 
of Census 2000 did have significantly higher self-reported participation rates.  This was not true 
for the Hispanic population; their beliefs about the importance of Census 2000 had no effect on 
their self-reported participation rates, which were high regardless.    
 
Respondents who believed that non-citizens and citizens would be counted alike had 
significantly higher self-reported participation rates for Hispanics, non-Hispanic Whites, and 
Asians, but these beliefs did not affect participation for non-Hispanic African Americans, 
American Indians, and Native Hawaiians.   
 
The remaining three beliefs pertain to whether the respondents trust the confidentiality of the 
Census, believe their answers could be used against them, or believe sending back the census 
form could bring personal harm.  Surprisingly, among these three beliefs, there was one 
significant difference; American Indians who believed the census could be used against them had 
significantly lower self-reported participation rates.   
 
4.5 Non-equivalent control variables  
 
Validity of the relationships between awareness, beliefs, and intended participation/self-reported 
participation can be enhanced by examining variables that should not have been affected by 
communications during the period leading up to the census.  If these variables show no change 
across waves, this is evidence against alternative explanations having to do with possible 
confounding variables.  Such "control" variables do not replace a control group, but since a 
control group was not possible in this study, examination of such variables can provide evidence 
for or against validity. 
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Five variables included in the survey can serve as control variables and should show no 
significant change over the three survey waves.  One is the extent to which respondents are 
familiar with the Department of Agriculture; the second is the extent to which they are familiar 
with the Surgeon General's office; the third is the proportion who have ever heard of the school 
lunch program; the fourth is the proportion who have ever heard of welfare reform; and the fifth 
is the index of civic participation introduced in Section 4.1.  Responses to these questions 
generally did not change (that is, estimated change is not statistically significant) from Wave 1 to 
2, Wave 2 to 3, or Wave 1 to 3.  See Tables 64-68.  These results provide evidence against any 
general tendency for people to have simply reported higher awareness and behavioral intentions 
due to some variable correlated with time or events associated with the timing of each wave. 
There is some evidence of change in the total population between Waves 2 and 3 for the 
proportion ever heard of welfare reform and for the index of civic participation.  We are 
uncertain of the reasons for the observed declines.  We speculate that the declines may be 
seasonally related to the close of the school year and the beginning of summer holidays.  People 
may simply be somewhat more detached from government and its programs during such times.  
It seems unlikely that the changes could be caused by some variable related to census awareness 
or cooperation, since such a relationship, had it existed, would have tended to cause an increase, 
rather than a decrease, in our control variables.  
 
Table 64:  Proportion ever heard of the Department of Agriculture 

Significance of Trends (p-Values) Population Wave 1 Wave 2 Wave 3 
Wave 1-2 Wave 2-3 Wave 1-3 

Total Population .93 (.011) .92 (.015) .92 (.009) 1.0000 1.0000       .9857 
     Hispanic .64 (.047) .68 (.037) .70 (.037) 1.0000 1.0000       .9334 
     Non-Hispanic 
     African American 

 
.93 (.017) 

 
.88 (.021) 

 
.88 (.017) 

 
.2735 

 
1.0000 

 
.0897 * 

     Non-Hispanic White .99 (.003) .98 (.007) .98 (.008) 1.0000 1.0000       .2560 
     Other .87 (.073) .72 (.082) .83 (.053) .4949 .8346     1.0000 
Asian .53 (.033) .48 (.032) .51 (.025) .7033 1.0000     1.0000 
American Indian .80 (.034) .82 (.026) .82 (.022) 1.0000 1.0000     1.0000 
Native Hawaiian .96 (.012) .95 (.022) .96 (.011) 1.0000 1.0000     1.0000 

 
Table 65:  Proportion ever heard of the Surgeon General’s office  

Significance of Trends (p-Values) Population Wave 1 Wave 2 Wave 3 
Wave 1-2 Wave 2-3 Wave 1-3 

Total Population .87 (.022) .86 (.023) .85 (.014) 1.0000 1.0000 1.0000 
     Hispanic .48 (.046) .50 (.036) .49 (.042) 1.0000 1.0000 1.0000 
     Non-Hispanic 
     African American 

 
.87 (.024) 

 
.82 (.027) 

 
.81 (.023) 

 
.3719 

 
1.0000 

 
.1372 

     Non-Hispanic White .94 (.019) .96 (.015) .93 (.019) 1.0000 .9521 1.0000 
     Other .78 (.093) .57 (.101) .80 (.059) .3410 .1455 1.0000 
Asian .41 (.032) .37 (.031) .42 (.025) 1.0000 .7385 1.0000 
American Indian .63 (.045) .66 (.037) .73 (.029) 1.0000 .4499 .1978 
Native Hawaiian .82 (.022) .84 (.029) .80 (.027) 1.0000 .7772 1.0000 
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Table 66:  Proportion ever heard of the school lunch program  
Significance of Trends (p-Values)  

Population 
 

Wave 1 
 

Wave 2 
 

Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Total Population .91 (.018) .90 (.016) .85 (.02) 1.0000       .1692       .1600 
     Hispanic .75 (.041) .73 (.035) .73 (.045) 1.0000     1.0000     1.0000 
     Non-Hispanic  
     African American 

 
.94 (.013) 

 
.94 (.014) 

 
.86 (.02) 

 
1.0000 

 
.0049 * 

 
.0015 * 

     Non-Hispanic White .93 (.023) .93 (.019) .88 (.025) 1.0000       .2095       .2508    
     Other .80 (.092) .81 (.053) .83 (.056) 1.0000     1.0000     1.0000 
Asian .64 (.028) .60 (.031) .62 (.025) 1.0000     1.0000     1.0000 
American Indian .83 (.027) .84 (.029) .87 (.022) 1.0000     1.0000       .9765 
Native Hawaiian .89 (.018) .96 (.009) .88 (.021) .0042 * .0018 *     1.0000 

 
 
Table 67:  Proportion ever heard of welfare reform  

Significance of Trends (p-Values)  
Population 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Total Population .91 (.016) .92 (.016) .84 (.019) 1.0000 .0162 * .0176 * 
     Hispanic .76 (.038) .72 (.034) .75 (.040) 1.0000     1.0000     1.0000 
     Non-Hispanic  
     African American 

 
.97 (.010) 

 
.93 (.017) 

 
.89 (.022) 

 
.2900 

      
     .3098 

 
 .0039 * 

     Non-Hispanic White .94 (.022) .96 (.014) .86 (.026) 1.0000 .0011 *       .0520 
     Other .83 (.073) .69 (.084) .76 (.076) .6523     1.0000     1.0000 
Asian .60 (.033) .55 (.033) .57 (.026) .7482     1.0000     1.0000 
American Indian .74 (.031) .78 (.026) .76 (.030) 1.0000     1.0000     1.0000 
Native Hawaiian .93 (.014) .90 (.025) .86 (.022) .8685       .6208 .0186 * 

 
Table 68:  Proportion whose index of civic participation is greater than or equal to 1  

Significance of Trends (p-Values)  
Population 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Total Population .84 (.021) .84 (.029) .75 (.024) 1.0000      .0408 *      .0161 * 
Hispanic .71 (.043) .66 (.041) .66 (.042) 1.0000 1.0000 1.0000 
Non-Hispanic  
African American 

 
.88 (.024) 

 
.83 (.029) 

 
.77 (.027) 

  
 .4556 

  
   .5779 

  
    .0093 * 

Non-Hispanic White .86 (.028) .88 (.038) .75 (.033) 1.0000      .0362 *      .0390 * 
Other .72 (.136) .81 (.051) .80 (.060) 1.0000 1.0000 1.0000 

Asian .49 (.029) .50 (.032) .52 (.026) 1.0000 1.0000 1.0000 
American Indian .81 (.022) .81 (.021) .76 (.024) 1.0000   .3379   .4411 
Native Hawaiian .82 (.023) .81 (.038) .84 (.026) 1.0000 1.0000 1.0000 

 
4.6  Analysis of actual mailback status 
 
4.6.1 Introduction to actual behavior 
 
By now, we have explored a number of components of the basic communications model, 
including awareness, beliefs, and intended participation/self-reported participation, and the 
linkages between these and their presumed link to the PMP.  The exploration thus far has dealt 
with what people said in the survey interview.  But what did people really do? 
 
Following the close of data collection for this study, the Census Bureau supplied to NORC the 
Census 2000 mail return behavior for the households included in the Wave 2 and 3 samples.  
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These samples had been selected from the census mailing list, and thus it was an easy matter to 
match the sample back to census databases and get the date, if any, of the mail return.15 
 
Table 69 contains a tabulation of the four samples by census type of enumeration area.  For 
example, in the core sample, 1,193 and 1,944 households were in areas eligible for returning the 
census form by mail.  The American Indian sample was spread across both eligible and ineligible 
areas.  In the balance of this section, we will analyze data for survey households that were 
eligible to respond by mail.  The columns labeled "missing" reflect interviews for which the 
census type of enumeration area was missing on the materials the Census Bureau supplied to 
NORC.16 
 
Table 69:  Completed interviews by census type of enumeration area by sample type and 
wave  

Type of Enumeration Area 
Sample Type Eligible for  

Mail Back 
Not Eligible for  

Mail Back Missing Total 

Wave 2 
Core 1,193 0 34 1,227 
Asian 460 0 11 471 
American Indian 101 74 323 498 
Native Hawaiian 500 0 20 520 

Wave 3 
Core 1,944 2 43 1,989 
Asian 738 0 40 778 
American Indian 130 66 574 770 
Native Hawaiian 662 0 48 710 
 
The mail return rate definition used for this report is different from the mail return rates 
calculated for Census 2000.  For this study, a Wave 2 form was classified as a mail return if it 
had a valid census mail return date that was prior to the nonresponse followup interview date 
(NRD) provided on the Census Bureau file.  For wave 3, a mail return must have occurred before 
the NORC interview date and the NRD.  Currently, April 18 is the nonresponse followup cut-off 
date used by the Census Bureau to calculate the mail return.  Note:  Other differences exist 
between the mail return calculation for this report and for the Census Bureau, but are not 
provided in this report.  
 
 

                                                           
15 The Census Bureau achieved limited success in matching the households in Wave 1 to census files, because of the 
RDD sample type and other methods external to the census mailing list. 
 
16 In some cases, Census Bureau staff were unable to match self-reported physical address information to the census 
files.  These cases are categorized in the "missing" column.  In many of these cases, respondents provided 
insufficient address information, mailing address information (e.g., post office box numbers), or refused to provide 
any address information.  In contrast, the Wave 2 and 3 Core, Asian, and Native Hawaiian samples achieved a 
higher match rate to census files, as reflected by the relatively low proportion of "missing" cases.  In these samples, 
"missing" cases are classified in census files as vacant housing units, duplicates of tabulated census housing units, 
group quarters, and other types of structures not classified as occupied housing units in the census.  Please refer to 
the methodology section and Appendix A for more information about the sample design. 
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Table 70:  Weighted and unweighted mail return rates for the PMPE, by wave, and for the 
2000 Census 

 
Count 

 Weighted Mail- 
Return Rate 

 Unweighted Mail- 
Return Rate 

 
Population 

 Wave 2 Wave 3  Wave 2 Wave 3  Wave 2 Wave 3 
Census 2000 

Total Population  1,193 1,944  84.4 (2.2) 80.9 (2.0)  81.1 80.1 
        Hispanic  414 672  81.7 (3.4) 89.2 (1.8)  81.9 83.5 
        Non-Hispanic    
        African American 

  
361 

 
618 

  
76.6 (3.4) 

 
74.6 (2.4) 

  
74.8 

 
73.5 

        Non-Hispanic White  356 535  87.1 (3.0) 81.7 (2.6)  87.1 83.9 
        Other  62 119  79.3 (7.7) 60.9 (11.5)  79.0 79.0 
Asian  460 738  89.8 (1.6) 85.3 (2.2)  88.5 88.3 
American Indian  101 130  74.7 (6.3) 71.1 (5..3)  72.3 69.2 
Native Hawaiian  500 662  79.2 (3.5) 78.0 (2.7)  76.8 76.1 

The estimates 
are 
forthcoming 
from the 
Census 
Bureau. 

 
Late mail returns are problematic for our analysis for two reasons: first, they may have occurred 
after the date marking the start of census nonresponse followup operations, and second, they may 
have occurred following the date of the Wave 3 interview.  In the former case, while the census 
form was returned by mail, it was too late to be useful to the Census Bureau, which had already 
initiated the expenditure of funds and energy necessary to follow up the household in person.  In 
the later case, we do not trust the representativeness of the mail return event, because it could 
have been triggered by the survey interview itself.  That is, the Wave 3 sample could display 
mail return behavior atypical of the population to which inferences are to be made, simply 
because the interview itself reminds the households to mail back the census form.  To guard 
against these problems, we recode the mail return behavior for all remaining analyses in this 
section.  For all cases in Waves 2 and 3 in which the mail return date was on or after the 
nonresponse followup date, we recode the mail return status to a nonmail return.  In addition, for 
all cases in Wave 3 in which the mail return date was on or after the interview date, we recode 
the mail return status to a nonmail return.  We call the recoded mail return behavior the actual 
behavior.  Table 71 presents a simple tabulation of frequencies before and after the recoding.  
For example, for the total population, 968 Wave 2 cases were coded initially as mail returns, 
while 841 remained after recoding.  In what follows, we analyze actual behavior, self-reported 
participation (collected in the Wave 3 interview), intended participation (collected in the Wave 2 
interview), and various covariates of mailback behavior.  Our main objective is to explore what 
impact census communications may have had on actual behavior. 
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Table 71:  Frequencies for mail-return behavior and for re-coded mail-return status 
(actual behavior) by population and by wave: eligible type of enumeration areas  

Mail-Return Behavior  Actual Behavior 
Population Non-Mail 

Return Mail Return  Non-Mail 
Return Mail Return Total 

Wave 2 
Total Population 225 968  352 841 1,193 
   Hispanic 75 339  114 300 414 

   Non-Hispanic  
   African American 

 
91 

 
270 

  
144 

 
217 

 
361 

   Non-Hispanic White 46 310  72 284 356 
   Other  13 49  22 40 62 
Asian 53 407  130 330 460 
American Indian 28 73  39 62 101 
Native Hawaiian 116 384  151 349 500 

Wave 3 
Total Population 386 1,558  636 1,308 1,944 
   Hispanic 111 561  207 465 672 
   Non-Hispanic African 
American 

 
164 

 
454 

  
242 

 
376 

 
618 

   Non-Hispanic White 86 449  140 395 535 
   Other  25 94  47 72 119 
Asian 86 652  225 513 738 
American Indian 40 90  54 76 130 
Native Hawaiian 158 504  192 470 662 
 
The correlations between actual behavior and self-reported participation or intended participation 
appear in Table 72.  The correlations are lower than the already low correlations found in earlier 
census studies (see, for example, Bates and Whitford, 1991).   The correlations are undoubtedly 
attenuated somewhat by the recoding done to create the actual behavior variable.  It is unclear 
whether such recoding was done in the earlier studies.  Tables 73 and 74 present similar 
information in the form of cross-tabulations of actual behavior by intended participation and by 
self-reported participation.  The percentages in the table are column percentages, except for those 
in the bottom row, which are row percentages.  For example, of those who self-reported 
"returned", 77 percent actually did return the form by mail and 21 percent did not.  Those who 
self-reported "returned" comprise 73 percent of the Wave 3 sample, while those who actually did 
return the form by mail comprise 66 percent of the sample. In Wave 2, 69 percent actually 
mailed back the form, while 81 percent said they "probably will" or "definitely will".  Evidently, 
our survey respondents were overly optimistic about their census cooperation or were biased 
towards a socially desirable response, as prior census studies have shown.  All of the figures in 
these tables are unweighted.  The columns and rows labeled "missing" reflect interviews for 
which the corresponding variable was missing, such as an interview in which the respondent 
failed to report question 18, intended participation. 
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Table 72:  Weighted and unweighted correlations between actual behavior and intended 
participation and self-reported participation by race/ethnicity  
Population n Weighted Correlations Unweighted Correlations 

Intended Participation (Wave 2) 
Total Population 1,093 .18 .22 
        Hispanic 365 .27 .19 
        Non-Hispanic  
        African American 

 
336 

 
.22 

 
.25 

        Non-Hispanic White 341 .12 .14 
        Other 51 .48 .48 
Asian 344 .18 .14 
American Indian 80 .05 .11 
Native Hawaiian 452 .12 .11 

Self-Reported Participation (Wave 3) 
Total Population 1,662 .35 .38 
        Hispanic 558 .36 .33 
        Non-Hispanic  
        African American 

 
521 

 
.30 

 
.39 

        Non-Hispanic White 477 .38 .42 
        Other 106 .27 .44 
Asian 630 .37 .35 
American Indian 100 .42 .41 
Native Hawaiian 571 .38 .41 
 
Table 73:  Actual behavior (in percent) versus intended participation, Wave 2, core sample  

Intended Participation   
Actual Behavior Definitely 

Will 
Probably 
Will 

Might or 
Might Not 

Probably 
Will Not 

Definitely 
Will Not 

 
Missing Total 

Form mailed back 76 64 44 53 17 58  69 
Form not mailed back 22 35 51 44 83 36  29 
Missing or Not 
Eligible TEA 

 2  1  5   3  0   6    2 

Total 60 (734) 21 (258)  7 (91)   3 (32)  0 (6)   9 (106) 100 (1,227) 
NOTE: n's given in parentheses. 
 
 
Table 74:  Actual behavior (in percent) versus self-reported behavior, Wave 3 core sample  

Self-Reported Behavior  
 
Actual Behavior 

 
Returned 

Received, Did  
Not Return 

 
 Did Not Received 

 
Missing 

 
Total 

Form mailed back 77 28 43 42  66 
Form not mailed back 21 68 55 56  32 
Missing or Not 
Eligible TEA 

  2   4   2  2    2 

Total 73 (1,457) 12 (243) 10 (192)  5 (97) 100 (1,989) 
NOTE: n's given in parentheses. 
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4.6.2 Associations between actual behavior and potential covariates 
 
We turn to analysis of associations between actual behavior and awareness of census 
communications, census knowledge, and census attitudes, for the total population using the core 
sample.  Throughout the analysis, awareness of census communications refers to respondents' 
exposure to the sources of communications listed in Question 10.  We use the term "awareness" 
instead of "exposure", because the survey data really represent self-reports of respondents' 
awareness of their exposure.  Actual exposure to census communications may be something 
different, and it is not observed in this evaluation study. 
 
From Tables 75-78, which are given on a weighted basis, we can begin to examine what impact 
census communications may have had on actual census outcomes.  The first of these tables, 
Table 75, displays the association between actual behavior and a simple index of the number of 
sources of census communications cited in Question 10. The table also displays similar results 
from Bates and Whitford (1991) concerning the censuses of 1980 and 1990.  For the categories 
"low" and "medium", both self-reported behavior and actual behavior are higher in Wave 3 of 
the 2000 PMPE than in the 1990 OES, but lower than in the 1980 KAP.  Interestingly, for the 
category "high", actual behavior is lower in 2000 than in 1990 and in 1980, but self-reported 
behavior in 2000 is higher than in 1990.  For both 1990 variables, there is a positive trend 
between the number of sources of census communications cited and actual behavior.  Yet we do 
not find such a trend in either 1980 or in Wave 3 of the PMPE.  
 
Table 75:  Actual behavior (in percent) by number of sources of census communications 
cited, core sample*  

  1990 OES  2000 PMPE  
 
 
 
Number of Sources Cited 

 
1980 KAP 

Actual 
Behavior 

  
Self-

Reported 
Behavior 

 
 

Actual 
Behavior 

  
Wave 2 
Actual 

Behavior 

Wave 3 
Self-

Reported 
Behavior 

 
Wave 3 
Actual 

Behavior 
Total      77.7  (3.1) 89.5  (1.7) 73.2  (1.8) 
Low (0) 87.1  (4.3)  54.0  (4.7) 62.8  (4.6)  62.8  (3.2) 92.6  (2.1) 75.4  (6.1) 
Medium (1-2) 93.0  (3.3)  75.8  (3.1) 70.9  (3.6)  72.9  (9.8) 83.1  (6.5) 77.1  (5.1) 
High (3-7) 87.9  (2.0)  84.7  (1.4) 81.6  (1.8)  84.8  (2.9) 89.9  (2.1) 72.0  (2.3) 
*This index includes television, newspapers, radio, magazines, meetings, posters/billboards, and informal 
conversations.  The 1980 and 1990 indexes used the same sources of communications, with print advertisements 
replacing posters/billboards. 
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Table 76 examines whether awareness of some sources of census communications may be more 
strongly related to actual behavior than awareness of other sources.  Looking across all three 
censuses we find no one source that stands out above all others.   

 
Table 76:  Actual behavior (in percent) by source of census information, core sample  

1990 OES  2000 PMPE  
 
Sources of Census 
Information 

 
1980 KAP 

Actual 
Behavior 

Self-
Reported 
Behavior 

 
Actual 

Behavior 

 Wave 2 
Actual 

Behavior 

Wave 3 Self-
Reported 
Behavior 

Wave 3 
Actual 

Behavior 
Television 91.6  (2.9) 82.9  (1.7) 81.0  (2.0)  79.3  (4.4) 89.1  (2.0) 72.3  (2.2) 
Newspapers 88.6  (2.0) 86.0  (1.7) 82.7  (1.9)  88.4  (2.6) 93.5  (1.6) 73.0  (2.9) 
Radio 92.2  ( 2.7) 82.6  (1.8) 78.6  (1.9)  81.3  (3.2) 88.9  (2.2) 71.5  (2.4) 
Posters/Billboards 88.7  ( 2.5) 83.2  (2.2) 77.4  (2.6)  82.1  (4.3) 89.4  (2.5) 68.9  (2.9) 
Magazines 89.4  ( 3.1) 85.6  (2.0) 80.3  (2.8)  83.5  (5.7) 91.3  (2.4) 64.9  (4.0) 
Meetings 92.9  (2.6) 88.6  (2.5) 83.0  (2.8)  89.3  (3.3) 88.6  (3.8) 71.8  (5.8) 
School-aged children N/A 83.8  (3.8) 74.9  (3.3)  76.2  (8.2) 77.9  (7.4) 61.8  (7.7) 
Public Official N/A 86.5  (1.8) 81.4  (2.5)  78.9  (6.2) 86.9  (3.7) 71.2  (4.6) 
 
For the 1980 KAP and 1990 OES, the survey questionnaires included a number of knowledge 
items, enabling the Census Bureau to examine the association between actual behavior and a 
knowledge index.  Due to a lack of comparable knowledge items in the 2000 questionnaire, we 
are unable to perform the same examination.  Our questionnaire does include at least one 
knowledge item, namely, " So far as you know, does the law require you to answer the census 
questions?"  This item (Q16) was also used in 1980 and 1990.  Thus, for this one item we are 
able to study the association between knowledge and actual behavior and the trends in this 
association. Results appear in Table 77.  Turning first to Wave 2 actual behavior, the respondents 
who answered that the census is legally required returned a higher proportion of their census 
forms than those who believed that it is not required. The percent mail return is higher for the 
yes's than for the no's, as one might expect, for all populations except Asians and Other.  For 
Wave 3 self-reported behavior, the percentage for the yes's also tends to be higher than the 
percentage for the no's.  And for Wave 3 actual behavior, the percentages are mixed: the yes's 
returned at a higher rate than the no's for non-Hispanic African Americans, Asians, and Native 
Hawaiians, while the reverse was true for the remaining targeted populations.17 For the total 
population, comparable rates of mail return were produced for the 1980 KAP and the 1990 OES.   
We observe that Wave 2 actual behavior and Wave 3 self-reported behavior are on a par with the 
mail return rates from 1990, and are lower than the rate for 1980.  In fact, the percent based on 
Wave 3 actual behavior is around 10 percentage points lower than the percent based on Wave 2 
actual behavior or on 1990 actual behavior.   

                                                           
17Because of sampling error, some of the differences are not statistically significant.  
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Table 77:  Actual behavior (in percent) given the knowledge item, "Is the census legally 
required" 

1980 KAP  1990 OES  2000 PMPE 

Population 
Is Census 
Legally 

Required? 
Actual 

Behavior 

 Self-
Reported 
Behavior 

Actual 
Behavior 

 Wave 2 
Actual 

Behavior 

Wave 3 
Self-

Reported 
Behavior 

Wave 3 
Actual 

Behavior 

Total Population Yes 92.1  87.0 81.7  84.2 (3.0) 91.3 (2.2) 72.8 (3.0) 
 No or DK      75.6 (4.2) 88.3 (2.5) 73.6 (2.4) 
          
   Hispanic Yes      83.0 (3.8) 84.3 (3.2) 72.3 (4.6) 
 No or DK      70.5 (4.9) 91.0 (2.1) 74.8 (4.6) 
          
   Non-Hispanic          
   African        
American 

 
 
Yes 

      
 

66.5 (8.5) 

 
 

87.9 (3.1) 

 
 

74.3 (4.4) 
 No or DK      64.1 (4.4) 85.8 (3.4) 57.3 (4.0) 
          
   Non-Hispanic  
   White 

 
Yes 

      
87.9 (4.4) 

 
93.1 (3.1) 

 
75.3 (4.4) 

 No or DK      79.6 (5.7) 88.4 (3.3) 77.8 (3.7) 
          
   Other Yes      63.5 (17.1) 94.1 (3.6) 26.7 (10.2) 
 No or DK      75.0 (9.3) 90.6 (5.9) 71.0 (8.1) 
          
Asian Yes      65.6 (7.6) 87.6 (3.6) 63.6 (4.3) 
 No or DK      70.5 (3.1) 79.7 (3.6) 60.7 (3.5) 
          
American Indian Yes      79.8 (10.0) 78.6 (5.0) 59.8 (6.9) 
 No or DK      55.9 (4.9) 70.9 (10.9) 63.9 (7.8) 
          
Native Hawaiian Yes      81.8 (6.2) 87.0 (4.0) 73.9 (4.8) 
 No or DK      67.4 (4.5) 87.1 (3.0) 71.4 (3.7) 
NOTE: The percentages refer to the domain of respondents in a particular population who gave a particular response 
to the question, "Is the census legally required?"   Shaded cells are not available. 
 
We find an explanation for the patterns in the 2000 data in Table 78, which shows the percent of 
respondents who believe response to the census is legally required.  Apparently, there is little 
change in this percent from Wave 1 to 2, while there is a big upswing from Wave 2 to 3.  These 
findings are consistent with the fact that early phases of the PMP did not emphasize the legal 
burden the census places on American households, while the census form itself and the census 
nonresponse followup operation did.   In Table 77 we saw that among the yes's to "Is the census 
legally required", 84.2 percent actually returned the census form by mail in Wave 2 and 72.8 
percent did so in Wave 3.  The reason for this decline is now clear: there was tremendous growth 
(almost a doubling) in the yes's from Wave 2 to 3.  The yes's at Wave 2 (say 20 to 25 percent of 
total population, give or take) have very high propensities to cooperate with the census.  These 
are the long-term or hard-core yes's.  The yes's at Wave 3 (say 40 percent, give or take) are of 
two types: the long-term yes's and the incremental or newly formed yes's.15  The newly formed 

                                                           
15 

To illustrate ideas, suppose that 25 percent of the population are hard-core yes's and another 16 percent are newly 
formed yes's.  Further, assume 73 percent of all yes's are mail returns at Wave 3, while 84 percent of all hard-core 
yes's are mail return.  These assumptions imply a mail return rate for newly formed yes's at Wave 3 of about 56 
percent, which is actually lower than the mail return rate of the no's at Wave 2 (from which the newly formed yes's 
emerged).  
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yes's have a tenuous attachment to the census and exhibit low propensities to cooperate at least 
with the census mailout.  By Wave 3 the body of yes's had grown considerably and these people 
self-reported participation in the census at a high rate, which was consistent with their beliefs 
about its legal burden. Their actual behavior was something quite different; it displayed a 
regression-to-the-mean effect.  Both yes's overall and no's exhibited average mail return behavior 
in the low 70 percent range.  Thus, we conclude that advertising and partnership messages that 
merely lead to newly formed but short-term yes's may not have any beneficial impact on actual 
behavior, although they do impact self-reported behavior.  A challenge for future census 
managers is to stimulate -- through advertising, partnership, and other efforts -- growth in the 
population of long-term yes's who are committed to the census and participate at a high rate.  Of 
course, our data are silent on the question of whether long-term knowledge of the census 
requirement drives the high propensities to participate, or whether some other latent variable, 
correlated with knowledge, drives them.   These results tend to carry over to most of the targeted 
race/ethnicity populations.  For Non-Hispanic African Americans, however, increasing 
knowledge of the legal requirement seems to have had a beneficial impact on actual behavior, 
including the behavior of newly formed yes's. 
 
Table 78:  Percent who responded yes to "Is the census legally required"  
Sample Wave 1 Wave 2 Wave 3 
Total Population 21.3  (2.8) 24.6 (3.7) 40.8 (2.6) 

 Hispanic 29.1  (5.3) 25.9 (4.0) 39.9 (4.1) 
 Non-Hispanic African American 21.1  (2.6) 19.2 (2.9) 35.4 (2.8) 
 Non-Hispanic White 17.9  (3.7) 26.1 (5.0) 41.5 (3.6) 
 Other 40.2 (14.8) 14.7 (5.3) 57.6 (9.4) 

Asian 17.8  (2.3) 23.0 (2.8) 41.9 (2.6) 
American Indian 15.5  (2.5) 13.0 (2.1) 34.0 (4.4) 
Native Hawaiian 24.1  (2.5) 11.0 (2.5) 38.2 (3.1) 
 
One possible explanation for low census mail return rates is that negative perceptions of the 
federal government have resulted in low opinions and trust in government.  To illuminate this 
matter, Table 79 presents the association between actual behavior and an index of favorable 
census attitudes.  For the 2000 PMPE, there is no trend relating favorable attitudes to actual 
behavior, yet there is a positive trend relating favorable attitudes to self-reported behavior.  The 
lack of trend between favorable attitudes and actual behavior may reflect real human behavior of 
the survey respondents, or it could signal a mismatch between the survey and census 
respondents.  Trends are evident in the 1990 work, while comparable data were not available 
from the 1980 study. 
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Table 79:  Actual behavior (in percent) by level of favorable attitudes, core sample*  
1990 OES  2000 PMPE 

Attitudes Index 

 
1980 KAP 

Actual 
Behavior 

Self-
Reported 
Behavior 

 
Actual 

Behavior 

 Wave 2 
Actual 

Behavior 

Wave 3 Self-
Reported 
Behavior 

Wave 3 
Actual 

Behavior 
Total     77.7  (3.1) 89.5  (1.7) 73.2  (1.8) 
Low (0-4) N/A 72.0  (2.7) 71.3  (2.6)  73.4  (6.2) 79.3  (4.5) 68.1  (5.1) 
Medium (5) N/A 83.3  (3.2) 76.5  (3.1)  81.0  (6.0) 90.7  (3.7) 75.8  (5.4) 
High (6-7) N/A 85.7  (1.7) 83.7  (2.2)  79.0  (3.4) 93.1  (2.0) 74.3  (2.2) 
*This index includes the seven parts to Question 15.  The 1980 and 1990 indexes include six items related to 
attitudes about the promise of confidentiality; invasion of privacy; importance of being counted; use of census data 
by other government agencies; using data against people; and personal pride.  The 2000 index is, thus, not 
comparable to the corresponding 1980 and 1990 indexes. 
 
Thus, the preliminary findings for 2000 given here suggest the PMP may have had some subtle 
effects on census cooperation.  They do not reveal an overwhelmingly powerful association 
between census communications and both actual and self-reported behavior.  Further, they are 
consistent with a hypothesis that more knowledgeable people and people with more favorable 
attitudes tend to self-report the socially desirable outcome (namely, mail return) at higher rates.  
In the next subsection, we shall use more powerful statistical methods in an attempt to explore 
this emergent association between census communications and actual behavior. 
 
4.6.3 Statistical models of actual behavior 
 
Having examined associations between actual behavior and some indexes of awareness, 
knowledge, and favorable attitudes, we proceed in this subsection to build and test statistical 
models directly relating actual behavior to various exogenous variables.19  The exogenous 
variables include the index of civic participation, respondent's race/ethnicity, language spoken at 
home, household income, respondent's highest grade attained, respondent's age, respondent's sex, 
household tenure status, and an indicator of whether the respondent reported receiving the census 
form (Q19, asked only in Wave 3).  All of these variables have been examined previously in 
either the 1980 KAP or the 1990 OES. 
 
We study exogenous variables that are thought to affect the chances of returning the census form 
by mail.  For example, it is reasonable to hypothesize that the chances of mail return may 
increase with income, highest grade attained, age, or extent of participation in civic affairs.  One 
may reasonably hypothesize, on the basis of prior studies of census undercount, that the chances 
of mail return may be lower for men than for women; for housing renters than for owners; and 
for members of various minority populations than for the non-Hispanic White population.  
Similarly, it is reasonable to speculate that the chances of mail return may be lower for those 
who report not receiving a census form than for those who report receiving it (which itself may 
be viewed as a kind of census communication).  Finally, and of crucial interest to this study, one 
may hypothesize that the chances of mail return are positively related to the respondent's 

                                                           
19 We refer to exogenous and endogenous variables in the sense in which these terms are used in the field of 
econometric modeling.  An exogenous variable, such as age, is one whose value is determined outside the model, or 
in this case outside the census participation mechanism.  An endogenous variable is one whose value is determined 
by the simultaneous interaction of the relations in the model, or in this case by the mechanism determining census 
participation. 
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reported amount of exposure to mass-media and community-based communications.  The 
purpose of the statistical models that follow is to formally examine these various hypotheses and 
determine which of them are supported by the survey data collected in Waves 2 and 3. 
 
Endogenous variables such as intended participation and self-reported participation may 
themselves be affected by the aforementioned exogenous variables.  In our analyses, we 
considered but ultimately rejected the possibility of modeling actual behavior as a function of 
both endogenous and exogenous variables.  Thus, the models we consider attempt to explain 
actual behavior directly as a function of income, highest grade attained, and so forth.  Our 
approach is similar to the estimation of the reduced form in an econometric system of 
simultaneous equations. 
 
Within each of Waves 2 and 3, we build logistic regression models relating the log-odds of mail 
return to a linear function of the exogenous variables.  The interpretation of the models depends 
on the concept of odds and the odds ratio.  For the dichotomous variable actual behavior, the 
odds of returning the census form are equal to the probability of returning it divided by the 
probability of not returning it.  The odds are thus 1 if the probabilities are .5/.5.  The odds 
increase as the probability of returning increases; they decrease as the probability of not 
returning increases.  Logistic regression coefficients are interpreted in terms of odds rather than 
probabilities because otherwise changes in the probabilities would depend on level of the 
exogenous variables. 
 
What we would really like to learn from our analysis is whether, other factors held constant, 
respondents' probabilities (or odds) of mail return trended upwards during the period of the 
study, in response to a growing awareness of the census created by the PMP.  As we have 
asserted a number of times in this report, a rigorous assessment of this key question could only 
have come from a scientifically-designed experiment, wherein different random, treatment 
groups received different doses, d, of census communications and each group was brought to the 
finality of their actual behavior.  Let p(d) denote the probability of a mail return, given dosage 
level d.  Then, from such experimental data, one could study whether p(d) was a monotone 
increasing function of d, as communications theory and common sense would suggest.  Yet, a 
designed experiment was obviously not practical for the current evaluation of the 2000 PMP.  In 
its place, all one can do is examine the naturally occurring variability of the dosage d within each 
given survey wave, and demonstrate whether or not the probability of mail return, p(d), increases 
with d.  This approach has limitations.  It is entirely possible, for example, that different people 
are predisposed to hear census communications at various dosage level and to return the census 
form by mail with various probabilities.  Given this possibility, the predisposition of people 
drives their actual behavior, and census communications does not directly influence their mail 
return.  Despite these limitations, we proceed to build statistical models of actual behavior within 
each of survey Waves 2 and 3, and to examine the extent to which variability in actual behavior 
can be explained by variability in awareness of census communications. 
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The actual variables we employ in the modeling are defined in Table 80.  Actual behavior (AB) 
is the dependent variable in all of our work.  Most of the exogenous variables are derived from 
the questions asked in the survey interview and screener.  Housing tenure, like mail-return status, 
is obtained via the aforementioned match to census databases.  Census communications variables 
MM, CB, SUM, and DIFF are continuous variables on the following scales: 1� MM � 3, 1� CB 
� 3, 2� SUM � 6, and -2 � DIFF � 2.  Remaining variables are categorical.  Wolter and Porras 
(2002) give the sample distributions of the variables. 
 
Table 80:  Dictionary of variables used in logistic regression models  
Variable Name Description Definition 

AB Actual behavior (obtained from 
census database) 

0=non-mail return, 1=mail return 

CIVIC Index of civic participation 1=low (CIVIC_A< 1), 2=medium (1<=CIVIC_A<3], 
3=high (CIVIC_A>=3), where CIVIC_A denotes the 
sum of the seven indicators of civic participation 

RACEETH Race/ethnicity 1=hispanic, 2=non-Hispanic African American, 3=other, 
4=non-Hispanic white 

LANG Language spoken at home 1=spanish (core sample only), 2=other languages, 
3=english 

INCOME Household income 1=under $15K (1st quartile), 2=$15K to $24,999 (2nd 
quartile), 3=$25K to $44,999 (3rd quartile), 4=$45K and 
over (4th quartile)  

GRADE Highest grade completed 1=less than high school (low), 2=high school and some 
college(medium), 3= college degree or higher (high) 

AGE Age 1=18 to 34 (low), 2=35-54 (medium), 3=55 and over 
(high) 

SEX Sex 1=male, 2=female 
TENURE Tenure status (obtained from 

census database) 
1=renter, 2=owner 

RECEIVE Did you receive census form? 1=yes, 2=no 
MM Mass-media communications Simple mean of non-missing mass-media items in Q10 

series (scale of 1 to 3) 
CB Community-based communications Simple mean of non-missing community based items in 

Q10 series (scale of 1 to 3) 
DIFF Difference between MM and CB 

variables 
MM-CB 

SUM Sums of MM and CB variables MM+CB 
NOTE: The seven indicators of civic participation are Q1_2=attend PTA meeting; Q1_3=attend services or meetings 
of a religious group; Q1_5=attend regular meeting of a community or charity group; Q1_6=attend meetings or 
speeches of a political party or candidate; Q1_7= attend an event benefitting a community, charity, school, religious 
group, or political group; Q1_8=donate blood; and Q2= did you vote. Item responses are divided by the maximum 
values of their items before summing.  Thus the index is on a scale of 0 to 7. 
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The following linear equation illustrates our approach: 
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This equation describes a logistic regression model relating the log-odds of mail return to the 
main effects of our various exogenous variables.  For the categorical variables (all except MM 
and CB), the notation VARIABLE(j) signifies an indicator of the j-th level of VARIABLE.  For 
example,  
 
 RACEETH(1) = 1, if Hispanic 
 
      = 0, otherwise. 
 
In general, we identify our models by taking the last level of VARIABLE as the reference 
category, setting its coefficient equal to zero.  Thus, remaining coefficients represent the contrast 
between the indicated levels and the reference level.  For example, the coefficient on 
RACEETH(1), namely β4 , reflects the contrast between Hispanics and non-Hispanic Whites.  
Exceptions to this general parameterization will be noted.   
 
The focus of our research is on whether the coefficients, β j , are significantly and substantively 
different from zero.  A significant coefficient implies the data support the hypothesis that the 
corresponding variable had an impact on actual behavior, while a nonsignificant coefficient 
implies the data do not support this hypothesis.  In our research, we also examine extensions of 
the model which include two-way interactions between the various categorical variables and 
mass-media (MM) and community-based (CB) communications. 
 
Core Sample, Wave 2 
 
Our analytic strategy is to start by fitting the most detailed model (including the two-way 
interactions); test for statistically significant effects; and drop nonsignificant terms in a stepwise 
fashion.  For all models, we use the logistic procedure in the software package SUDAAN.  Thus, 
the analysis accounts for the complex survey design and inferences incorporate the design effect.  
We use a significance level of � = 0.1 in all testing.20 
 
The opening model is labeled C.2.A and it appears in Table 81.  The table gives the estimated 
coefficients (e.g., the estimated values of the β j ); the estimated standard errors of the estimated 
coefficients; the p-values corresponding to tests of the hypotheses that the coefficients are zero; 
and the factors, labeled Exp(Estimated Coefficient), that represent the estimated impacts of the 
                                                           
20 P-values smaller than � correspond to rejection of the null hypothesis. 
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variables on the odds of mail return.  As an example of the last column, for a categorical 
variable, the value 2 signifies a doubling of the odds relative to the reference category and the 
value 0.5 signifies a halving of the reference odds.  Significant terms are identified by an asterisk 
in the column headed "p-Value of Test Coefficient = 0."  A few main effects are statistically 
significant at this stage of modeling, such as LANG, TENURE, and MM.  Several of the 
interactions are also significant but many are not.  We defer any attempt at interpretation until we 
reach a reasonably final model. 
 
In a footnote to Table 81, we report the statistic "-2*log-likelihood ratio" and its degrees of 
freedom.  This is a goodness-of-fit type statistic for the overall model, and it is distributed 
approximately as a χ 2  random variable given the null hypothesis that all coefficients in the 
model are zero.  In this case, the observed test statistic, 285.61, well exceeds the critical value of 
the test and we conclude that the null model is soundly rejected by these data.  In a second 
footnote to the table, we cite a "run number" for the model presented.  This number, used by the 
authors for internal bookkeeping purposes, should be ignored by the reader.  Similar footnotes 
appear below each of the remaining tables in this section, mainly for the benefit of technical 
readers. 
 
We drop nonsignificant terms one by one -- starting with the interactions and then moving to 
main effects.  Throughout stepwise fitting, we often find CB significant, with MM not 
significant.  Yet occasionally the significance of these two main communications effects flip 
flops.  Apparently, we are faced with a difficult model-fitting problem.  We are concerned about 
collinearity because MM and CB are strongly correlated: the unweighted correlation coefficient 
is 0.70.    Also, we observe the analysis is not identifying strong and distinct effects for MM and 
CB. 
 
To address these technical concerns, we reparameterize the model by replacing MM and CB by 
SUM and DIFF.  Because of the collinearity, SUM and DIFF should tend to be orthogonal or 
uncorrelated variables.  Including these variables in the model should improve the stability of the 
model fit, and provide a convenient means of testing whether the coefficients on MM and CB are 
equal. 
 
We find the SUM significant and the DIFF nonsignificant.  From here we try several additional 
models, replacing the CIVIC*CB and LANG*CB interactions with CIVIC*SUM and 
LANG*SUM interactions, and adding a RACEETH*SUM interaction.  Subsequently, we 
continue our backward fitting scheme, dropping nonsignificant terms one-by-one.  Eventually, 
we reach model C.2.B, which appears in Table 82.  SUM is not significant, the LANG*SUM 
interaction is significant.   The results suggest a significant differential effect of census 
communications on the other-languages population in reference to the English population, and 
no differential effect on the Spanish population in reference to the English population.  In our 
opinion, this model provides a reasonable and final representation of the variability in AB for the 
core sample, Wave 2. 
 
What might we conclude from this final model?  In our opinion, it is reasonable to conclude that 
the log-odds of actual behavior are affected by race/ethnicity.  The negative coefficients (e.g., 
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 -0.91 for Hispanics) signal lower odds of mail return for the Hispanic and non-Hispanic African 
American populations than for the non-Hispanic White population.  It is reasonable to conclude 
that the log-odds are affected strongly by tenure.  The negative coefficient (-1.74) signals lower 
log-odds of mail return for renters than for owners.  It is also reasonable to conclude that the log-
odds are affected by language and by overall census communications.  The effects are especially 
significant for the other-languages population.  The log-odds for this population differ from the 
log-odds for the English population by the quantity 5.86-2.06 SUM. (Since SUM is on a scale 
from 2 to 6, this quantity varies from 1.74 for an individual who reports no awareness of census 
communications, to -6.5 for someone who heard a lot via both mass-media and community-
based communications.  Correspondingly, the odds for the other-languages population differ 
from the odds for the English-speaking population by a multiplicative factor ranging from 0.0 
( ).= −e 6 5  for some one who heard a lot to 5.7 ( ).= e1 74  for some one who heard nothing.)  These 
results suggest that as census communications increase, the odds of mail return increase 
relatively more for the English population than for the other-languages population.  In our 
opinion, this finding may be discounted somewhat because of the relatively small sample size for 
the other-languages population.  The odds for the Spanish-speaking population differ from the 
odds for the English-speaking population by the factor 0.84 + 0.01 SUM, this difference is not 
significant.  
 
Table 81:  Summary of model C.2.A*  
Independent Variables Estimated 

Coefficient 
Estimated 

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept -5.42 3.20 0.09* 0.00 
AGE     
   Low 1.62 2.21 0.46 5.05 
   Medium -0.02 2.02 0.99 0.98 
INCOME     
   1st Quartile 3.92 2.56 0.13 50.40 
   2nd Quartile 2.72 2.40 0.26 15.18 
   3rd Quartile 1.95 2.19 0.37 7.03 
GRADE     
   Low -0.27 2.74 0.92 0.76 
   Medium 1.67 2.22 0.45 5.31 
CIVIC      
   Low 4.63 3.32 0.16 102.51 
   Medium 5.36 3.01 0.08* 212.72 
RACEETH     
   Hispanic 2.94 2.14 0.17 18.92 
   Non-Hispanic African American -0.93 1.89 0.62 0.39 
   Other -1.47 3.34 0.66 0.23 
LANG     
   Spanish -4.69 2.76 0.09* 0.01 
   Other Languages 9.62 3.56 0.01* 15063.05 
TENURE      
   Renter -4.24 2.10 0.04* 0.01 
SEX     
   Male -0.51 1.53 0.74 0.60 
MM 6.07 3.55 0.09* 432.68 
CB 0.69 4.30 0.87 1.99 
AGE*MM     
   Low*MM -6.02 2.61 0.02* 0.00 
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   Medium*MM -3.03 2.44 0.22     0.05 
AGE*CB     
   Low*CB 5.63 3.39 0.10* 278.66 
   Medium*CB 2.71 3.70 0.46 15.03 
INCOME*MM     
   1st Quartile*MM 1.17 1.62 0.47 3.22 
   2nd Quartile*MM 0.07 1.29 0.96 1.07 
   3rd Quartile*MM -0.01 1.39 0.99 0.99 
INCOME*CB     
   1st Quartile*CB -4.74 3.06 0.12 0.01 
   2nd Quartile*CB -3.17 2.31 0.17 0.04 
   3rd Quartile*CB -1.73 2.67 0.52 0.18 
GRADE*MM     
   Low*MM -1.90 1.83 0.30 0.15 
   Medium*MM -1.44 1.83 0.43 0.24 
GRADE*CB     
   Low*CB 1.87 2.68 0.49 6.49 
   Medium*CB -0.02 1.87 0.99 0.98 
CIVIC *MM     
   Low -0.73 1.78 0.68 0.48 
   Medium 0.05 1.66 0.97 1.05 
CIVIC *CB     
   Low -2.55 2.82 0.37 0.08 
   Medium -4.46 2.42 0.07* 0.01 
RACEETH *MM     
   Hispanic*MM -1.64 1.61 0.31 0.19 
   Non-Hispanic African American*MM -1.83 1.75 0.30 0.16 
   Other*MM -5.04 2.63 0.06* 0.01 
RACEETH *CB     
   Hispanic*CB -1.18 2.26 0.60 0.31 
   Non-Hispanic African American*CB 2.70 2.77 0.33 14.88 
   Other*CB 6.15 3.03 0.04* 468.72 
LANG *MM     
   Spanish*MM 0.51 1.46 0.73 1.67 
   Other Languages*MM -0.45 2.16 0.83 0.64 
LANG *CB     
   Spanish*CB 4.19 2.63 0.11 66.02 
   Other Languages*CB -6.41 3.11 0.04* 0.00 
TENURE *MM     
   Renter*MM 1.65 1.46 0.26 5.21 
TENURE *CB     
   Renter*CB -0.10 2.18 0.96 0.90 
SEX*MM     
   Male*MM 1.50 0.96 0.12 4.48 
SEX*CB     
   Male*CB -1.98 1.74 0.26 0.14 
NOTE: n = 836, -2*log-likelihood ratio = 285.61, df = 50. 
*Run number 2.15B�. 
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Summary of model C.2.B* (Table 82) 
Independent Variables Estimated 

Coefficient 
Estimated 

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 1.27 0.97 0.19 3.56 
RACEETH      
   Hispanic -0.91 0.46 0.05* 0.40 
   Non-Hispanic African American -0.63 0.45 0.17 0.53 
   Other -0.77 0.84 0.36 0.46 
LANG      
   Spanish 0.84 1.32 0.52 2.32 
   Other Languages 5.86 2.60 0.02* 350.72 
TENURE      
   Renter -1.74 0.34 0.00* 0.18 
SUM  0.43 0.38 0.26 1.54 
LANG *SUM      
   Spanish 0.01 0.48 0.99 1.01 
   Other Languages -2.06 0.91 0.02* 0.13 
NOTE: n = 1,070, -2*log-likelihood ratio = 150.38, df = 9. 
*Run number 2.34. 
 
Core sample, Wave 3 
 
The most detailed model for the core sample, Wave 3, appears in Table 83 and is labeled C.3.A.  
The model includes all of the exogenous variables studied for Wave 2 and a new indication 
variable, RECEIVE.  This variable indicates whether or not the household respondent reported 
receipt of the census form (Q19), which is another type of census communications, distinct from 
MM and CB, that one might reasonably expect to impact the odds of mail return.  Our analysis 
shows that RECEIVE's main effect is not significant, nor are its interactions with MM and CB. 
 
As before, we drop nonsignificant terms one by one, using a backward fitting method, eventually 
reaching model C.3.B.  Most terms remaining in this model are significant.  Notably, the main 
communications effects, MM and CB, are not significant, although interactions between 
communications and AGE and RACEETH are significant.  In particular, we find that MM 
produces a significantly different effect for Other than for non-Hispanic Whites, and that CB 
produces a significantly different effect on non-Hispanic African Americans than for non-
Hispanic Whites.  Apparently, MM and CB do not have a significantly different effect on 
Hispanics as on non-Hispanic Whites. 
 
We explored a reparameterization of the model, replacing the MM and CB main effects by SUM 
and DIFF.  Unlike Wave 2, the latter parameterization does not prove useful to an understanding 
of Wave 3 data.  Thus, in our opinion, model C.3.B provides a reasonable and final 
representation of the variability in AB for the core sample, Wave 3. 
 
The model suggests a counterintuitive age main effect, where the log-odds of mail return are 
higher for younger adults than for older adults.  Log-odds are lower for minority populations 
than for the non-Hispanic White population, as expected, especially for the non-Hispanic African 
American population.  As in Wave 2, language and tenure have significant effects on the log-
odds of mail return.  Renters have lower odds than owners, as expected.  Echoing the surprising 
Wave 2 finding, the main effect due to language is positive for the other-languages population 
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relative to the English population.  As before we would tend to discount this result somewhat due 
to small sample size. 
 
Unlike Wave 2, Wave 3 displays no significant interactions between language and census 
communications.  Wave 3 brings new interactions between age and community-based 
communications and between race/ethnicity and both mass media and community-based 
communications.  This means the communications effects are not homogeneous, but rather they 
vary by age and race/ethnicity. From model C.3.B, we find that mass media's effect on the Other 
population is lower than its effect on the non-Hispanic White population.  All other factors being 
equal, the difference in the log-odds of mail return between Others and non-Hispanic Whites is  
-1.76 - 1.51*MM + 2.01*CB.  Again, we may discount this finding somewhat because of small 
sample size.  Community-based communications have the effect of increasing the log-odds for 
the non-Hispanic African American population relative to the non-Hispanic White population.  
All other factors being equal, the difference in the log-odds of mail return between non-Hispanic 
African Americans and non-Hispanic Whites is -2.55 - 0.17*MM + 1.92*CB.  This finding 
accords with expectation, because historically hard-to-count populations were a main focus of 
the partnership program.  The analysis does not reveal a significant difference in the log-odds of 
mail return between Hispanics and non-Hispanic Whites.  Finally, community-based 
communications favorably affected older adults more than younger adults. All other factors 
being equal, the difference in the log-odds of mail return from older adults is 2.12 - 2.46*CB and 
1.76 - 1.99*CB, for the youngest and medium age groups, respectively. 
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Table 83:  Summary of model C.3.A*  
Independent Variables Estimated 

Coefficient 
Estimated 

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 4.40 3.24 0.17 81.45 
AGE     
   Low 3.09 1.75 0.08* 21.98 
   Medium 2.04 2.05 0.32 7.69 
INCOME     
   1st Quartile -0.53 2.09 0.80 0.59 
   2nd Quartile -2.50 1.83 0.17 0.08 
   3rd Quartile -0.86 1.58 0.59 0.42 
GRADE     
   Low 0.26 2.23 0.91 1.30 
   Medium 0.70 1.66 0.67 2.01 
CIVIC     
   Low -1.90 2.41 0.43 0.15 
   Medium -0.43 2.12 0.84 0.65 
RACEETH     
   Hispanic 0.52 1.66 0.75 1.68 
   Non-Hispanic African 
American 

 
-3.09 

 
1.45 

 
0.03* 

 
0.05 

   Other -0.61 2.51 0.81 0.54 
LANG     
   Spanish 0.12 1.68 0.94 1.13 
   Other Languages -3.19 3.27 0.33 0.04 
TENURE     
   Renter -3.18 1.12 0.00* 0.04 
SEX     
   Male -0.78 1.33 0.55 0.46 
RECEIVE     
   Yes -0.84 2.05 0.68 0.43 
MM -4.15 2.29 0.07* 0.02 
CB 3.17 2.95 0.28 23.81 
AGE*MM     
   Low*MM 2.04 1.39 0.14 7.69 
   Medium*MM 1.36 1.55 0.38 3.90 
AGE*CB     
   Low*CB -5.98 2.18 0.01* 0.00 
   Medium*CB -4.32 2.12 0.04* 0.01 
INCOME*MM     
   1st Quartile*MM 1.46 1.56 0.35 4.31 
   2nd Quartile*MM 1.80 1.83 0.33 6.05 
   3rd Quartile*MM 0.82 1.41 0.56 2.27 
INCOME*CB     
   1st Quartile*CB -2.26 2.03 0.27 0.10 
   2nd Quartile*CB -1.19 2.38 0.62 0.30 
   3rd Quartile*CB -0.93 1.67 0.58 0.39 
GRADE*MM     
   Low*MM -0.56 1.21 0.64 0.57 
   Medium*MM 0.45 1.16 0.70 1.57 
GRADE*CB     
   Low*CB 0.67 2.26 0.77 1.95 
   Medium*CB -1.10 1.57 0.48 0.33 
CIVIC*MM     
   Low 0.41 1.22 0.74 1.51 
   Medium -1.19 1.26 0.35 0.30 
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CIVIC*CB     
   Low 1.05 1.85 0.57 2.86 
   Medium 1.93 1.44 0.18 6.89 
RACEETH*MM     
   Hispanic*MM -0.47 0.94 0.61 0.63 
   Non-Hispanic African 
American*MM 

 
-1.13 

 
0.94 

 
0.23 

 
0.32 

   Other*MM -2.39 1.74 0.17 0.09 
RACEETH*CB     
   Hispanic*CB 0.75 1.59 0.64 2.12 
   Non-Hispanic African 
American*CB 

 
3.47 

 
1.48 

 
0.02* 

 
32.14 

   Other*CB 2.86 2.01 0.15 17.46 
LANG*MM     
   Spanish*MM -1.37 1.27 0.28 0.25 
   Other Languages*MM 1.28 2.10 0.54 3.60 
LANG*CB     
   Spanish*CB 1.45 1.70 0.40 4.26 
   Other Languages*CB 0.68 1.78 0.70 1.97 
TENURE*MM     
   Renter*MM 1.00 0.94 0.29 2.72 
TENURE*CB     
   Renter*CB 0.55 1.42 0.70 1.73 
SEX*MM     
   Male*MM 2.13 0.80 0.01* 8.41 
SEX*CB     
   Male*CB -2.28 1.21 0.06* 0.10 
RECEIVE*MM     
   Yes*MM 1.73 1.36 0.20 5.64 
RECEIVE*CB     
   Yes*CB -0.07 2.11 0.97 0.93 
NOTE: n = 1,283, -2*log-likelihood ratio = 298.65, df = 53. 
*Run number 3.15B''. 
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Table 84:  Summary of model C.3.B*  
Independent Variables Estimated 

Coefficient 
Estimated 

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 1.17 0.93 0.21 3.22 
AGE     
   Low 2.12 1.26 0.09* 8.33 
   Medium 1.76 1.12 0.12 5.81 
RACEETH     
   Hispanic -0.98 1.24 0.43 0.38 
   Non-Hispanic African American -2.55 0.97 0.01* 0.08 
   Other -1.76 1.64 0.29 0.17 
LANG     
   Spanish -0.03 0.36 0.94 0.97 
   Other Languages 1.20 0.58 0.04* 3.32 
TENURE     
   Renter -0.93 0.27 0.00* 0.39 
MM 0.37 0.58 0.52 1.45 
CB 0.40 0.81 0.62 1.49 
AGE*CB     
   Low -2.46 0.94 0.01* 0.09 
   Medium -1.99 0.83 0.02* 0.14 
RACEETH*MM     
   Hispanic*MM -0.19 0.67 0.78 0.83 
   Non-Hispanic African 
American*MM 

 
-0.17 

 
0.68 

 
0.80 

 
0.84 

   Other*MM -1.51 0.83 0.07* 0.22 
RACEETH*CB     
   Hispanic*CB 1.17 0.93 0.21 3.22 
   Non-Hispanic African 
American*CB 

 
1.92 

 
0.98 

 
0.05* 

 
6.82 

   Other*CB 2.01 1.36 0.14 7.46 
NOTE: n = 1,653, -2*log-likelihood ratio = 192.59, df = 18. 
*Run number 3.29. 
 
Asian sample, Wave 2 
 
We alter our analytic strategy for the three supplemental samples, including the Asian sample.  
These samples are much smaller than the core sample, and in our judgement, it would be a 
mistake to try to over parameterize them.  Thus, we focus our efforts on fitting a complete main-
effects model and examining the statistical significance of individual terms.  In a backward 
stepwise process, we drop nonsignificant terms from the emerging model.  It is worth noting that 
we are now fitting models to sample data for individual race/ethnicity populations.  Thus, the 
main effect of a variable here is essentially equivalent to the interaction of the variable with 
race/ethnicity in the core sample, although the core models may or may not contain these 
interactions. 
 
Model A.2.A is the starting point for the Asian sample.  In Table 85, we find that several of the 
factors are statistically significant, including MM and CB. 
 
We step backwards, dropping nonsignificant terms.  Throughout this process, the significant 
terms remain very stable.  The resulting model A.2.B appears in Table 86.  AGE, GRADE, and 
TENURE all display significant effects.  (As an alternative, we tried the core sample, Wave 2 
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model, but this proved to be quite ineffective.)  In our opinion, model A.2.B is a reasonable, final 
model describing the variability in the Asian data for Wave 2.  
The log-odds of mail return are lower for younger adults than for older adults, as might be 
expected.  Similarly, the log-odds are lower for less educated people than for college graduates.  
Tenure has a negative sign, -0.98, for the Asian population, signifying that the log odds are lower 
for renters than for owners.  These data offer no evidence that census communications impacted 
actual behavior. 
 
Table 85:  Summary of model A.2.A*  
Independent Variables Estimated 

Coefficient 
Estimated 

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 3.10 1.12 0.01* 22.20 
AGE     
   Low -1.64 0.55 0.00* 0.19 
   Medium -0.47 0.52 0.36 0.63 
INCOME     
   1st Quartile 0.31 0.72 0.67 1.36 
   2nd Quartile -0.14 0.54 0.80 0.87 
   3rd Quartile -0.18 0.54 0.74 0.84 
GRADE     
   Low -0.97 0.45 0.03* 0.38 
   Medium -0.21 0.38 0.59 0.81 
CIVIC     
   Low -0.07 0.76 0.92 0.93 
   Medium -0.40 0.77 0.60 0.67 
LANG     
   Other Languages -0.36 0.45 0.43 0.70 
TENURE     
   Renter -0.82 0.46 0.07* 0.44 
SEX     
   Male 0.05 0.35 0.88 1.05 
MM 1.01 0.42 0.02* 2.75 
CB -1.24 0.72 0.09* 0.29 
NOTE: n = 301, -2*log-likelihood ratio = 54.82, df = 14. 
*Run number A.2.1. 
 
Table 86:  Summary of model A.2.B*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 3.35 0.79 0.00* 28.50 
AGE     
   Low -1.91 0.49 0.00* 0.15 
   Medium -1.12 0.46 0.01* 0.33 
GRADE     
   Low -0.76 0.41 0.06* 0.47 
   Medium -0.39 0.37 0.29 0.68 
TENURE     
   Renter -0.98 0.33 0.00* 0.38 
MM 0.36 0.43 0.40 1.43 
CB -0.66 0.71 0.35 0.52 
NOTE: n = 391, -2*log-likelihood ratio = 57.01, df = 7. 
*Run number A.2.7 
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Asian sample, Wave 3 
 
Table 87 presents the complete main-effects model, which is our starting point.  CB is borderline 
significant and MM is not significant. 
 
We step backwards from A.3.A, dropping nonsignificant terms.  Throughout this process, the 
significant terms remain very stable. (We tried the core sample, Wave 3 model, but this proved 
to be ineffective.)  In our opinion, a reasonable, final model is A.3.B.  The CB and MM effects 
are not significant.   AGE, LANG, and RECEIVE all display significant effects. 
 
The log-odds of mail return are significantly lower for younger adults than for older adults; for 
other languages than for English; and for renters than for owners.  The log-odds are significantly 
higher for people who report receiving a census form than for those who do not.  All of these 
findings are within expectation.  Neither mass-media nor community-based communications had 
a significant effect on the log-odds of mail return. 
 
Table 87:  Summary of model A.3.A*  
Independent Variables Estimated 

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 3.25 1.14 0.00* 25.79 
AGE     
   Low -0.94 0.43 0.03* 0.39 
   Medium -0.97 0.41 0.02* 0.38 
INCOME     
   1st Quartile -0.79 0.51 0.13 0.45 
   2nd Quartile -0.29 0.46 0.53 0.75 
   3rd Quartile -0.58 0.42 0.17 0.56 
GRADE     
   Low 0.06 0.42 0.88 1.06 
   Medium 0.33 0.33 0.32 1.39 
CIVIC     
   Low -0.79 0.72 0.27 0.45 
   Medium -1.01 0.69 0.15 0.36 
LANG     
   Other Languages -0.33 0.35 0.35 0.72 
TENURE     
   Renter -0.86 0.35 0.01* 0.42 
SEX     
   Male 0.22 0.28 0.44 1.25 
RECEIVE     
   Yes 1.54 0.38 0.00* 4.66 
MM 0.06 0.41 0.88 1.06 
CB -0.96 0.59 0.10#

 0.38 
NOTE: n = 469, -2*log-likelihood ratio = 66.39, df = 15. 
*Run number A.3.1. 
#The p-value to four decimal places, .1033, slightly exceeds .1. 
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Table 88:  Summary of model A.3.B*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 1.66 0.65 0.01* 8.41 
AGE     
   Low -0.70 0.38 0.07* 0.45 
   Medium -0.54 0.36 0.13 0.59 
LANG     
   Other Languages -0.50 0.28 0.07* 0.54 
TENURE     
   Renter -0.78 0.25 0.00* 0.50 
RECEIVE     
   Yes 1.36 0.35 0.00* 4.06 
MM 0.08 0.34 0.81 1.08 
CB -0.69 0.54 0.20 0.39 
NOTE: n = 618, -2*log-likelihood ratio = 72.76, df = 6. 
*Run number A.3.7. 
 
American Indian sample, Wave 2 
 
The American Indian samples fell primarily in areas not eligible for mailback.  We are left with 
quite small samples to support our analysis.  Although we report results from our analysis, they 
should be interpreted with appropriate caution. 
 
Model AI.2.A is the starting point, as displayed in Table 89.  At this stage, MM is significant, 
CB is not. 
 
We step backwards from AI.2.A, dropping nonsignificant terms.  Throughout this process, the 
significant terms remain very stable. (We tried the core sample, Wave 2 model, but this proved 
to be ineffective.)  In our opinion, a reasonable, final model is AI.2.B.  At this stage MM is 
significant, CB is not.  
 
Income and sex significantly affect the log-odds of mail return for the American Indian 
population, unlike previous populations we have examined.  Log-odds are lower for lower 
income groups than for the highest income group.  They are lower for men than for women.   
 
Language apparently affects the odds, with greater odds for other languages than for English.  
However, this finding should probably be discounted due to small sample size. 
 
Results for census communications are mixed.  Mass-media significantly increases the odds of 
mail return, while the effect of community-based communications is not significantly different 
from zero.  (It may be that partnership activities were not deployed as vigorously in the eligible 
type of enumeration areas studied here as in the non-eligible areas not studied.) 
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Table 89:  Summary of model AI.2.A*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 4.47 1.91 0.02* 87.36 
AGE     
   Low -0.69 0.66 0.30 0.50 
   Medium -0.28 0.80 0.72 0.76 
INCOME     
   1st Quartile -2.91 1.53 0.06* 0.05 
   2nd Quartile -2.39 1.78 0.18 0.09 
   3rd Quartile -0.64 1.91 0.74 0.53 
GRADE     
   Low 1.30 1.63 0.43 3.67 
   Medium 0.47 1.06 0.66 1.60 
CIVIC     
   Low -0.40 1.20 0.74 0.67 
   Medium -0.62 0.93 0.51 0.54 
LANG     
   Other Languages 5.54 1.10 0.00* 254.68 
TENURE     
   Renter 0.42 1.22 0.73 1.52 
SEX     
   Male -1.06 0.76 0.16 0.35 
MM 1.29 0.70 0.07* 3.63 
CB -2.56 1.61 0.12 0.08 
NOTE: n = 67, -2*log-likelihood ratio = 16.70, df = 14. 
*Run number AI.2.1. 
 
Table 90:  Summary of model AI.2.B*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 1.94 1.11 0.08* 6.96 
INCOME     
   1st Quartile -2.84 0.82 0.00* 0.06 
   2nd Quartile -2.55 1.41 0.07* 0.08 
   3rd Quartile -2.15 1.28 0.10* 0.12 
LANG     
   Other Languages 6.98 0.97 0.00* 1074.92 
SEX     
   Male -1.30 0.62 0.04* 0.27 
MM 1.26 0.68 0.07* 3.53 
CB -0.57 1.22 0.64 0.57 
NOTE: n = 77, -2*log-likelihood ratio = 16.29, df = 7. 
*Run number AI.2.7. 
 
American Indian sample, Wave 3 
 
Model AI.3.A in Table 91 is the starting point, giving the complete main effects model.  Because 
of a lack of observations on other languages, this factor is not estimable.  At this stage, the CB 
effect is significant, while the MM effect is not. 
  
We step backwards from AI.3.A, dropping nonsignificant terms.  Throughout this process, the 
significant terms remain very stable. (We tried the core sample, Wave 3 model, but this proved 
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to be ineffective.)  In our opinion, a reasonable, final model is AI.3.B, which appears in Table 
92.  AGE, INCOME, and SEX have significant effects, and CB is borderline.  MM is not 
significant. 
 
For American Indians, income and sex continue as significant effects, as they were in Wave 2.  
The log-odds of mail return is lower for lower income groups than for the corresponding 
reference category.  The log-odds are higher for men than for women, reversing the sign of the 
difference found in Wave 2.   
 
Age significantly affects the log-odds of mail return, with lower odds for younger adults than for 
older adults.  Census communications offers, once again, mixed results: no significant effect due 
to mass-media and a borderline, positive effect, 0.95, due to community-based communications. 
 
Table 91:  Summary of model AI.3.A*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 4.35 2.91 0.14 77.48 
AGE     
   Low -0.45 1.04 0.67 0.64 
   Medium -2.51 0.69 0.00* 0.08 
INCOME     
   1st Quartile -9.18 1.23 0.00* 0.00 
   2nd Quartile -7.72 1.32 0.00* 0.00 
   3rd Quartile -8.60 1.53 0.00* 0.00 
GRADE     
   Low 1.79 0.81 0.03* 5.99 
   Medium 1.55 0.96 0.11 4.71 
CIVIC     
   Low -0.99 0.68 0.15 0.37 
   Medium -0.63 0.73 0.39 0.53 
LANG     
   Other Languages ----- ----- ------  ----- 
TENURE     
   Renter -0.33 0.67 0.62 0.72 
SEX     
   Male 0.28 0.80 0.73 1.32 
RECEIVE     
  Yes 0.98 1.38 0.48 2.66 
MM -1.29 1.07 0.23 0.28 
CB 4.32 1.92 0.03* 75.19 
NOTE: n = 48, -2*log-likelihood ratio = 21.62, df = 14. 
*Run number AI.3.1. 
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Table 92:  Summary of model AI.3.B*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 2.89 1.84 0.12 17.99 
AGE     
   Low -2.00 1.02 0.05* 0.14 
   Medium -2.02 0.82 0.01* 0.13 
INCOME     
   1st Quartile -2.62 1.37 0.06* 0.07 
   2nd Quartile -1.60 1.04 0.13 0.20 
   3rd Quartile -1.55 1.32 0.24 0.21 
SEX     
   Male 1.00 0.58 0.08* 2.72 
MM -0.57 0.54 0.29 0.57 
CB 0.95 0.57 0.10# 2.59 
NOTE: n = 97, -2*log-likelihood ratio = 19.85, df = 8. 
*Run number AI.3.8. 
#The p-value to four decimal places, .1006, slightly exceeds .1. 
 
Native Hawaiian sample, Wave 2 
 
The complete, main-effects model NH.2.A appears in Table 93.  Census communications effects 
are not significant at this stage. 
 
We step backwards from NH.2.A, dropping nonsignificant terms.  Throughout this process, the 
significant terms remain very stable. (We also tried the core sample, Wave 2 model, but this 
proved to be ineffective.)  In our opinion, a reasonable, final model is NH.2.B, which appears in 
Table 94.  TENURE is the only significant factor.  
 
Evidently, the log-odds of mail return are lower for renters than for owners, as expected.  Census 
communications does not significantly affect the odds. 
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Table 93:  Summary of model NH.2.A*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 2.01 1.16 0.08* 7.46 
AGE     
   Low -1.40 0.58 0.02* 0.25 
   Medium -0.79 0.57 0.17 0.45 
INCOME     
   1st Quartile -1.29 0.73 0.08* 0.28 
   2nd Quartile -0.51 0.65 0.43 0.60 
   3rd Quartile 0.27 0.61 0.66 1.31 
GRADE     
   Low -0.60 0.99 0.55 0.55 
   Medium -0.99 0.58 0.09* 0.37 
CIVIC     
   Low 2.01 0.91 0.03* 7.46 
   Medium 0.42 0.53 0.42 1.52 
LANG     
   Other Languages -0.74 0.99 0.46 0.48 
TENURE     
   Renter -1.46 0.51 0.00* 0.23 
SEX     
   Male -0.30 0.52 0.56 0.74 
MM 0.62 0.73 0.40 1.86 
CB -0.01 1.07 1.00 0.99 
NOTE: n = 390, -2*log-likelihood ratio = 96.95, df = 14. 
*Run number NH.2.1. 
 
Table 94:  Summary of model NH.2.B*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 0.58 0.83 0.48 1.79 
TENURE     
   Renter -1.46 0.43 0.00* 0.23 
MM 1.00 0.67 0.14 2.72 
CB -0.43 0.99 0.67 0.65 
NOTE: n = 454, -2*log-likelihood ratio = 61.15, df = 3 
*Run number NH.2.21. 
 
Native Hawaiian sample, Wave 3 
 
Model NH.3.A in Table 95 is the starting point.  Almost nothing is significant at this stage.  This 
model is surely the flattest of any studied thus far. 
 
We step backwards from NH.3.A, dropping nonsignificant terms. (We tried the core sample, 
Wave 3 model, but this proved to be ineffective.)  In our opinion, a reasonable, final model is 
NH.3.B in Table 96.  Little has changed from NH.3.A: the only significant factor is the indicator 
3rd Quartile, INCOME. 
 



 
 

 114 
 

 

The log-odds of mail return are higher for middle income households than for high income 
households.  Sampling variability may account for this unexpected finding.  There is little 
evidence in these data of any other effect.  In particular, the odds are unaffected by census 
communications. 
 
Table 95:  Summary of model NH.3.A*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 1.20 1.17 0.31 3.32 
AGE     
   Low -0.20 0.56 0.72 0.82 
   Medium -0.54 0.47 0.25 0.58 
INCOME     
   1st Quartile 0.20 0.68 0.78 1.22 
   2nd Quartile 0.23 0.57 0.69 1.26 
   3rd Quartile 0.91 0.44 0.04* 2.48 
GRADE     
   Low 1.07 0.71 0.13 2.92 
   Medium -0.14 0.45 0.76 0.87 
CIVIC     
   Low 0.09 0.71 0.90 1.09 
   Medium -0.37 0.47 0.43 0.69 
LANG     
   Other Languages -0.68 0.94 0.47 0.51 
TENURE     
   Renter -0.24 0.46 0.60 0.79 
SEX     
   Male -0.08 0.38 0.84 0.92 
RECEIVE     
   Yes 0.65 0.58 0.26 1.92 
MM -0.53 0.43 0.22 0.59 
CB 0.48 0.70 0.49 1.62 
NOTE: n = 499, -2*log-likelihood ratio = 45.92, df = 15. 
*Run number NH.3.1. 
 
Table 96:  Summary of model NH.3.B*  
Independent Variables Estimated  

Coefficient 
Estimated  

Standard Error 
p-Value of Test 
Coefficient = 0 

Exp(Estimated 
Coefficient) 

Intercept 0.50 0.65 0.44 1.65 
INCOME     
   1st Quartile 0.64 0.57 0.26 1.90 
   2nd Quartile 0.25 0.44 0.57 1.28 
   3rd Quartile 1.00 0.36  0.01* 2.72 
MM -0.16 0.42 0.71 0.85 
CB 0.30 0.59 0.61 1.35 
NOTE: n = 567, -2*log-likelihood ratio = 17.44, df = 5. 
*Run number NH.3.10. 
 
4.6.4 Summing up models of actual behavior 
 
We have examined logistic regression models relating the log-odds of a mail return to a number 
of exogenous variables suggested by previous research.  We addressed models for each of the 
four survey samples and for each of Waves 2 and 3. 
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As a devise for summarizing the massive amount of information produced and extracting some 
substantive meaning, we present Table 97.  The table highlights the statistically significant 
coefficients in each of the eight final models defined by sample and by wave. Only significant 
effects appear in the table. 
 
Table 97:  Significant effects on the odds of mail return, by final models  

Final Models Independent 
Variables C.2.B C.3.B A.2.B A.3.B AI.2.B AI.3.B NH.2.B NH.3.B 
AGE         
   Low  8.33 0.15 0.45  0.14   
   Medium   0.33   0.13   
INCOME         
   1st Quartile     0.06 0.07   
   2nd Quartile     0.08    
   3rd Quartile     0.12   2.72 
GRADE         
   Low   0.47      
   Medium         
CIVIC         
   Low         
   Medium         
RACEETH         
   Hispanic 0.4        
   Non-Hispanic 
African American 

 0.08       

   Other         
LANG         
   Spanish         
   Other Languages 350.72 3.32  0.54 1074.92    
TENURE         
   Renter 0.18 0.39 0.38 0.5   0.23  
SEX         
   Male     0.27 2.72   
RECEIVE         
   Yes    4.06     
MM     3.53    
CB         
SUM         
LANG*SUM         
   Spanish         
   Other Languages 0.13        
AGE*CB         
   Low  0.09       
   Medium  0.14       
RACEETH*MM         
   Hispanic         
   Non-Hispanic 
African American 

        

   Other  0.22       
RACEETH*CB         
   Hispanic         
   Non-Hispanic 
African American 

 6.82       

   Other         
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Several broad findings are evident in these summary statistics: 
 

• Level of education (or highest grade) and civic participation are not always significant 
factors in the odds of mail return.  We hypothesized that they would be. 
 

• Tenure is a significant factor for all populations except the American Indian population, 
and household income is never a significant factor except for the America Indian 
population.  Because tenure and income are correlated with one another, it is reasonable 
to conclude that some dimension of economic well-being affects the odds of return for all 
populations. 

 
• Race/ethnicity is a significant factor: odds are generally lower for minority populations 

relative to the non-Hispanic White population. 
 

• Households who speak languages other than English or Spanish were significantly more 
likely to return their census forms than English-speaking households, while Spanish 
speaking households were apparently no different from English-speaking households 
with respect to the odds of mail return.  We suggest a strong discount on the other-
languages results because of small sample size. 

 
• Receipt of the census form is a significant factor only for Asians. 

 
• The central issue in this report is to develop an understanding of the effects of census 

communications.  With the possible exception of American Indians, Wave 2, we find no 
significant effects of census communications on the odds of mail return for Asians, 
American Indians, and Native Hawaiians.  Because of small sample size, even American 
Indians, Wave 2 should be discounted as a possible exception. 

 
• From the core sample, we find census communications effects are differential by 

language, age and race/ethnicity: 
 

− Overall census communications (defined as the sum of mass media and 
community-based communications) are less effective for other languages than 
for English. 

 
− Overall census communications are less effective for younger adults than for 

older adults. 
 

− Mass media is less effective for Other races than for non-Hispanic Whites. 
 

− Community-based communications were more effective in reaching non-
Hispanic African Americans than non-Hispanic Whites. 

 
A final comment about languages is in order. The Census Bureau and Y&R targeted non-English 
speaking populations by using additional forms of mass-media and by partnering with all types 
of organizations working with these populations.  Because of this targeting, we included 
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language as a possible independent variable for samples and both waves.  This factor was not 
significant in a number of the final models, perhaps due the small sample sizes of non-English 
respondents in the corresponding samples. Although sample sizes prevent us from making any 
definitive conclusions, mass-media exposure appeared to positively influence actual behavior 
among the few non-English respondents in the Asian and Native Hawaiian samples.  
Alternatively, community-based communications did not appear to influence mailback behavior 
among the few non-English respondents in these two populations.  We must stress that the small 
sample sizes and high correlation between mass-media exposure and community-based 
communications prevent us from concluding that these components of the PMP impacted 
mailback behavior among non-English speaking Asian-Americans and Native Hawaiians. 
 
4.7 Comparisons between the Censuses of 1980, 1990, and 2000 
 
In this section, we make comparisons between the 1980, 1990, and 2000 Censuses. We compare 
some results from the 2000 PMP to a comparable study conducted for the 1980 Census, known 
as the Knowledge, Attitudes, and Practices (KAP) Survey, and another study conducted for the 
1990 Census, known as the Outreach Evaluation Survey (OES). 
 
For all three of these censuses, questionnaires were fielded in multiple waves of data collection.  
Table 98 shows a timeline of the waves.   
 
Table 98:  A comparison of time periods for each wave of three Census evaluation studies   
Month 1980 KAP 1990 OES 2000 PMP 
September, Census Year - 1   1 
October, Census Year - 1   1 
 November, Census Year - 1   1 
December, Census Year - 1    
January, Census Year 1 1 2 
February, Census Year 1 1 2 
March, Census Year 2  2 
April, Census Year  2 3 
May, Census Year  2 3 
June, Census Year   3 
 
For example, Wave 1 was collected during January and February in both 1980 and 1990, but 
during September, October, and November 1999 for the 2000 Census.  Thus, Wave 2 of the 2000 
PMP is most comparable to Waves 1 and 2 of the 1980 KAP and Wave 1 of the 1990 OES.  
Wave 3 for the 2000 PMP is most comparable to Wave 2 of the 1990 OES.  Wave 1 for the 2000 
PMP is not directly comparable to any waves from previous years.  To simplify the notation, we 
will refer to waves by year and by wave number (e.g., 2000-2 is Wave 2 from January-March, 
2000).  
 
No data were reported in 1980 and 1990 for the supplementary samples collected during the 
2000 PMP for Asians, American Indians, and Native Hawaiians. Some of the standard errors for 
the 2000 PMP are larger than corresponding standard errors for the 1980 KAP or the 1990 OES, 
because either the estimated percent is closer to 50 percent, the 2000 PMP employed a more 
aggressive level of oversampling (larger design effect) to minimize screening costs, or both. 
 



 
 

 118 
 

 

Table 99 shows a comparison of the percent who had heard recently of the census.  This table 
shows (as expected) an increase in awareness with the approach of census day.   Table 99 also 
shows a significant increase in census awareness between Waves 1980-1 and 1990-1 for all 
subgroups.  The most comparable wave for Census 2000 is Wave 2000-2, which shows a 
possible further increase from 1990 to 2000. Post-census awareness is lower in Wave 2000-3 
than in Wave 1990-2 for all comparable populations except non-Hispanic African Americans.  
 
Table 99:  Comparison of percent who heard recently about census 

1980 KAP  1990 OES  2000 PMP 
Population Wave 1 

(Jan/Feb) 
Wave 2 
(Mar) 

 Wave 1 
(Jan/Feb) 

Wave 2 
(Apr/May) 

 Wave 1 
(Sept/Nov) 

Wave 2 
(Jan/Mar) 

Wave 3 
(Apr/June) 

Total Population 40.7  (4.9) 72.5  (2.4)  56.9  (1.8) 90.6  (1.2)  35.2  (3.0) 74.5 (4.2) 83.1 (2.1) 
     Hispanic 24.5  (6.0) 74.8  (6.2)  54.4  (4.1) 89.7  (2.5)  38.5  (4.2) 70.1 (3.0) 79.1 (4.2) 
     Non-Hispanic 
African American 

 
37.3  (4.0) 

 
65.8  (3.9) 

  
47.0  (5.6) 

 
78.4  (3.9) 

  
32.5  (3.6) 

 
77.3 (2.4) 

 
86.4 (1.7) 

     Non-Hispanic 
White 

 
44.1  (6.6) 

 
73.7  (3.2) 

  
59.2  (2.1) 

 
93.2  (1.0) 

  
37.5  (4.6) 

 
75.2 (6.4) 

 
82.8 (3.0) 

     Other -* -*  48.1  (7.8) 80.0  (5.6)  16.5  (7.3) 65.2 (8.6) 89.4 (4.8) 
Asian       24.8  (2.4) 63.6 (2.8) 80.5 (1.9) 
American Indian       21.0  (2.4) 57.2 (5.8) 74.2 (4.6) 
Native Hawaiian        26.0  (3.8) 53.2 (4.3) 82.8 (2.4) 
*The category of “Other” race/ethnicity in 1980 is not presented in any of the tables as these estimates are affected by extremely 
large sampling errors. 
 
Respondents were asked if they had heard or seen information about the census from each of 
seven sources (television, newspapers, radio, magazines, community meetings, print 
advertisements, and informal conversations). Table 100 shows a comparison in the mean number 
of sources reported.  Again, the number of sources tends to increase as Census Day approaches 
in all three censuses.  Just as for Table 99, it is difficult to compare 1990 and 2000, but there 
does appear to be an increase in 2000 over 1990.  There is also an increase from 1980 to 2000 
because Wave 2000-2 has higher means than either 1980-1 or 1980-2.   There is an increase in 
the post-census mean number of information sources cited from 1990 (Wave 1990-2) to 2000 
(Wave 2000-3), especially among non-Hispanic African Americans.   
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Table 100:  Comparison of mean number of sources heard, seven-point scale*  

1980 KAP  1990 OES  2000 PMP 
Population Wave 1 

(Jan/Feb) 
Wave 2 
(Mar) 

 Wave 1 
(Jan/Feb) 

Wave 2 
(Apr/May) 

 Wave 1 
(Sept/Nov) 

Wave 2 
(Jan/Mar) 

Wave 3 
(Apr/June) 

Total Population 0.7  (.09) 1.7  (.17)  1.4  (.06) 3.1  (.08)  0.8 (.07) 2.5 (.19) 3.5 (.11) 
     Hispanic 0.6  (.13) 2.2  (.23)  1.4  (.13) 3.4  (.10)  1.2 (.16) 2.6 (.15) 3.6 (.20) 
     Non-Hispanic 
African American 

 
0.9  (.13) 

 
1.8  (.15) 

  
1.2  (.23) 

 
2.6  (.36) 

  
1.0 (.14) 

 
3.1 (.15) 

 
3.9 (.13) 

     Non-Hispanic White 0.8  (.11) 1.6  (.20)  1.4  (.07) 3.2  (.08)  0.7 (.10) 2.4 (.28) 3.4 (.16) 
     Other - -  1.1  (.21) 2.6  (.23)  0.6 (.34) 2.1 (.35) 4.2 (.41) 
Asian       0.6 (.07) 2.2 (.13) 3.1 (.09) 
American Indian       1.0 (.21) 2.3 (.30) 3.2 (.27) 
Native Hawaiian        0.7 (.09) 1.9 (.20) 3.6 (.14) 

*The seven sources comprising the index include: television, newspapers, radio, magazines, meetings, print advertisement, and 
informal conversations. 
 
Respondents were also asked about their attitudes and beliefs about the census.  In particular, 
three items can be compared across censuses: 1) whether respondents can trust the census 
promise of confidentiality, 2) whether respondents believe it is important to participate (not 
collected in 1980), and 3) whether respondents believe that results can not be used against them.  
These items are shown for total population only in Table 101.  Across all waves of data 
collection in 1990 and 2000, almost 95 percent of the respondents believe that it is important for 
as many people as possible to participate. There was an increase in the trust of confidentiality 
from Wave 1980-1 to Wave 1990-1, but there was a dramatic drop in trust from 1990 to 2000.  
Trust was especially low during Wave 2000-1 before any PMP efforts by the Census Bureau. 
The percentage of the population who believe the census will not be used against them increases 
from wave to wave.  The increase from 1990-1 to 1990-2 does not appear to be significant.  It is 
interesting to note that the percentages by the end of data collection are higher with each passing 
censuses.   
 
Table 101:  Comparison of total population percent with favorable attitudes/beliefs about 
census  

1980 KAP  1990 OES  2000 PMP 
Population Wave 1 

(Jan/Feb) 
Wave 2 
(Mar) 

 Wave 1 
(Jan/Feb) 

Wave 2 
(Apr/May) 

 Wave 1 
(Sept/Nov) 

Wave 2 
(Jan/Mar) 

Wave 3 
(Apr/June) 

Can trust promise of  
   confidentiality 

66.0  (1.8) 73.3  (1.2)  78.4  (1.4) 79.0  (1.6)  46.8  (4.0) 59.1 (3.3) 60.2 (2.5) 

Important to count - -  95.1  (0.8) 93.3  (1.0)  94.8  (1.4) 94.4 (1.3) 95.1 (1.1) 
Not used against 
you 

65.7  (3.2) 72.2  (2.0)  78.4  (2.3) 81.0  (1.4)  79.6  (3.4) 87.9 (3.0) 85.7 (2.3) 

 
Table 102 shows the extent of television, newspaper, radio, and magazine usage. For the 2000 
PMP, we present the data from Wave 2. Historical documents do not reveal what wave is used 
for the 1980 and 1990 data.  For television, the percentage watching one hour a day or more 
appears to peak in 1990, closely followed by 1980, with a drop to 2000 in all subgroups.  There 
are not wide differences between populations. 
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Table 102:  Comparison of percent of population using various mass-media channels  
Population 1980 KAP 1990 OES 2000 PMP 
Percent watching television 1 hr/day or more 
Total Population 93.7   (1.7) 97.6   (0.3) 82.1 (2.4) 
     Hispanic 95.5   (1.1) 97.9   (0.5) 86.1 (2.8) 
     Non-Hispanic, African American 94.6   (1.2) 98.6   (0.5) 88.3 (2.6) 
     Non-Hispanic, White 94.8   (2.1) 97.7   (0.4) 79.7 (3.1) 
     Other - 96.2   (1.2) 87.4 (4.8) 
Asian 86.8 (2.2) 
American Indian 84.4 (2.4) 
Native Hawaiian 

 
N/A 

89.4 (2.5) 
Percent reading newspapers one day per week or more 
Total Population 87.1   (2.1) 87.6   (0.9) 78.9 (3.1) 
     Hispanic 73.7   (3.8) 80.3   (2.5) 67.5 (4.7) 
     Non-Hispanic, African American 81.0   (3.7) 79.7   (3.5) 75.3 (3.1) 
     Non-Hispanic, White 89.5   (2.2) 90.1   (1.1) 81.8 (3.9) 
     Other - 77.1   (4.3) 82.8 (5.3) 
Asian 80.3 (2.6) 
American Indian 79.0 (3.2) 
Native Hawaiian  

 
N/A 

86.6 (2.9) 
Percent listening to radio 1 hr/day or more 
Total Population 80.6   (2.3) 83.9   (1.1) 51.3   (2.8) 
     Hispanic 88.0   (2.0) 83.0   (3.0) 57.4   (4.9) 
     Non-Hispanic African American 82.1   (2.1) 79.4   (3.1) 54.1   (3.9) 
     Non-Hispanic White 80.0   (2.6) 85.1   (0.9) 49.9   (4.3) 
     Other - 85.2   (3.0) 43.3   (10.6) 
Asian 40.2   (3.1) 
American Indian 51.2   (4.3) 
Native Hawaiian  

 
N/A 

59.9   (4.1) 
Percent reading magazines once/month or more 
Total Population 70.5   (.93) 78.8   (1.4) 71.5 (3.2) 
     Hispanic 58.9   (6.0) 69.6   (3.0) 65.0 (3.7) 
     Non-Hispanic African American 63.3   (2.4) 65.5   (5.3) 67.6 (3.7) 
     Non-Hispanic White 73.5   (1.3) 81.9   (1.8) 73.9 (4.3) 
     Other - 77.2   (4.2) 65.4 (9.9) 
Asian 61.3 (3.1) 
American Indian 63.1 (3.4) 
Native Hawaiian  

 
N/A 

70.2 (3.9) 
 
The percentage of the total population reading newspapers at least one day per week and the 
percentage listening to radio at least one hour per day appear to drop in 2000 after holding steady 
in 1980 and 1990.  For radio in 2000, the Asian percentage was appreciably lower than that of 
the other populations, while for newspapers, the Hispanic percentage was lowest.  For 
magazines, 1980 and 2000 are similar in terms of the percentage reading magazines at least once 
a month, while 1990 may have been slightly higher. 
 
Because of differences in question wording between the three censuses, the data in Table 102, 
and the statements just made about this table, should be interpreted with extreme caution.  The 
following table describes the differences by source: 
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Table 103:  Summary of different scales used in 1990 and 2000 Census evaluation studies  
Scale of Measurement  

Source 1990 OES 2000 PMP 
Television Hours per day usually watched Hours per day for each separate day in a 

typical week 
Radio Hours per day usually listened Hours per week in a typical week 
Newspapers Days per week read Hours per week in a typical week 
Magazines Magazines per month read Hours per week in a typical week 

 
In preparing Table 102, we recoded the data from the 2000 PMP to correspond as closely as 
possible to the data from the 1990 OES and the 1980 KAP.  Nevertheless, some of the sources 
are surely mismatched across censuses.  We believe radio represents the most extreme mismatch, 
where reporting on an hours per week basis is probably very different (lower) than reporting on 
an hours per day basis.  The drop in radio usage reflected in the table, in our opinion, is due to 
the mismatch and not to a real decline in listening habits of American households.  The 
comparisons for other sources may also be affected by mismatched concepts, but to a lesser 
extent. 
 
In Table 104, we examine the percentage of persons who heard of the census through the various 
media sources.  To make sound comparisons across the censuses, one really needs to know the 
timing of the advertising and partnership campaigns for each census.  Because we did not have 
access to such information, the reader must interpret the following remarks with caution. 
 
There is an overall increase in the percentage of persons who heard of Census 2000 through 
television across the waves.  The increases are substantial across all the race/ethnicity categories 
in 2000.  Comparing censuses, the percentages in 2000 compare favorably with the 1990 
percentages.  The non-Hispanic African American group stands out as the group with the highest 
increase in 2000 relative to their 1990 percentages.  It appears that the percentages in 2000 are 
higher across the race/ethnicity groups than the percentages in 1980.   
 
The percentage that heard of the census through newspapers in the 2000 Census is possibly 
comparable to the corresponding percentage for the 1990 Census.  However, non-Hispanic 
African Americans display a higher percentage in 2000 than in 1990. When comparing censuses, 
the 2000-2 and 1990-1 periods are comparable, but the 1990-2 percentages are markedly higher 
than the 2000-3 percentages. The 2000 percentages seem higher than the 1980 percentages 
across the race/ethnicity groups.  
 
The percentage of persons who heard of the census through radio increased across the waves for 
the 2000 Census. Comparing the 2000 percentages to the 1990 percentages, both show 
significant increases from 1990-1/2000-2 to 1990-2/2000-3, but the 2000 percentages are more 
impressive, especially for the non-Hispanic African American group.  The 2000 percentages 
seem larger than their 1980 counterparts for all the race/ethnicity groups.  In short, the 
percentage of persons who heard of the census through radio in 2000 is higher than the 1980 and 
1990 percentages. 
 
The percentage of people who heard of the census through print advertisement increased across 
the three waves for the 2000 Census.  The percentages in 2000 are markedly higher than the 
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1980 and 1990 percentages.  This is true for the total population and the various race/ethnicity 
groups as well.  
 
The percentage of people who heard of the census through magazines increased significantly 
from Wave 1 to 2, and then appeared to level off by Wave 3.  The percentages in 2000 are 
similar across the race/ethnicity groups. The 2000 Census was more effective than the preceding 
two censuses at using magazines.  
 
The percentage that heard of the census through meetings increases in 2000 from Wave 1 to 2, 
and then levels off by Wave 3, with 18.4 percent of the total population having heard of the 
census through meetings. The percentages from the 1980 and 1990 Censuses are much lower. 
 
The percentage that heard of the census through informal conversations increased from wave to 
wave in the 2000 Census. Overall, informal conversations about the census seem to be more 
frequent in 2000 than in 1980 and 1990. 
 
In summary, Table 104 appears to show generally that the radio, print advertisements, 
magazines, meetings, and informal conversations played a more prominent role in terms of 
people hearing about the census in 2000 than in 1980 and 1990.  The role of television in 2000 
was on par with that of 1990.  Newspapers were less effective in 2000 than in 1990, but more 
effective than in 1980.   
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Table 104:  Comparison of percent of population hearing of Census by source of communications  
 1980 KAP 1990 OES 2000 PMP 
Population Wave 1 Wave 2 Wave 1 Wave 2 Wave 1 Wave 2 Wave 3 
Percent who heard of census through television 
Total Population 24.7 (2.6) 51.4 (6.3) 37.3 (1.7) 77.9 (1.4) 12.6 (1.9) 61.8 (5.4) 76.4 (2.3) 
     Hispanic 18.1 (3.7) 61.8 (7.7) 40.1 (3.3) 78.2 (4.0) 29.9 (4.1) 64.3 (3.2) 75.5 (4.1) 
     Non-Hispanic African American 27.3 (3.5) 51.0 (4.0) 34.0 (5.7) 64.1 (8.1) 18.4 (2.4) 68.3 (2.9) 81.7 (2.2) 
     Non-Hispanic White 24.4 (2.6) 51.7 (7.8) 38.3 (2.0) 80.6 (1.4) 8.7 (2.4) 60.4 (8.0) 74.8 (3.2) 
     Other - - 26.5 (7.6) 63.5 (7.1) 9.6 (5.8) 51.0 (10.1) 86.2 (5.0) 
Asian 11.3 (1.8) 51.7 (3.2) 70.6 (2.3) 
American Indian 11.2 (1.9) 45.6 (5.5) 61.7 (4.1) 
Native Hawaiian  

 
N/A 

 
N/A 

16.7 (3.4) 43.0 (4.2) 74.0 (2.8) 
Percent who heard of census through newspapers 
Total 20.8 (2.3) 29.7 (6.3) 39.4 (1.6) 66.1 (1.8) 16.7 (2.0) 37.2 (3.1) 51.7 (2.7) 
    Hispanic 8.6 (4.2) 39.9 (6.2) 29.6 (3.5) 57.0 (4.0) 19.6 (3.5) 29.1 (3.2) 46.7 (3.7) 
     Non-Hispanic African American 16.3 (2.9) 35.9 (3.7) 25.9 (4.2) 50.2 (6.0) 15.5 (2.3) 40.9 (4.2) 48.4 (3.3) 
     Non-Hispanic White 22.3 (2.9) 28.6 (7.5) 43.1 (2.2) 70.1 (1.9) 17.1 (3.2) 37.6 (4.6) 52.9 (3.8) 
     Other - - 23.4 (5.4) 53.1 (6.2) 11.7 (6.7) 46.0 (10.1) 65.3 (8.6) 
Asian 14.4 (2.0) 40.1 (3.0) 57.7 (2.4) 
American Indian 11.3 (1.9) 34.5 (4.5) 52.0 (4.7) 
Native Hawaiian  

 
N/A 

 
N/A 

18.6 (3.9) 39.7 (4.1) 61.6 (3.3) 
Percent who heard of census through radio 
Total 11.5 (1.7) 30.4 (2.4) 18.0 (1.5) 47.3 (1.9) 9.2  (1.4) 39.6 (4.5) 56.0 (2.5) 
     Hispanic 13.3 (3.9) 36.0 (5.8) 29.4 (3.8) 55.9 (3.2) 24.7  (3.4) 47.8 (4.7) 65.2 (4.7) 
     Non-Hispanic African American 12.8 (2.2) 32.6 (3.9) 17.4 (4.6) 38.4 (7.8) 11.7  (2.2) 53.5 (3.2) 68.5 (2.4) 
     Non-Hispanic White 11.2 (2.1) 30.2 (2.9) 17.2 (1.8) 48.2 (2.1) 6.7  (1.9) 35.4 (6.7) 50.7 (3.7) 
     Other - - 12.2 (3.7) 42.9 (4.7) 3.0  (1.4) 26.8 (8.7) 68.8 (7.8) 
Asian 8.2  (1.4) 29.2 (2.5) 40.5 (2.3) 
American Indian 6.5  (1.5) 32.4 (5.5) 48.2 (4.4) 
Native Hawaiian  

 
N/A 

 
N/A 

14.9  (3.7) 28.9 (3.8) 55.0 (3.2) 
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Percent who heard of census through print advertisement 
Total Population 5.4 (.99) 16.9 (4.0) 10.1 (1.0) 32.1 (1.3) 9.1  (2.0) 31.3 (2.7) 55.6 (2.8) 
     Hispanic 4.9 (1.6) 19.3 (5.8) 13.6 (2.4) 43.3 (3.7) 8.6  (1.7) 35.1 (3.9) 59.4 (5.3) 
     Non-Hispanic African American 5.0 (1.6) 16.1 (2.3) 13.1 (3.2) 32.5 (4.7) 12.2  (2.2) 43.2 (3.5) 58.8 (2.6) 
     Non-Hispanic White 5.5 (1.2) 16.8 (4.9) 9.5  (1.1) 31.5 (1.5) 8.6  (2.8) 27.6 (3.5) 53.8 (4.1) 
     Other - - 6.0  (2.5) 28.0 (6.5) 8.1  (5.6) 36.3 (10.6) 62.8 (8.8) 
Asian 8.4  (1.7) 28.5 (2.9) 49.5 (2.5) 
American Indian 8.5  (1.7) 38.6 (5.0) 49.8 (4.0) 
Native Hawaiian 

 
N/A 

 
N/A 

14.3  (4.0) 18.8 (2.8) 44.5 (3.2) 
Percent who heard of census through magazines 
Total Population 7.8 (1.6) 9.6 (2.1) 12.2 (1.1) 26.2 (1.4) 9.2  (2.0) 29.5 (2.4) 33.1 (2.5) 
     Hispanic 2.9 (1.7) 17.1 (4.5) 7.2  (1.6) 24.5 (3.1) 12.5 (3.1) 27.7 (3.6) 33.4 (2.9) 
     Non-Hispanic African American 10.9 (3.0) 12.0 (2.4) 11.2 (3.1) 17.9 (3.8) 12.6 (3.0) 37.2 (3.1) 36.2 (2.9) 
     Non-Hispanic White 7.3 (1.9) 9.2 (2.4) 12.9 (1.3) 27.8 (1.5) 8.0 (2.9) 28.8 (3.2) 31.5 (3.7) 
     Other - - 15.0 (5.9) 22.8 (5.1) 7.1 (5.5) 16.5 (5.1) 51.9 (9.9) 
Asian 8.3 (1.6) 23.1 (2.7) 29.1 (2.0) 
American Indian 8.5 (1.7) 25.2 (4.4) 31.0 (4.4) 
Native Hawaiian  

 
N/A 

 
N/A 

11.9 (3.2) 17.1 (3.0) 28.7 (2.8) 
Percent who heard of census through meetings 
Total Population 3.3 (0.82) 5.5 (1.3) 4.8 (0.70) 9.1 (0.75) 4.1 (0.8) 17.4 (2.6) 18.4 (1.8) 
     Hispanic 4.1 (1.4) 10.5 (3.1) 6.1 (1.6) 14.0 (2.0) 5.9 (1.5) 14.8 (4.1) 18.1 (2.8) 
     Non-Hispanic African American 9.2 (3.0) 7.3 (1.8) 8.4 (2.8) 12.4 (3.1) 13.7 (3.1) 21.6 (3.1) 27.3 (3.6) 
     Non-Hispanic White 2.1 (0.61) 5.1 (1.5) 3.8 (0.62) 8.4 (0.86) 1.1 (0.3) 17.3 (4.1) 16.3 (2.6) 
     Other - - 7.4 (4.8) 7.0 (2.7) 3.6 (1.0) 9.3 (1.9) 18.5 (1.3) 
Asian 9.4 (2.2) 16.9 (3.0) 26.8 (4.3) 
American Indian 7.9 (1.6) 14.5 (3.1) 27.1 (2.8) 
Native Hawaiian  

 
NA 

 
N/A 

7.8 (5.7) 10.1 (4.3) 18.5  (6.8) 
Percent who heard of census through informal conversations 
Total Population 11.0   (2.0) 22.3   (5.1) 14.2   (1.1) 52.8   (2.4) 15.8 (2.5) 37.7  (4.6) 60.8  (2.8) 
     Hispanic 7.6   (3.0) 39.1   (6.3) 16.7   (2.7) 62.8   (5.2) 18.6 (3.5) 39.1   (4.3) 66.2   (4.7) 
     Non-Hispanic African American 10.9   (2.1) 31.9   (3.9) 13.8   3.6) 44.8   (5.4) 18.9 (2.6) 47.4   (3.6) 67.5   (2.5) 
     Non-Hispanic White 11.0   (2.5) 20.5   (5.7) 13.8   (1.2) 53.8   (2.6) 15.5 (3.9) 35.8   (6.9) 57.9   (3.9) 
     Other - - 18.2   (5.9) 41.8   (5.2) 10.5 (1.9) 33.9   (3.1) 67.6   (2.3) 
Asian 13.1 (2.6) 35.1   (5.5) 50.5   (4.9) 
American Indian 11.0 (1.8) 28.1   (3.8) 65.4   (3.1) 
Native Hawaiian  

 
N/A 

 
N/A 

9.0 (5.7) 26.5   (10.5) 67.6   (8.2.) 
*Totals for 1980 represent estimates from reprocessed data 
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4.8 Examining trends and possible interventions 
 
In this section, we analyze time trends in 1). general awareness of and 2). intended participation 
in the 2000 Census.  Our main goal is to look for possible interventions, or spikes, in general 
awareness or intended participation, possibly due to special events (favorable or adverse) of 
census publicity, such as the attention arising from the census advance letter. This section 
contains one bar graph for each of these two variables for total population and each of the six 
race/ethnicity populations. 
 
Each of the bar graphs divides up the date-sorted responses into one-week time intervals.  Each 
bar represents one week of responses. Often, there were not enough data points (e.g., less than 
20) in some one-week periods, such as at the beginning or end of the data collection wave.  
These one-week periods are not shown in the graphs.  Each break in a graph (other than for lack 
of data) represents the time periods between the three waves of data collection.  The reader 
should interpret these data with caution, because each weekly set of responses is a small non-
randomized subsample of the complete wave-by-wave samples.  The responses in a given week 
represent those cases that just happened to be interviewed that week. 
 
4.8.1 General awareness 
 
In this section, we examine the question, “Have you heard or seen anything recently about 
Census 2000?” “Don’t Know’s” (under the assumption that they were unsure whether they had 
heard or seen anything recently) were treated as “No’s”, as were persons not asked this question 
because they responded “No” to an earlier question asking if they had ever heard of the census.  
Therefore, for Figures 54 through 60, each point represents the percentage of respondents (within 
that one-week time period) who had recently heard or seen anything about Census 2000.  
The overall trends are very similar in all seven of the graphs.  Awareness starts out low in Wave 
1 (September 1999 to November 1999), below 50 percent.  Awareness is noticeably higher in 
Wave 2 (January 2000 to March 2000), generally rising above 60 percent. Finally, Wave 3 (April 
2000 to June 2000) after Census Day shows the highest awareness rates, generally topping 80 
percent (except for American Indians).  It does seem that respondents took the word “recent” 
literally, since all groups show a dropoff in “recent” awareness during Wave 3 as Census Day 
moves further into the past. 
 
Comparing the various populations, Wave 1 awareness seems to be highest among Hispanics and 
non-Hispanic Whites (around 40 percent), and lowest among Native Hawaiians (around 20 
percent).  During Wave 2, the awareness for populations featured in the core sample (Hispanic, 
non-Hispanic African American, and non-Hispanic White) (above 70 percent) seems to be higher 
than for the populations featured in the supplemental samples (Asian, American Indian, and 
Native Hawaiian) (60-65 percent), but awareness seems to be very similar (over 80 percent) 
among all subgroups during Wave 3.  
 
 
 
 
 



 
 

 126 
 

Figure 54:  Percentage of total population with recent awareness of census  
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Figure 55:  Percentage of Hispanics with recent awareness of census  
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Figure 56:  Percentage of non-Hispanic African Americans with recent awareness of census  
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Figure 57:  Percentage of non-Hispanic Whites with recent awareness of census  
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Figure 58:  Percentage of Asians with recent awareness of census  
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Figure 59:  Percentage of American Indians with recent awareness of census  
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Figure 60:  Percentage of Native Hawaiians with recent awareness of census  
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Returning to our main goal, there do not seem to be sudden, significant changes in the levels of 
awareness.   All of the spikes in Figures 54 through 60 seem to last only one week, and are 
different for each population.  These spikes are probably due to random chance. 
 
4.8.2 Intended participation 
 
We now analyze a combination of two questions that were asked in different waves.  In Waves 1 
and 2, respondents were asked how likely they were to answer and send back their Census 2000 
form.  This question used a five-point scale: 
 

1= Definitely Will Not,  
2= Probably Will Not,  
3= Might or Might Not,  
4= Probably Will, and  
5= Definitely Will. 

 
Refusals and “Don’t Know’s” were treated as missing data because, unlike for general 
awareness, these response categories do not indicate how likely the respondent is to participate.  
In Wave 3, respondents were asked whether or not they had returned the Census 2000 form.  For 
this section, a “Yes” was recoded as a “5” (Definitely Will) and a “No” was recoded as a “1” 
(Definitely Will Not) in order to keep the scale for all three waves between 1 and 5. In Figures 
61 through 67, each bar represents the average score within that one-week time period. 
 
The Wave 2 intended participation scores are higher than the Wave 1 score, especially for the 
Native Hawaiians.  For Asians and American Indians, the intended participation score seems to 
rise throughout Wave 2 after starting Wave 2 at about the same level as Wave 1.  This may 
indicate that the programs affected these two subgroups later or slower.  The intended 
participation score is mainly flat in Wave 2 for the other populations, indicating that the PMP 
influenced them earlier, between Waves 1 and 2 of data collection.  Comparing Waves 2 and 3 is 
difficult because in Wave 3, intended participation is replaced by whether they have participated 
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or not (self reported).  Using the recoding described above seems to match the Wave 2 intentions 
pretty well.  A score of 4.0 in Wave 3 represents a 75 percent mailback rate. The Wave 3 score 
does seem lower among American Indians.  The Wave 3 bar graphs are mostly flat, although 
there does seem to be more volatility than in the previous waves, and there is a possible rising 
trend among non-Hispanic African Americans.   
 
It is difficult to be conclusive about within-wave trends, because of small and possibly atypical 
samples.  There are several dips in the average intended participation scores, but they are not 
consistent across the subgroups.  They also do not seem to correspond to single events of special 
census publicity that might have affected intended participation, such as Senator Lott’s 
encouragement of leaving some items blank; the attention over the non-English-side of the 
advance letter; or the controversy over the race item.  The Wave 3 volatility among American 
Indians seems due to small sample sizes rather than to any event. 
 
Comparing the seven figures, Wave 1 intended participation seems to be lower among Native 
Hawaiians and American Indians than the other groups.  American Indians continue to be the 
least likely to participate during Wave 2, while non-Hispanic Whites and Hispanics seem the 
most likely to respond.  In Wave 3, non-Hispanic Whites again seem the most likely to 
participate, while American Indians are the least likely with participation rates below 75 percent 
(that is, score below 4.0). 
 
Figure 61:  Mean intended participation for total population  
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Figure 62:  Mean intended participation for Hispanics 
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Figure 63:  Mean intended participation for non-Hispanic African Americans  
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Figure 64:  Mean intended participation for non-Hispanic Whites  
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Figure 65:  Mean intended participation for Asians  
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Figure 66:  Mean intended participation for American Indians  
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Figure 67:  Mean intended participation for Native Hawaiians  
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None of the trends examined in this section offer basis for inference to the national populations 
represented by the PMPE samples.  For inferential statistics, see earlier sections of this report.  
Rather, this section was intended to be purely descriptive in nature and to provide insight into 
special interventions, if any.  In our opinion, there is no evidence of major interventions. 
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5. CONCLUSIONS AND RECOMMENDATIONS 
 
In the final analysis of the mail return rate, Census 2000 is higher than the 1990 rate, this fact 
will establish a prima facie case for the effectiveness of the PMP.  In this report, we have sought 
to examine this case -- and buttress or refute it -- using statistical analysis of data collected from 
three waves of an evaluation survey, using a before, during, and after design.   
 
Broadly speaking, we find strong statistical evidence that the 2000 PMP was successful in 
increasing public awareness of Census 2000. We also find evidence that the PMP successfully 
changed beliefs and motivated households to complete and return their census form, but this 
evidence is somewhat weaker and less uniform. 

 
1.  How effective was the PMP, as a whole, in increasing general awareness about the census?  
Among hard-to-enumerate populations?  How effective were mass-media and community-based 
communications in increasing general awareness about the census?  Among hard-to-enumerate 
populations? 
 
People were asked in this study about how much they had heard about Census 2000.  This 
general level of awareness of communications about Census 2000 increased significantly over 
time.  It was greater after the PMP than before the onset of the program.  Those who had heard a 
great deal about the census increased from around 5 percent at Wave 1, to almost 30 percent at 
Wave 2, to about 50 percent by Wave 3.  There were sharp declines in those who had heard 
nothing over this same roughly nine-month period. 
 
Throughout our analysis, we focused on examination of the total population and six 
race/ethnicity populations: Hispanic, non-Hispanic African American, non-Hispanic White, 
Asian, American Indian, and Native Hawaiian.  In fact, the total population and all six 
race/ethnicity populations exhibit significant increases in awareness over the period of the study.   
 
Using a four-point scale, mean general awareness for the total population increased from 1.60 at 
Wave 1 to 3.02 at Wave 3.  For the non-Hispanic African American population, it increased from 
1.62 to 3.17.  Similar beneficial increases were achieved for non-Hispanic Whites, Asians, 
American Indians, and Native Hawaiians.  General awareness may have leveled off for 
Hispanics, who increased significantly from Wave 1 to 2, but not from Wave 2 to 3.  Overall, it 
appears that the program was effective for all populations in stimulating awareness. 
 
Many people are interested in understanding the separate effects of mass-media and community-
based communications.  Yet most respondents themselves probably can not accurately recall the 
separate communications sources.  Further, the PMP was not a designed experiment.  Both 
sources of communications probably complemented one another.  Most people who were 
exposed to one source were probably also exposed to the other.  Some who were exposed may 
have received relatively more exposure from mass media, while others may have received more 
community-based communications.  In light of the complementary nature of the sources of  
communications and the nonexperimental nature of the PMP, we find it impossible to clearly 
establish the separate effects of mass-media and community-based communications. 
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On its face, awareness of both mass-media and community-based communications increases 
throughout the period of the study.  In terms of specific mass-media sources, reported awareness 
is greatest for television, radio, and newspapers, in that order.  Awareness due to magazines and 
billboards is lower. 
 
Most of the race/ethnicity populations recalled most of the components of mass media.  Five 
populations – Hispanics, non-Hispanic African Americans, non-Hispanic Whites, Asians, and 
Native Hawaiians – exhibit significant positive trends for television, radio, newspapers, and 
billboard ads, while trends from Wave 2 to 3 for recalling census awareness from magazines are 
usually not significant.  For American Indians, the trends for television and newspapers are 
significant; for other sources, trends from Wave 1 to 2 are significant but trends from Wave 2 to 
3 are not.  What this indicates is that census awareness during these periods was constant -- it did 
not significantly increase or decrease.  For most targeted populations, recall of television is at a 
higher level with a stronger positive trend than recall of other mass-media sources.  These 
findings are consistent with the fact that most magazine ads would have appeared before or by 
census day. 
 
Using a three point scale to measure specific awareness by source, mean awareness due to 
informal conversations for the total population increases from 1.19 at Wave 1 to 1.84 at Wave 3.    
For other community-based communications, the biggest effects seem to come from census job 
announcements (mean awareness of 1.10 at Wave 1 to 1.64 at Wave 3), signs or posters inside 
buildings (mean awareness of 1.07 at Wave 1 to 1.53 at Wave 3), and schools you attended 
(mean awareness of 1.03 at Wave 1 to 1.30 at Wave 3).  Paycheck or utility bill, the Internet, 
conference exhibit booths, and participation on complete count committees were least effective 
among the community-based sources.21  Religious groups, community/government 
organizations, schools your children attended, speeches, and articles fall in the middle ground. 
 
The race/ethnicity populations also display significantly increased awareness of community-
based communications, and each generally follow the overall pattern cited above.  Often, 
because the changes due to individual community-based sources are small, we are able to detect 
change from Wave 1 to 3.  For example, Hispanics display means of 1.07, 1.18, and 1.29 for 
awareness due to religious groups; the Wave 1 to 2 and Wave 1 to 3 trends are statistically 
significant, but the Wave 2 to 3 trend is not. 
 
We conducted analysis of general census awareness by language spoken at home.  We find a 
significant difference between English- and other-language-speaking Asians.  We do not find a 
significant difference for other populations.  But there is a broad pattern of slightly lower 
estimated awareness in the non-English speaking populations. 
 
We also find that awareness is largely independent of age, except for Native Hawaiians.  
Awareness seems largely independent of sex, except for non-Hispanic African Americans.  
Awareness is associated with highest grade completed, particularly for some of the hard-to-
                                                           
21 Participation on complete count committees was included as an activity on the survey questionnaire for purposes 
of completeness but the actual purpose of the complete count committees was to serve as planning groups.  Not all 
planning groups referred to themselves as complete count committees, so this data should not be used to interpret the 
effectiveness of the Census 2000 Partnership and Marketing Program on encouraging participation on complete 
count committees. 
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enumerate populations, such as Hispanics, non-Hispanic African Americans, and American 
Indians.    However, awareness and highest grade completed are independent for non-Hispanic 
Whites.  The pattern of findings for highest grade also applies to the association between 
awareness and household income.  Amount of media usage tends to be unrelated to census 
awareness.  Yet whether people use media at all, or not, is associated with census awareness.  
Although the Internet was not a major source of awareness, it is associated with awareness for all 
populations except Hispanics.  An index of civic participation is associated with census 
awareness for the total population, non-Hispanic African Americans, Asians, and American 
Indians, but for other populations the evidence is weaker and we are unable to declare the 
observed associations significantly different from zero. 
 
To simplify this summary, we have tried to discern and describe broad general patterns observed 
in a massive and complicated body of data.  In so doing, we may have oversimplified the 
findings and missed a specific and important, but narrow, effect that correlates well with a 
specific PMP action.  For accurate specific findings, we urge the reader to consult the 
appropriate material in Section 4. 
 
2.  How effective was mass-media in positively changing attitudes/beliefs about the census 
among the general public?  How effective were community-based communications in positively 
changing attitudes/beliefs about the census among the general public?  Among the hard-to-
enumerate populations? 
 
Our research examined a variety of beliefs that people might hold relevant to participating in the 
census.  An example was the survey item "Filling out the census will let the government know 
what my community needs."  Confidence in the conclusion that the PMP was successful is 
enhanced if changes in these beliefs are observed that are consistent with the trends in awareness 
of communications and intentions to return the census form.  This was the case.  However, the 
American Indian population showed no change in their beliefs from before to after the onset of 
the program, and this is consistent with the lack of any increase in their intentions to return the 
census form. 
 
For total population, non-Hispanic African Americans, non-Hispanic Whites, and Native 
Hawaiians, there is a significant increase in positive census beliefs from Wave 1 to 2 and from 
Wave 1 to 3.  None of the Wave 2 to 3 trends are significant.   The evidence is weaker for 
Asians, where only the trend from Wave 1 to 3 is significant, and for Hispanics, where only the 
trend from Wave 1 to 2 is significant.  Analysis by language spoken at home shows that English-
speaking Asians may have changed beliefs, but that other-language-speaking Asians did not.   
 
We examined the associations between awareness of Census 2000 and various census beliefs to 
ascertain whether awareness may influence beliefs.  Table 105 summarizes the significant 
associations by belief and by race/ethnicity population.  Among the various populations, non-
Hispanic African Americans exhibit the most consistent association between census awareness 
and beliefs.  Among the beliefs, “lets government know what my community needs” and 
“answers could be used against me” have the broadest effects across the populations.  Clearly, 
awareness is associated with beliefs. 
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Table 105:  Summary of significant associations between awareness of Census 2000 and 
various Census beliefs Wave 2  
 
 
Census Belief 

 
Total 

Population 

 
 

Hispanics 

Non-
Hispanic 
African 

American
s 

Non-
Hispanic 
Whites 

 
 

Asians 

 
American 
Indians 

 
Native 

Hawaiians 

Lets government know what my 
community needs 

x  x x x  x 

Counts citizens and noncitizens 
alike 

 x     x 

Participation is important   x     
Answers could be used against 
you 

 x x  x  x 

Important for family and 
community 

 x x   x  

Confidentiality can be trusted   x     
Responding doesn’t matter   x  x x x 
Could harm personally     x x  
 
We also examined the association between census beliefs and self-reported participation 
(reported in Wave 3).  We find no statistically significant evidence of association between the 
belief that “confidentiality can be trusted” and participation.   Perhaps the public does not fully 
understand the word “confidentiality” or feels that regardless of whether census data are 
confidential it is willing to participate.  On the other hand, the belief  “could be used against me” 
is associated with participation for the American Indian population, providing further support for 
earlier findings.  All populations, except Hispanics, exhibit an association between participation 
and the belief that census "lets government know what my community needs."  Continuing to 
build this belief should be cornerstone of future advertising and partnership programs. 
 
3.  What impact did the PMP, as a whole, have on the likelihood of returning a census form? 
Specifically, what was the impact of mass-media?  Of community-based communications?  
 
Although awareness of communications about Census 2000 increased for all populations the  
findings of a corresponding increase in the reported likelihood of returning the census form were 
mixed and more subtle.  Four race/ethnicity populations did indicate that they were more likely 
to return the census form (increased mean intended participation) after the PMP than before its 
onset.   The groups whose intentions grew more positive were non-Hispanic African Americans, 
non-Hispanic Whites, Asians, and Native Hawaiians.  We were not able to demonstrate from our 
data that the Hispanic and American Indian populations intended to return the census form any 
more after the PMP than before it, although the data hint at the possibility of a favorable effect 
and do not rule it out. 
 
We used a five-point scale to measure intended participation.  In absolute terms, intended 
participation started high at Wave 1 and stayed high until census day: for example, in the total 
population, the category “definitely will” starts just under 60 percent at Wave 1 and rises to close 
to 70 percent at Wave 2.  
 
There is no significant increase from Wave 1 to 2 in mean intended participation for Hispanics 
(4.50 to 4.54) nor for American Indians (4.05 to 4.19).  Looking deeper, we find that mean 
intended participation does increase significantly for English-speaking American Indians (4.04 to 
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4.28), even though it neither increases overall (4.05 to 4.19) nor increases for other-languages 
American Indians (4.10 to 3.90).  These are important findings that may suggest future 
advertising and partnership activities need to work even harder to reach the Hispanic and other-
languages, American Indian populations. The lack of significant positive findings for American 
Indians may be due, in part, to small sample sizes. 
 
As noted, we found mean intended participation high, regardless of whether it increased or not.  
To strengthen our findings we examined the correlations between general awareness of census 
communications and intended participation.  The correlations increase significantly from Wave 1 
to 2 except for the American Indian population.  Correlations between mass-media and intended 
participation increase significantly except for Asians and American Indians.  We reach similar 
conclusions regarding the correlations between community-based communications and intended 
participation. 
 
Higher awareness of communications about Census 2000 translates into a greater likelihood or 
intention of returning the census form for five of the targeted populations.  For these groups, the 
higher levels of awareness occurring after the onset of the program correlate with the greater 
likelihood of returning the census form. All but the American Indian population shows this 
effect.  Hispanics show this effect even though their mean intended participation was relatively 
high and did not increase from Wave 1 to 2, suggesting that the program may have had less 
impact on them.  For non-Hispanic African Americans, non-Hispanic Whites, Asians, and Native 
Hawaiians, it appears that people in these groups became more aware of census communications 
and that this awareness was linked to intentions to return the census form. 
 
We also examined control variables for which we would not normally expect a change from 
wave to wave.  In fact, we did not see an important change.  In particular, the proportions of 
people who have heard of the Department of Agriculture, the Surgeon General’s office, and the 
school lunch program do not change significantly and consistently from wave to wave.  Heard of 
welfare reform and an index of civic participation display limited evidence of a decline at Wave 
3 -- which is directionally opposite the buildup in census communications -- and thus does not 
signal the existence of a hidden variable, other than census communications, driving the increase 
in intended participation.  These findings suggest that the general environment is not changing 
during the census period, and thus that change in intended participation can reasonably be 
attributed to change in census awareness mediated by change in census beliefs.  Such control 
variables replace a control group, which was not feasible for this study. 
 
We analyzed the association between census communications and intent to participate using 
Wave 2 data, and between census communications and self-reported behavior using the Wave 3 
data.  We also matched the samples for Waves 2 and 3 to census returns and determined which 
households actually returned the form by mail and the dates of mail return.  From these data, we 
were able to analyze the effect of census communications on actual behavior. 
 
We found a low correlation between actual mailback behavior and both intended participation 
and self-reported behavior.  In the total population in Wave 2, 81 percent of households 
responded that they definitely will or probably will participate, while 69 percent of these 
households actually participated by mail.   
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Similarly in Wave 3, 73 percent self-reported that they returned the form, while 66 percent 
actually did.   (These percentages for actual participation are somewhat attenuated due to the fact 
that we reclassified late mail returns -- those occurring after the NORC interview date or after the 
start of nonresponse follow up operations -- as non-mail returns.) 
 
For all four survey samples and for both Waves 2 and 3, we constructed logistic regression 
models, attempting to directly explain the log-odds of mail return in terms of various exogenous 
variables.  The independent variables include two measures of census communications -- mean 
of mass-media and mean of community-based communications -- and nine categorical variables 
suggested by prior census research, including an index of civic participation, race/ethnicity, 
language spoken at home, household income, highest grade completed, age, sex, household 
tenure status, and an indicator of whether the household reported receipt of the census form.  For 
the core sample only, they also include two-way interactions between the categorical variables 
and the census communications variables.  Because of limited sample size, we were not able to 
consider interactions in the models for the Asian, American Indian, and Native Hawaiian 
samples. 
 
Despite earlier evidence that census communications had a clear and favorable impact on what 
people said they would do -- that is, their intended participation (Waves 1 and 2) and self-
reported behavior (Wave 3) -- we now find limited and mixed evidence that it affected what 
people actually did (their actual behavior).  In fact, from the logistic regression modeling we 
essentially find no significant effects of census communications on the odds of mail return for 
Asians, American Indians, and Native Hawaiians.  It is possible that the small sample sizes, 
especially for American Indians, prevent us from revealing the true communications effects for 
these populations. 
 
From the models for the core sample, we find census communications effects are differential by 
language, age, and race/ethnicity.  In Wave 2, overall communications were less effective for the 
other-languages population than for the English-speaking population, while its impact on the 
Spanish-speaking population was no different from its impact on the English population.  In 
Wave 3, community-based communications were less effective for younger adults than for older 
adults.  Mass media was less effective for Other races than for non-Hispanic Whites, and 
community-based communications were more effective in reaching non-Hispanic African 
Americans than non-Hispanic Whites. 
 
The models for Waves 2 and 3 are somewhat different, despite the fact that both waves use 
identical sampling designs that entail independent and representative samples of the total 
population.  One possible reason for the differences is that Wave 3 was generally exposed to 
additional census communications not available at Wave 2, due to continuing PMP activity and 
the arrival of the census form itself.  However, we did include a variable indicating receipt of the 
census form in the Wave 3 models. 
 
We urge the reader to exercise a degree of caution in interpreting the results of the logistic 
regression models.  These models are not able to explain most of the variability in actual 
behavior, although the quality of fit is typical of social-science research data of this type.  One of 
the problems with this approach is that the models are fit cross-sectionally, within Wave 2 and 
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then within Wave 3.  The variability in the mass media and community-based variables across 
respondents within wave is narrow.  Fitting across the narrow span provides a model with a bit of 
instability, similar to a child's teeter-totter.  In an ideal world, let alone a world of statistical 
experimentation, one would devise a combined sample comprised of Wave 1 respondents who 
received no additional exposure to census communications; Wave 2 respondents who received 
no additional exposure; and Wave 3 respondents.  In the combined sample, one should find 
greater variability in the communications variables, and thus presumably a better, more stable 
model than the one found here.  Because such a sample is not feasible, we are left no choice but 
to fit cross-sectional models with caution. 
 
4.  Were differences in awareness, knowledge, and attitudes before and after the Census 2000 
campaign significantly different from those measured before and after the 1990 campaign (which 
had no mass-media)? 
 
The Census Bureau developed and implemented an Outreach Evaluation Survey (OES) at the 
time of the 1990 Census with objectives similar to those of the 2000 PMPE.  Yet it is nearly 
impossible to make exact comparisons between the 1990 and 2000 Censuses, because of non-
comparabilities (1) between the timing of the waves of data collection in the OES and PMPE, 
and (2) between the question wording and response scales in the two surveys.  In approximate 
terms, awareness of the impending Census 2000 started at a relatively low level at Wave 1, a 
point in time for which there is no corresponding data from the 1990 OES.  By mid-winter, 
before census day, awareness in 2000 seems to eclipse awareness of the impending 1990 Census.  
Furthermore, in terms of mean number of sources of information cited by respondents, the 2000 
PMPE reflects higher levels following Census Day than does the 1990 OES at the same point in 
time.  Interestingly, the percent that heard recently about the census is lower following Census 
Day in 2000 than at the same point in 1990, perhaps reflecting literal reporting by PMPE 
respondents. 
 
For non-Hispanic African Americans, we find higher percentages for television and radio 
awareness in 2000 than in 1990.  Over all populations, awareness due to newspapers is lower in 
2000 than in 1990, and awareness due to print ads and meetings is higher.  Magazine awareness 
is also higher in 2000, but it still remains much lower than awareness of other media. 
 
According to our data, attitudes towards census confidentiality declined at the close of the 20th 
Century.  Favorable attitudes started at a low level prior to Census 2000 and never recovered to 
the levels reported in 1990.  Although this finding is cause for concern, the fact that trust in 
confidentiality apparently does not influence participation, at least according to these data, 
mitigates the concern. 
 
On the other hand, respondents’ views of the importance of participating in the census remained 
quite stable: both censuses exhibited similarly favorable attitudes, and neither exhibited a 
significant trend from wave to wave within the census period.  Designers of future advertising 
and partnership programs should be challenged by this result to find ways of instilling in the 
population the belief that census is important. 
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Finally, the 2000 PMP seems to have achieved greater success than comparable efforts in 1990 
to create a favorable attitude that the census cannot be used against you.  Despite this apparent 
progress, as we reviewed earlier, fear that the census could be used against you continues as an 
important predictor of census participation.  Again, all comparisons between OES and PMPE 
should be interpreted with considerable caution because of the non-comparabilities cited earlier. 
 
5.  Was awareness or intended participation influenced by census controversies or by other 
special events of census publicity? 
 
We made some analyses of week-to-week movements in awareness within each of the three 
waves.  Our objective was to ascertain whether any events of special publicity -- such as the 
controversy arising from the census advance letter -- may have affected census awareness or 
intended participation.  This analysis should be viewed with caution, because the weekly data are 
based upon small, potentially nonrepresentative subsamples.  We found no evidence of any 
substantial intervention.  We do find an interesting falloff in recent awareness as time passes into 
May and June.  We do not view this decline a failure of the PMP, but rather we suppose it simply 
represents literal reporting by largely cooperative respondents who, by May or June, probably 
had not heard anything about the census in several weeks.  In fact, the PMP did not target those 
most likely to respond after mid-April. 
 
Summarizing our findings, the total population and all six populations seem to have become 
more aware of census communications during the nine-month period of the study.  Non-Hispanic 
African Americans, Native Hawaiians, and non-Hispanic Whites appear to have been most 
clearly affected beyond this increased awareness.  Their intentions to participate in the census 
increased as well and their awareness and became associated at the individual level with self-
reported participation.  Asians and Hispanics appear less affected, particularly when they are 
examined in terms of specific sources of communication.  American Indians seem to have been 
aware of census communications but there is little statistical evidence they were affected by 
them.  Results for American Indians are subject to a larger design effect than results for other 
targeted populations.  It is possible that sampling error obscures their real trends.  Census 
communications did not have a favorable impact on actual mail-return behavior for the Asian, 
American Indian, and Native Hawaiian populations.  For remaining populations, census 
communications were helpful in promoting mail response, but the help was differential by 
language, age, and race/ethnicity. 
 
In light of these findings, it is appropriate to consider what recommendations we might offer to 
planners of Census 2010.  We approach this final task with considerable trepidation.  We know 
what we know on the basis of the evaluation study concluded here.  But we realize there is a 
considerable amount we do not know from other census evaluation studies, from specific 
advertising and partnership protocols, and from the 2000 Census experience itself.  Thus, we 
formulate and advance the following recommendations based upon the PMPE data we have 
collected and analyzed.  Census executives will have to meld our recommendations with their 
broader understanding of Census 2000 and its promotional activities in order to formulate an 
appropriate set of actions for the next census. 
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R1. The 2000 PMP was generally successful in promoting awareness and intent to participate 
in the census.  Even though the program had a limited and mixed impact on peoples' 
actual behavior, we strongly recommend this program of mass-media and community-
based communications be repeated in general form, content, and intensity for Census 
2010.  Some minor adjustments to the program, as follows, may achieve superior results. 

 
R2. The 2000 PMP demonstrated that, in general, mass-media and community-based 

communications are a powerful means of reaching people.  Some sources of census 
communications were more effective than others.  As Census 2010 approaches, the 
Census Bureau should evaluate the then current communications channels in America, 
with an eye towards optimizing the allocation of PMP resources among the various 
channels.  In particular, the Census Bureau should reevaluate use of the Internet, 
magazines, conference exhibit booths, and paycheck or utility bill inserts.  The first in 
this list of channels may be increasing in importance, while remaining channels may be 
decreasing in importance.  Other channels, such as television, radio, and schools you 
attend will probably continue to be as important in 2010, as they were in 2000.  
Furthermore, the Census Bureau should examine opportunities to tailor census messages 
to the source of communications. 

 
R3. Awareness of census communications may have declined slightly after Census Day 2000.  

The Census Bureau should conduct additional study of this matter, to confirm its validity 
and consequences.  The end purpose of the study should be to determine whether a 
stronger post-Census-Day communications program would have achieved favorable 
results at an acceptable price. 

 
R4. As Census 2010 approaches, the Census Bureau should reevaluate what promotional 

messages resonate best with the American population overall, and with targeted 
race/ethnicity populations.  Based on the 2000 experience, a traditional message -- census 
confidentiality can be trusted -- seems to be declining in effectiveness.  Meanwhile, two 
newer messages 

 
•    Answers cannot be used against you 

 
•    Lets government know what my community needs 

 
appear to be increasing in effectiveness.  Use of the right messages will optimize the 
effectiveness of the 2010 PMP.  In view of the demonstrated sophistication of the 2000 
PMP, the Census Bureau should go on to explore use of even more subtle beliefs for 
Census 2010. 

 
R5. Mass-media and community-based communications effectively reached the African 

American community during Census 2000, and communications changed census beliefs.  
For this population, the 2010 PMP should build on the success of the 2000 PMP. 
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R6. For Census 2010, the Census Bureau should reevaluate the communications approach for 
the Hispanic, Native Hawaiian, and especially the American Indian populations.  The 
2000 PMP changed census awareness for these populations, but there is little or no 
significant evidence that it impacted intent to participate.  For American Indians, mean 
census beliefs were unchanged from before the onset of the PMP through Census Day.  
To better reach these populations, the Census Bureau may develop new communications 
messages, deliver more frequent messages at the time of the census, or communicate on 
more of an ongoing basis throughout the decade.  The Census Bureau may identify 
beliefs that are truly critical to peoples' behavior in these communities, and formulate 
communications messages accordingly.  The reevaluation should consider the design and 
outcomes of the 2000 PMP and whether further refinements would be successful. 

 
R7. English-speaking Asians changed census beliefs as a result of the 2000 PMP, but non-

English-speaking Asians apparently did not.  For 2010, the Census Bureau should 
develop and implement communications channels and messages that get through to this 
population. 

 
R8. The 2000 PMP cost money, and the current evaluation study demonstrated a limited 

linkage between the PMP effort and improvements in actual mail return behavior.  
During early stages of planning for Census 2010, the Census Bureau should conduct a 
formal cost-benefit analysis, attempting to demonstrate the tradeoffs between increased 
expenditures on  PMP activities and reduced followup costs.  The analysis may be used 
as one small part of the base of information the Census Bureau uses to justify its plan for 
Census 2010.  If evaluation of the 2010 PMP is undertaken, in light of 2000 experiences, 
then it would be desirable to develop some specific hypotheses that can be tested directly. 

 
R9. Ultimately, once congressional appropriations have been finalized, during late stages of 

planning for Census 2010, there will be a fixed amount of money to support PMP 
activities.  The Census Bureau will be faced with the daunting task of allocating this fixed 
pie among the many worthy components of the program.  In making this allocation, the 
Census Bureau should continue to be guided by the twin goals of (1) increasing the 
overall mail return rate and (2) reducing the differential undercount, weighted by size, of 
historically undercounted populations. 

 
R10.   Future research should use an experimental design to measure the effectiveness and   

benefit of a partnership and marketing program 
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Appendix A 
 

Detailed description of the four evaluation samples 
 
American Indian sample 
 
A total of 21 American Indian reservations and tribal areas (see Table A-1 for a list of selected 
reservations/tribal areas and their probabilities of selection) were randomly selected as 15 
primary sampling units (PSU�s) for the American Indian sample for all three waves of data 
collection.    In order to minimize costs, the three largest reservations (in 1990 American Indian 
population) were defined as certainty PSU�s, meaning that these reservations had a selection 
probability of one.  For the remaining reservations and tribal areas, the probability of selection 
was determined using each reservation�s 1990 Decennial Census American Indian population as 
a proportion of all American Indians living in reservations and tribal areas.  The sampling 
universe consisted of all reservations/tribal areas with 1000 or more American Indian population 
as of the 1990 Census. 
  
Personal visit interviews were used to collect data for this sample to eliminate the possibility of 
coverage bias due to poor telephone coverage, and to increase the likelihood of response.   
 
Since physical address information was unavailable for many housing units on the Master 
Address File (DMAF) at the time of sample selection (August 1999), 1990 Decennial Census 
tabulation blocks were randomly selected in the second stage of the sample for 16 of the 21 
reservations/tribal areas.  For the third and final stage of sampling in the 16 reservations/tribal 
areas, no up-to-date list of housing units (HUs) was available for the selected blocks.  To 
maximize cost effectiveness, a sample-and-go method was implemented whereby a random start 
was provided for each selected block.  Interviewers were instructed to start at  the northwest 
corner of a selected block and to travel around the block in a clockwise direction, counting HUs 
as they went.  They were further instructed to include up to 10 HUs in the sample, starting with 
the HU corresponding to the pre-assigned random start and continuing through the nine 
following HUs.  If the block contained a total of 10 or fewer HUs, then all HUs were included in 
the sample.  
 
In the remaining five selected reservations/tribal areas with sufficient physical address 
information (i.e., Creek, Lumbee, Kiowa-Comanche-Apache, Cheyenne-Arapaho, and Salt River 
reservations/ tribal areas), HUs were randomly selected from the DMAF. 
 
This design was used in all three waves of data collection, since physical address information 
from the update/leave phase of Census 2000 was not included in the DMAF until March 2000. 
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Table A-1:  Sampling conditions by reservation and primary sampling unit (PSU)  
for the American Indian sample 
 
PSU 

 
Reservations 

 
Probability of 

Selection 
 
Certainty Status 

 
Sampling 

Type 

 
Explicit Density 

Stratification with 
PSU 

201 Navajo Reservation and Trust Land 1.0000 Yes Block No 

 
202 

 
Cherokee TJSA 

 
1.0000 

 
Yes 

 
Block 

 
Yes 

 
203 

 
Creek TJSA 

 
1.0000 

 
Yes 

 
DMAF 

 
Yes 

 
204 

 
Lumbee TDSA (state) 

 
0.8867 

 
No 

 
DMAF 

 
No 

 
205 

 
Choctaw TJSA 

 
0.8704 

 
No 

 
Block 

 
Yes 

 
206 

 
Kiowa-Comanche-Apache-For 

 
0.4000 

 
No 

 
DMAF 

 
Yes 

 
207 

 
Fort Apache Reservation 

 
0.3051 

 
No 

 
Block 

 
No 

 
208 

 
Rosebud Reservation and Trust Land 

 
0.2465 

 
No 

 
Block 

 
No 

 
209 

 
Hopi Reservation and Trust Land 

 
0.4261 

 
No 

 
Block 

 
Yes 

 
209 

 
Cheyenne-Arapaho TJSA 

 
0.4261 

 
No 

 
DMAF 

 
Yes 

 
210 

 
Osage Reservation 

 
0.1880 

 
No 

 
Block 

 
Yes 

 
211 

 
Standing Rock Reservation 

 
0.1501 

 
No 

 
Block 

 
No 

 
212 

 
Red Lake Reservation 

 
0.2190 

 
No 

 
Block 

 
No 

 
212 

 
Salt River Reservation 

 
0.2190 

 
No 

 
DMAF 

 
No 

 
213 

 
Isleta Pueblo 

 
0.2500 

 
No 

 
Block 

 
No 

 
213 

 
Santo Domingo Pueblo 

 
0.2500 

 
No 

 
Block 

 
No 

 
213 

 
Uintah and Ouray Reservation 

 
0.2500 

 
No 

 
Block 

 
No 

 
214 

 
Cattaraugus Reservation 

 
0.1203 

 
No 

 
Block 

 
No 

 
214 

 
Omaha Reservation 

 
0.1203 

 
No 

 
Block 

 
No 

 
215 

 
San Juan Pueblo 

 
0.0779 

 
No 

 
Block 

 
No 

 
215 

 
Taos Pueblo and Trust Land 

 
0.0779 

 
No 

 
Block 

 
No 
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Asian sample 
 
Five large cities (see Table A-2 for a list of the cities) were selected as certainty PSU�s for the 
Asian sample for all three waves of data collection.  These PSU�s were selected because of their 
large population size and their relatively high proportion of Asian-American residents.   No other 
areas of the country were subjected to sampling. 
 
Personal visit interviews were used to collect data for this sample to eliminate the possibility of 
coverage bias due to poor telephone coverage, and to increase the likelihood of response among 
Asian-Americans that do not speak English.   
 
In order to maximize cost efficiency, housing units were grouped into two strata per PSU 
according their block group�s proportion of Asian-American residents in the 1990 Census.  We 
sampled the high density (20 percent or greater Asian population) stratum at five times the rate 
used in the low density stratum (less than 20 percent percent Asian) in each PSU.  The DMAF 
was used as a sampling frame in Waves 2 and 3, but the incomplete status of the DMAF at the 
time of Wave 1 sample selection (August 1999) forced the use of an alternative sample frame. 
 
For Wave 1, we used a standard area-probability sampling design, selecting segments at the 
second stage and HUs at the third and final stage.22  Following the selection of segments (with 
probability proportional to the Asian population from the 1990 Census), we classified the 
specified segments as to high or low density and determined the subsampling rate for each 
segment such that the unconditional probability of selection of HUs in high-density areas was 
five times the unconditional probability in low-density areas.  Instead of performing a 
conventional two-step listing and sampling operation in the specified segments, which would 
have been expensive, we pre-specified the selected lines within each specified segment in 
accordance with the segment�s subsampling rate.   Starting at the Northwest corner of each 
specified block, interviewers were instructed to travel around the block in a clockwise direction, 
counting HUs as they went, and to conduct interviews at the HUs corresponding to the pre-
specified lines. 
 
Table A-2:  Sampling conditions by primary sampling unit (PSU) for the Asian sample  
  
PSU 

 
City 

 
Probability 
of Selection 

 
Certainty 

Status 
 
Sampling Type 

 
Explicit Density 

Stratification 
within PSU 

 
301 

 
Chicago 

 
1.0000 

 
Yes 

 
Area Probability in Wave 1, DMAF in Waves 2 & 3 

 
Yes 

 
302 

 
Los Angeles 

 
1.0000 

 
Yes 

 
Area Probability in Wave 1, DMAF in Waves 2 & 3  

 
Yes 

 
303 

 
New York 

 
1.0000 

 
Yes 

 
Area Probability in Wave 1, DMAF in Waves 2 & 3 

 
Yes 

 
304 

 
San Francisco 

 
1.0000 

 
Yes 

 
Area Probability in Wave 1, DMAF in Waves 2 & 3 

 
Yes 

 
305 

 
Seattle 

 
1.0000 

 
Yes 

 
Area Probability in Wave 1, DMAF in Waves 2 & 3 

 
Yes 

                                                           
22 Large census blocks were segments in their own right, while small blocks were combined to achieve a minimum 
segment size of 75 HUs. 
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Native Hawaiian sample 
 
The State of Hawaii (see Table A-3) was the only PSU specified for the Native Hawaiian 
sample; no other areas were subjected to sampling.  It simply would not have been cost effective 
to sample from the other 49 states, because their Native Hawaiian populations are extremely 
small and widely dispersed. 
 
To save money, we mainly used telephone interviewing for this sample.  Wave 1 was conducted 
entirely by telephone, while for Waves 2 and 3 about four-fifths of the interviews were obtained 
via telephone and one-fifth via personal visit. 
 
Contrary to our original plan, the DMAF was not ready or available at the time of sampling for 
Wave 1.  To enable the project to proceed on a timely and cost-effective basis, a backup plan was 
needed, and after consideration of alternatives, we quickly shifted the sampling design to a list-
assisted, random digit dialing (RDD) approach in one-plus, 100-banks.  To maximize cost 
efficiency, we grouped census tracts into two strata prior to sampling, according to their Native 
Hawaiian density in the 1990 Census.23  In turn, telephone exchanges were matched to census 
tracts and thus were classified into the high or low density strata.  We obtained and implemented 
an RDD sample of telephone numbers from each of the two strata, sampling the high-density 
stratum at about five times the rate used in the low-density stratum. 

 
Fortunately, the DMAF was ready and available in time for sampling for Waves 2 and 3, and 
thus we were able to proceed with our original plan.  We grouped HUs into a high- or low-
density stratum based upon their block group�s proportion of Native Hawaiian residents in the 
1990 Census.  Again, we sampled the high-density stratum at five times the rate in the low-
density stratum.  Following sampling, we asked Telematch to supply telephone numbers for the 
selected addresses, and they were successful in doing so for about 25 percent of the addresses.  
This low match rate (the expected match rate was 50 percent) was attributable in part to a large 
number of less that fully complete addresses from the DMAF; to apartment buildings where 
matching is especially difficult; and to other factors.  Before proceeding, we considered means of 
improving the match rate -- such as use of the Select Phone CD and of SSI, another well-known 
vendor of telephone matching services -- but none proved helpful.   
 
Ultimately for Wave 2, we released enough of the matches to telephone interviewing (CATI) to 
yield about 400 Native Hawaiian completed interviews.   To avoid the possibility of a sampling 
bias, we subsampled the non-matches and released enough of them to personal-visit interviewing 
to yield about 100 Native Hawaiian completed interviews.  Advance letters were sent to all 
sample cases. 

 

                                                           
23 The high-density stratum consisted of tracts whose population was 20 percent or more Native Hawaiian, 
while the low-density stratum consisted of all other tracts in the State of Hawaii. 



 
 

 150 
 

Table A-3:  Sampling conditions by primary sampling unit (PSU) for the Native  
Hawaiian sample  
 
PSU 

 
Area 

 
Probability 
of Selection 

 
Certainty 

Status 
Sampling Type 

 
Explicit Density 

Stratification 
within PSU 

 
401 

 
State of Hawaii 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in Waves 2 & 3 

 
Yes 

 
Core sample 
 
The purpose of the core sample is to provide evaluation statistics for the census marketing and 
partnership campaigns both for the population as a whole and for the Hispanic, non-Hispanic 
African American, and non-Hispanic White populations.  For obvious reasons, a main thrust of 
these programs is to motivate hard-to-count groups to participate in the 2000 Census, especially 
by mail.   
 
For this evaluation, fifty PSU�s (see Table A-4) were selected with probability proportional to the 
1990 Census HU count to represent the general U.S. population in all three waves of data 
collection.  The 10 largest metropolitan areas were selected with certainty, including the New 
York CMSA, Los Angeles CMSA, Chicago CMSA, San Francisco CMSA, Philadelphia CMSA, 
Detroit CMSA, Dallas CMSA, Washington DC MSA, Houston CMSA, and Boston NECMA.  
This left 40 noncertainty PSUs.  
 
To save money, we used telephone interviewing as much as possible in all three waves.  To 
avoid bias, we used personal-visit interviewing too, as explained below. 
 
To provide reliable statistics for the hard-to-count populations, we oversampled Hispanic and 
non-Hispanic-African American households (households) by partitioning each PSU into the four 
density sampling strata set forth in Table A-5, and imposing higher sampling rates in the three 
high-density strata.  A few of the strata in a few of the PSUs turned out to be empty (e.g., in PSU 
081, Sandusky Co., OH, there are no areas of high Hispanic or high non-Hispanic-African 
American density), but essentially we employed a sampling design with a total of 200 sampling 
strata, four density strata in each of 50 PSUs. 
 
As in the case of the three specialized samples, the DMAF was not ready or available for use at 
the time of sampling operations for Wave 1, and we quickly devised and implemented a backup 
plan.  The DMAF was available for our use for Waves 2 and 3 and we did use it at that time as 
the sampling frame for HUs within PSUs. 
 
For Wave 1, our backup plan involved RDD sampling and telephone interviewing in the 50 
PSUs, along with an area-probability sample and personal-visit interviewing in the five PSUs 
that correspond to the PSUs employed in the Asian sample.  We chose the RDD design because 
of cost considerations, and the area-probability supplement because of coverage considerations.  
We felt that a comparison of the RDD and area-probability results in the five PSUs may provide 
a formal measurement of the effect on Wave 1, if any, of nontelephone households.  In turn, we 
reasoned that this measurement could be used, if necessary, to calibrate the overall results from  
the Wave 1 RDD interviews. 
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For the RDD component, we implemented the same list-assisted approach as we used for the 
Native Hawaiian sample.  To maximize cost efficiency, we grouped census tracts into the 
approximately 200 density strata prior to sampling, according to their Hispanic and non-
Hispanic-African American populations in the 1990 Census.  In turn, telephone exchanges were 
matched to census tracts and thus were classified into the high- or low-density strata.  We 
obtained and implemented an RDD sample of telephone numbers from each of the strata, 
sampling the high-density strata at about five times the rate used in the low-low strata.  For the 
area-probability supplement, we selected segments24 at the second-stage of sampling and HUs at 
the third stage.  Segments were not stratified within PSUs, but they were selected with 
probability proportional to the 1990 Census HU count.  HUs were subsampled within segments 
at a rate determined to equalize the overall unconditional probabilities of selection within the 
area-probability supplement.  Thus, the supplement was designed to be essentially self-
weighting. 
 
For Waves 2 and 3, we grouped HUs into the 200 density strata based upon their block group�s 
proportion of Hispanic and non-Hispanic-African American residents in the 1990 Census.  
Again, we sampled the high-density strata at about five times the rate used in the low-low strata.  
Following sampling, we asked Telematch to supply telephone numbers for the selected 
addresses, and they were successful in doing so for about 28 percent of the addresses.  This low 
match rate (the expected match rate was 50 percent) was attributable in part to the lack of 
resident names as a matching field; to apartment buildings where matching is especially difficult; 
and to other factors. 
 
For the matches, we attempted telephone interviews from one of our centralized CATI centers.  
Noncontacts, refusals, and cases with an erroneous telephone number were sent to the field for 
personal-visit interviewing.  All nonmatches, of course, were assigned to the field for personal-
visit interviewing.  Advance letters were sent to all sample cases with a complete mailing 
address.   

 
Table A-4:  Sampling conditions by primary sampling unit (PSU) for the core sample  

PSU  Area  Probability 
of Selection 

Certainty 
Status Sampling Type 

 
Explicit Density 

Stratification 
Within PSU 

 
1 

 
New York CMSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
2 

 
Los Angeles CMSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
3 

 
Chicago CMSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
4 

 
San Francisco CMSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
5 

 
Philadelphia CMSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

                                                           
24 Single blocks or clusters of adjacent blocks, with a minimum size of 75 HUs. 
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6 

 
Detroit CMSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
7 

 
Dallas CMSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
8 

 
Washington, D.C. 
MSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
9 

 
Houston CMSA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
10 

 
Boston NECMA 

 
1.0000 

 
Yes 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
11 

 
Atlanta MSA 

 
0.6345 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
13 

 
St. Louis MSA 

 
0.5437 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
15 

 
Phoenix MSA 

 
0.5146 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
17 

 
Baltimore MSA 

 
0.5075 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
19 

 
Seattle MSA 

 
0.4493 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
21 

 
Worcester, MA, 
NECMA 

 
0.1510 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
23 

 
Buffalo, NY, PMSA 

 
0.2173 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
26 

 
Syracuse, NY, MSA 

 
0.1438 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
28 

 
Eau Claire, WI, MSA 

 
0.0291 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
30 

 
Jackson, MI, MSA 

 
0.0313 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
33 

 
Cleveland, OH, MSA 

 
0.4102 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
35 

 
Columbus, OH, MSA 

 
0.3024 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
37 

 
Saginaw-Bay City, MI, 
MSA 

 
0.0841 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
40 

 
Springfield, MO, MSA 

 
0.0544 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

42 Ft. Myers-Cape Coral, 
FL, MSA 

0.1022 No RDD in Wave 1, DMAF in 
Waves 2 & 3 

Yes 
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44 

 
Charlotte-Gaston, IA, 
MSA 

 
0.2556 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
46 

 
Lynchburg, VA MSA 

 
0.0307 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
49 

 
Miami, FL, PMSA 

 
0.4169 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
51 

 
Charleston, SC, MSA 

 
0.1080 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
53 

 
Birmingham, AL, MSA 

 
0.2037 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
56 

 
Enid, OK, MSA 

 
0.0143 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
58 

 
Waco, TX, MSA 

 
0.0426 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
60 

 
New Orleans, LA, 
MSA 

 
0.2832 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
63 

 
Denver, CO, MSA 

 
0.3871 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
65 

 
Boulder, CO, PMSA 

 
0.0511 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
67 

 
Tacoma, WA 

 
0.1237 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
69 

 
Santa Barbara, CA, 
MSA 

 
0.0747 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
72 

 
Franklin, CO., PA 

 
0.0263 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
74 

 
Lee Co., IL 

 
0.0072 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
76 

 
Riley Co., KS 

 
0.0124 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
79 

 
Barry Co., MO 

 
0.0070 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
81 

 
Sandusky Co., OH 

 
0.0128 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
83 

 
Choctaw Co., AL 

 
0.0037 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
85 

 
Floyd Co., GA 

 
0.0177 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 
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88 

 
Copiah Co., MS 

 
0.0055 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
90 

 
Edgecombe Co., NC 

 
0.0118 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
92 

 
Greene County, TN 

 
0.0126 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
95 

 
Caroline Co., VA 

 
0.0039 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
97 

 
Mesa County, CO 

 
0.0212 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
99 

 
Wasco County, OR 

 
0.0057 

 
No 

 
RDD in Wave 1, DMAF in 
Waves 2 & 3 

 
Yes 

 
Table A-5:  Stratification by density of Hispanic and non-Hispanic African American 
populations  

 
 

 
High Density Hispanic 

(����33%) 

 
Low Density Hispanic  

(< 33%) 
 
High Density Non-Hispanic African American 
(����33%) 

 
Stratum 1 

 
Stratum 2 

 
Low Density Non-Hispanic African American 
(< 33%) 

 
Stratum 3 

 
Stratum 4 
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Appendix B 
 

Survey response rates 
 
Tables B-1 through B-13 contain four sets of response rates for each wave and each sample, as 
follows: 
 

1. Conservative response rates with no allowance for language barrier / incapacitated 
cases. 

 
2. Conservative response rates with an allowance for language barrier / incapacitated 

cases. 
 

3. Alternate response rates with no allowance for language barrier / incapacitated cases. 
 

4. Alternate response rates with an allowance for language barrier / incapacitated cases. 
 
The best response rates are probably those making an allowance for the language barrier / 
incapacitated cases.  Although the difference is relatively small, attention should be focused on 
the sets 2 and 4.  In any event, readers may use the set of response rates with which they are most 
comfortable philosophically. 
 
In what follows, we describe the column headings that appear in Tables B-2 to B-13: 

 
1. Incapacitated or Language Barrier, Main Interview: Number of households that 

were determined to be eligible, but did not complete the main interview because of 
incapacitated and/or language barrier problems. 

 
2. Incapacitated or Language Barrier, Screening Interview: Number of households 

for which eligibility could not be determined because of incapacitated and/or 
language barrier problems at the screening interview. 

 
3. Completed Cases: Number of households for which the main interview was 

completed. 
 

4. Eligible Cases: Number of households determined to be eligible for the main 
interview. 

 
5. Eligibility Determined: Number of households for which the eligibility status for the 

main interview was determined. 
 

6. Occupied Households: Number of cases determined to be occupied households or 
working residential numbers. 

 
7. Determined Household Status: Number of cases for which the occupancy status was 

determined. 
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8. Sample Size: Total number of cases released. 

 
9. Completion Rate for Household Status: Percentage of sample size for which the 

occupancy status was determined. 
 
10. Screener Completion Rate: Percentage of occupied households for which the 

eligibility status was determined. 
 

11. Interview Completion Rate: Percentage of households determined to be eligible for 
the main interviews that were completed. 

 
12. Response Rate: Unconditional response rate calculated as the product of the three 

completion rates. 
 
Conservative response rates are defined in the spirit of AAPOR (1998) and CASRO (1982) 
standards.  The problem is that these standards do not apply to a two-stage interview -- screener 
followed by main -- of the type used in the PMPE.  Thus, NORC has established its own 
standards that extend the APPOR and CASRO standards to real two-stage interviews.  
Conservative response rates exactly follow the NORC standard. 
 
Another problem is that conservative response rates fail to address some special circumstances 
that arose in the conduct of the PMPE. 
 
Towards that end, three broad adjustments were made as follows: 
 

1. The “no action” cases—within released replicates—were treated as not in the sample 
in the alternate calculations.  The conservative approach treated them as eligible non-
respondents.  Of course, non-released replicates are not in the sample for any of our 
calculations.  By virtue of field management and procedure, the “no action” cases 
reasonably may be viewed as a random subsample of all released cases. 

 
2. In Waves 2 and 3, interviewers encountered a large number of bad-addresses from the 

DMAF.  The conservative response rate calculation treated these cases as eligible, 
non-respondents, whereas the alternative treats them as not in the sample. 

 
3. In the Native Hawaiian telephone sample, the cases that were not completed were not 

recycled to the field for follow-up.  That practice artificially depressed the response 
rate.  For the alternate response rate #4, the calculation assumes that a certain portion 
of these cases that could have been recycled to the field would have been completed.  
This adjustment is similar in spirit to the allowance made for language barrier/ 
incapacitated cases. 
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The results of implementing these adjustments are embodied in alternative response rates. 
 
Table B-1 displays the overall response rates across samples for all three waves.  The 
conservative response rates and the alternate response rates with an allowance for language 
barrier and incapacitated cases are presented.  The table shows that the overall alternate response 
rates are just under 50 percent, 65 percent and 68 percent for Waves 1, 2 and 3, respectively.  It 
should be noted that the response rates in Wave 1 were significantly lower than that of Waves 2 
and 3 because of the RDD designs that had no field follow-up. 
 
Table B-1:  Summary of response rates over all samples by wave  

Wave Conservative Response Rate #2 (%) Alternate Response Rate #4 (%) 
1 46.4 48.4 
2 49.2 64.5 
3 51.6 67.7 
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Table B-2:  Wave 1, unweighted response rates #1  
 
 
 
 
Sample 

 
Incapacitated or 

Language Barrier, 
Main Interview 

Incapacitated or 
Language Barrier, 

Screening Interview 

 
 
 

Completed 
Cases 

 
 
 

Eligible 
Cases 

 
 
 

Eligibility 
Determined 

 
 
 

Occupied 
Households 

 
 

Determined 
Household 

Status 

 
 
 

Sample 
Size 

 
Completion 

Rate for 
Household 

Status 

 
 

Screener 
Completion 

Rate 

 
 

Interview 
Completion 

Rate 

 
 
 

Unconditiona
l Response 

Rate 
American Indian 18 0 510 790 1427 1428 2033 3182 63.9 99.9 64.6 41.2 
Asian 29 0 517 951 4286 4286 4494 4528 99.2 100.0 54.4 54.0 
Core 6 80 1536 1833 2209 5442 11037 11105 99.4 40.6 83.8 33.8 
    Field 1 0 199 274 274 274 289 289 100.0 100.0 72.6 72.6 
    RDD 5 80 1337 1559 1935 5168 10748 10816 99.4 37.4 85.8 31.9 
Native Hawaiian 4 189 438 506 2353 5159 10900 10900 100.0 45.6 86.6 39.5 
Total 57 269 3001 4080 10275 16315 28464 29715 95.8 63.0 73.6 44.4 
              
              

Table B-3:  Wave 1, unweighted response rates #2  
 
 
 
Sample 

 
Incapacitated or 

Language Barrier, 
Main Interview 

 
Incapacitated or 

Language Barrier, 
Screening Interview 

 
 

Completed 
Cases 

 
 

Eligible 
Cases 

 
 

Eligibility 
Determined 

 
 

Occupied 
Households 

 
Determined 
Household 

Status 

 
 

Sample 
Size 

Completion 
Rate for 

Household 
Status 

 
Screener 

Completion 
Rate 

 
Interview 

Completion 
Rate 

 
Unconditiona

l Response 
Rate 

American Indian 18 0 510 790 1427 1428 2033 3182 63.9 99.9 66.8 42.7 
Asian 29 0 517 951 4286 4286 4494 4528 99.2 100.0 57.4 57.0 
Core 6 80 1536 1833 2209 5442 11037 11105 99.4 42.1 84.1 35.2 
    Field 1 0 199 274 274 274 289 289 100.0 100.0 73.0 73.0 
    RDD 5 80 1337 1559 1935 5168 10748 10816 99.4 39.0 86.1 33.4 
Native Hawaiian 4 189 438 506 2353 5159 10900 10900 100.0 49.3 87.4 43.0 
Total 57 269 3001 4080 10275 16315 28464 29715 95.8 64.6 75.0 46.4 
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Table B-4:  Wave 1, unweighted response rates #3  
 
 
 
 
Sample 

 
Incapacitated or 

Language 
Barrier, Main  

Interview 

Incapacitated or 
Language 

Barrier, 
Screening 
Interview 

 
 
 

Completed 
Cases 

 
 
 

Eligible 
Cases 

 
 
 

Eligibility 
Determined 

 
 
 

Occupied 
Households 

 
 

Determined 
Household 

Status 

 
 
 

Sample Size 

 
Completion 

Rate for 
Household 

Status 

 
 

Screener 
Response 

Rate 

 
 

Interview 
Response 

Rate 

 
 

Unconditional 
Response 

Rate 
American Indian 18 0 510 790 1427 1428 3182 3182 100.0 99.9 64.6 64.5 
Asian 29 0 517 951 4286 4286 4528 4528 100.0 100.0 54.4 54.4 
Core 6 80 1536 1833 2209 5442 11105 11105 100.0 40.6 83.8 34.0 
    Field 1 0 199 274 274 274 289 289 100.0 100.0 72.6 72.6 
    RDD 5 80 1337 1559 1935 5168 10816 10816 100.0 37.4 85.8 32.1 
Native Hawaiian 4 189 438 506 2353 5159 10900 10900 100.0 45.6 86.6 39.5 
Total 57 269 3001 4080 10275 16315 29715 29715 100.0 63.0 73.6 46.3 
              
              

Table B-5:  Wave 1, unweighted response rates #4  
 
 
 
 
Sample 

 
Incapacitated or 

Language Barrier, 
Main  Interview 

Incapacitated 
or Language 

Barrier, 
Screening 
Interview 

 
 
 

Completed 
Cases 

 
 
 

Eligible 
Cases 

 
 
 

Eligibility 
Determined 

 
 
 

Occupied 
Households 

 
 

Determined 
Household 

Status 

 
 
 

Sample Size 

 
Completion 

Rate for 
Household 

Status 

 
 

Screener 
Response 

Rate 

 
 

Interview 
Response 

Rate 

 
 

Unconditional 
Response 

Rate 
American Indian 18 0 510 790 1427 1428 3182 3182 100.0 99.9 66.8 66.8 
Asian 29 0 517 951 4286 4286 4528 4528 100.0 100.0 57.4 57.4 
Core 6 80 1536 1833 2209 5442 11105 11105 100.0 42.1 84.1 35.4 
    Field 1 0 199 274 274 274 289 289 100.0 100.0 73.0 73.0 
    RDD 5 80 1337 1559 1935 5168 10816 10816 100.0 39.0 86.1 33.6 
Native Hawaiian 4 189 438 506 2353 5159 10900 10900 100.0 49.3 87.4 43.0 
Total 57 269 3001 4080 10275 16315 29715 29715 100.0 64.6 75.0 48.4 
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Table B-6:  Wave 2, unweighted response rates #1  
 
 
 
 
Sample 

 
Incapacitated or 

Language 
Barrier, Main  

Interview 

Incapacitated or 
Language 

Barrier, 
Screening 
Interview 

 
 
 

Completed 
Cases 

 
 
 

Eligible 
Cases 

 
 
 

Eligibility 
Determined 

 
 
 

Occupied 
Households 

 
 

Determined 
Household 

Status 

 
 
 

Sample 
Size 

 
Completion 

Rate for 
Household 

Status 

 
 

Screener 
Response 

Rate 

 
 

Interview 
Response 

Rate 

 
 

Unconditional 
Response 

Rate 
American Indian 0 0 498 537 1628 2120 3078 3345 92.0 76.8 92.7 65.5 
Asian 7 46 471 549 4117 4895 5457 5932 92.0 84.1 85.8 66.4 
Core  50 0 1227 2122 2122 2122 2412 2600 92.8 100.0 57.8 53.6 
Native Hawaiian 7 66 520 1198 2835 3274 3499 4250 82.3 86.6 43.4 30.9 

 Field 0 0 119 128 444 552 627 850 73.8 80.4 93.0 55.2 
 Phone 7 66 401 1070 2391 2722 2872 3400 84.5 87.8 37.5 27.8 

Total  64 112 2716 4406 10702 12411 14446 16127 89.6 86.2 61.6 47.6 
              
              

Table B-7:  Wave 2, unweighted response rates #2  
 
 
 
 
Sample 

 
Incapacitated or 

Language 
Barrier, Main  

Interview 

Incapacitated or 
Language 

Barrier, 
Screening 
Interview 

 
 
 

Completed 
Cases 

 
 
 

Eligible 
Cases 

 
 
 

Eligibility 
Determined 

 
 
 

Occupied 
Households 

 
 

Determined 
Household 

Status 

 
 
 

Sample 
Size 

 
Completion 

Rate for 
Household 

Status 

 
 

Screener 
Response 

Rate 

 
 

Interview 
Response 

Rate 

 
 

Unconditional 
Response 

Rate 
American Indian 0 0 498 537 1628 2120 3078 3345 92.0 76.8 92.7 65.5 
Asian 7 46 471 549 4117 4895 5457 5932 92.0 85.0 87.1 68.1 
Core  50 0 1227 2122 2122 2122 2412 2600 92.8 100.0 60.2 55.8 
Native Hawaiian 7 66 520 1198 2835 3274 3499 4250 82.3 88.6 44.0 32.1 

 Field 0 0 119 128 444 552 627 850 73.8 80.4 93.0 55.2 
 Phone 7 66 401 1070 2391 2722 2872 3400 84.5 90.3 38.1 29.1 

Total  64 112 2716 4406 10702 12411 14446 16127 89.6 87.1 63.1 49.2 
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Table B-8:  Wave 2, unweighted response rates #3        

              
 
 
 
 
Sample 

 
Incapacitated or 

Language 
Barrier, Main  

Interview 

Incapacitated or 
Language 

Barrier, 
Screening 
Interview 

 
 
 

Completed 
Cases 

 
 
 

Eligible 
Cases 

 
 
 

Eligibility 
Determined 

 
 
 

Occupied 
Households 

 
 

Determined 
Household 

Status 

 
 
 

Sample 
Size 

 
Completion 

Rate for 
Household 

Status 

 
 

Screener 
Response 

Rate 

 
 

Interview 
Response 

Rate 

 
 

Unconditional 
Response 

Rate 
American Indian 0 0 498 537 1628 2120 3345 3345 100.0 76.8 92.7 71.2 
Asian 7 46 471 549 4117 4895 5932 5932 100.0 84.1 85.8 72.2 
Core  50 0 1227 2122 2122 2122 2600 2600 100.0 100.0 57.8 57.8 
Native Hawaiian 7 66 520 1198 2835 3952 4250 4250 100.0 92.7 78.7 73.0 

 Field 0 0 119 128 444 552 850 850 100.0 80.4 93.0 74.8 
 Phone 7 66 401 1070 2391 3400 3400 3400 100.0 94.7 77.3 73.2 

Total 64 112 2716 4406 10702 13089 16127 16127 100.0 88.1 71.6 63.1 
              
              

Table B-9:  Wave 2, unweighted response rates #4  
 
 
 
 
Sample 

 
Incapacitated or 

Language 
Barrier, Main  

Interview 

Incapacitated or 
Language 

Barrier, 
Screening 
Interview 

 
 
 

Completed 
Cases 

 
 
 

Eligible 
Cases 

 
 
 

Eligibility 
Determined 

 
 
 

Occupied 
Households 

 
 

Determined 
Household 

Status 

 
 
 

Sample 
Size 

 
Completion 

Rate for 
Household 

Status 

 
 

Screener 
Response 

Rate 

 
 

Interview 
Response 

Rate 

 
 

Unconditional 
Response 

Rate 
American Indian 0 0 498 537 1628 2120 3345 3345 100.0 76.8 92.7 71.2 
Asian 7 46 471 549 4117 4895 5932 5932 100.0 85.0 87.1 74.0 
Core  50 0 1227 2122 2122 2122 2600 2600 100.0 100.0 60.2 60.2 
Native Hawaiian 7 66 520 1198 2835 3952 4250 4250 100.0 93.0 79.0 73.5 

 Field 0 0 119 128 444 552 850 850 100.0 80.4 93.0 74.8 
 Phone 7 66 401 1070 2391 3400 3400 3400 100.0 95.1 77.6 73.8 

Total 64 112 2716 4406 10702 13089 16127 16127 100.0 88.5 72.9 64.5 
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Table B-12:  Wave 3, alternate unweighted response rates #3        

              
 
 
 
Sample 

Incapacitated or 
Language 

Barrier.,  Main 
Interview 

Incapacitated or 
Language 
Barrier, 

Screening 
Interview 

 
 

Completed 
Cases  

 
 

Eligible 
Cases  

 
 

Eligibility 
Determined  

 
 

Occupied 
Households 

 
Determined 
Household 

Status 

 
 

Sample 
Size  

Completion 
Rate for  

Household 
Status 

 
Screener 
Response 

Rate 

 
Interview 
Response 

Rate 

 
 

Unconditional 
Response Rate 

American Indian 2 0 770 919 2418 2716 4581 4581 100.0 89.0 83.8 74.6 
Asian 114 9 778 1269 6721 7399 8748 8748 100.0 90.8 61.2 55.6 
Core 74 0 1989 3079 3079 3079 3729 3729 100.0 100.0 64.6 64.6 
Native Hawaiian 10 137 710 1444 3805 6002 6345 6345 100.0 92.4 78.6 72.6 

 Field 1 1 109 126 441 524 867 867 100.0 84.2 86.5 72.8 
 Phone 9 136 601 1318 3364 5478 5478 5478 100.0 93.1 78.1 72.7 

Total 200 146 4247 6711 16023 19196 23403 23403 100.0 92.5 70.2 65.0 
              
       

 
 

       

Table B-13:  Wave 3, unweighted response rates #4  
 
 
 
Sample 

Incapacitated or 
Language 

Barrier.,  Main 
Interview 

Incapacitated or 
Language 
Barrier, 

Screening 
Interview 

 
 

Completed 
Cases  

 
 

Eligible 
Cases  

 
 

Eligibility 
Determined  

 
 

Occupied 
Households 

 
Determined 
Household 

Status 

 
 

Sample 
Size  

Completion 
Rate for  

Household 
Status 

 
Screener 
Response 

Rate 

 
Interview 
Response 

Rate 

 
 

Unconditional 
Response Rate 

American Indian 2 0 770 919 2418 2716 4581 4581 100.0 89.0 84.0 74.8 
Asian 114 9 778 1269 6721 7399 8748 8748 100.0 91.0 70.2 63.9 
Core 74 0 1989 3079 3079 3079 3729 3729 100.0 100.0 67.0 67.0 
Native Hawaiian 10 137 710 1444 3805 6002 6345 6345 100.0 92.8 79.1 73.4 

 Field 1 1 109 126 441 524 867 867 100.0 84.4 87.3 73.6 
 Phone 9 136 601 1318 3364 5478 5478 5478 100.0 93.6 78.5 73.5 

Total 200 146 4247 6711 16023 19196 23403 23403 100.0 92.7 73.0 67.7 
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The formulas we employed for response rates in this appendix are based upon the disposition 
statuses given in Table B-14.  We cite many of these dispositions statuses in Tables B-2 to B-13.  
The columns headed "Completed Cases" correspond to disposition status C.  The two columns 
headed "Incapacitated and Language Barrier" correspond to LB and SLB, respectively.  The 
column headed "Eligible Cases" corresponds to E, and the column "Eligibility Determined" 
corresponds to E + NE.  The column "Occupied household" corresponds to WRN, and 
"Determined household Status" corresponds to WRN + NRN.  Finally, "Sample Size" 
corresponds to WRN + NRN + ND. 
 
From the disposition statuses and the data presented in the Tables B-2 to B-12, we 
calculated completion and response rates according to the following formulas. 
 

 Completion rate for household status = ACR
WRN NRN

WRN NRN ND
= +

+ +
 

 
 

 Screener completion rate = SCR
E NE

E NE
E NE

E NE SLB
SNR

= +

+ + +
+ +

�
�
�

�
�
�

 

 

 Interview completion rate = ICR
C

C
C

C LB
NR

=
+

+
�
�
�

�
�
�

 

 
 Overall response rate = 

ORR
C

C
C

C LB
NR

C
C LB

E NE
E NE SLB

SNR
C

C LB
E NE

E NE SLB
WRN

WRN NRN
ND

C
C eNR fSNR gND
IRR SRR ARR

=
+

+
�
�
�

�
�
� +

+
�
�
�

�
�
�

+
+ +

�
�
�

�
�
� +

+
�
�
�

�
�
�

+
+ +

�
�
�

�
�
�

+
�
�
�

�
�
�

=
+ + +

= × ×

       

       

 

 
These rates appear in the four columns on the right side of Tables B-2 to B-12. 
 
The completion and response rates cited follow NORC Standard 15. The NORC 
standard extends the AAPOR standard to multiple-stage survey designs, including 
designs with both screening and main interviews. 
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Table B-14:  Disposition categories  
Main interview  
C Complete 
LB Language barrier or incapacitated 
NR Interview nonresponse 
Screener  
E Eligible 
NE Not eligible 
SLB Screener language barrier or incapacitated 
SNR Screener nonresponse 
Address or Telephone Number Status  
WRN Occupied household/working residential number 
NRN Not occupied household 
ND Status not determined 
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Appendix C 
 

Tables of mean awareness for individual communication sources by language 
spoken at home 
 
Table C-1:  Awareness of different sources of mass-media communications, total  
population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.14 (.020) 1.87 (.089) 2.24 (.044) <.0001 * .0005 * <.0001 * 
Magazines 1.11 (.021) 1.35 (.033) 1.42 (.032) <.0001 *      .3341      <.0001 * 
Radio 1.11 (.020) 1.52 (.055) 1.88 (.038) <.0001 * <.0001 * <.0001 * 
Newspaper 1.21 (.028) 1.51 (.047) 1.72 (.036) <.0001 * .0010 * <.0001 * 
Billboard 1.07 (.015) 1.23 (.033) 1.50 (.048) <.0001 * <.0001 * <.0001 * 

 
Table C-2:  Awareness of different sources of mass-media communications, total  
English-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.11 (.019) 1.86 (.097) 2.24 (.050) <.0001 * .0013 * <.0001 * 
Magazines 1.09 (.022) 1.35 (.036) 1.41 (.034) <.0001 *       .8164 <.0001 * 
Radio 1.08 (.012) 1.50 (.057) 1.86 (.040) <.0001 * <.0001 * <.0001 * 

              Newspaper 1.20 (.031) 1.52 (.052) 1.72 (.037) <.0001 * .0035 * <.0001 * 
Billboard 1.05 (.012) 1.22 (.035) 1.49 (.052) <.0001 * <.0001 * <.0001 * 

 
Table C-3:  Awareness of different sources of mass-media communications, total  
Spanish-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.40 (.078) 2.06 (.069) 2.30 (.106)    <.0001 *      .1707 <.0001 * 
Magazines 1.20 (.070) 1.31 (.042) 1.55 (.092)         .4440      .0566 * .0062 * 
Radio 1.46 (.190) 1.86 (.067) 2.13 (.140)         .1539      .2280 .0141 * 
Newspaper 1.34 (.099) 1.51 (.075) 1.72 (.101)         .5510      .2773 .0231 * 
Billboard 1.30 (.133) 1.39 (.045) 1.68 (.098)       1.0000      .0215 * .0651 * 

 
Table C-4:  Awareness of different sources of mass-media communications, total other 
language-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.28 (.073) 1.68 (.155) 1.92 (.211) .0596 *      1.0000 .0125 * 
Magazines 1.20 (.077) 1.15 (.048) 1.39 (.105)        1.0000        .1070          .4358 
Radio 1.30 (.110) 1.42 (.132) 1.75 (.188)        1.0000        .4408          .1098 
Newspaper 1.27 (.107) 1.33 (.099) 1.72 (.174)        1.0000        .1537 .0802 * 
Billboard 1.06 (.039) 1.21 (.077) 1.46 (.135)          .2254        .3412 .0137 * 
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Table C-5:  Awareness of different sources of mass-media communications, Asian 
population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.14 (.022) 1.76 (.047) 2.15 (.042) <.0001 * <.0001 * <.0001 * 
Magazines 1.10 (.023) 1.31 (.037) 1.36 (.025) <.0001 *       .6524 <.0001 * 
Radio 1.10 (.017) 1.43 (.039) 1.59 (.034) <.0001 * .0052 * <.0001 * 
Newspaper 1.20 (.032) 1.60 (.047) 1.82 (.035) <.0001 * .0004 * <.0001 * 
Billboard 1.06 (.016) 1.28 (.031) 1.56 (.032) <.0001 * <.0001 * <.0001 * 
 
 
Table C-6:  Awareness of different sources of mass-media communications,  
Asian English-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.18 (.036) 1.76 (.108) 2.45 (.066) <.0001 *    <.0001 * <.0001 * 
Magazines 1.17 (.052) 1.40 (.101) 1.39 (.055)        .1299    1.0000         .0087 
Radio 1.11 (.029) 1.38 (.095) 1.83 (.069)        .0162 *      .0005 * <.0001 * 
Newspaper 1.25 (.064) 1.61 (.112) 1.90 (.083)        .0179 *      .1112 <.0001 * 
Billboard 1.06 (.019) 1.24 (.056) 1.74 (.083)        .0067 *  <.0001 * <.0001 * 

 
Table C-7:  Awareness of different sources of mass-media communications, Asian other-
language-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.12 (.027) 1.76 (.051) 2.05 (.048) <.0001 * <.0001 * <.0001 * 
Magazines 1.06 (.014) 1.28 (.037) 1.35 (.029) <.0001 *       .3458 <.0001 * 
Radio 1.09 (.020) 1.44 (.042) 1.52 (.037) <.0001 *       .5285 <.0001 * 
Newspaper 1.17 (.032) 1.59 (.053) 1.80 (.040) <.0001 * .0068 * <.0001 * 
Billboard 1.06 (.023) 1.29 (.035) 1.50 (.037) <.0001 * <.0001 * <.0001 * 

 
Table C-8:  Awareness of different sources of mass-media communications, American 
Indian population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.22 (.045) 1.69 (.077) 1.97 (.076) <.0001 * .0266 * <.0001 * 
Magazines 1.15 (.044) 1.37 (.073) 1.46 (.073) .0381 *     1.0000 .0011 * 
Radio 1.20 (.052) 1.50 (.089) 1.73 (.071) .0115 *       .1410 <.0001 * 
Newspaper 1.25 (.054) 1.52 (.076) 1.77 (.074) .0125 * .0566 * <.0001 * 
Billboard 1.14 (.044) 1.33 (.065) 1.49 (.059) .0424 *       .2128 <.0001 * 

 
Table C-9:  Awareness of different sources of mass-media communications, American 
Indian English-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.20 (.044) 1.74 (.087) 2.10 (.089) <.0001 * .0114 * <.0001 * 
Magazines 1.15 (.048) 1.32 (.061) 1.51 (.097) .0867 *       .2870 .0025 * 
Radio 1.21 (.052) 1.44 (.092) 1.68 (.090) .0828 *       .1763 <.0001 * 
Newspaper 1.25 (.056) 1.47 (.064) 1.77 (.087) .0306 * .0166 * <.0001 * 
Billboard 1.13 (.043) 1.29 (.061) 1.49 (.076) .0915 *       .1293 <.0001 * 



 
 

 168 
 

Table C-10:  Awareness of different sources of mass-media communications,  
American Indian other-language-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.31 (.084) 1.53 (.140) 1.61 (.091)         .5269 1.0000 .0475 * 
Magazines 1.18 (.050) 1.51 (.162) 1.33 (.052)         .1559 .8142        .1428 
Radio 1.18 (.094) 1.68 (.143) 1.84 (.062) .0107 * .9691 <.0001 * 
Newspaper 1.26 (.083) 1.67 (.162) 1.77 (.064) .0713 * 1.0000 <.0001 * 
Billboard 1.19 (.080) 1.45 (.121) 1.49 (.068)         .2228 1.0000 .0126 * 

 
Table C-11:  Awareness of different sources of mass-media communications,  
Native Hawaiian population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.14 (.026) 1.58 (.062) 2.20 (.053) <.0001 <.0001 <.0001 
Magazines 1.10 (.021) 1.21 (.042) 1.37 (.039) .0855 .0144 <.0001 
Radio 1.07 (.016) 1.37 (.049) 1.82 (.053) <.0001 <.0001 <.0001 
Newspaper 1.13 (.021) 1.57 (.066) 1.95 (.056) <.0001 <.0001 <.0001 
Billboard 1.03 (.010) 1.14 (.028) 1.35 (.042) .0008 <.0001 <.0001 

 
Table C-12:  Awareness of different sources of mass-media communications,  
Native Hawaiian English-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.14 (.026) 1.60 (.064) 2.21 (.054) <.0001 <.0001 <.0001 
Magazines 1.10 (.022) 1.20 (.042) 1.37 (.041) .1375 .0098 <.0001 
Radio 1.07 (.016) 1.37 (.051) 1.82 (.054) <.0001 <.0001 <.0001 
Newspaper 1.13 (.022) 1.59 (.069) 1.95 (.058) <.0001 <.0001 <.0001 
Billboard 1.03 (.010) 1.14 (.029) 1.35 (.044) .0008 .0002 <.0001 
 
Table C-13:  Awareness of different sources of communications, Native Hawaiian 
other-language-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 
Television 1.11 (.082) 1.35 (.203) 1.90 (.252)           .8571 .2569 .0085 * 
Magazines 1.11 (.113) 1.32 (.203) 1.34 (.143) 1.0000 1.0000        .6519 
Radio 1.06 (.056) 1.34 (.203) 1.66 (.223)           .5256 .8639 .0253 * 
Newspaper 1.11 (.113) 1.35 (.203) 1.78 (.266) .9416 .5844 .0621 * 
Billboard 1.06 (.056) 1.10 (.093) 1.32 (.139) 1.0000 .5355        .2309 
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Table C-14:  Awareness of different sources of community-based communications,  
total population 

Significance of Trends  (p-Values) Source Wave 1 Wave 2 Wave 3 Wave  1-2 Wave  2-3 Wave  1-3 
Religious Group 1.05 (.015) 1.12 (.022) 1.27 (.031) .0224 * .0006 * <.0001 * 
Community/Government Organization 1.05 (.010) 1.23 (.036) 1.25 (.026) <.0001 *    1.0000 <.0001 * 
Conversations 1.19 (.034) 1.52 (.068) 1.84 (.040) <.0001 * .0002 * <.0001 * 
Schools Attended 1.03 (.009) 1.13 (.024) 1.30 (.052) .0009 * .0059 * <.0001 * 
Schools Children Attend 1.02 (.008) 1.11 (.027) 1.19 (.025) .0059 *      .1246 <.0001 * 
Census Job Announcements 1.10 (.020 1.64 (.064) 1.64 (.036) <.0001 *    1.0000 <.0001 * 
Conference Exhibit Booths 1.03 (.009) 1.08 (.027) 1.08 (.018)      .2208    1.0000 .0305 * 
Signs or Posters Inside Buildings 1.07 (.020) 1.26 (.030) 1.53 (.034) <.0001 * <.0001 * <.0001 * 
Speeches 1.10 (.018) 1.21 (.036) 1.33 (.031) .0115 * .0412 * <.0001 * 
Articles 1.25 (.044) 1.44 (.043) 1.51 (.043) .0065 *     .5885 <.0001 * 
Internet 1.07 (.023) 1.15 (.053) 1.16 (.023)   .5089    1.0000 .0267 * 
Paycheck or Utility Bill Inserts 1.03 (.009) 1.09 (.020) 1.18 (.034) .0330 * .0642 * <.0001 * 
Participation on Complete Count 
Committee 

1.01 (.005) 1.02 (.007) 1.06 (.014)   .7874 .0268 * .0022 * 

 
Table C-15:  Awareness of different sources of community-based communications,  
total English-speaking population  

Significance of Trends (p-Values) Sources Wave 1 Wave 2 Wave 3 Wave  1-2 Wave 2-3 Wave  1-3 
Religious Group 1.05 (.016) 1.11 (.024) 1.26 (.034) .0694 * .0017 * <.0001 * 
Community/Government Organization 1.05 (.009) 1.23 (.041) 1.26 (.029) <.0001 *   1.0000 <.0001 * 
Conversations 1.18 (.038) 1.52 (.074) 1.84 (.042) <.0001 * .0006 * <.0001 * 
Schools Attended 1.03 (.010) 1.12 (.028) 1.29 (.055) .0061 * .0159 * <.0001 * 
Schools Children Attend 1.01 (.006) 1.10 (.029) 1.17 (.026) .0160 *     .1550 <.0001 * 
Census Job Announcements 1.09 (.021) 1.64 (.071) 1.64 (.039) <.0001 *    1.0000 <.0001 * 
Conference Exhibit Booths 1.02 (.009) 1.08 (.030) 1.07 (.019)      .2363    1.0000 .0526 * 
Signs or Posters Inside Buildings 1.07 (.022) 1.27(.034) 1.52 (.038) <.0001 * <.0001 * <.0001 * 
Speeches 1.08 (.018) 1.21 (.040) 1.33 (.034) .0083 *        .0900 * <.0001 * 
Articles 1.24 (.048) 1.46 (.046) 1.51 (.046) .0035 *   1.0000 <.0001 * 
Internet 1.06 (.022) 1.16 (.059) 1.16 (.025)     .4026   1.0000 .0077 * 
Paycheck or Utility Bill Inserts 1.03 (.009) 1.09 (.021) 1.17 (.036) .0237 *     .1365 .0003 * 
Participation on Complete Count 
Committee 

1.01 (.003) 1.02 (.007) 1.06 (.015)     .2487     .0305 * .0006 * 

 
Table C-16:  Awareness of different sources of community-based communications,  
total Spanish-speaking population  

Significance of Trends  (p-Values) Source Wave 1 Wave 2 Wave 3 Wave  1-2 Wave 2-3 Wave  1-3 
Religious Group 1.10 (.058) 1.22 (.039) 1.35 (.061)        .2781      .2179     .0100 * 
Community/Government Organization 1.10 (.059) 1.17 (.043) 1.25 (.064)      1.0000      .8380   .2526 
Conversations 1.31 (.097) 1.57 (.044) 1.93 (.104) .0468 * .0041 * <.0001 * 
Schools Attended 1.03 (.017) 1.19 (.027) 1.48 (.166) <.0001 *     .2727 .0237 * 
Schools Children Attend 1.14 (.069) 1.18 (.036) 1.36 (.054)      1.0000 .0184 * .0358 * 
Census Job Announcements 1.16 (.059) 1.54 (.050) 1.61 (.081) <.0001 *    1.0000 <.0001 * 
Conference Exhibit Booths 1.07 (.057) 1.10 (.026) 1.11 (.022)      1.0000    1.0000 1.0000 
Signs or Posters Inside Buildings 1.06 (.016) 1.23 (.029) 1.72 (.122) <.0001 * .0003 * <.0001 * 
Speeches 1.24 (.102) 1.26 (.055) 1.47 (.094)      1.0000      .1933   .3322 
Articles 1.32 (.129) 1.26 (.062) 1.54 (.114)      1.0000 .0804 *   .5641 
Internet 1.18 (.108) 1.09 (.033) 1.12 (.033)      1.0000   1.0000 1.0000 
Paycheck or Utility Bill Inserts 1.09 (.058) 1.09 (.019) 1.28 (.105)      1.0000    .2349  .3480 
Participation on Complete Count 
Committee 

1.06 (.057) 1.03 (.020) 1.04 (.010)      1.0000  1.0000 1.0000 
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Table C-17:  Awareness of different sources of community-based communications, total 
other language-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave  1-2 Wave  2-3 Wave  1-3 
Religious Group 1.07 (.027) 1.24 (.108) 1.40 (.113) .3371 .9888 .0144 * 
Community/Government Organization 1.07 (.037) 1.19 (.103) 1.18 (.079) .8379 1.0000       .6001 
Conversations 1.20 (.058) 1.43 (.144) 1.60 (.151) .3839 1.0000 .0409 * 
Schools Attended 1.02 (.010) 1.05 (.027) 1.20 (.082) .8954 .2444 .0871 * 
Schools Children Attend 1.03 (.015) 1.29 (.157) 1.12 (.047) .3055 .9497      .1648 
Census Job Announcements 1.18 (.080) 1.67 (.225) 1.53 (.152) .1136 1.0000      .1165 
Conference Exhibit Booths 1.05 (.025) 1.02 (.014) 1.21 (.112) .8652 .2990      .5308 
Signs or Posters Inside Buildings 1.08 (.038) 1.16 (.061) 1.38 (.101) .8897 .1758 .0166 * 
Speeches 1.26 (.110) 1.19 (.100) 1.22 (.071) 1.0000 1.0000    1.0000 
Articles 1.29 (.115) 1.15 (.058) 1.45 (.138) .8306 .1231    1.0000 
Internet 1.13 (.083) 1.20 (.160) 1.10 (.038) 1.0000 1.0000    1.0000 
Paycheck or Utility Bill Inserts 1.06 (.039) 1.11 (.064) 1.20 (.071) 1.0000 .9350      .2240 
Participation on Complete Count 
Committee 

1.03 (.016) 1.02 (.017) 1.05 (.025) 1.0000 .8982    1.0000 

 
 
Table C-18:  Awareness of different sources of community-based communications,  
Asian population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave  2-3 Wave  1-3 
Religious Group 1.03 (.010) 1.16 (.026) 1.19 (.022) <.0001 *   1.0000 <.0001 * 
Community/Government Organization 1.04 (.013) 1.14 (.027) 1.16 (.020) .0031 *   1.0000 <.0001 * 
Conversations 1.13 (.026) 1.42 (.039) 1.66 (.031) <.0001 * <.0001 * <.0001 * 
Schools Attended 1.02 (.006) 1.16 (.048) 1.21 (.028) .0068 *    1.0000 <.0001 * 
Schools Children Attend 1.00 (.002) 1.14 (.034) 1.22 (.034) .0004 *      .2587 <.0001 * 
Census Job Announcements 1.10 (.024) 1.38 (.045) 1.41 (.028) <.0001 *    1.0000 <.0001 * 
Conference Exhibit Booths 1.03 (.013) 1.03 (.008) 1.04 (.009) 1.0000 *     .6249  1.0000 
Signs or Posters Inside Buildings 1.07 (.017) 1.26 (.044) 1.41 (.038)      <.0001 .0281 * <.0001 *  
Speeches 1.07 (.018) 1.10 (.017) 1.23 (.024)        .6225 <.0001 * <.0001*  
Articles 1.12 (.020) 1.25 (.033) 1.41 (.033) .0019 * .0026 * <.0001*  
Internet 1.03 (.009) 1.13 (.029) 1.21 (.027) .0023 *      .1513 <.0001*  
Paycheck or Utility Bill Inserts 1.04 (.010) 1.08 (.016) 1.14 (.019)     .1153 .0333 * <.0001* 
Participation on Complete Count 
Committee 

1.01 (.005) 1.02 (.010) 1.01 (.004)     .8410    1.0000   1.0000 

 
Table C-19:  Awareness of different sources of community-based communications, Asian 
English-speaking population  

Significance of Trends  (p-Values) Source Wave 1 Wave 2 Wave 3 Wave  1-2 Wave  2-3 Wave  1-3 
Religious Group 1.04 (.021) 1.09( .034) 1.23 (.052)      .4893       .0664 * .0014 * 
Community/Government Organization 1.08 (.031) 1.20 (.080) 1.29 (.065)      .4622   1.0000 .0098 * 
Conversations 1.19 (.054) 1.41 (.084) 1.76 (.076) .0795 *       .0054 * <.0001 * 
Schools Attended 1.01 (.007) 1.34 (.177) 1.38 (.091)      .1867   1.0000 .0002 * 
Schools Children Attend 1.00 (.002) 1.23 (.093) 1.30 (.101) .0391 *   1.0000 .0107 * 
Census Job Announcements 1.14 (.048) 1.51 (.122) 1.63 (.072) .0152 *   1.0000 <.0001 * 
Conference Exhibit Booths 1.05 (.025) 1.02 (.017) 1.03 (.012)    1.0000   1.0000  1.0000  
Signs or Posters Inside Buildings 1.11 (.036) 1.35 (.132) 1.54 (.066)       .2162     .6211 <.0001 * 
Speeches 1.13 (.041) 1.13 (.047) 1.39 (.062)    1.0000 .0037 * .0015 * 
Articles 1.14 (.036) 1.31 (.086) 1.52 (.077)     .1784      .2306 <.0001 * 
Internet 1.04 (.018) 1.16 (.062) 1.29 (.056)     .2014      .4024 <.0001 * 
Paycheck or Utility Bill Inserts 1.06 (.022) 1.14 (.054) 1.10 (.024)     .4345    1.0000    .5888 
Participation on Complete Count 
Committee 

1.01 (.004) 1.03 (.018) 1.03 (.013)     .5928    1.0000    .1702 
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Table C-20:  Awareness of different sources of community-based communications,  
Asian other-language-speaking population  

Significance of Trends  (p-Values) Source Wave 1 Wave 2 Wave 3 Wave  1-2 Wave  2-3 Wave  1-3 
Religious Group 1.02 (.009) 1.18 (.030) 1.18 (.024) <.0001 *  1.0000 <.0001 * 
Community/Government Organization 1.02 (.007) 1.12 (.029) 1.12 (.017) .0014 *  1.0000 <.0001 * 
Conversations 1.10 (.021) 1.42 (.043) 1.63 (.037) <.0001 *        .0009 * <.0001 * 
Schools Attended 1.02(.009) 1.12 (.038) 1.16 (.025) .0285 *   1.0000 <.0001 * 
Schools Children Attend 1.00 (.002) 1.11 (.035) 1.20 (.036) .0070 *     .2219 <.0001 * 
Census Job Announcements 1.07 (.021) 1.34 (.047) 1.34 (.031) <.0001 *   1.0000 <.0001 * 
Conference Exhibit Booths 1.02 (.013) 1.03 (.009) 1.05 (.011) 1.0000     .7079   .2020 
Signs or Posters Inside Buildings 1.04 (.013) 1.23 (.040) 1.36 (.044) <.0001 * .0675 * <.0001 * 
Speeches 1.03 (.011) 1.09 (.017) 1.18 (.022) .0131 * .0019 * <.0001 * 
Articles 1.11 (.025) 1.24 (.035) 1.38 (.038) .0116 * .0148 * <.0001 * 
Internet 1.02 (.010) 1.13 (.033) 1.19 (.031) .0098 *      .4889 <.0001 * 
Paycheck or Utility Bill Inserts 1.02 (.009) 1.06 (.012) 1.15 (.024) .0838 * .0007 * <.0001 * 
Participation on Complete Committee 1.01 (.007) 1.02 (.011) 1.01 (.004) 1.0000   1.0000 1.0000 

 
Table C-21:  Awareness of different sources of community-based communications, 
American Indian population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2  Wave 2-3 Wave  1-3 
Religious Group 1.04 (.012) 1.10 (.022) 1.20 (.059) .0463 * .3034 .0189 * 
Community/Government Organization 1.14 (.037) 1.29 (.056) 1.38 (.062) .0760 * .7695 .0020 * 
Conversations 1.18 (.042) 1.47 (.076) 1.73 (.084) .0020 * .0603 * <.0001 * 
Schools Attended 1.05 (.022) 1.11 (.032) 1.26 (.077)      .5052 .1993 .0306 * 
Schools Children Attend 1.05 (.019) 1.12 (.028) 1.27 (.065) .0997 * .1036 .0031 * 
Census Job Announcements 1.24 (.073) 1.60 (.080) 1.67 (.076) .0034 * 1.0000 .0002 * 
Conference Exhibit Booths 1.10 (.029) 1.09 (.032) 1.17 (.045)    1.0000 .5180    .7459 
Signs or Posters Inside Buildings 1.17 (.047) 1.54 (.084) 1.65 (.069) .0005 * .8209 <.0001 * 
Speeches 1.10 (.028) 1.15 (.033) 1.39 (.049)      .6606 .0003 * <.0001 * 
Articles 1.17 (.038) 1.36 (.061) 1.43 (.061) .0250 * 1.0000 .0008 * 
Internet 1.03 (.012) 1.06 (.018) 1.19 (.049)      .3895 .0534 * .0060 * 
Paycheck or Utility Bill Inserts 1.03 (.010) 1.07 (.026) 1.16 (.053)      .3869 .4035 .0472 * 
Participation on Complete Count 
Committee 

1.03 (.010) 1.06 (.028) 1.08 (.030)     1.0000 1.0000    .4383 

 
Table C-22:  Awareness of different sources of community-based communications, 
American Indian English-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave  1-2 Wave  2-3 Wave  1-3 
Religious Group 1.03 (.013) 1.10 (.027) 1.24 (.077) .0684 *        .2526 .0211 * 
Community/Government Organization 1.15 (.043) 1.29 (.071) 1.39 (.080)     .2668      1.0000 .0237 * 
Conversations 1.19 (.049) 1.48 (.089) 1.82 (.108) .0112 * .0471 * <.0001 * 
Schools Attended 1.06 (.025) 1.10 (.034) 1.30 (.095)    1.0000     .1257 .0442 * 
Schools Children Attend 1.05 (.020) 1.11 (.030) 1.32 (.088)      .1907 .0834 * .0076 * 
Census Job Announcements 1.24 (.068) 1.56 (.084) 1.69 (.098) .0080 *     .9350 .0004 * 
Conference Exhibit Booths 1.11 (.033) 1.04 (.017) 1.15 (.060)     .1667     .1816 1.0000 
Signs or Posters Inside Buildings 1.16 (.047) 1.49 (.088) 1.67 (.081) .0029 *     .4403 <.0001 * 
Speeches 1.10 (.030) 1.14 (.042) 1.38 (.065)    1.0000 .0073 * .0003 * 
Articles 1.16 (.038) 1.34 (.053) 1.45 (.074) .0181 *      .6602 .0016 * 
Internet 1.03 (.014) 1.07 (.023) 1.22 (.066)     .4522 .0955 * .0159 * 
Paycheck or Utility Bill Inserts 1.03 (.011) 1.06 (.017) 1.19 (.068)    .6055      .1560 .0551 * 
Participation on Complete Count 
Committee 

1.03 (.011) 1.03 (.011) 1.09 (.040)  1.0000       .4851   .3952 
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Table C-23:  Awareness of different sources of community-based communications,  
other-language-speaking American Indian population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave  2-3 Wave  1-3 
Religious Group 1.07 (.032) 1.09 (.029) 1.10 (.023)    1.0000 1.0000  1.0000 
Community/Government Organization 1.05 (.026) 1.28 (.065) 1.36 (.042) .0043 * .8484 <.0001 * 
Conversations 1.10 (.059) 1.44 (.102) 1.51 (.068) .0115 * 1.0000 <.0001 * 
Schools Attended 1.00 (.001) 1.16 (.067) 1.13 (.043) .0604 * 1.0000 .0065 * 
Schools Children Attend 1.06 (.024) 1.14 (.045) 1.16 (.031)     .3558 1.0000 .0225 * 
Census Job Announcements 1.27 (.139) 1.70 (.141) 1.59 (.064) .0972 * 1.0000   .1112 
Conference Exhibit Booths 1.07 (.037) 1.25 (.079) 1.19 (.036)     .1328 1.0000 .0522 * 
Signs or Posters Inside Buildings 1.21 (.072) 1.66 (.143) 1.62 (.092) .0160 * 1.0000 .0016 * 
Speeches 1.10 (.070) 1.18 (.045) 1.40 (.045)   1.0000 .0017 * .0010 * 
Articles 1.21 (.077) 1.42 (.155) 1.37 (.071)    .6912 1.0000   .3615 
Internet 1.00 (0.00) 1.03 (.021) 1.09 (.020)    .5298 .0941 * <.0001 * 
Paycheck or Utility Bill Inserts 1.03 (.016) 1.12 (.061) 1.07 (.021)    .4795 1.0000  .2930 
Participation on Complete Count 
Committee 

1.05 (.036) 1.14 (.088) 1.04 (.013)  1.0000 .8728 1.0000 

 
Table C-24:  Awareness of different sources of community-based communications, 
 Native Hawaiian population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave 1-2 Wave  2-3 Wave  1-3 
Religious Group 1.05 (.013) 1.10 (.023) 1.25 (.034)     .1407 .0006 * <.0001 * 
Community/Government Organization 1.10 (.020) 1.17 (.035) 1.34 (.036)     .1935 .0023 * <.0001 * 
Conversations 1.14 (.025) 1.34 (.048) 1.88 (.048) .0007 * <.0001 * <.0001 * 
Schools Attended 1.04 (.012) 1.08 (.023) 1.32 (.048)      .6090 <.0001 * <.0001 * 
Schools Children Attend 1.04 (.012) 1.13 (.031) 1.30 (.039) .0258 * .0023 * <.0001 * 
Census Job Announcements 1.09 (.018) 1.41 (.060) 1.57 (.046) <.0001 *     .1300 <.0001 * 
Conference Exhibit Booths 1.03 (.009) 1.06 (.025) 1.15 (.026)      .5077 .0406 * <.0001 * 
Signs or Posters Inside Buildings 1.08 (.018) 1.16 (.023) 1.51 (.044) .0357 * <.0001 * <.0001 * 
Speeches 1.04 (.012) 1.17 (.030) 1.45 (.041) <.0001 * <.0001 * <.0001 * 
Articles 1.11 (.021) 1.31 (.046) 1.58 (.044) .0002 * <.0001 * <.0001 * 
Internet 1.04 (.014) 1.06 (.021) 1.13 (.027)   1.0000     .1570 .0095 * 
Paycheck or Utility Bill Inserts 1.05 (.016) 1.06 (.019) 1.20 (.030)   1.0000 .0006 * <.0001 * 
Participation on Complete Count 
Committee 

1.03 (.009) 1.01 (.006) 1.10 (.023)    .7705 .0006 * .0064 * 

 
 
Table C-25:  Awareness of different sources of community-based communications, Native 
Hawaiian English-speaking population  

Significance of Trends (p-Values) Source Wave 1 Wave 2 Wave 3 Wave  1-2 Wave  2-3 Wave  1-3 
Religious Group 1.05 (.014) 1.10 (.025) 1.25 (.035)      .1826 .0013 * <.0001 * 
Community/Government Organization 1.10 (.021) 1.16 (.034) 1.34 (.037)      .3282 .0013 * <.0001 * 
Conversations 1.14 (.026) 1.34 (.049) 1.89 (.050) .0012 * <.0001 * <.0001 * 
Schools Attended 1.04 (.012) 1.08 (.024) 1.32 (.050)      .6635 <.0001 * <.0001 * 
Schools Children Attend 1.04 (.011) 1.14 (.034) 1.29 (.040) .0155 *        .0089 * <.0001 * 
Census Job Announcements 1.09 (.018) 1.44 (.063) 1.57 (.047) <.0001 *    .2749 <.0001 * 
Conference Exhibit Booths 1.02 (.009) 1.07 (.027) 1.14 (.026)      .4099    .1170 <.0001 * 
Signs or Posters Inside Buildings 1.08 (.018) 1.16 (.024) 1.51 (.045) .0154 * <.0001 * <.0001 * 
Speeches 1.04 (.012) 1.18 (.032) 1.44 (.042) <.0001 * <.0001 * <.0001 * 
Articles 1.12 (.021) 1.33 (.049) 1.57 (.045) <.0001 * .0010 * <.0001 * 
Internet 1.04 (.014) 1.06 (.023) 1.12 (.026)   1.0000     .2874 .0202 * 
Paycheck or Utility Bill Inserts 1.04 (.013) 1.07 (.020) 1.20 (.031)    .5272 .0010 * <.0001 * 
Participation on Complete Count 
Committee 

1.02 (.008) 1.01 (.005) 1.10 (.023)    .8070 .0007 * .0056 * 
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Table C-26:  Awareness of different sources of community-based communications, Native 
Hawaiian other-language-speaking population  

Significance of Trends  (p-Values) Source Wave 1 Wave 2 Wave 3 Wave  1-2 Wave  2-3 Wave  1-3 
Religious Group 1.00 (0.00) 1.09 (.062) 1.30 (.149) .4121       .6081    .1371 
Community/Government Organization 1.06 (.056) 1.29 (.192) 1.38 (.145) .7054     1.0000    .1182 
Conversations 1.06 (.056) 1.36 (.204) 1.77 (.211) .4390      .5087 .0034 * 
Schools Attended 1.12 (.116) 1.10 (.094) 1.33 (.180) 1.0000      .7502    .9209 
Schools Children Attend 1.22 (.181) 1.05 (.047) 1.41 (.169) 1.0000      .1247  1.0000 
Census Job Announcements 1.20 (.172) 1.07 (.053) 1.42 (.149) 1.0000 .0837 *  1.0000 
Conference Exhibit Booths 1.06 (.056) 1.00 (0.00) 1.29 (.139) .9552      .1133    .3637 
Signs or Posters Inside Buildings 1.32 (.189) 1.11 (.094) 1.55 (.219) .9757      .1985  1.0000 
Speeches 1.06 (.056) 1.06 (.048) 1.59 (.226) 1.0000 .0617 * .0642 * 
Articles 1.06 (.056) 1.06 (.048) 1.68 (.213) 1.0000 .0128 * .0137 * 
Internet 1.00 (0.00) 1.05 (.047) 1.34 (.251) .7926      .7983   .5386 
Paycheck or Utility Bill Inserts 1.47 (.339) 1.01 (.010) 1.05 (.031) .5339      .4648   .6812 
Participation on Complete Count 
Committee 

1.20 (.172) 1.04 (.045) 1.18 (.120) 1.0000      .8565 1.0000 
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Appendix D  
 

Wave 1 main questionnaire 
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Conducted by 
National Opinion Research Center 

at the 
University of Chicago 

for 
The Department of Commerce 

 
 
 

Interviewer:  Fill in the below information before mailing 
 
 
 SU_ID#:  |____|____|____|____|____|____|____|____| AQ ID: |_____________| 
                                                       (obtained from the Screener) (obtained from the Screener) 
 
 FI ID: |_____|_____|_____|_____|_____|_____| FINAL DISPOSITION: |_______| 
 
 DATE QUESTIONNAIRE COMPLETED: |____|____|-|____|____|-|____|____| 
 

                  MONTH            DAY              YEAR       
 

 
 

    
 
 

English 
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 INSTRUCTIONS TO INTERVIEWER 
 
Because not all questions will apply to everyone, you will be asked to skip to certain 
questions. 
 

�� Follow all �SKIP� instructions AFTER marking a 
response. If no �SKIP� instruction is provided, you 
should continue to the NEXT question 

 
�� Either a pen or pencil may be used 

 
�� If you need to change an answer, please make sure that 

your old answer is either completely erased or clearly 
crossed out 
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INTERVIEWER: ENTER START TIME OF INTERVIEW: _______ : _________  AM  /  PM 
  
�

�� I am going to read you a list of some things you may or may not have 
done in the last twelve months. 

 
�������
� ��� �

�
	 �
 �����
�� �� ���

� ��� �

�
� �
 �����
�� �� ���
� ���� �

�
�������
� ��� �

�
��
 ��  

 
��� In last twelve months, how often have you gone on a vacation 

away from home? Would you say once a year, several times a 
year,  several times a month, once a week, or never. 
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�
� 

 
��� (In the last 12 months how often have you)  Attended a regular 

meeting of the PTA (parent- teacher organization) or other school 
group? 
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� 

 
��� (In the last 12 months how often have you) Attended services or 

meetings of a religious group? 
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��
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��� (In the last 12 months how often have you)   Visited a doctor at 

the doctor�s office? 
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�
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�
��

�
� 

 
��� (In the last 12 months how often have you)  Attended a regular 

meeting of a community or charity group? 

 
��

�
��

�
��

�
��

�
1 

 
�	� (In the last 12 months how often have you)  Attended meetings or 

speeches of a political party or candidate? 

 
��

�
��

�
��

�
��

�
� 

 
�
� (In the last 12 months how often have you)  Attended an event 

benefiting a community, charity, school, or religious, or political 
group? 

 
��

�
��

�
��

�
��

�
� 

 
��� (In the last 12 months how often have you) Donated blood? 

 
��

�
��

�
��

�
��

�
� 

 
 
�� Did you vote in the last local election? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

 

 
� Now I am going to read you a list of agencies.  Have you ever heard 

of (READ EACH ITEM)? 

 
How familiar are you with (READ EACH 
ITEM) � would you say you are very 
familiar, somewhat familiar, not very 
familiar or not at all familiar?  

�� (Have you ever heard of ) The 
Department of Agriculture? 

 
   Yes...........1 �  (ASK 3D) 
   No ............2 �  (ASK 3B) 

 
�� Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98  

�� (Have you ever heard of ) The 
Surgeon General�s Office? 

 
   Yes...........1 �  (ASK 3E) 
   No ............2 �  (ASK 3C) 

 
�� Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98  

�� (Have you ever heard of ) The 
Census Bureau? 

 
   Yes...........1 �  (ASK 3F) 
   No ............2 �  (ASK 4) 

 
	�  Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98 
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�� Next I would like to ask you about three government programs.  Have 

you ever heard of (READ EACH ITEM)? 
 

� � 	 �
�

� � �

�
� � � �� �
� � � �  

 
��� The school lunch program? 

 
��

�
��

�
� �  

 
��� Welfare reform? 

 
��

�
��

�
� �  

 
��� The Census? 

 
��

�	 � � ����� ��

�
��

� � � �! ��

�
� � �

� � � �! � 
 
 
 
 
�� The Census is the count of all the people who live in 

the United States.  Have you ever heard of that 
before? 

Yes ......................................1 
 

No........................................2 � (Skip to 
    Intro of 27) 
DON�T KNOW ..................98 � (Skip to 
    Intro of 27) 
REFUSED .........................96 � (Skip to 
    Intro of 27) 

 
 
 
�� Have you heard or seen anything recently about the 

school lunch program? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

 

 

�� Have you heard or seen anything recently about 
welfare reform? 

Yes ......................................1 

No........................................2 

DON�T KNOW ..................98 

REFUSED .........................96 

 

 

�

�

�

�

�

�

�

�� Have you heard or seen anything recently about 
Census 2000? 

Yes ......................................1 

No........................................2 � (Skip to 15) 

DON�T KNOW ..................98 � (Skip to 15) 

REFUSED .........................96 � (Skip to 15) 

 

 

 

 

�� Would you say you have heard a great deal, some, a 
little, or nothing about Census 2000? 

A great deal.........................1 

Some...................................2 

A little ..................................3 

Nothing about it ...................4 

DON�T KNOW ..................98 

REFUSED .........................96 
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���� Let me read you a list of possible places you might have                       
         learned about the Census. 

 
� " ������ ��� �

�� �� ���
��� �� �# ��

�� � �� �� $�

�
% ��� " ��� �

� �� ���������
& ���� � �� �� �

�
% ��� " ��� �
� �� �������
�� � �� �� �

�
� � � �

 ' ' ( )*  + ( � �

�
� � � ����� �
� � � �  

 
���� The first one is commercials or public service 

announcements on television.  Did you hear or see a lot 
about the census, a little about the census, or nothing 
about the census in TV commercials? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about meetings of a religious group or at place of 

worship?  Did you hear or see a lot about the census, a 
little about the census, or nothing about the census in 
meetings of a religious group or at place of worship? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about meetings or activities of a community or 

government organization? Did you hear or see a lot 
about the census, a little about the census, or nothing 
about the census in meetings or activities of a 
community or government organization. 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about from magazine ads? Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census in magazine ads.  

 
��

�
��

�
��

�
��

�
� �  

 
���� How about conversations with friends, neighbors, relatives, 

or coworkers? Did you hear or see a lot about the 
census, a little about the census, or nothing about the 
census from conversations with friends, neighbors, 
relatives, or coworkers? 

 
��

�
��

�
��

�
��

�
� �  

 
��	� How about radio ads? Did you hear or see a lot about the 

census, a little about the census, or nothing about the 
census in radio ads? 

 
��

�
��

�
��

�
��

�
� �  

 
��
� How about newspaper ads? Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census in newspaper ads? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about schools you attend? Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census in schools you attend? 

 
��

�
��

�
��

�
��

�
� �  

 
����  How about things your children have brought home from 

school?  Did you hear or see a lot about the census, a 
little about the census, or nothing about the census in 
things your children have brought home from school? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about Census job announcements? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census in Census job 
announcements? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about at conference exhibit booths? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census at conference exhibit booths? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about signs or posters inside buildings? Did you hear 

or see a lot about the census, a little about the census, 
or nothing about the census on signs or posters inside 
buildings? 

 
��

�
��

�
��

�
��

�
� �  

 
���  How about outside billboards or posters? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census on outside billboards or 
posters? 

 
��

�
��

�
��

�
��

�
� �  



 
 

 
 

180 

  
 

 
� " ������ ��� �

�� �� ���
��� �� �# ��

�� � �� �� $�

�
% ��� " ��� �

� �� ���������
& ���� � �� �� �

�
% ��� " ��� �
� �� �������
�� � �� �� �

�
� � � �

 ' ' ( )*  + ( � �

�
� � � ����� �
� � � �  

 
���� How about a speech made by a government official or 

community leader? Did you hear or see a lot about the 
census, a little about the census, or nothing about the 
census in a speech made by government official or 
community leader? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about articles you read in publications? Did you 

hear or see a lot about the census, a little about the 
census, or nothing about the census in articles you read 
in publications 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about the Internet?  Did you hear or see a lot about 

the census, a little about the census, or nothing about 
the census on the Internet? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about on paycheck or utility bill? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census on paycheck or utility bill? 

 
��

�
��

�
��

�
��

�
� �  

 
�����How about from participation on a Complete Count 

Committee? Did you hear or see a lot about the census, 
a little about the census, or nothing about the census 
from participation on a Complete Count Committee? 

 
��

�
��

�
��

�
��

�
� �  

 
�����How about anything else?  Did you hear or see a lot about 

the census, a little about the census, or nothing about 
the census on anything else? 
SPECIFY:_______________________________ 

 

 
��

�
��

�
��

�
��

�
� �  

 
 
��� Thinking about what you have heard or seen about Census 2000, what would you say it was trying to tell you? (DO 

NOT READ THE CATEGORIES - CODE ALL THAT APPLY) 

 

COMPLETE AND RETURN THE FORM ........................................................ 1 

WAIT FOR THE CENSUS TAKER TO COME AND PICK IT UP ................... 2 

THE CENSUS IS USED TO DETERMINE WHERE PUBLIC 
PROGRAMS AND SERVICES (SUCH AS EDUCATION, 
HEALTH CARE, JOB TRAINING, ETC.) ARE NEEDED................................ 3 

IF YOU DON'T PARTICIPATE IN THE CENSUS YOU/YOUR 
COMMUNITY COULD MISS OUT ON THINGS LIKE EDUCATION 
HEALTH CARE, JOB TRAINING, ETC........................................................... 4 

YOUR ANSWERS TO THE CENSUS ARE KEPT 
CONFIDENTIAL/NOT SHARED WITH OTHER GROUPS 
OR AGENCIES IN THE GOVERNMENT........................................................ 5 

THE CENSUS IS EASY TO DO/TAKES JUST A FEW MINUTES ................. 6 

OTHER (SPECIFY) ......................................................................................... 7 

______________________________________________________________ 

DON�T KNOW ............................................................................................... 98 

REFUSED ..................................................................................................... 96 
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��� Do you remember any slogan or phrase being used 
about the census? 

Yes ......................................1 � (ASK 12A) 

No........................................2 � (SKIP TO 13) 

DON�T KNOW ...................98 � (ASK 12A) 

REFUSED .........................96 � (ASK 12A) 

 
  

���� Can you tell me what the slogan or phase 
was? (DO NOT READ CATEGORIES) 

 

THIS IS YOUR FUTURE ............1 

DON�T LEAVE IT BLANK ..........2 

THIS IS YOUR FUTURE,  
DON�T LEAVE IT BLANK ...........3 

THIS IS OUR  FUTURE .............4 

THIS IS OUR FUTURE, 
DON�T LEAVE IT BLANK ...........5 

GENERATIONS ARE 
COUNTING ON THIS ................6 

GENERATIONS ARE 
COUNTING ON THIS, 
DON�T LEAVE IT BLANK ...........7 

MAKE YOURSELF COUNT ........8 

THIS IS OUR FUTURE,  
MAKE YOURSELF COUNT.........9 

OTHER (SPECIFY)...........10 
 

________________________ 

DON�T KNOW ...................98 

REFUSED .........................96 
 
  

��� Now I will mention some ideas that may or may not have 
been part of what you have heard about the Census.  For 
each one tell me how big a part it is of what  you have 
heard. 

 
� ���� �� ���,�
� � ���)�� �
 ��

� ��� " �

�
 �� � ����� �� ��

�,�� � ���)�� �
 ��
� ��� " �

�
 �& # �� �� ���,�
� � ���)�� �
 ��

� ��� " �

�
 �
 �� � �& # �

� �� ���,�� � ���
)�� ��� "  

 
DON����T 
KNOW 

 
��� The Census has a long tradition and you should 

be part of it. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� If you don�t fill out the Census, the government 

will not know where you are. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� Too many people do not send back the Census. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� Answering the Census will help the government 

know what your community needs. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� Answering the Census is easy. 

 
��

�
��

�
��

�
� 

 
� �  

 
�	� The Census is your way of being heard. 

 
��

�
��

�
��

�
� 

 
� �  

 
�
� The Census is used to determine where services 

like schools and health care are needed. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� The Census is an opportunity to make things 

better for my family and future generations. 

 
��

�
��

�
��

�
� 

 
� �  
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Please tell me if you strongly agree, agree, neither agree or 
disagree, disagree, or strongly disagree with the following 
statements: 

 
	 ����# �� �

�# ����

�
 # ����

�
� ��� �� ��
�# ������ �
" � �# ����

�
� � �# ��� 

 
	 ����# �� �
" � �# ����

�
� � � ����� �
� � � �  

 
��� What I have heard and seen about the Census  

has been believable. 

 
5 

 
4 

 
3 

 
2 

 
��

�
� �  

 
��� It has told me things I have not really thought 

about before. 

 
5 

 
4 

 
3 

 
2 

 
��

�
� �  

 
 
��� Did you see or hear anything about the Census in a 

language other than English? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

  
��� Next, I�m going to read some opinions about the Census.  

As I read each one, tell me if you strongly agree, agree, 
neither agree or disagree, disagree, strongly disagree 
with each of the statements: 

 
	 ����# �� �

�# ����

�
 # ����

�
� ��� �� ��
�# ������ �
" � �# ����

�
� � �# ��� 

 
	 ����# �� �
" � �# ����

�
� � � ����� �
� � � �  

 
���� Filling out the Census will let the government 

know what my community needs. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
���� The Census counts citizens and non-citizens 

alike. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
���� It is important for as many people as possible to 

participate in the Census. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
���� My answers to the Census could be used against 

me. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
���� Answering and sending back the Census matters 

for my family and community. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
��	� The Census Bureau promise of confidentiality can 

be trusted. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
��
� I just don�t see that it matters much if I personally 

fill out the Census or not. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
 
��� So far as you know, does the law require you to 

answer the census questions? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

�

�

��� Do you believe that answering and sending back your 
census form could personally benefit you in any way, 
personally harm you, or neither benefit nor harm you? 

Personally benefit................4 

Personally harm ..................3 

Neither benefit 
or harm................................2 

BOTH BENEFIT 
  AND HARM 
(VOLUNTEERED)...............1 

DON�T KNOW ...................98 

REFUSED .........................96�
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��� How likely are you or someone in your household to 
answer and send back the Census when you receive 
it?  

Definitely will .......................5 

Probably will. .......................4 

Might or might not. ..............3  

Probably will not ..................2 

Definitely will not .................1 

DON�T KNOW ...................98 

REFUSED .........................96 

 
Intro: 
Now I have a  few questions about how you spend 
your time in a typical seven day week. 
 
��� How many hours do you spend at work outside the 

home in a typical seven day week? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to Sixty  
hours per week....................7 

More than 60 hours 
per week..............................8 

 
 
��� About how many total hours of  �free time� (not spent 

working at home) do you usually have in typical 7-day 
week? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week. .........6 

Forty to Sixty hours  
per week..............................7 

More than 60 hours 
per week..............................8 

�

�

�

��� For each day in a typical week, about how many 
hours do you usually spend watching television, 
including time spent doing something else at the 
same time.  Please think about the whole day and 
give your best estimate of the number of hours per 
day. (ASK ABOUT EACH DAY OF THE WEEK 
INDIVIDUALLY. ENTER WHOLE NUMBERS ONLY.  
IF NONE, CIRCLE 0) 

 
 

����� Monday? 
 
_______hours 

 
None. . . . . .0 

 
����  Tuesday? 

 
_______hours 

 
None. . . . . .0 

 
���� Wednesday? 

 
_______hours 

 
None. . . . . .0 

 
�����Thursday? 

 
_______hours 

 
None. . . . . .0 

 
�����Friday? 

 
_______hours 

 
None. . . . . .0 

 
��	��Saturday? 

 
_______hours 

 
None. . . . . .0 

 
��
. Sunday? 

 
_______hours 

 
None. . . . . .0 

 
 
 
�� During a typical 7-day week, how many hours do you 

usually  spend listening to the radio, either at home, 
in your car, or elsewhere? 

None....................................0 

One to five...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week. .........6 

Forty to Sixty 
hours per week....................7 

More than 60 hours 
per week..............................8 
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�� About how many hours in a typical 7 day week do you 
usually spend reading magazines? 

None....................................0 

One to five ...........................1  

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to Sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 
 
�� About how many hours in a typical 7 day week do you 

spend reading the newspaper?  

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 
 
� About how many hours in a typical 7 day week do you 

spend on the Internet? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 
 
 
 

 
 DEMOGRAPHICS 
 
I just have a few questions left about you and your 
household. 
 
�� What is the highest grade or year of regular school 

you completed? (READ LIST) 

Less than grade school.......1 
Less than 
high school graduate...........2 

High school graduate ..........3 

Some college ......................4 

College graduate.................5 

Postgraduate.......................6 

REFUSED .........................96 

 
�� Do you currently attend or have you in the last six 

months attended an adult education class? 

Yes ......................................1 

No........................................2 

DON'T KNOW ...................98 

REFUSED .........................96 

 

�� Do you have children in school who are under 18 
living at home with you? 

Yes .....................................1 � (ASK  37) 

No........................................2 � (SKIP TO 37E) 

REFUSED ...........................9 � (SKIP TO 37E) 

 
 
��� How many children living at home with you are  

(READ EACH ITEM)?  
 

37A. Pre-kindergarten?         ENTER NUMBER?___ 
 
37B. Kindergarten-Grade 4? ENTER NUMBER? ___ 
 
37C. Grade 5-8?                    ENTER NUMBER?___ 
 
37D. Grade 9-12?                  ENTER NUMBER?___ 

��� INTERVIEWER:  WHICH WAVE IS THIS? 

WAVE 1 OR 2 ......................  1 

WAVE 3.................................  2 
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��  Were you born in the United States? 

Yes .....................................1 

No........................................2 

DON'T KNOW ...................98 

REFUSED .........................96 

 

 

��� I am going to read you a list of income categories.  Would you stop me when I reach the category 
that best describes the combined annual income of all members of this household, including wages 
or salary, pensions, interest or dividends, and all other sources? 

Under $15,000 ....................1 

$15,000 to $19,999 .............2 

$20,000 to $24,999 .............3 

$25,000 to $29,999 .............4 

$30,000 to $34,999 .............5 

$35,000 to $39,999 .............6 

$40,000 to $44,999 .............7 

$45,000 to $49,999 .............8 

$50,000 to $74,999 .............9 

$75,000 to $99,999 ...........10 

$100,000 or over ...............11 

DON'T KNOW ...................98 

REFUSED .........................96 

 
 
  CLOSING STATEMENT 
This study has been approved by the Office of Management and Budget, and has assigned 0607-0864 as 
the survey�s number.  Without this approval, we would not have been able to conduct this survey. Our 
approval to conduct this survey expires on 08-31-2000.  Results of this study will help the Census Bureau 
improve its plans for the Census 2000.  Your answers will be kept confidential. 
 
 
 

Thank you very much for your help. 
 
 
 
 
 
 

INTERVIEWER: ENTER FINISH TIME OF INTERVIEW 
 
 

_______ : _________  AM  /  PM 
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Appendix E 
 

Wave 2 main questionnaire 



 
 

 187 

 
��������	
�

������������������

�������������������� 	�!����
 
 
 

 

��"#��$%��%$�&�'�
�

(���&����!�

�)�$���%�*�#���������#�����

 

 
 

Conducted by 
National Opinion Research Center 

at the 
University of Chicago 

for 
The Department of Commerce 

 
 
 

Interviewer:  Fill in the below information before mailing 
 
 
 SU_ID#:  |____|____|____|____|____|____|____|____| AQ ID: |_____________| 
                                                       (obtained from the Screener) (obtained from the Screener) 
 
 FI ID: |_____|_____|_____|_____|_____|_____| FINAL DISPOSITION: |_______| 
 
 DATE QUESTIONNAIRE COMPLETED: |____|____|-|____|____|-|____|____| 
 

                  MONTH            DAY              YEAR       
 

 

 
 
 

English Version 
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 INSTRUCTIONS TO INTERVIEWER 
 
Because not all questions will apply to everyone, you will be asked to skip to certain 
questions. 
 

�� Follow all �SKIP� instructions AFTER marking a 
response. If no �SKIP� instruction is provided, you 
should continue to the NEXT question 

 
�� Either a pen or pencil may be used 

 
�� If you need to change an answer, please make sure that 

your old answer is either completely erased or clearly 
crossed out 
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INTERVIEWER: ENTER START TIME OF INTERVIEW: _______ : _________  AM  /  PM 
  
�

�� I am going to read you a list of some things you may or may not have 
done in the last twelve months. 

 
�������
� ��� �

�
� �
 �����
�� �� ���

� ��� �

�
� �
 �����
�� �� ���
� ���� �

�
�������
� ��� �

�
��
 ��  

 
��� In last twelve months, how often have you gone on a vacation 

away from home? Would you say once a year, several times a 
year,  several times a month, once a week, or never. 

 
��

�
��

�
��

�
��

�
� 

 
��� (In the last 12 months how often have you)  Attended a regular 

meeting of the PTA (parent- teacher organization) or other school 
group? 

 
��

�
��

�
��

�
��

�
� 

 
��� (In the last 12 months how often have you) Attended services or 

meetings of a religious group? 

 
��

�
��

�
��

�
��

�
� 

 
��� (In the last 12 months how often have you)   Visited a doctor at 

the doctor�s office? 

 
��

�
��

�
��

�
��

�
� 

 
��� (In the last 12 months how often have you)  Attended a regular 

meeting of a community or charity group? 

 
��

�
��

�
��

�
��

�
1 

 
�	� (In the last 12 months how often have you)  Attended meetings or 

speeches of a political party or candidate? 

 
��

�
��

�
��

�
��

�
� 

 
�
� (In the last 12 months how often have you)  Attended an event 

benefitting a community, charity, school, or religious, or political 
group? 

 
��

�
��

�
��

�
��

�
� 

 
��� (In the last 12 months how often have you)  Donated blood? 

 
��

�
��

�
��

�
��

�
� 

 
 
�� Did you vote in the last local election? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

 

 
� Now I am going to read you a list of agencies.  Have you ever heard 

of (READ EACH ITEM)? 

 
How familiar are you with (READ EACH 
ITEM) � would you say you are very 
familiar, somewhat familiar, not very 
familiar or not at all familiar?  

�� (Have you ever heard of ) The 
Department of Agriculture? 

 
   Yes...........1 �  (ASK 3D) 
   No ............2 �  (ASK 3B) 

 
�� Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98  

�� (Have you ever heard of ) The 
Surgeon General�s Office? 

 
   Yes...........1 �  (ASK 3E) 
   No ............2 �  (ASK 3C) 

 
�� Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98  

�� (Have you ever heard of ) The 
Census Bureau? 

 
   Yes...........1 �  (ASK 3F) 
   No ............2 �  (ASK 4) 

 
	�  Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98 
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�� Next I would like to ask you about three government programs.  Have 

you ever heard of (READ EACH ITEM)? 
 

� � 	 �
�

� � �

�
� � � �� �
� � � �  

 
��� The school lunch program? 

 
��

�
��

�
� �  

 
��� Welfare reform? 

 
��

�
��

�
� �  

 
��� The Census? 

 
��

�	 � � ����� ��

�
��

� � � �! ��

�
� � �

� � � �! � 
 
 
 
 
�� The Census is the count of all the people who live in 

the United States.  Have you ever heard of that 
before? 

Yes ......................................1 
 

No........................................2 � (Skip to 
    Intro of 27) 
DON�T KNOW ..................98 � (Skip to 
    Intro of 27) 
REFUSED .........................96 � (Skip to 
    Intro of 27) 

 
 
 
�� Have you heard or seen anything recently about the 

school lunch program? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

 

 

�� Have you heard or seen anything recently about 
welfare reform? 

Yes ......................................1 

No........................................2 

DON�T KNOW ..................98 

REFUSED .........................96 

 

 

 

 

 

 

 

�

�

�� Have you heard or seen anything recently about 
Census 2000? 

Yes ......................................1 

No........................................2 � (Skip to 15) 

DON�T KNOW ..................98 � (Skip to 15) 

REFUSED .........................96 � (Skip to 15) 

 

 

 

 

�� Would you say you have heard a great deal, some, a 
little, or nothing about Census 2000? 

A great deal.........................1 

Some...................................2 

A little ..................................3 

Nothing about it ...................4 

DON�T KNOW ..................98 

REFUSED .........................96 

 



 
 

 
 191 

 
��� Let me read you a list of possible places you might have 
learned about the Census. 

 
� " ������ ��� �

�� �� ���
��� �� �# ��� � �

� �� $�

�
% ��� " ��� �

� �� ���������
& ���� � �� �� �

�
% ��� " ��� �
� �� �������
�� � �� �� �

�
� � � �

 ' ' ( )*  + ( � �

�
� � � ����� �
� � � �  

 
���� The first one is commercials or public service 

announcements on television.  Did you hear or see a 
lot about the census, a little about the census, or 
nothing about the census in TV commercials? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about meetings of a religious group or at place of 

worship?  Did you hear or see a lot about the census, 
a little about the census, or nothing about the census 
in meetings of a religious group or at place of worship? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about meetings or activities of a community or 

government organization? Did you hear or see a lot 
about the census, a little about the census, or nothing 
about the census in meetings or activities of a 
community or government organization. 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about from magazine ads? Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census in magazine ads.  

 
��

�
��

�
��

�
��

�
� �  

 
���� How about conversations with friends, neighbors, 

relatives, or coworkers? Did you hear or see a lot 
about the census, a little about the census, or nothing 
about the census from conversations with friends, 
neighbors, relatives, or coworkers? 

 
��

�
��

�
��

�
��

�
� �  

 
��	� How about radio ads? Did you hear or see a lot about the 

census, a little about the census, or nothing about the 
census in radio ads? 

 
��

�
��

�
��

�
��

�
� �  

 
��
� How about newspaper ads? Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census in newspaper ads? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about schools you attend? Did you hear or see a 

lot about the census, a little about the census, or 
nothing about the census in schools you attend? 

 
��

�
��

�
��

�
��

�
� �  

 
����  How about things your children have brought home 

from school?  Did you hear or see a lot about the 
census, a little about the census, or nothing about the 
census in things your children have brought home from 
school? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about Census job announcements? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census in Census job 
announcements? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about at conference exhibit booths? Did you hear 

or see a lot about the census, a little about the census, 
or nothing about the census at conference exhibit 
booths? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about signs or posters inside buildings? Did you 

hear or see a lot about the census, a little about the 
census, or nothing about the census on signs or 
posters inside buildings? 

 
��

�
��

�
��

�
��

�
� �  
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���  How about outside billboards or posters? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census on outside billboards or 
posters? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about a speech made by a government official or 

community leader? Did you hear or see a lot about the 
census, a little about the census, or nothing about the 
census in a speech made by government official or 
community leader? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about articles you read in publications? Did you 

hear or see a lot about the census, a little about the 
census, or nothing about the census in articles you 
read in publications 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about the Internet?  Did you hear or see a lot about 

the census, a little about the census, or nothing about 
the census on the Internet? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about on paycheck or utility bill? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census on paycheck or utility bill? 

 
��

�
��

�
��

�
��

�
� �  

 
�����How about from participation on a Complete Count 

Committee? Did you hear or see a lot about the 
census, a little about the census, or nothing about the 
census from participation on a Complete Count 
Committee? 

 
��

�
��

�
��

�
��

�
� �  

 
�����How about anything else?  Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census on anything else? 
SPECIFY:_______________________________ 

 
��

�
��

�
��

�
��

�
� �  

 
��� Thinking about what you have heard or seen about Census 2000, what would you say it was trying to tell you? (DO 

NOT READ THE CATEGORIES - CODE ALL THAT APPLY) 

COMPLETE AND RETURN THE FORM ........................................................ 1 

WAIT FOR THE CENSUS TAKER TO COME AND PICK IT UP ................... 2 

THE CENSUS IS USED TO DETERMINE WHERE PUBLIC 
PROGRAMS AND SERVICES (SUCH AS EDUCATION, 
HEALTH CARE, JOB TRAINING, ETC.) ARE NEEDED................................ 3 

IF YOU DON'T PARTICIPATE IN THE CENSUS YOU/YOUR 
COMMUNITY COULD MISS OUT ON THINGS LIKE EDUCATION 
HEALTH CARE, JOB TRAINING, ETC........................................................... 4 

YOUR ANSWERS TO THE CENSUS ARE KEPT 
CONFIDENTIAL/NOT SHARED WITH OTHER GROUPS 
OR AGENCIES IN THE GOVERNMENT........................................................ 5 

THE CENSUS IS EASY TO DO/TAKES JUST A FEW MINUTES ................. 6 

OTHER (SPECIFY) ......................................................................................... 7 

______________________________________________________________ 

DON�T KNOW ............................................................................................... 98 

REFUSED ..................................................................................................... 96 
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�

�

�

�

��� Do you remember any slogan or phrase being used 
about the census? 

Yes ......................................1 � (ASK 12A) 

No........................................2 � (SKIP TO 13) 

DON�T KNOW ...................98 � (ASK 12A) 

REFUSED .........................96 � (ASK 12A) 

 
  

���� Can you tell me what the slogan or phase 
was? (DO NOT READ CATEGORIES) 

 

THIS IS YOUR FUTURE ............1 

DON�T LEAVE IT BLANK ..........2 

THIS IS YOUR FUTURE,  
DON�T LEAVE IT BLANK ...........3 

THIS IS OUR  FUTURE .............4 

THIS IS OUR FUTURE, 
DON�T LEAVE IT BLANK ...........5 

GENERATIONS ARE 
COUNTING ON THIS ................6 

GENERATIONS ARE 
COUNTING ON THIS, 
DON�T LEAVE IT BLANK ...........7 

MAKE YOURSELF COUNT ........8 

THIS IS OUR FUTURE,  
MAKE YOURSELF COUNT.........9 

OTHER (SPECIFY)...........10 
 

________________________ 

DON�T KNOW ...................98 

REFUSED .........................96 
 
  

��� Now I will mention some ideas that may or may not have 
been part of what you have heard about the Census.  For 
each one tell me how big a part it is of what  you have 
heard. 

 
� ���� �� ���,�
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DON����T 
KNOW 

 
��� The Census has a long tradition and you should 

be part of it. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� If you don�t fill out the Census, the government 

will not know where you are. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� Too many people do not send back the Census. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� Answering the Census will help the government 

know what your community needs. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� Answering the Census is easy. 

 
��

�
��

�
��

�
� 

 
� �  

 
�	� The Census is your way of being heard. 

 
��

�
��

�
��

�
� 

 
� �  

 
�
� The Census is used to determine where services 

like schools and health care are needed. 

 
��

�
��

�
��

�
� 

 
� �  

 
��� The Census is an opportunity to make things 

better for my family and future generations. 

 
��

�
��

�
��

�
� 

 
� �  
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Please tell me if you strongly agree, agree, neither agree or 
disagree, disagree, or strongly disagree with the following 
statements: 

 
	 ����# �� �

�# ����

�
 # ����

�
� ��� �� ��
�# ������ �
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	 ����# �� �
" � �# ����

�
� � � ����� �
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��� What I have heard and seen about the Census  

has been believable. 

 
5 

 
4 

 
3 

 
2 

 
��

�
� �  

 
��� It has told me things I have not really thought 

about before. 

 
5 

 
4 

 
3 

 
2 

 
��

�
� �  

 
 
��� Did you see or hear anything about the Census in a 

language other than English? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

  
��� Next, I�m going to read some opinions about the Census.  

As I read each one, tell me if you strongly agree, agree, 
neither agree or disagree, disagree, strongly disagree 
with each of the statements: 

 
	 ����# �� �

�# ����

�
 # ����

�
� ��� �� ��
�# ������ �
" � �# ����

�
� � �# ��� 

 
	 ����# �� �
" � �# ����

�
� � � ����� �
� � � �  

 
���� Filling out the Census will let the government 

know what my community needs. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
���� The Census counts citizens and non-citizens 

alike. 

 
��

�
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�
��

�
��

�
��

�
� �  

 
���� It is important for as many people as possible to 

participate in the Census. 

 
��

�
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�
��

�
��

�
��

�
� �  

 
���� My answers to the Census could be used against 

me. 

 
��

�
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�
��

�
��

�
��

�
� �  

 
���� Answering and sending back the Census matters 

for my family and community. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
��	� The Census Bureau promise of confidentiality can 

be trusted. 

 
��

�
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�
��

�
��

�
��

�
� �  

 
��
� I just don�t see that it matters much if I personally 

fill out the Census or not. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
 
��� So far as you know, does the law require you to 

answer the census questions? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

�

�

��� Do you believe that answering and sending back your 
census form could personally benefit you in any way, 
personally harm you, or neither benefit nor harm you? 

Personally benefit................4 

Personally harm ..................3 

Neither benefit 
or harm................................2 

BOTH BENEFIT 
  AND HARM 
(VOLUNTEERED)...............1 

DON�T KNOW ...................98 

REFUSED .........................96�
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��� How likely are you or someone in your household to 
answer and send back the Census when you receive 
it?  

Definitely will .......................5 

Probably will. .......................4 

Might or might not. ..............3  

Probably will not ..................2 

Definitely will not .................1 

DON�T KNOW ...................98 

REFUSED .........................96 

 
Intro: 
Now I have a few questions about how you spend your 
time in a typical seven day week. 
 
��� How many hours do you spend at work outside the 

home in a typical seven day week? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to Sixty  
hours per week....................7 

More than 60 hours 
per week..............................8 

 
 
��� About how many total hours of  �free time� (not spent 

working at home) do you usually have in typical 7-day 
week? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week. .........6 

Forty to Sixty hours  
per week..............................7 

More than 60 hours 
per week..............................8 

�

�

��� For each day in a typical week, about how many 
hours do you usually spend watching television, 
including time spent doing something else at the 
same time.  Please think about the whole day and 
give your best estimate of the number of hours per 
day. (ASK ABOUT EACH DAY OF THE WEEK 
INDIVIDUALLY. ENTER WHOLE NUMBERS ONLY.  
IF NONE, CIRCLE 0) 

 
 

����� Monday? 
 
_______hours 

 
None. . . . . .0 

 
����  Tuesday? 

 
_______hours 

 
None. . . . . .0 

 
���� Wednesday? 

 
_______hours 

 
None. . . . . .0 

 
�����Thursday? 

 
_______hours 

 
None. . . . . .0 

 
�����Friday? 

 
_______hours 

 
None. . . . . .0 

 
��	��Saturday? 

 
_______hours 

 
None. . . . . .0 

 
��
. Sunday? 

 
_______hours 

 
None. . . . . .0 

 
 
 
�� During a typical 7-day week, how many hours do you 

usually  spend listening to the radio, either at home, 
in your car, or elsewhere? 

None....................................0 

One to five...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week. .........6 

Forty to Sixty 
hours per week....................7 

More than 60 hours 
per week..............................8 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

� �
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�

�� About how many hours in a typical 7 day week do you 
usually spend reading magazines? 

None....................................0 

One to five ...........................1  

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to Sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 
 
�� About how many hours in a typical 7 day week do you 

spend reading the newspaper?  

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 
 
� About how many hours in a typical 7 day week do you 

spend on the Internet? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 

 
 
 
 
 DEMOGRAPHICS 
 
I just have a few questions left about you and your 
household. . . 
 
�� What is the highest grade or year of regular school 

you completed? (READ LIST) 

Less than grade school.......1 
Less than 
  high school graduate.........2 

High school graduate ..........3 

Some college ......................4 

College graduate.................5 

Postgraduate.......................6 

REFUSED .........................96 

 
�� Do you currently attend or have you in the last six 

months attended an adult education class? 

Yes ......................................1 

No........................................2 

DON'T KNOW ...................98 

REFUSED .........................96 

 

�� Do you have children in school who are under 18 
living at home with you? 

Yes .....................................1 � (ASK  37) 

No........................................2 � (SKIP TO 37E) 

REFUSED ...........................9 � (SKIP TO 37E) 

 
 
�� How many children living at home with you are  

(READ EACH ITEM)?  
 
 37A.  Pre-Kindergarten?       ENTER NUMBER?___ 
 
 37B.  Kindergarten-Grade 4?  ENTER NUMBER?___ 
 
 37C.  Grade 5-8?                     ENTER NUMBER?___ 
 
 37D.  Grade 9-12?                   ENTER NUMBER?___ 
 
 

��� INTERVIEWER:  WHICH WAVE IS THIS? 

WAVE 1 OR 2 ......................  1 

WAVE 3.................................  2 
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��  Were you born in the United States? 

Yes .....................................1 

No........................................2 

DON'T KNOW ...................98 

REFUSED .........................96 

 

 

��� I am going to read you a list of income categories.  Would you stop me when I reach the category 
that best describes the combined annual income of all members of this household, including wages 
or salary, pensions, interest or dividends, and all other sources? 

Under $15,000 ....................1 

$15,000 to $19,999 .............2 

$20,000 to $24,999 .............3 

$25,000 to $29,999 .............4 

$30,000 to $34,999 .............5 

$35,000 to $39,999 .............6 

$40,000 to $44,999 .............7 

$45,000 to $49,999 .............8 

$50,000 to $74,999 .............9 

$75,000 to $99,999 ...........10 

$100,000 or over ...............11 

DON'T KNOW ...................98 

REFUSED .........................96 

 
 
 
 
  CLOSING STATEMENT 
This study has been approved by the Office of Management and Budget and has assigned 0607-0864 as 
the survey�s number.  Without this approval, we would not have been able to conduct this survey. Our 
approval to conduct this survey expires on 08-31-2000.  Results of this study will help the Census Bureau 
improve its plans for the Census 2000.  Your answers will be kept confidential. 
 
 
 

Thank you very much for your help! 
 
 
 
 
 
 
INTERVIEWER: ENTER ����FINISH TIME���� OF INTERVIEW 
 
 
 _______ : _________  AM  /  PM 
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Appendix F  
 

Wave 3 main questionnaire 
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Conducted by 
National Opinion Research Center 

at the 
University of Chicago 

for 
The Department of Commerce 

 
 
 

Interviewer:  Fill in the below information before mailing 
 
 
 SU_ID#:  |____|____|____|____|____|____|____|____| AQ ID: |_____________| 
                                                       (obtained from the Screener) (obtained from the Screener) 
 
 FI ID: |_____|_____|_____|_____|_____|_____| FINAL DISPOSITION: |_______| 
 
 DATE QUESTIONNAIRE COMPLETED: |____|____|-|____|____|-|____|____| 
 

                  MONTH            DAY              YEAR       
 

 
 

 
 
 
 

English Version 
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 INSTRUCTIONS TO INTERVIEWER 
 
Because not all questions will apply to everyone, you will be asked to skip to certain 
questions. 
 

�� Follow all �SKIP� instructions AFTER marking a 
response. If no �SKIP� instruction is provided, you 
should continue to the NEXT question 

 
�� Either a pen or pencil may be used 

 
�� If you need to change an answer, please make sure that 

your old answer is either completely erased or clearly 
crossed out 
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INTERVIEWER: ENTER START TIME OF INTERVIEW: _______ : _________  AM  /  PM 
  
�

�� I am going to read you a list of some things you may or may not have 
done in the last twelve months. 

 
�������
� ��� �

�
	 �
 �����
�� �� ���

� ��� �

�
� �
 �����
�� �� ���
� ���� �

�
�������
� ��� �

�
��
 ��  

 
�������� In last twelve months, how often have you gone on a vacation 

away from home? Would you say once a year, several times a 
year,  several times a month, once a week, or never. 

 
��

�
��

�
��

�
��

�
� 

 
�������� (In the last 12 months how often have you)  Attended a regular 

meeting of the PTA (parent- teacher organization) or other school 
group? 

 
��

�
��

�
��

�
��

�
� 

 
�������� (In the last 12 months how often have you) Attended services or 

meetings of a religious group? 

 
��

�
��

�
��

�
��

�
� 

 
�������� (In the last 12 months how often have you)   Visited a doctor at 

the doctor�s office? 

 
��

�
��

�
��

�
��

�
� 

 
�������� (In the last 12 months how often have you)  Attended a regular 

meeting of a community or charity group? 

 
��

�
��

�
��

�
��

�
1 

 
������	� (In the last 12 months how often have you)  Attended meetings or 

speeches of a political party or candidate? 

 
��

�
��

�
��

�
��

�
� 

 
������
� (In the last 12 months how often have you)  Attended an event 

benefitting a community, charity, school, or religious, or political 
group? 

 
��

�
��

�
��

�
��

�
� 

 
�������� (In the last 12 months how often have you)  Donated blood? 

 
��

�
��

�
��

�
��

�
� 

 
 
�� Did you vote in the last local election? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

 

 
� Now I am going to read you a list of agencies.  Have you ever heard 

of (READ EACH ITEM)? 

 
How familiar are you with (READ EACH 
ITEM) � would you say you are very 
familiar, somewhat familiar, not very 
familiar or not at all familiar?  

������� (Have you ever heard of ) The 
Department of Agriculture? 

 
   Yes...........1 �  (ASK 3D) 
   No ............2 �  (ASK 3B) 

 
�� Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98  

������� (Have you ever heard of ) The 
Surgeon General�s Office? 

 
   Yes...........1 �  (ASK 3E) 
   No ............2 �  (ASK 3C) 

 
�� Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98  

������� (Have you ever heard of ) The 
Census Bureau? 

 
   Yes...........1 �  (ASK 3F) 
   No ............2 �  (ASK 4) 

 
	�  Very familiar.................................. 4 

Somewhat familiar ........................ 3 
Not very familiar............................ 2 
Not at all familiar........................... 1 
DON�T KNOW ............................ 98 
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�� Next I would like to ask you about three government programs.  Have 

you ever heard of (READ EACH ITEM)? 
 

� � 	 �
�

� � �

�
� � � �� �
� � � �  

 
�������� The school lunch program? 

 
��

�
��

�
� �  

 
�������� Welfare reform? 

 
��

�
��

�
� �  

 
�������� The Census? 

 
��

�	 � )' �� � �- � ��

�
��

� 	 � �- ! ��

�
� � �

� 	 � �- ! � 
 
 
 
 
�� The Census is the count of all the people who live in 

the United States.  Have you ever heard of that 
before? 

Yes ......................................1 

No........................................2 � (SKIP TO Q19) 

DON�T KNOW ..................98 � (SKIP TO Q19) 

REFUSED .........................96 � (SKIP TO Q19) 

 
 
 
�� Have you heard or seen anything recently about the 

school lunch program? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

 

 

�� Have you heard or seen anything recently about 
welfare reform? 

Yes ......................................1 

No........................................2 

DON�T KNOW ..................98 

REFUSED .........................96 

 

 

 

 

 

 

 

 

 

 

�� Have you heard or seen anything recently about 
Census 2000? 

Yes ......................................1 

No........................................2 � (SKIP TO Q15) 

DON�T KNOW ..................98 � (SKIP TO Q15) 

REFUSED .........................96 � (SKIP TO Q15) 

 

 

 

�� Would you say you have heard a great deal, some, a 
little, or nothing about Census 2000? 

A great deal.........................1 

Some...................................2 

A little ..................................3 

Nothing about it ...................4 

DON�T KNOW ..................98 

REFUSED .........................96 

 



 
 

 
 

203 

 
��� Let me read you a list of possible places you might have 
learned about the Census. 

 
� " ������ ��� �

�� �� ���
��� �� �# ��� � �

� �� $�

�
% ��� " ��� �

� �� ���������
& ���� � �� �� �

�
% ��� " ��� �
� �� �������
�� � �� �� �

�
� � � �

 ' ' ( )*  + ( � �

�
� � � ����� �
� � � �  

 
���� The first one is commercials or public service 

announcements on television.  Did you hear or see a 
lot about the census, a little about the census, or 
nothing about the census in TV commercials? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about meetings of a religious group or at place of 

worship?  Did you hear or see a lot about the census, 
a little about the census, or nothing about the census 
in meetings of a religious group or at place of worship? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about meetings or activities of a community or 

government organization? Did you hear or see a lot 
about the census, a little about the census, or nothing 
about the census in meetings or activities of a 
community or government organization. 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about from magazine ads? Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census in magazine ads.  

 
��

�
��

�
��

�
��

�
� �  

 
���� How about conversations with friends, neighbors, 

relatives, or coworkers? Did you hear or see a lot 
about the census, a little about the census, or nothing 
about the census from conversations with friends, 
neighbors, relatives, or coworkers? 

 
��

�
��

�
��

�
��

�
� �  

 
��	� How about radio ads? Did you hear or see a lot about the 

census, a little about the census, or nothing about the 
census in radio ads? 

 
��

�
��

�
��

�
��

�
� �  

 
��
� How about newspaper ads? Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census in newspaper ads? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about schools you attend? Did you hear or see a 

lot about the census, a little about the census, or 
nothing about the census in schools you attend? 

 
��

�
��

�
��

�
��

�
� �  

 
����  How about things your children have brought home 

from school?  Did you hear or see a lot about the 
census, a little about the census, or nothing about the 
census in things your children have brought home from 
school? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about Census job announcements? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census in Census job 
announcements? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about at conference exhibit booths? Did you hear 

or see a lot about the census, a little about the census, 
or nothing about the census at conference exhibit 
booths? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about signs or posters inside buildings? Did you 

hear or see a lot about the census, a little about the 
census, or nothing about the census on signs or 
posters inside buildings? 

 
��

�
��

�
��

�
��

�
� �  
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� " ������ ��� �

�� �� ���
��� �� �# ��� � �

� �� $�

�
% ��� " ��� �

� �� ���������
& ���� � �� �� �

�
% ��� " ��� �
� �� �������
�� � �� �� �

�
� � � �

 ' ' ( )*  + ( � �

�
� � � ����� �
� � � �  

 
���  How about outside billboards or posters? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census on outside billboards or 
posters? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about a speech made by a government official or 

community leader? Did you hear or see a lot about the 
census, a little about the census, or nothing about the 
census in a speech made by government official or 
community leader? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about articles you read in publications? Did you 

hear or see a lot about the census, a little about the 
census, or nothing about the census in articles you 
read in publications 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about the Internet?  Did you hear or see a lot about 

the census, a little about the census, or nothing about 
the census on the Internet? 

 
��

�
��

�
��

�
��

�
� �  

 
���� How about on paycheck or utility bill? Did you hear or 

see a lot about the census, a little about the census, or 
nothing about the census on paycheck or utility bill? 

 
��

�
��

�
��

�
��

�
� �  

 
�����How about from participation on a Complete Count 

Committee? Did you hear or see a lot about the 
census, a little about the census, or nothing about the 
census from participation on a Complete Count 
Committee? 

 
��

�
��

�
��

�
��

�
� �  

 
�����How about anything else?  Did you hear or see a lot 

about the census, a little about the census, or nothing 
about the census on anything else? 
SPECIFY:_______________________________ 

 
��

�
��

�
��

�
��

�
� �  

 
��� Thinking about what you have heard or seen about Census 2000, what would you say it was trying to tell you? (DO 

NOT READ THE CATEGORIES - CODE ALL THAT APPLY) 

COMPLETE AND RETURN THE FORM ........................................................ 1 

WAIT FOR THE CENSUS TAKER TO COME AND PICK IT UP ................... 2 

THE CENSUS IS USED TO DETERMINE WHERE PUBLIC 
PROGRAMS AND SERVICES (SUCH AS EDUCATION, 
HEALTH CARE, JOB TRAINING, ETC.) ARE NEEDED................................ 3 

IF YOU DON'T PARTICIPATE IN THE CENSUS YOU/YOUR 
COMMUNITY COULD MISS OUT ON THINGS LIKE EDUCATION 
HEALTH CARE, JOB TRAINING, ETC........................................................... 4 

YOUR ANSWERS TO THE CENSUS ARE KEPT 
CONFIDENTIAL/NOT SHARED WITH OTHER GROUPS 
OR AGENCIES IN THE GOVERNMENT........................................................ 5 

THE CENSUS IS EASY TO DO/TAKES JUST A FEW MINUTES ................. 6 

OTHER (SPECIFY) ......................................................................................... 7 

______________________________________________________________ 

DON�T KNOW ............................................................................................... 98 

REFUSED ..................................................................................................... 96 
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�

�

�

�

��� Do you remember any slogan or phrase being used 
about the census? 

Yes ......................................1 � (ASK 12A) 

No........................................2 � (SKIP TO 13) 

DON�T KNOW ...................98 � (ASK 12A) 

REFUSED .........................96 � (ASK 12A) 

 
  

���� Can you tell me what the slogan or phase 
was? (DO NOT READ CATEGORIES) 

 

THIS IS YOUR FUTURE ............1 

DON�T LEAVE IT BLANK ..........2 

THIS IS YOUR FUTURE,  
DON�T LEAVE IT BLANK ...........3 

THIS IS OUR  FUTURE .............4 

THIS IS OUR FUTURE, 
DON�T LEAVE IT BLANK ...........5 

GENERATIONS ARE 
COUNTING ON THIS ................6 

GENERATIONS ARE 
COUNTING ON THIS, 
DON�T LEAVE IT BLANK ...........7 

MAKE YOURSELF COUNT ........8 

THIS IS OUR FUTURE,  
MAKE YOURSELF COUNT.........9 

OTHER (SPECIFY)...........10 
 

________________________ 

DON�T KNOW ...................98 

REFUSED .........................96 
 
  

��� Now I will mention some ideas that may or may not have 
been part of what you have heard about the Census.  For 
each one tell me how big a part it is of what you have 
heard. 

 
� ���� �� ���,�
� � ���)�� �
 ��

� ��� " �

�
 �� � ����� �� ��

�,�� � ���)�� �
 ��
� ��� " �

�
 �& # �� �� ���,�
� � ���)�� �
 ��

� ��� " �

�
 �
 �� � �& # �

� �� ���,�� � ���
)�� ��� "  

 
DON����T 
KNOW 

 
�������� The Census has a long tradition and you should 

be part of it. 

 
��

�
��

�
��

�
� 

 
� �  

 
�������� If you don�t fill out the Census, the government 

will not know where you are. 

 
��

�
��

�
��

�
� 

 
� �  

 
�������� Too many people do not send back the Census. 

 
��

�
��

�
��

�
� 

 
� �  

 
�������� Answering the Census will help the government 

know what your community needs. 

 
��

�
��

�
��

�
� 

 
� �  

 
�������� Answering the Census is easy. 

 
��

�
��

�
��

�
� 

 
� �  

 
������	� The Census is your way of being heard. 

 
��

�
��

�
��

�
� 

 
� �  

 
������
� The Census is used to determine where services 

like schools and health care are needed. 

 
��

�
��

�
��

�
� 

 
� �  

 
�������� The Census is an opportunity to make things 

better for my family and future generations. 

 
��

�
��

�
��

�
� 

 
� �  
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Please tell me if you strongly agree, agree, neither agree nor 
disagree, disagree, or strongly disagree with the following 
statements: 

 
	 ����# �� �

�# ����

�
 # ����

�
� ��� �� ��

�# ������� �
" � �# ����

�
� � �# ��� 

 
	 ����# �� �
" � �# ����

�
� � � ����� �
� � � �  

 
�������� What I have heard and seen about the Census  

has been believable. 

 
5 

 
4 

 
3 

 
2 

 
��

�
� �  

 
�������� It has told me things I have not really thought 

about before. 

 
5 

 
4 

 
3 

 
2 

 
��

�
� �  

 
 
��� Did you see or hear anything about the Census in a 

language other than English? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

  
��� Next, I�m going to read some opinions about the Census.  

As I read each one, tell me if you strongly agree, agree, 
neither agree nor disagree, disagree, strongly disagree 
with each of the statements: 

 
	 ����# �� �

�# ����

�
 # ����

�
� ��� �� ��

�# ������� �
" � �# ����

�
� � �# ��� 

 
	 ����# �� �
" � �# ����

�
� � � ����� �
� � � �  

 
��������� Filling out the Census will let the government 

know what my community needs. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
��������� The Census counts citizens and non-citizens 

alike. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
��������� It is important for as many people as possible to 

participate in the Census. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
��������� My answers to the Census could be used against 

me. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
��������� Answering and sending back the Census matters 

for my family and community. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
�������	� The Census Bureau promise of confidentiality can 

be trusted. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
�������
� I just don�t see that it matters much if I personally 

fill out the Census or not. 

 
��

�
��

�
��

�
��

�
��

�
� �  

 
 
��� So far as you know, does the law require you to 

answer the census questions? 

Yes ......................................1 

No........................................2 

DON�T KNOW ...................98 

REFUSED .........................96 

 

�

�

��� Do you believe that answering and sending back your 
census form could personally benefit you in any way, 
personally harm you, or neither benefit nor harm you? 

Personally benefit................4 

Personally harm ..................3 

Neither benefit 
nor harm..............................2 

BOTH BENEFIT 
  AND HARM 
(VOLUNTEERED)...............1 

DON�T KNOW ...................98 

REFUSED .........................96�
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�

 �!���

�

��� Did your household receive a census questionnaire 
delivered to you at your home in March of 2000? 

Yes . . . . . . . . . . . . . . . .  1 

No . . . . . . . . . . . . . . . . .  2����(SKIP TO 27) 

DON�T KNOW . . . . . . . . 98 

REFUSED . . . . . . . . . . . 96 

 �
�

��� Before the questionnaire arrived, were you expecting 
to get a questionnaire? 

Yes . . . . . . . . . . . . . . . .  1 

No . . . . . . . . . . . . . . . . .  2 

DON�T KNOW . . . . . . . . 98 

REFUSED . . . . . . . . . . . 96 

 
  
��� After the envelope arrived, did anyone ever open it? 

Yes . . . . . . . . . . . . . . .  1 

No . . . . . . . . . . . . . . . .  2����(SKIP TO 26A) 

DON�T KNOW . .  . . . . 98����(SKIP TO 26A) 

REFUSED . . . . .  . . . . 96 

  
�

�

��� Did anyone start to fill out the census form that was 
inside the envelope? 

Yes . . . . . . . . . . . . . . .  1 

No . . . . . . . . . . . . . . . .  2����(READ BELOW) 

DON�T KNOW . . . . . . . 98 

REFUSED . . . . .  . . . . 96 

 
NOTE TO INTERVIEWER: 
IF Q22 IS NO ASK Q23 & Q24 THEN SKIP ���� TO Q26A. 

IF Q22 IS YES, DK OR REF. CONTINUE AS INDICATED. 
 
 
�� Did you get a short questionnaire (folded single 

sheet) or a long questionnaire (about 32 pages long)? 
Short . . . . . . . . . . . . . 1 

Long . . . . . . . . . . . . .  2 

DON�T KNOW . . . . . 98 

REFUSED . . . . . . . . 96 

�

�

� �

�

�

�

�

��� When you first saw the questionnaire, did it look like it 
would be hard or easy to complete? 

Hard . . . . . . . . . . . . . . . . . . . 1 

Easy . . . . . . . . . . . . . . . . . . . 2 

NEITHER . . . . . . . . . . . . . . . 3 

NEVER SAW IT 
(VOLUNTEERED) . . . . . . . . 4 

DON�T KNOW . . . . . . . . . .  98 

REFUSED . . . . . . . . . . . . . .96�
�

�

�

��� Did someone finish filling out the form? 
Yes . . . . . . . . . . . . . .  1 

No . . . . . . . . . . . . . . .  2����(SKIP TO 26A) 

DON�T KNOW . .  .  . 98 

REFUSED . . . . .  .  . 96 

  
 
��� Did someone mail back the questionnaire? 

Yes . . . . . . . . . . . . . . .  1����(SKIP TO 27) 

No . . . . . . . .  . . . . . . .  2����(SKIP TO 26A) 

DON�T KNOW . .  . . . 98����(SKIP TO 26A) 

REFUSED . . . . .  . . . 96����(SKIP TO 27) 

 
 
���� Why not? 

(DO NOT READ CATEGORIES) 
DOESN�T SPEAK ENGLISH . . . .  1 

COULD NOT READ THE FORM . .  2 

CONFIDENTIALITY CONCERNS . . 3 

FORM WAS TOO LONG . . . . . . .  4 

FORM WAS TOO DIFFICULT . . . .  5 

NEVER GOT A FORM . . . . . . . . . 6 

TOO BUSY . . . . . . . . . . . . . . . .  7 

WANTED MORE INFO ON  
CENSUS (WHY NEED IT?) . . . . .  8 

_____________________ 

OTHER (SPECIFY) . . . . . . . . . 9 
_____________________�
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INTRODUCTION 
Now I have a few questions about how you spend your 
time in a typical seven day week. 
 
��� How many hours do you spend at work outside the 

home in a typical seven day week? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to Sixty  
hours per week....................7 

More than 60 hours 
per week..............................8 

 
 
 
 
  
 
��� About how many total hours of  �free time� (not spent 

working at home) do you usually have in typical 7-day 
week? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week. .........6 

Forty to Sixty hours  
per week..............................7 

More than 60 hours 
per week..............................8 

�

�

�

�

�

�

�

�

�

�

�

�

�

��� For each day in a typical week, about how many 
hours do you usually spend watching television, 
including time spent doing something else at the 
same time.  Please think about the whole day and 
give your best estimate of the number of hours per 
day. (ASK ABOUT EACH DAY OF THE WEEK 
INDIVIDUALLY. ENTER WHOLE NUMBERS ONLY.  
IF NONE, CIRCLE 0) 

 
 

����� Monday? 
 
_______hours 

 
None. . . . . .0 

 
����  Tuesday? 

 
_______hours 

 
None. . . . . .0 

 
���� Wednesday? 

 
_______hours 

 
None. . . . . .0 

 
�����Thursday? 

 
_______hours 

 
None. . . . . .0 

 
�����Friday? 

 
_______hours 

 
None. . . . . .0 

 
��	��Saturday? 

 
_______hours 

 
None. . . . . .0 

 
��
. Sunday? 

 
_______hours 

 
None. . . . . .0 

 
 
 
�� During a typical 7-day week, how many hours do you 

usually  spend listening to the radio, either at home, 
in your car, or elsewhere? 

None....................................0 

One to five...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week. .........6 

Forty to Sixty 
hours per week....................7 

More than 60 hours 
per week..............................8 
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�� About how many hours in a typical 7-day week do 
you usually spend reading magazines? 

None....................................0 

One to five ...........................1  

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to Sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 
 
�� About how many hours in a typical 7-day week do 

you spend reading the newspaper?  

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 
 
� About how many hours in a typical 7-day week do 

you spend on the Internet? 

None....................................0 

One to five ...........................1 

Six to ten .............................2 

Ten to nineteen ...................3 

Twenty to twenty-nine .........4 

Thirty to thirty-nine ..............5 

Forty hours per week ..........6 

Forty to sixty hours 
per week..............................7 

More than 60 hours 
per week..............................8 

 
 
 

 
 
 DEMOGRAPHICS 
 
I just have a few questions left about you and your 
household. . . 
 
�� What is the highest grade or year of regular school 

you completed? (READ LIST) 

Less than grade school.......1 
Less than 
high school graduate...........2 

High school graduate ..........3 

Some college ......................4 

College graduate.................5 

Postgraduate.......................6 

REFUSED .........................96 

 
�� Do you currently attend or have you in the last six 

months attended an adult education class? 

Yes ......................................1 

No........................................2 

DON'T KNOW ...................98 

REFUSED .........................96 

 

�� Do you have children in school who are under 18 
living at home with you? 

Yes .....................................1 � (ASK  37) 

No........................................2 � (SKIP TO 37E) 

REFUSED ...........................9 � (SKIP TO 37E) 

 
 
��� How many children living at home with you are  

(READ EACH ITEM)?  
 
 37A.  Pre-Kindergarten?       ENTER NUMBER?___ 
 
 37B.  Kindergarten-Grade 4?  ENTER NUMBER?___ 
 
 37C.  Grade 5-8?                     ENTER NUMBER?___ 
 
 37D.  Grade 9-12?                   ENTER NUMBER?___ 
 
 
. / � $�	 
 �
 ��  � ���� �� � �� ���� �� �� � � �
 � � � � �� � �������� 
 � � � � �� � � �� ��

������ 
 � �!�!�!�!�!�!�!�!�!�!�!�!�!��

������� ������"  �!�!�!�!�!�!�!�!�!�!�!�!�!�!��

������� ������� # " $% �& " # 	 �!�!�!�� � �

������� ������' ( ) * + ( � �!�!�!�!�!�!�� ,   
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��  Were you born in the United States? 

Yes .....................................1 

No........................................2 

DON'T KNOW ...................98 

REFUSED .........................96 

 

 

��� I am going to read you a list of income categories.  
Would you stop me when I reach the category that 
best describes the combined annual income of all 
members of this household, including wages or 
salary, pensions, interest or dividends, and all other 
sources? 

Under $15,000 ....................1 

$15,000 to $19,999 .............2 

$20,000 to $24,999 .............3 

$25,000 to $29,999 .............4 

$30,000 to $34,999 .............5 

$35,000 to $39,999 .............6 

$40,000 to $44,999 .............7 

$45,000 to $49,999 .............8 

$50,000 to $74,999 .............9 

$75,000 to $99,999 ...........10 

$100,000 or over ...............11 

DON'T KNOW ...................98 

REFUSED .........................96 
 
 
 
 
  CLOSING STATEMENT 
This study has been approved by the Office of 
Management and Budget and has assigned 0607-0864 as 
the survey�s number.  Without this approval, we would not 
have been able to conduct this survey. Our approval to 
conduct this survey expires on 08-31-2000.  Results of this 
study will help the Census Bureau improve its plans for the 
Census 2000.  Your answers will be kept confidential. 
 
 
 

Thank you very much for your help! 
 
 
 
 
 
INTERVIEWER: ENTER ����FINISH TIME���� OF INTERVIEW 
 
 
 _______ : _________  AM  /  PM 

 
�
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Appendix G 
 

Definition of statistics presented in tables 
 
This appendix describes the statistics presented in Section 4 and Appendix C. 
 
Questionnaire items that require recoding are not recoded themselves, so as to leave the data 
unaltered.  Instead, recoded variables are created and the convention is to take variable QX and 
name its recoded counterpart QXR, where X corresponds to a questionnaire item. 
 
1. Tables 7 and 26: Mean general awareness of census communications. 
 

A. Statistic: Mean of General Awareness (Q9R). 
 
B. Definition of Q9R. 
 

IF Q5=2 OR Q8=2 THEN Q9R=4; 
ELSE IF Q9 LE 0 THEN Q9R=.; 
ELSE Q9R=Q9; 

IF Q9R NE . THEN Q9R=5-Q9R; 
�

C. Q9R takes on values 1, 2, 3 and 4, with increasing numbers indicating increasing 
awareness. 

 
2. Tables 9 and 27: Mean awareness of mass-media and community-based communications. 
 

A.  Statistics: Mean of Mass-media (MEDIAPD) and Mean of Community-based 
Communications (MEDIAOTH). 

 
B. Definitions of MEDIAPD and MEDIAOTH. 

 
IF Q5=2 OR Q8=2 THEN DO; Q10A_R=1;Q10B_R=1; Q10C_R=1;  

Q10D_R=1; Q10E_R=1; Q10F_R=1; Q10G_R=1; Q10H_R=1; Q10I_R=1; Q10J_R=1;  
Q10K_R=1; Q10L_R=1; Q10M_R=1; Q10N_R=1;  Q10O_R=1;Q10P_R=1;  
Q10Q_R=1; Q10R_R=1; END; 

 
IF Q10A LE 0 or q10A IN (4 5) THEN Q10A_R=. ; ELSE Q10A_R=Q10A; 
   IF Q10B LE 0 or Q10B IN (4 5) THEN Q10B_R=. ; ELSE Q10B_R=Q10B; 
 IF Q10C LE 0 or Q10C IN (4 5) THEN Q10C_R=. ; ELSE Q10C_R=Q10C; 
 IF Q10D LE 0 or Q10D IN (4 5) THEN Q10D_R=. ; ELSE Q10D_R=Q10D; 
 IF Q10E LE 0 or Q10E IN (4 5) THEN Q10E_R=. ; ELSE Q10E_R=Q10E; 
   IF Q10F LE 0 or Q10F IN (4 5) THEN Q10F_R=. ; ELSE Q10F_R=Q10F; 
   IF Q10G LE 0 or Q10G IN (4 5) THEN Q10G_R=. ; ELSE Q10G_R=Q10G; 
 IF Q10H LE 0 or Q10H IN (4 5) THEN Q10H_R=. ; ELSE Q10H_R=Q10H; 
 IF Q10I LE 0 or Q10I in (4 5) THEN Q10I_R=. ; ELSE Q10I_R=Q10I; 
 IF Q10J LE 0 or Q10J IN (4 5) THEN Q10J_R=. ; ELSE Q10J_R=Q10J; 
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 IF Q10K LE 0 or Q10K IN (4 5) THEN Q10K_R=. ; ELSE Q10K_R=Q10K; 
  IF Q10L LE 0 or Q10L IN (4 5) THEN Q10L_R=. ; ELSE Q10L_R=Q10L; 
   F Q10M LE 0 or Q10M IN (4 5) THEN Q10M_R=. ; ELSE Q10M_R=Q10M; 
   F Q10N LE 0 or Q10N IN (4 5) THEN Q10N_R=. ; ELSE Q10N_R=Q10N; 
   F Q10O LE 0 or Q10O IN (4 5) THEN Q10O_R=. ; ELSE Q10O_R=Q10O; 
   F Q10P LE 0 or Q10P IN (4 5) THEN Q10P_R=. ; ELSE Q10P_R=Q10P; 
   F Q10Q LE 0 or Q10Q IN (4 5) THEN Q10Q_R=. ; ELSE Q10Q_R=Q10Q; 
   F Q10R LE 0 or Q10R IN (4 5) THEN Q10R_R=. ; ELSE Q10R_R=Q10R; 

 
MEDIAPD = mean(of Q10A_R Q10D_R Q10F_R Q10G_R Q10M_R); 
MEDIAOTH = mean(of Q10N_R Q10B_R Q10E_R Q10J_R Q10L_R Q10O_R 

         10P_R Q10Q_R Q10C_R Q10K_R Q10R_R Q10H_R Q10I_R); 
 

C. MEDIAPD and MEDIAOTH values range from 1 to 3. 
 
3. Table 10.  Mean awareness of different sources of mass-media communications: total 

population. 
 

A. Statistics: Means of Paid-Advertising sources: mean of TV AWARENESS (Q10A_R), 
mean of MAGAZINES AWARENESS (Q10D_R), mean of RADIO AWARENESS 
(Q10F_R), mean of NEWSPAPER AWARENESS (Q10G_R), and mean of 
BILLBOARD AWARENESS (Q10M_R). 

 
B. Definitions of TV AWARENESS (Q10A_R), MAGAZINES AWARENESS (Q10D_R), 

RADIO AWARENESS (Q10F_R), NEWSPAPER AWARENESS (Q10G_R), and 
BILLBOARD AWARENESS (Q10M_R) are provided in the Table 9 description. 

 
C. Values of Q10A_R, Q10D_R, Q10F_R, Q10G_R and Q10M_R range from 1 to 3. 

 
4. Tables 11-17. Mean awareness of different sources of mass-media communications.  These 

tables pertain to the Hispanic, non-Hispanic African American, non-Hispanic White, Other, 
Asian, American Indian, and Native American subgroups.  Their descriptions are identical to 
Table 10's description.  Tables C-1—C-13 pertain to the various language-speaking groups.  
Their descriptions are also identical to Table 10’s description. 

 
5. Table 18. Mean awareness of different sources of community-based communications: total 

population. 
 

A. Statistics: Means of Partnership Communication sources: mean of RELIGIOUS GROUP 
AWARENESS (Q10B_R), mean of COMMUNITY/GOVERNMENT ORGANIZATION 
AWARENESS (Q10C_R), mean of INFORMAL CONVERSATION AWARENESS 
(Q10E_R), mean of SCHOOLS ATTENDED AWARENESS (Q10H_R), mean of 
SCHOOLS CHILDREN ATTEND (Q10I_R), mean of CENSUS JOB 
ANNOUNCEMENT AWARENESS (Q10J_R), mean of CONFERENCE EXHIBIT 
BOOTH AWARENESS (Q10K_R), mean of SIGNS/POSTERS INSIDE BUILDING 
AWARENESS (Q10L_R), mean of SPEECH AWARENESS (Q10N_R), mean of 
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ARTICLE AWARENESS (Q10O_R), mean of INTERNET AWARENESS (Q10P_R), 
mean of PAYCHECK/UTILITY BILL INSERT AWARENESS (Q10Q_R), and mean of 
PARTICIPATE ON COMPLETE COUNT COMMITTEE AWARENESS (Q10R_R). 

 
B. Definitions of RELIGIOUS GROUP AWARENESS (Q10B_R), 

COMMUNITY/GOVERNMENT ORGANIZATION AWARENESS (Q10C_R), 
INFORMAL CONVERSATION AWARENESS (Q10E_R), SCHOOLS ATTENDED 
AWARENESS (Q10H_R), SCHOOLS CHILDREN ATTEND (Q10I_R), CENSUS JOB 
ANNOUNCEMENT AWARENESS (Q10J_R), CONFERENCE EXHIBIT BOOTH 
AWARENESS (Q10K_R), SIGNS/POSTERS INSIDE BUILDING AWARENESS 
(Q10L_R), SPEECH AWARENESS (Q10N_R), ARTICLE AWARENESS (Q10O_R), 
INTERNET AWARENESS (Q10P_R), PAYCHECK/UTILITY BILL INSERT 
AWARENESS (Q10Q_R), and PARTICIPATE ON COMPLETE COUNT 
COMMITTEE AWARENESS (Q10R_R) are provided in the Table 9 description. 

 
C. Values of Q10B_R, Q10C_R, Q10E_R, Q10H_R, Q10I_R, Q10J_R, Q10K_R, Q10L_R, 

Q10N_R, Q10O_R, Q10P_R, Q10Q_R, and Q10R_R range from 1 to 3. 
 
6. Tables 19-25. Mean awareness of different sources of community-based communications.  

These tables pertain to the Hispanic, non-Hispanic African American, non-Hispanic White, 
Other, Asian, American Indian, and Native American subgroups.  Their descriptions are 
identical to Table 18’s description.  Tables C-14—C-26 pertain to the various language-
speaking groups.  Their descriptions are also identical to Table 18’s description. 

 
7. Table 28: Percent recent census awareness in Wave 2 by Age: 

A. Statistic: Percent recent census awareness (Q8R) by Age. 
 
B. Definition of Q8R. 

 
 if Q8=1 then Q8R=1; /* YES */ 
   else if Q8 in (-1 -2 -3 2) or Q5 in (-1 -2 -3 2) then Q8R=2; /* NO */ 
 

C. Q8R takes on values 1 and 2. 
 
8. Tables 29-37 are defined in a similar manner as Table 28.  The analyses, however, are by 

gender (Table 29), highest grade completed (Table 30), household income (Table 31), 
Internet Usage (Table 36), and civic participation (Table 37). 

 
A. Statistics: Percent recent census awareness (Q8R) by Gender (GENDER), Highest Grade 

Completed (EDUC), Household Income (INCOME), Internet Usage (INTERNET), and 
Civic Participation Level (CIVIC_K). 
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B. Definitions of GENDER, EDUC, INCOME, INTERNET, and CIVIC_K. 

 
/* GENDER */ 
if S15_R<0 and S4>0 then GENDER=S4;  
else GENDER=S15_R; 
if GENDER < 0 then GENDER=.; 

 
/* EDUCATION LEVEL */ 
if Q34R=1 or Q34R=2 then EDUC='No HS  '; 
else if Q34R=3 or Q34R=4 then EDUC='HS grad';  
else if Q34R=5 or Q34R=6 then EDUC='College'; 
 
/* HOUSEHOLD INCOME */ 
if Q40R=1 then INCOME=1; 
else if Q40R=2 or Q40R=3 then INCOME=2; 
else if Q40R>3.5 and Q40R<7.5 then INCOME=3;  
else if Q40R>7.5 and Q40R<11.5 then INCOME=4; 

 
 /* INTERNET USAGE */ 

if Q33=0 then INTERNET=1; 
else if Q33>0.5 and Q33<8.5 then INTERNET=2; 
 
/* CIVIC PARTICIPATION LEVEL */ 
if Q1_2=1 then Q1_2R=0; 
else if Q1_2=5 then Q1_2R=1; 
else if Q1_2=4 then Q1_2R=2; 
else if Q1_2=3 then Q1_2R=3; 
else if Q1_2=2 then Q1_2R=4; 
else Q1_2R=.; 
 
CIVPART2=Q1_2R/4; 
Q1_2R=Q1_2R+1; 
 
if Q1_3=1 then Q1_3R=0; 
else if Q1_3=5 then Q1_3R=1; 
else if Q1_3=4 then Q1_3R=2; 
else if Q1_3=3 then Q1_3R=3; 
else if Q1_3=2 then Q1_3R=4; 
else Q1_3R=.; 
 
CIVPART3=Q1_3R/4; 
Q1_3R=Q1_3R+1; 
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if Q1_5=1 then Q1_5R=0; 
else if Q1_5=5 then Q1_5R=1; 
else if Q1_5=4 then Q1_5R=2; 
else if Q1_5=3 then Q1_5R=3; 
else if Q1_5=2 then Q1_5R=4; 
else Q1_5R=.; 
CIVPART5=Q1_5R/4; 
Q1_5R=Q1_5R+1; 

 
if Q1_6=1 then Q1_6R=0; 
else if Q1_6=5 then Q1_6R=1; 
else if Q1_6=4 then Q1_6R=2; 
else if Q1_6=3 then Q1_6R=3; 
else if Q1_6=2 then Q1_6R=4; 
else Q1_6R=.; 
 
CIVPART6=Q1_6R/4; 
Q1_6R=Q1_6R+1; 
 
if Q1_7=1 then Q1_7R=0; 
else if Q1_7=5 then Q1_7R=1; 
else if Q1_7=4 then Q1_7R=2; 
else if Q1_7=3 then Q_7R=3; 
else if Q1_7=2 then Q1_7R=4; 
else Q1_7R=.; 
 
CIVPART7=Q1_7R/4; 
Q1_7R=Q1_7R+1; 
 
if Q1_8=1 then Q1_8R=0; 
else if Q1_8=5 then Q1_8R=1; 
else if Q1_8=4 then Q1_8R=2; 
else if Q1_8=3 then Q1_8R=3; 
else if Q1_8=2 then Q1_8R=4; 
else Q1_8R=.; 
 
CIVPART8=Q1_8R/4; 
Q1_8R=Q1_8R+1; 
 
if Q2=2 then Q2R=0; 
else if Q2=1 then Q2R=1; 
else Q2R=.; 

 
I_CIVPRT=sum(CIVPART2,CIVPART3,CIVPART5,CIVPART6,CIVPART7, 
CIVPART8,Q2R ); 
Q2R=Q2R+1; 
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if I_CIVPRT >= 0 and I_CIVPRT lt 1 then CIVIC_K=1;  
else if I_CIVPRT >=1 and I_CIVPRT lt 3 then CIVIC_K=2;  
else if I_CIVPRT >=3 and I_CIVPRT lt 7 then CIVIC_K=3; 

 
C. GENDER takes on values 1 (MALE) and 2 (FEMALE); EDUC categories are “NO HS”,  

“HS Grad”, and “College”; INCOME values are 1 (<15000), 2 (15000-24999), 3 (25000- 
44999) and 4 (>44999); INTERNET values are 1 (NO INTERNET) and 2 (SOME  
INTERNET); CIVIC_K values are 1 (LOW CIVIC PARTICIPATION LEVEL), 2  
(MEDIUM CIVIC PARTICIPATION LEVEL), and 3 (HIGH CIVIC PARTICIPATION  
LEVEL). 
 

9. Tables 38 and 42: Mean intended participation. 
 

A. Statistic: Mean of Intended Participation (IP). 
 
B. Definition of IP. 
 

IF Q18 LE 0 THEN IP=.; 
  ELSE IP=Q18; 

 
C. IP takes on values 1, 2, 3, 4, and 5, with increasing values indicating increasing 

awareness for waves 1 and 2 only. 
  
10. Tables 39 and 43: Correlation between general awareness of census communications and 

intended participation. 
 

A. Statistics: correlation between General Awareness (Q9R) and Intended Participation (IP). 
 
B. Definition of Correlation: Used SUDAAN to run a simple linear regression IP=Q9R.  

The sample correlation coefficient was set to the +/- of the square root of the R-Squared 
value, with the sign (+/-) being determined by the sign of the regression coefficient. 

 
C. Range of sample correlation coefficient is [-1, 1]. 

 
11. Tables 40 and 44: Correlation between awareness of mass-media and intended participation. 
 

A. Statistics: correlation between Mass-media (MEDIAPD) and Intended Participation (IP). 
 
B. Definition of Correlation: Used SUDAAN to run a simple linear regression 

IP=MEDIAPD.  The sample correlation coefficient was set to the +/- of the square root of 
the R-Squared value, with the sign (+/-) being determined by the sign of the regression 
coefficient. 

 
C. Range of sample correlation coefficient is [-1, 1]. 
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12. Tables 41 and 45: Correlation between awareness of community-based communications and 
intended participation. 

 
A. Statistics: correlation between community-based communications (MEDIAOTH) and 

Intended Participation (IP). 
 
B. Definition of Correlation: Used SUDAAN to run a simple linear regression 

IP=MEDIAOTH.  The sample correlation coefficient was set to the +/- of the square root 
of the R-Squared value, with the sign (+/-) being determined by the sign of the regression 
coefficient. 

 
C. Range of sample correlation coefficient is [-1, 1]. 
 

13. Tables 46 and 47: Mean census beliefs. 
 

A. Statistics: mean of the Census Beliefs (Q15FACT) variable. 
 
B. Definition of Q15FACT. 

 
In SAS, put all three wave of data together and ran a weighted factor analysis, using the 
Q15_R,  Q15_2R, Q15_3R, Q15_4R, Q15_5R, Q15_6R, Q15_7R and Q17R variables as 
the common factors. 

 
C. Range of Q15FACT is from [-1 1]. 

 
14. Table 48. Percentages believing community needs will be discerned by recent awareness of 

Census in Wave2. 
 

A. Statistic: Percentages in Wave 2 Believing Community Needs will be Discerned 
(Q15A_R) by Recent Awareness (RECAWAR). 

 
B. Definition of Q15A_R and RECAWAR. 

  
IF Q15_ LT 0 THEN Q15_R=.; ELSE Q15_R=Q15_; 
IF Q15_2 LT 0 THEN Q15_2R=.; ELSE Q15_2R=Q15_2;  
IF Q15_3 LT 0 THEN Q15_3R=.; ELSE Q15_3R=Q15_3;  
IF Q15_4 LT 0 THEN Q15_4R=.; ELSE Q15_4R=Q15_4;  
IF Q15_5 LT 0 THEN Q15_5R=.; ELSE Q15_5R=Q15_5;  
IF Q15_6 LT 0 THEN Q15_6R=.; ELSE Q15_6R=Q15_6;  
IF Q15_7 LT 0 THEN Q15_7R=.; ELSE Q15_7R=Q15_7; 

 
Q15_4R=6-Q15_4R; 
Q15_7R=6-Q15_7R; 

 
if Q15_R>=4  then Q15A_R=1; else if Q15_R>0 then Q15A_R=0;  
if Q15_2R>=4 then Q15B_R=1; else if Q15_2R>0 then Q15B_R=0;  
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if Q15_3R>=4 then Q15C_R=1; else if Q15_3R>0 then Q15C_R=0;  
if Q15_4R>=4 then Q15D_R=0; else if Q15_4R>0 then Q15D_R=1;  
if Q15_5R>=4 then Q15E_R=1; else if Q15_5R>0 then Q15E_R=0;  
if Q15_6R>=4 then Q15F_R=1; else if Q15_6R>0 then Q15F_R=0;  
if Q15_7R>=4 then Q15G_R=0; else if Q15_7R>0 then Q15G_R=1;  

 
if Q5=2 then RECAWAR=2;  
else if Q8 gt 0  RECAWAR=Q8;  
else RECAWAR=.; 
 
C. Q15A_R takes on values 0 and 1. RECAWAR takes on values 1 and 2. 

 
15. Tables 49-55 are similar to Table 48. The variables of analyses, however, change from 

Q15A_R to Q15B_R (BELIEVE NON-CITIZENS WILL BE TREATED EQUALLY), 
Q15C_R (BELIEVE PARTICIPATION IS IMPRTANT), Q15D_R (BELIEVE CENSUS 
COULD BE USED AGAINST THEM), Q15E_R (BELIEVE IT IS IMPORTANT TO 
FAMILY/COMMUNITY), Q15F_R (BELIEVE CENSUS WILL KEEP 
CONFIDENTIALITY), Q15G_R (BELIEVE RESPONDING DOES NOT MATTER), and 
HARM (BELIEVE PARTICIPATION WILL HARM). 

 
A.  Statistics: Percentages in Wave 2 of Q15B_R, Q15C_R, Q15D_R, Q15E_R, Q15F_R, 
Q15G_R, and HARM by Recent Awareness. 

 
B.  For definitions of Q15B_R, Q15C_R, Q15D_R, Q15E_R, Q15F_R, and Q15G_R, see 
item 14B.  The definition for HARM is provided below. 

 
 if Q17=4 THEN Q17R=3; 
 else if Q17=3 then Q17R=1; 
 else if Q17 in (2 1 -2) then Q17R=2; 
 if Q17R=1 then HARM=1; 
 else if Q17R in (2 3) then HARM=0; 
 
        C.  Values of Q15B_R, Q15C_R, Q15D_R, Q15E_R, Q15F_R, Q15G_R, and HARM are 0 
and 1. 
 
16. Table 64: Proportion ever heard of the Department of Agriculture. 
 

A. Statistic: Proportion who have heard of Department of Agriculture (Q3_R). 
 

B. Definition of Q3_R. 
if Q3_ not in (1 2) then Q3_R=.; else Q3_R=Q3_; 
if Q3_R=2 then Q3_R=0; 
 

C. Q3_R takes on values 0 and 1. 
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17. Tables 65-67 are similar to Table 56.  The variables of analyses, however, are Q3_2R (EVER 
HEARD OF SURGEON GENERAL’S OFFICE), Q4A_R (EVER HEARD OF THE 
SCHOOL LUNCH PROGRAM), and Q4B_R (EVER HEARD OF WELFARE REFORM).  
The definitions of Q3_2R, Q4A_R, and Q4B_R are provided below. 

 
if Q3_2 not in (1 2) then Q3_2R=.; else Q3_2R=Q3_2; 
if Q3_2R=2 then Q3_2R=0; 
if Q4A not in (1 2) then Q4A_R=.; else Q4A_R=Q4A; 
if Q4B not in (1 2) then Q4B_R=.; else Q4B_R=Q4B; 
if Q4A_R=2 then Q4A_R=0; 
if Q4B_R=2 then Q4B_R=0; 

 
18. Table 99: Comparison of percent who heard recently about Census. 
 

A. Statistic: Percent who heard recently of census (Q8R) 
 

B. Definition of Q8R. 
if Q8=1 then Q8R=1; /* YES */ 
else if Q8 in (-1 -2 -3 2) or Q5 in (-1 -2 -3 2) then  
Q8R=2; /* NO */ 

 
C. Q8R is a dichotomous variable with values 1 and 2. 

 
19. Table 100: Comparison of mean number of sources heard, seven-point scale. 
 
 A. Statistic: Mean of Index of number of Media Sources Cited (Q10SUM). 
 
 B. Definition of Q10SUM. 
  if Q10A in (2 3) then Q10SUMA=1; 
    else if Q10A in (1 4 . -1 -2 -3) then Q10SUMA=0; 
 
  if Q10C in (2 3) then Q10SUMC=1; 
    else if Q10C in (1 4 . -1 -2 -3) then Q10SUMC=0; 
 
  if Q10D in (2 3) then Q10SUMD=1; 
    else if Q10D in (1 4 . -1 -2 -3) then Q10SUMD=0; 
 
  if Q10E in (2 3) then Q10SUME=1; 
    else if Q10E in (1 4 . -1 -2 -3) then Q10SUME=0; 
 
  if Q10F in (2 3) then Q10SUMF=1; 
    else if Q10F in (1 4 . -1 -2 -3) then Q10SUMF=0; 
 
  if Q10G in (2 3) then Q10SUMG=1; 
    else if Q10G in (1 4 . -1 -2 -3) then Q10SUMG=0; 
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  if Q10L in (2 3) or Q10M in (2 3) then Q10SUMX=1; 
    else if Q10L in (1 4 . -1 -2 -3) or Q10M in (1 4 . -1 -2 -3) then Q10SUMX=0; 
 
 Q10SUM=sum(Q10SUMA,Q10SUMC,Q10SUMD,Q10SUME,Q10SUMF,Q10SUMG, 
  Q10SUMX); 
 
 C.  Possible values for Q10SUM are 0, 1, 2, 3, 4, 5, 6, and 7. 
20. Table 101: Comparison of total population percent with favorable attitudes/beliefs about 

census. 
 

A. Statistics: percent who believe can trust promise of confidentiality (Q15F_R), percent  
who believe important to participate (Q15C_R), and percent who believe the census  
will not be used against (Q15D_R) 

 
 B. For definitions of Q15F_R, Q15C_R, and Q15D_R, see item 14B. 
 
 C. Q15F_R, Q15C_R, and Q15D_R possible values are 0 and 1. 
 
21. Table 102: Comparison of percent of population using various mass-media. 
 

A. Statistics: percent who watch television one hour a day or more (Q29FLAG), percent 
who listen to radio one hour a day or more (Q30FLAG), percent who read magazines 
once a month or more (Q31FLAG), and percent who read newspapers one day a week or 
more (Q32FLAG). 

 
A. Definitions of Q29FLAG, Q30FLAG, Q31FLAG , and Q32FLAG. 
 

if Q29 lt 0 then Q29R=.; else Q29R=Q29; if Q30 lt 0 then Q30R=.; else Q30R=Q30; if 
Q31 lt 0 then Q31R=.; else     Q31R=Q31; if Q32 lt 0 then Q32R=.; else Q32R=Q32; 

 
if Q29R lt 7 AND Q29R NE . then Q29FLAG=0; 
  else if Q29R ge 7 then Q29FLAG=1; 
  else Q29FLAG=.; 

 
if Q30R in (0 1) then Q30FLAG=0; 
  else if Q30R gt 0 then Q30FLAG=1; 

 
if Q31R=0 then Q31FLAG=0; 
  else if Q31R gt 0 then Q31FLAG=1; 

 
if Q32R=0 then Q32FLAG=0; 
  else if Q32Rgt 0 then Q32FLAG=1; 

 
B. Q29FLAG, Q30FLAG, Q31FLAG and Q32FLAG are dichotomous variables with  

possible values 0 and 1. 
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22. Table 104: Comparison of percent of population hearing of Census by source of 
communications. 

 
A. Statistics: percent who heard through television (Q10SUMA), percent who heard 

through community/government organization meeting (Q10SUMC), percent who 
heard through magazines (Q10SUMD), percent who heard through informal 
conversations (Q10SUME), percent who heard through radio (Q10SUMF), percent 
who heard through newspapers (Q10SUMG), percent who heard through posters or 
billboards (Q10SUMX). 

 
B. Definitions for Q10SUMA, Q10SUMC, Q10SUMD, Q10SUME, Q10SUMF, 

Q10SUMG, Q10SUMX are provided in the description of Table 36. 
 

C. Variables Q10SUMA, Q10SUMC, Q10SUMD, Q10SUME, Q10SUMF, Q10SUMG, 
and Q10SUMX are dichotomous and take on values of 0 and 1.  

 
23. Figure J1: Distribution of total population regarding hearing about the census on television 

by wave (conditional). 
 

A. Statistic: Percent Television Awareness by Wave (10A_R). 
 

B. Definition for Q10A_R are provided in section 2B. 
 

C. Q10A_R takes on values 1,2 and 3, with increasing values signifying increasing 
awareness. 

 
24. Figure J2: Distribution of total population regarding hearing about the census in magazine 

ads by wave (conditional). 
 

A. Statistic: Percent Magazine Awareness by Wave (Q10D_R). 
 

B. Definition for Q10D_R are provided in section 2B. 
 

C. Q10D_R takes on values 1,2 and 3, with increasing values signifying increasing 
awareness. 

 
25. Figure J3: Distribution of total population regarding hearing about the census in radio ads by 

wave (conditional). 
 
A. Statistic: Percent Radio Awareness by Wave (Q10F_R). 

 
B. Definition for Q10F_R are provided in section 2B. 

 
C. Q10F_R takes on values 1,2 and 3, with increasing values signifying increasing 

awareness. 
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26. Figure J4: Distribution of total population regarding hearing about the census in newspaper 
ads by wave (conditional). 

 
A. Statistic: Percent Newspaper Awareness by Wave (Q10G_R). 

 
B. Definition for Q10G_R are provided in section 2B. 

 
C. Q10G_R takes on values 1,2 and 3, with increasing values signifying increasing 

awareness. 
 
27. Figure J5: Distribution of total population regarding hearing about the census religious group 

awareness by wave (conditional). 
 

A. Statistic: Percent Religious Group Awareness by Wave (RELGAWAR). 
 
B. Definition of RELGAWAR. 
 

  IF Q10B LE 0 or Q10B IN (4 5) THEN RELGAWAR=. ;  
ELSE RELGAWAR=Q10B; 

  IF Q5=2 OR Q8=2 THEN RELGAWAR=1; 
if Q1_3 NOT in (2 3 4) then RELGAWAR=.; 
 

C. RELGAWAR takes on values 1,2 and 3, with increasing values signifying increasing 
awareness. 

 
28. Figure J6: Distribution of total population regarding hearing about the census in meetings or 

government organization by wave (conditional). 
 

A. Statistic: Percent Community/Government Organization Meeting Awareness by Wave 
(MEETAWAR). 

 
B. Definition of MEETAWAR. 

IF Q10C LE 0 or Q10C IN (4 5) THEN MEETAWAR=. ; ELSE 
MEETAWAR=Q10C; 

  IF Q5=2 OR Q8=2 THEN MEETAWAR=1; 
if Q1_2 not in (2 3 4) and Q1_5 not in (2 3 4) then MEETAWAR=.; 

 
C. MEETAWAR takes on values 1,2 and 3, with increasing values signifying increasing 

awareness. 
 
29. Figure J7: Distribution of total population regarding hearing about the census in schools you 

attended by wave (conditional). 
 
 

A. Statistic: Percent School Attended Awareness by Wave (SCHLAWAR). 
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B. Definition of SCHLAWAR. 

 
IF Q10H LE 0 or q10H IN (4 5) THEN SCHLAWAR=. ; ELSE 

SCHLAWAR=Q10H; 
  IF Q5=2 OR Q8=2 THEN SCHLAWAR=1; 

if Q35=2 then SCHLAWAR=.; 
 

C. SCHLAWAR takes on values 1,2 and 3, with increasing values signifying increasing 
awareness. 

 
30. Figure J8: Distribution of total population regarding hearing about the census in things your 

children have brought home from school by wave (conditional). 
 

A. Statistic: Percent School Children Attend Awareness by Wave (SCHCHILD). 
 
B. Definition of SCHCHILD. 

IF Q10I LE 0 or Q10I IN (4 5) THEN SCHCHILD=. ; ELSE SCHCHILD=Q10I; 
  IF Q5=2 OR Q8=2 THEN SCHCHILD=1; 

if Q36=2 then SCHCHILD=.; 
 

C. SCHCHILD takes on values 1,2 and 3, with increasing values signifying increasing 
awareness. 

 
31. Figure J9: Distribution of total population regarding hearing about the census in a speech 

made by government official or community leader by wave (conditional). 
 

A. Statistic: Percent Speech Awareness by Wave (SPEECHAW). 
 
B. Definition of SPEECHAW. 

IF Q10N LE 0 or Q10N IN (4 5) THEN SPEECHAW=. ; ELSE 
SPEECHAW=Q10N; 

  IF Q5=2 OR Q8=2 THEN SPEECHAW=1; 
if Q1_6 not in (2 3 4) then SPEECHAW=.; 

 
C. SPEECHAW takes on values 1,2 and 3, with increasing values signifying increasing 

awareness. 
 
32. Figure J10: Distribution of total population regarding hearing about the census on the 

Internet by wave (conditional). 
 

A. Statistic: Percent Internet Awareness by Wave (INTRNTAW). 
 
B. Definition of INTRNTAW. 
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IF Q10P LE 0 or Q10P IN (4 5) THEN INTRNTAW=. ; ELSE 
INTRNTAW=Q10P; 

  IF Q5=2 OR Q8=2 THEN INTRNTAW=1; 
  if Q33=0 then INTRNTAW=.; 
 

C. INTRNTAW takes on values 1,2 and 3, with increasing values signifying increasing 
awareness. 
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Appendix H 
 
Formulas used to estimate the variances 

 
We estimated all variances and related statistics (standard errors and design effects) using the 
software package SUDAAN.  All formulas appear in the SUDAAN documentation (see Shah et 
al., 1995).  We used the design option DESIGN = WR for all calculations.  For estimated 
percentages, frequencies, and the like, we employed PROC CROSSTAB, while foe estimated 
means, we used PROC DESCRIPT. 

 
Let � � �∆ = −P Pi j denote an estimated trend between Wave i and Wave j.  To estimate the standard 
error of the estimated trend, we calculated the square root of the sum of the estimated variances 
of �Pi  and �Pj  . 
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Appendix I 
 

Screening interviews 
 
At the beginning of both the CATI and the in-person interviews, we administered a brief 
screening questionnaire designed to determine eligibility for the main interview and the 
demographic characteristics of the person who would respond to the main interview.  For 
example, the screener for Wave 1 appears at the end of this appendix. 
 
The first part of the screening questionnaire determined whether or not mail was delivered to the 
house, the post office, or somewhere elsewhere, and then whether or not the person responding 
to the screening questions was the person who usually handled the mail. If this was the person, 
the screening questionnaire skipped to questions about this person’s race/ethnicity.  If it was a 
proxy, not the mail handler, the screener asked for demographic information about the mail 
handler, including race/ethnicity.  The CATI questionnaire was pre-programmed to send the 
interviewer to the correct set of questions.  For the in-person interviewing, the interviewer was 
instructed to refer to the label on the cover of the screener, which had a code for sample type 
(core, Asian, American Indian, and Native Hawaiian). 
 
Within the core sample, it was generally not necessary to screen and subsample households by 
race/ethnicity, and at the onset we took everyone who was eligible to be interviewed regardless 
of race/ethnicity.  In Wave 1, it became necessary to implement subsampling procedures late in 
the data-collection period because we were getting too many Whites and not enough African 
Americans and Hispanics.  We managed this screening and subsampling via a system of 
replicates.  In Waves 2 and 3, subsampling was not necessary. 
 
For each of the other sample types (Asian, American Indian, and Native Hawaiian), NORC 
needed to complete a specified number of cases with persons of the specified race.  The 
screening questions were asked at the beginning of the interview so that if the race and the 
sample type did not match, the interview was terminated at the end of the screening questions. 
 
At the close of the screening interview, we proceeded to administer the main questionnaire for 
any case who screened in. 
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����� 

Conducted by 
National Opinion Research Center 

at the 
University of Chicago 

for 
The Department of Commerce 

 
 
 
 
 
September, 1999 
 
 Interviewer: Fill in the below information before mailing: 

 
 
FI ID: |_____|_____|_____|_____|_____|_____|  FINAL DISPOSITION: |_______|     
 
DATE SCREENER COMPLETED:       |____|____|-|____|____|-|____|____| 

                MONTH              DAY              YEAR 
 

                                                                                                                                                                         English 
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 Media Use Survey - Hard Copy Record of Calls 
 Use the following Dispositions when writing information into your Record of Calls. 
 
DISPOSITION CODES 
 

 
PENDING SCREENER CODES 
00 - NO ACTION 
21 - NO ONE HOME 
22 - TEMP LANGUAGE BARRIER 
23 - TEMP REFUSAL 
24 - TEMP GATEKEEPER 
        REFUSAL 
25 - APPOINTMENT / SCREENER 
26 - BROKEN APPOINTMENT/ 
        SCREENER 
27 - BREAKOFF / SCREENER 
28 - SCREENER COMP/ELIGIBLE R 
29 - OTHER 

 
PENDING QUEX CODES 
30 - R NOT AVAILABLE/HAVE 
        PHONE NUMBER 
31 - R NOT AVAILABLE / DON�T 
        HAVE PHONE NUMBER 
33 - TEMP REFUSAL 
34 - TEMP GATEKEEPER 
        REFUSAL 
35 - TEMP LANG BARRIER 
36 - APPOINTMENT / QUEX 
37 - BROKEN APPT / QUEX 
38 - BREAKOFF / QUEX 
39 - OTHER 

 
COMPLETE SCREENER & QUEX 
                      CODES 
    (screener & quex should match; 
       determined by quex outcome) 
 
 
60 - COMPLETED IN-PERSON 
61 - COMPLETED BY PHONE 
62 - CONVERTED COMP IN 
        PERSON 
63 - CONVERTED COMP BY 
        PHONE 

 
OUT OF SCOPE SCREENER CODES 
80 - NOT ELIGIBLE / SCREENER COMP 
81 - PROXY SAYS NOT ELIGIBLE / SCREENER COMP 
82 - NOT AN HU 
83 - VACANT HU 
84 - OTHER OOS 

 
FINAL: NOT INTERVIEWED 
 (NIR) (only with Field Manager 
            Approval) 
90 - FINAL REFUSAL 
91 - FINAL OTHER 
92 - FINAL LANG BARRIER 
        (SPECIFY LANGUAGE) 
93 - FINAL QUEX BREAKOFF 
94 - FINAL HOSTILE REFUSAL 

 
 RECORD OF CALLS 
 

 
 Try 

 
 Date 

 
 Day 

 
 Time 

 
 Comments 

 
 Disp 
 Code 

 
1. 
 

 
 

 
 

 
 

 
 

 
 

 
2. 
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 Try 

 
 Date 

 
 Day 

 
 Time 

 
 Comments 

 
 Disp 
 Code 
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NIR:   USE THIS PAGE ONLY IF YOU ARE UNABLE TO COMPLETE THIS 
CASE  
 
1. PLEASE DESCRIBE WHY YOU WERE UNABLE TO COMPLETE THIS CASE?  PLEASE BE AS DETAILED 

AS POSSIBLE. (IF A REFUSAL, WHAT WAS THE REASON FOR THE REFUSAL?) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. WHICH OF THE FOLLOWING WERE ATTEMPTED ON THIS CASE? (CIRCLE ALL THAT APPLY) 
 

PHONE LOCATING ..... ............. ............................ ............. ............. .............. ...........1 
IN PERSON LOCATING............ ............................ ............. ............. .............. ...........2 

 
NOTE OR LETTER LEFT AT DOOR................... ............. ............. .............. ...........3 
NOTE OR LETTER MAILED TO R (ATTACH COPY IF POSSIBLE)....... ...........4 
SPECIALIZED LETTER MAILED FROM OFFICE......... ............. .............. ...........5 
SPECIALIZED LETTER FROM CLIENT............ ............. ............. .............. ...........6 
MAILGRAM OR TELEGRAM . ............................ ............. ............. .............. ...........7 

 
CASE TRANSFER TO LOCAL OR NEW INTERVIEWER........... .............. ...........8 

 
FIELD PHONE CONVERSION ATTEMPT ......... ............. ............. .............. ...........9 
OFFICE PHONE CONVERSION ATTEMPT ...... ............. ............. .............. .........10 
CLIENT PHONE CONVERSION ATTEMPT ...... ............. ............. .............. .........11 

 
 
 
3. HOW MANY SEPARATE ATTEMPTS (PHONE CONTACTS, PERSONAL VISITS) 

WERE MADE FOR THIS CASE? |_____|_____|       
 
 
 
4. HOW MANY OF THESE WERE IN-PERSON VISITS? |_____|_____|       
 
 
 
5. COUNTING EVERYTHING -- ALL CONTACTS, PHONE CALLS, IN-PERSON VISITS, MAILING THE CASE -- 

ABOUT HOW LONG HAS IT TAKEN TO WORK THIS CASE? 
 
 
 
 |_____|_____| HOURS   &  |_____|_____| MINUTES 
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INTRODUCTION TO SCREENER: 
�Hello, my name is ____________, I�m from the National Opinion Research Center, a social science research 
center at the University of Chicago.  I am working on a media use survey, funded by Department of 
Commerce. I would like to ask you a few questions about how your household receives mail.�  
 
��� Is your mail delivered to your house? 

Yes  .....................................1 �  (SKIP TO S2) 
No  .....................................2 �  (ASK S1A) 

 

���� Where is it delivered? 
     At the post office.................1 
     Elsewhere...........................2 

 
 

��� Are you the person who usually handles the mail? 
Yes  .....................................1 �  (SKIP TO S11) 
No  .....................................2 �  (ASK S3) 

 
 

�� Is the person who usually handles the mail 
available? 
Yes  .....................................1 �  (SKIP TO S3A) 
No  .....................................2 �  (Read Intro to 

       S4) 
 

��� May I talk to this person? 
     Yes ........ 1� (SKIP TO S11) 
     No .......................................  2� (Read Intro to 

       S4) 
INTRO: 
I����d like to ask you some questions about the person 
who usually handles the mail. 

��� Is (he/she) male or female? 
Male ................................1 
Female ............................2 

 

��� Which of the following describes (his/her) age? 
18-24 ..............................1 
25-34...............................2 
35-44...............................3 
45-54...............................4 
55-64...............................5 
65 OR OLDER ................6 
REFUSED.....................96 

 

 

��� Is (he/she) of Hispanic origin or descent? 
Yes.................................. 1 
No ................................... 2 
REFUSED..................... 96�

�

��� Which of the following categories best describes 
(his/her)  race � is (he/she) (READ LIST)? 

White............................... 1 
Black or 
 African American ........... 2 
Asian ............................... 3 
Native Hawaiian or 
 other Pacific Islander ..... 4 
American Indian or 
 Alaska Native................. 5 
OTHER (SPECIFY) ........ 6 
_____________________ 
REFUSED..................... 96 

�

��"��!�� ��#� ������ ������� "$��� 	�����"��!�� ��#� ������ ������� "$��� 	�����"��!�� ��#� ������ ������� "$��� 	�����"��!�� ��#� ������ ������� "$��� 	���

"������������"������������"������������"�������������

�

���� INTERVIEWER: FOR THE NATIVE AMERICAN 
SAMPLE,  IS S7 CODED 5? 

Yes  ..................................  1 �(SKIP TO S8) 
No   ..................................  2 

(READ STATEMENT BELOW) 
 

That����s all the questions I have.  
Thank you for your time. 

�

���� INTERVIEWER: FOR THE ASIAN SAMPLE, IS S7 
CODED 3? 

Yes.................................. 1 �(SKIP TO S8) 
No ................................... 2 

(READ STATEMENT BELOW) 
 

That����s all the questions I have.  
Thank you for your time. 

���� INTERVIEWER: FOR THE CORE SAMPLE, IS S7 
CODED 1, 2, 6 OR 96? 

Yes.................................. 1 �(SKIP TO S8) 
No ................................... 2 
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(READ STATEMENT BELOW) 
 

That����s all the questions I have.  
Thank you for your time. 

 
 

��� What language is usually spoken in this household? 
ENGLISH ........................1 
SPANISH ........................2 
CANTONESE .................3 
MANDARIN.....................4 
KOREAN.........................5 
JAPANESE .....................6 
VIETNAMESE.................7 
HMONG OR MIEN..........8 
FILIPINO OR 
TAGALOG.......................9 
THAI..............................10 
LAOTIAN.......................11 
CAMBODIAN ................12 
POLISH ........................13 
ARABIC.........................14 
CREOLE/FRENCH .......15 
OTHER (SPECIFY) ......16 
_____________________ 
REFUSED.....................96 

 

���  When will (he/she) be available? 

INTERVIEWER: TRY TO GET AN EXACT TIME 
 

Time:_____________________ 
 
 

���� May I have the first name of that person so I can 
ask for them directly when I get back in touch? 

 
________________________ 

 

Thank you so much for your time. 
 

���� I would like to begin by asking you some questions 
about yourself. Which of the following describes 
your age? 

18-24............................... 1 
25-34............................... 2 
35-44............................... 3 
45-54............................... 4 
55-64............................... 5 
65 OR OLDER ................ 6 
REFUSED..................... 96 

�

���� Are you of Hispanic origin or descent? 
Yes.................................. 1 
No ................................... 2 
REFUSED..................... 96 

 

��� Which of the following categories best describes 
your race � are you (READ LIST)? 

White............................... 1 
Black or  
  African American .......... 2 
Asian ............................... 3 
Native Hawaiian or 
  other Pacific Islander .... 4 
American Indian or 
  Alaska Native................ 5 
OTHER (SPECIFY) ........ 6 
_____________________ 
REFUSED..................... 96 

 
 

��"��!�� ��#� ������ ������� "$�����"��!�� ��#� ������ ������� "$�����"��!�� ��#� ������ ������� "$�����"��!�� ��#� ������ ������� "$���

	���"������������	���"������������	���"������������	���"������������ 
 

���� INTERVIEWER: FOR THE NATIVE 
AMERICAN SAMPLE IS S13 CODED 5? 

     Yes ......................... 1 � (SKIP TO S14) 
     No........................... 2 
     (READ STATEMENT BELOW) 

 

That����s all the questions I have. 
Thank you for your time. 

 
 
 

����  INTERVIEWER: FOR THE ASIAN SAMPLE,  IS 
S13 CODED 3? 

     Yes .........................1 � (SKIP TO S14) 
     No ...........................2 

     (READ STATEMENT BELOW) 
 

That����s all the questions I have. 
Thank you for your time. 
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���� INTERVIEWER: FOR THE CORE SAMPLE, IS 
S13 CODED 1, 2, 6 OR 96? 

Yes..................................1 �(SKIP TO S14) 
No ...................................2 

(READ STATEMENT BELOW) 
 

That����s all the questions I have.  
Thank you for your time. 

�

�

���� What language is usually spoken in this household? 
ENGLISH ........................1 
SPANISH ........................2 
CANTONESE .................3 
MANDARIN.....................4 
KOREAN.........................5 
JAPANESE .....................6 
VIETNAMESE.................7 
HMONG OR MIEN..........8 
FILIPINO OR 
  TAGALOG.....................9 
THAI..............................10 
LAOTIAN.......................11 
CAMBODIAN ................12 
POLISH ........................13 
ARABIC.........................14 
CREOLE/FRENCH .......15 
OTHER (SPECIFY) ......16 
_____________________ 
REFUSED.....................96 

 
 

���� Are you male or female? 
  INTERVIEWER ���� ASK IF APPROPRIATE 

 
MALE ..............................1 
FEMALE..........................2 
 
 
 
 
 
 
 
 

 

 
READ: 
Now I would like to ask you some questions about 
different aspects of government. Your household has 
been chosen as one of a small number of households 
to take part in this survey, and your participation is 
strictly voluntary. This interview will take less than 20 
minutes. You may elect to discontinue the interview at 
any point. Any identifiable information you furnish will 
be protected from disclosure under the Privacy Act of 
1974.  Do you have any questions? 
 
INTERVIEWER: 
 
 
 
 
 
ADMINISTER QUESTIONNAIRE 
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Appendix J 
 
Conditional awareness of census communications 
 
In Figures 24 to 41, we presented the distributions of responses to Question 10 regarding places people may 
have heard about the census.   Here is an index to a key subset of these figures. 
 

Figure Source of Communications 
24 Television 
25 Magazines 
26 Radio 
27 Newspapers 
29 Religious Group 
30 Community/Government Organization Meeting 
32 Schools Attended 
33 Schools Children Attend 
35 Speeches 
39 Internet 

 
The survey questionnaires contained questions about any use of the sources of communications listed.  For 
example, Question 35 asks if you have recently attended an adult education class.  It did not contain such 
questions about other sources of census communications raised in Question 10.  For example, the questionnaire 
does not ask whether you have ever seen an outside billboard. 

 
Using the survey questions, we can segment the population by whether or not people report use of the source of 
communications at all.  The following figures give the conditional distributions of the sources, given that people 
report some use of the source.  
 
Figure J-1 gives the conditional distribution of awareness due to television, which may be compared to Figure 
24, the corresponding unconditional distribution.  The conditional and unconditional distributions appear quite 
similar.  One should expect this finding, because nearly everyone watches some television.  The conditional and 
unconditional distributions are also somewhat similar for awareness due to magazines, radio, newspapers, and 
religious groups. 

 
The conditional distribution (Figure J-8) for schools children attend is somewhat similar to the corresponding 
unconditional distribution (Figure 33).  However, in the conditional distribution, especially Waves 2 and 3, 
"heard a little" is somewhat higher and "heard a lot" is somewhat lower.  If census communications through 
schools was completely effective, one would expect the conditional distribution to be higher for both the "heard 
a little" and "heard a lot" categories. 
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There is a relatively bigger change in the distributions for meetings, schools you attended, speeches, and the 
Internet.  The percents "heard a little" and "heard a lot" are relatively higher in the conditional distributions than 
in the unconditional distributions.  On the other hand, the impact of the corresponding census awareness is 
diluted by the fact that attending adult education classes and speeches is relatively less prevalent than other 
activities of daily life that may cause people to be exposed to census communications.  Clearly, as Internet 
penetration increases over the coming decade, it will become a more powerful source of census 
communications. 
 
 

Figure J-1:  Conditional distribution of total population regarding hearing about the 
census on television 
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Figure J-2:  Conditional distribution of total population regarding hearing about the 
census in magazine ads  

 
 

Figure J-3:  Conditional distribution of total population regarding hearing about the census in 
radio ads  
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Figure J-4:  Conditional distribution of total population regarding hearing about the census in 
newspaper ads  

 
Figure J-5:  Conditional distribution of total population regarding hearing about the census in 
meetings of a religious group or at a place of worship  

 

 
 
 
 

NEWSPAPER AWARENESS

Heard A LotHeard A LittleHeard Nothing

P
er

ce
nt

100

90

80

70

60

50

40

30

20

10

0

WAVE

    1

    2

    3

RELIGIOUS GROUP AWARENESS

Heard A LotHeard A LittleHeard Nothing

P
er

ce
nt

100

90

80

70

60

50

40

30

20

10

0

WAVE

    1

    2

    3



 
 

 
 

238 

Figure J-6:  Conditional distribution of total population regarding hearing about the census in 
meetings or activities of a community or government organization  

 

 
 

Figure J-7:  Conditional distribution of total population regarding hearing about the census in 
schools you attend  
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Figure J-8:  Conditional distribution of total population regarding hearing about the census in 
things your children have brought home from school  

 

 
Figure J-9:  Conditional distribution of total population regarding hearing about the census in a 
speech made by a government official or community leader  
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Figure J-10:  Conditional distribution of total population regarding hearing about the census on 
the Internet  

 

 
Tables J-1 through J-8 present conditional (within user segments) mean awareness of census communications 
and trends in conditional mean awareness for the total population and for the six targeted race/ethnicity 
populations.  As a reminder, Tables 10-25 in the main body of this report display unconditional (whole 
population) means and trends in means. 
 
Table J-1:  Conditional mean awareness of different sources of census communications, given 
user segment:  total population  

Significance of Trends (p-Values)  
Source 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Television 1.14 (0.021) 1.88 (0.091) 2.25 (0.044) <.0001 *  .0007 * <.0001 * 
Magazines 1.13 (0.026) 1.41 (0.043) 1.49 (0.042) <.0001 *  .5494   <.0001 * 
Radio 1.13 (0.022) 1.56 (0.064) 1.96 (0.045) <.0001 * <.0001 * <.0001 * 
Newspaper 1.26 (0.030) 1.61 (0.066) 1.85 (0.041) <.0001 *  .0060 * <.0001 * 
Religious Group 1.06 (0.020) 1.14 (0.027) 1.33 (0.040)  .0787 *  .0002 * <.0001 * 
Community/Government 
Organization Meeting 

1.09 (0.022) 1.31 (0.068) 1.47 (0.068)  .0075 *  .2632   <.0001 * 

Schools You Attend 1.08 (0.039) 1.34 (0.104) 1.65 (0.128)  .0523 *  .1853   <.0001 * 
Schools Your Children Attend 1.03 (0.015) 1.16 (0.036) 1.32 (0.049)  .0032 *  .0223 * <.0001 * 
Speeches 1.47 (0.157) 1.33 (0.119) 1.44 (0.106) 1.0000 1.0000 1.0000 
Internet 1.15 (0.044) 1.30 (0.109) 1.30 (0.048)  .5533   1.0000  .0573 * 
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Table J-2:  Conditional mean awareness of different sources of census communications, given 
user segment: Hispanic  

Significance of Trends (p-Values)  
Source 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Television 1.36 (0.044) 2.04 (0.064) 2.29 (0.077) <.0001 *  .0367 * <.0001 * 
Magazines 1.24 (0.052) 1.41 (0.064) 1.54 (0.066)  .0990 *  .4648    .0009 * 
Radio 1.33 (0.042) 1.74 (0.064) 2.21 (0.077) <.0001 * <.0001 * <.0001 * 
Newspaper 1.40 (0.062) 1.52 (0.075) 1.96 (0.077)  .5726    .0002 * <.0001 * 
Religious Group 1.09 (0.030) 1.25 (0.046) 1.40 (0.063)  .0071 *  .1570   <.0001 * 
Community/Government 
Organization Meeting 

1.14 (0.047) 1.17 (0.064) 1.52 (0.094) 1.0000    .0058 *  .0009 * 

Schools You Attend 1.12 (0.064) 1.19 (0.070) 1.84 (0.115) 1.0000   <.0001 * <.0001 * 
Schools Your Children Attend 1.09 (0.036) 1.27 (0.060) 1.47 (0.069)  .0265 *  .0831 * <.0001 * 
Speeches 1.55 (0.242) 1.80 (0.384) 1.35 (0.213) 1.0000    .8979   1.0000   
Internet 1.12 (0.044) 1.30 (0.129) 1.43 (0.105)  .5747   1.0000    .0239 * 

 
Table J-3:  Conditional mean awareness of different sources of census communications, given 
user segment:  non-Hispanic African American  

Significance of Trends (p-Values)  
Source 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Television 1.23 (0.028) 2.06 (0.047) 2.34 (0.055) <.0001 *  .0003 * <.0001 * 
Magazines 1.19 (0.058) 1.57 (0.053) 1.71 (0.067) <.0001 *  .3216   <.0001 * 
Radio 1.17 (0.035) 1.83 (0.061) 2.22 (0.053) <.0001 * <.0001 * <.0001 * 
Newspaper 1.23 (0.040) 1.70 (0.071) 1.92 (0.062) <.0001 *  .0597 * <.0001 * 
Religious Group 1.13 (0.036) 1.36 (0.061) 1.51 (0.072)  .0039 *  .3812   <.0001 * 
Community/Government 
Organization Meeting 

1.24 (0.065) 1.46 (0.056) 1.73 (0.127)  .0298 *  .1454    .0016 * 

Schools You Attend 1.20 (0.120) 1.51 (0.136) 2.00 (0.195)  .2492    .1186    .0014 * 
Schools Your Children Attend 1.09 (0.066) 1.21 (0.064) 1.48 (0.055)  .5329    .0047 * <.0001 * 
Speeches 1.25 (0.105) 1.44 (0.156) 1.97 (0.229)  .9489    .1761    .0141 * 
Internet 1.24 (0.102) 1.46 (0.083) 1.41 (0.085)  .2900   1.0000    .5717   

 
Table J-4:  Conditional mean awareness of different sources of census communications, given 
user segment:  non-Hispanic White  

Significance of Trends (p-Values)  
Source 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Television 1.09 (0.024) 1.81 (0.125) 2.21 (0.063) <.0001 *  .0106 * <.0001 * 
Magazines 1.11 (0.037) 1.38 (0.054) 1.42 (0.059)  .0001 * 1.0000   <.0001 * 
Radio 1.09 (0.031) 1.46 (0.088) 1.85 (0.060)  .0002 *  .0009 * <.0001 * 
Newspaper 1.26 (0.047) 1.60 (0.089) 1.81 (0.054)  .0019 *  .1280   <.0001 * 
Religious Group 1.04 (0.027) 1.07 (0.033) 1.26 (0.064) 1.0000    .0203 *  .0033 * 
Community/Government 
Organization Meeting 

1.03 (0.010) 1.30 (0.100) 1.39 (0.095)  .0215 * 1.0000    .0006 * 

Schools You Attend 1.05 (0.044) 1.33 (0.139) 1.51 (0.178)  .1645   1.0000    .0402 * 
Schools Your Children Attend 1.01 (0.004) 1.08 (0.052) 1.23 (0.080)  .4396    .3430    .0141 * 
Speeches 1.56 (0.277) 1.19 (0.123) 1.31 (0.120)  .6585   1.0000   1.0000   
Internet 1.14 (0.058) 1.28 (0.144) 1.26 (0.059) 1.0000   1.0000    .4678   
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Table J-5:  Conditional mean awareness of different sources of census communications, given 
user segment:  all other  

Significance of Trends (p-Values)  
Source 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Television 1.11 (0.066) 1.81 (0.189) 2.35 (0.117)  .0014 *  .0449 * <.0001 * 
Magazines 1.08 (0.065) 1.22 (0.083) 1.67 (0.148)  .5810    .0227 *  .0008 * 
Radio 1.06 (0.026) 1.34 (0.112) 2.03 (0.111)  .0431 * <.0001 * <.0001 * 
Newspaper 1.16 (0.090) 1.62 (0.128) 1.98 (0.109)  .0112 *  .0954 * <.0001 * 
Religious Group 1.07 (0.065) 1.11 (0.047) 1.41 (0.130) 1.0000    .0843 *  .0592 * 
Community/Government 
Organization Meeting 

1.15 (0.115) 1.18 (0.126) 1.30 (0.198) 1.0000   1.0000   1.0000   

Schools You Attend 1.00 (0.000) 2.05 (0.360) 1.75 (0.209)  .0110 * 1.0000    .0010 * 
Schools Your Children Attend 1.00 (0.000) 1.26 (0.140) 1.14 (0.062)  .1845   1.0000    .0657 * 
Speeches 1.84 (0.139) 1.46 (0.305) 1.27 (0.235)  .7725   1.0000    .1187   
Internet 1.10 (0.080) 1.43 (0.303) 1.38 (0.110)  .8669   1.0000    .1119   

 
Table J-6:  Conditional mean awareness of different sources of census communications, given 
user segment:  Asian  

Significance of Trends (p-Values)  
Source 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Television 1.14 (0.023) 1.78 (0.049) 2.16 (0.043) <.0001 * <.0001 * <.0001 * 
Magazines 1.14 (0.035) 1.41 (0.053) 1.47 (0.035) <.0001 * 1.0000   <.0001 * 
Radio 1.11 (0.022) 1.51 (0.047) 1.76 (0.040) <.0001 *  .0002 * <.0001 * 
Newspaper 1.24 (0.039) 1.66 (0.052) 1.90 (0.039) <.0001 *  .0005 * <.0001 * 
Religious Group 1.05 (0.022) 1.26 (0.042) 1.34 (0.040) <.0001 *  .5062   <.0001 * 
Community/Government 
Organization Meeting 

1.07 (0.031) 1.21 (0.059) 1.28 (0.046)  .1223   1.0000    .0005 * 

Schools You Attend 1.01 (0.011) 1.51 (0.163) 1.37 (0.076)  .0069 * 1.0000   <.0001 * 
Schools Your Children Attend 1.00 (0.002) 1.20 (0.065) 1.38 (0.056)  .0081 *  .1160   <.0001 * 
Speeches 1.46 (0.171) 1.64 (0.210) 1.47 (0.181) 1.0000   1.0000   1.0000   
Internet 1.07 (0.022) 1.35 (0.069) 1.41 (0.049)  .0004 * 1.0000   <.0001 * 

 
Table J-7:  Conditional mean awareness of different sources of census communications, given 
user segment:  American Indian  

Significance of Trends (p-Values)  
Source 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Television 1.23 (0.049) 1.71 (0.083) 2.04 (0.078) <.0001 *  .0139 * <.0001 * 
Magazines 1.20 (0.061) 1.47 (0.079) 1.59 (0.085)  .0210 *  .9022    .0006 * 
Radio 1.25 (0.062) 1.57 (0.087) 1.82 (0.068)  .0078 *  .0650 * <.0001 * 
Newspaper 1.29 (0.058) 1.63 (0.084) 1.91 (0.077)  .0029 *  .0434 * <.0001 * 
Religious Group 1.05 (0.017) 1.10 (0.023) 1.27 (0.067)  .1632    .0713 *  .0052 * 
Community/Government 
Organization Meeting 

1.22 (0.055) 1.48 (0.096) 1.71 (0.079)  .0629 *  .1916   <.0001 * 

Schools You Attend 1.11 (0.073) 1.19 (0.078) 1.54 (0.162) 1.0000    .1541    .0424 * 
Schools Your Children Attend 1.09 (0.035) 1.16 (0.044) 1.35 (0.080)  .6593    .0935 *  .0069 * 
Speeches 1.46 (0.195) 1.31 (0.168) 1.93 (0.167) 1.0000    .0249 *  .1917   
Internet 1.11 (0.053) 1.26 (0.091) 1.64 (0.123)  .4440    .0397 *  .0002 * 
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Table J-8:  Conditional mean awareness of different sources of census communications, given 
user segment:  Native Hawaiian  

Significance of Trends (p-Values)  
Source 

 
Wave 1 

 
Wave 2 

 
Wave 3 Wave 1-2 Wave 2-3 Wave 1-3 

Television 1.15 (0.027) 1.59 (0.063) 2.21 (0.054) <.0001 * <.0001 * <.0001 * 
Magazines 1.12 (0.028) 1.24 (0.056) 1.45 (0.049)  .1554    .0209 * <.0001 * 
Radio 1.08 (0.018) 1.40 (0.053) 1.88 (0.056) <.0001 * <.0001 * <.0001 * 
Newspaper 1.14 (0.024) 1.62 (0.073) 2.01 (0.060) <.0001 *  .0001 * <.0001 * 
Religious Group 1.06 (0.020) 1.13 (0.036) 1.35 (0.048)  .3621    .0005 * <.0001 * 
Community/Government 
Organization Meeting 

1.17 (0.040) 1.27 (0.060) 1.54 (0.062)  .5951    .0060 * <.0001 * 

Schools You Attend 1.09 (0.034) 1.13 (0.055) 1.61 (0.120) 1.000    .0009 * <.0001 * 
Schools Your Children Attend 1.06 (0.023) 1.21 (0.054) 1.45 (0.058)  .0444 *  .0067 * <.0001 * 
Speeches 1.13 (0.062) 1.25 (0.120) 1.80 (0.157) 1.000    .0174 *  .0002 * 
Internet 1.05 (0.026) 1.14 (0.054) 1.25 (0.056)  .3756    .4962    .0039 * 
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EXECUTIVE SUMMARY 

This evaluation is intended to measure the effectiveness of the approach for disseminating 
Census in Schools Program materials, and use of and satisfaction with the materials among 
teachers. It is not intended to measure the impact of the Census in Schools Program materials on 
children, their parents, or on ensuring a high rate of participation in the Census 2000. 

The Census in Schools Program had the aim of raising awareness of Census 2000. The thought 
was that students’ awareness of the importance of Census 2000 would be communicated to 
parents, who would then be more likely to participate. The program offers teaching materials that 
provide information on the purposes and methods of the census and that seek to engender an 
interest in the census. The program was particularly targeted at schools in hard-to-enumerate 
areas, with the expectation that the Census in Schools Program would contribute to raising 
participation in those areas in Census 2000. 

Around $17.2 million was spent on the Census in Schools Program which was implemented as a 
part of a phased marketing campaign. All elementary school teachers and all secondary math or 
social studies teachers in hard-to-enumerate areas were sent an invitational packet. This 
invitational packet consisted of an informational letter and an order form. This packet provided 
teachers with the opportunity to order Census in Schools Program materials, which included a 
Teaching Guide, lesson plans, and a Giant U.S. map. Principals, other than those in hard-to-
enumerate areas, administrators, and curriculum coordinators also received an invitational 
packet. Additionally, all elementary school teachers and middle school social studies teachers 
were sent Take-Home materials for students to  learn about the census and share with their 
parents at home -- thereby, having the potential to reach each kindergarten to eighth grade 
student in the country. 

ORC/Macro International conducted the evaluation of the Census in Schools Program based on a 
survey they fielded in the Spring of 2000. They mailed to a stratified random sample of 4,000 
teachers selected from all primary and secondary teachers in the 50 states, the District of 
Columbia and Puerto Rico and from teachers ordering the Census in Schools materials. Of the 
teachers selected for the survey, 1,101 responded. This evaluation answers research questions of 
interest to the U.S. Census Bureau. 

How did teachers hear about the Census in Schools Program? 

• Approximately 56 percent of all teachers heard of the Census in Schools Program. 

•	 The single most important conduit for information about the program was the invitational 
packet. Fifty-four percent of teachers who heard about the program did so through 
invitational packets. Approximately 23 percent heard about it from their principal. 

Did teachers receive the Census in Schools Program materials? 

•	 Overall, 63 percent of all teachers who heard about the Census in Schools Program 
received at least one component of the Census in Schools Program materials. 
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•	 Thirty-nine percent of teachers who did receive the materials acquired them from their 
principals. 

•	 About 23 percent of the teachers who received the materials ordered them in response to 
the invitational packet. 

•	 Teachers who heard about the Census in Schools Program from their principal rather than 
hearing of it through other sources were more likely to actually receive the materials. 

Did teachers use Census in Schools Program materials? 

•	 The Giant U.S. Map was popular. Of the 85 percent of teachers who received the map, 
92 percent used it in classroom activities. 

•	 Of the 33 percent of teachers who received the Take-Home materials, about 79 percent 
sent them home with their students. 

Did the Census in Schools Program materials reach teachers in hard-to-enumerate areas? 
Did those teachers order the materials? 

•	 About 39 percent of all teachers in the 50 states, the District of Columbia, and Puerto 
Rico taught in hard-to-enumerate areas. Of those in hard-to-enumerate areas who heard 
of the Census in Schools Program, almost 61 percent received at least one component of 
the Census in Schools Program materials. 

•	 Sixty-four percent of teachers in hard-to-enumerate areas who heard about the Census in 
Schools Program through the invitational packet received at least one component of the 
Census in Schools materials. 

•	 Teachers in hard-to-enumerate areas were more likely to have ordered the materials 
themselves (34 percent) than teachers in other areas (16 percent). 

Were the teachers satisfied with Census in Schools Program materials? 

•	 Agreement with the statement that the Teaching Guide was in an easy-to-use format was 
high (88 percent). Seventy-five percent of teachers agreed that the Teaching Guide was 
subject matter appropriate. 

•	 Agreement with the statement that the Take-Home materials were in an easy-to-use 
format was high (87 percent). Seventy-two percent of teachers agreed that the Take-Home 
materials were subject matter appropriate. 

•	 Approximately 63 percent of teachers agreed or strongly agreed that the Take-Home kit 
was an effective communication tool. 

•	 Sixty-five percent of all teachers would use other Census teaching materials if they were 
made available. 
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Were there any overlooked or unanticipated problems related to the Census in Schools 
Program materials that might need to be addressed in the future? 

Fifty-three teachers provided answers to an open-ended question about why they did not send 
Take-Home materials home.  Responses included that teachers: 

!	 need more lead time to examine the Census in Schools Program materials and incorporate 
them into their curricula, 

!	 found the Census in Schools Program materials too difficult for their students and others 
thought they were too elementary, 

!	 also indicated that they received the Census in Schools Program materials in the wrong 
language, or targeting an inapplicable age group. 

In examining the results of this evaluation, some themes appeared: 

!	 Principals were an important conduit for transferring information about Census in 
Schools Program materials as well as for ordering the materials. 

!	 Although many individuals heard of the Census in Schools Program materials through the 
invitational packets, we expected the proportion to be higher given the many invitational 
packets that were sent to introduce the program to teachers. 

!	 It seems that the invitational packet did not draw the attention of many teachers to whom 
it was sent. Teachers receive many items in their mailboxes. The invitational packets did 
not appear to stand out from other materials sent to teachers. 

! For those using the Census in Schools Program materials, satisfaction was high. 

In view of these findings, we suggest consideration of the following recommendations by those 
planning future Census in Schools Programs. 

! Test alternative designs for the: 
- mailing envelopes. Conduct research/testing (e.g. focus groups) to assist in 

understanding how and when teachers react to various types of mailings. 

-	 materials. Design the materials to better meet the needs of the teachers. Tailor the 
Census in Schools Program material to a greater extent than were the Census 2000 
materials. 

! Use principals to transmit the Census in Schools Program materials to teachers. 

!	 Conduct special focus groups with teachers from the hard-to-enumerate areas and the 
other areas to better understand how teachers can be reached. 
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1. BACKGROUND 

To more effectively conduct and increase participation in Census 2000, the U.S. Census Bureau 
developed relationships with a variety of organizations and agencies. One initiative was to 
enhance awareness of Census 2000 by teachers and their students through teaching materials 
prepared by the Census Bureau. This initiative, the Census in Schools (CIS) Program, was 
particularly aimed at students in those areas that have been historically hard-to-enumerate (HTE). 
The thought was that students’ awareness of the importance of Census 2000 would be 
communicated to parents, who would then be more likely to participate than those parents who 
were unaware. 

Starting in early 1999 the Census Bureau, through Scholastic1, sent out invitational packets to 
teachers. The invitational packet consisted of a letter describing the program and an order form. 
These invitations were sent to all elementary school teachers and to secondary school teachers 
who taught math or social studies in HTE areas. The focus on math and social studies teachers 
reflected the disciplines that most closely relate to the issues and topics addressed by the Census 
Bureau. 

Invitations to participate in the CIS Program were sent directly to teachers and notification 
packages were sent to principals and administrators in public and private schools through several 
promotional mailings. In the first two promotional mailings, teachers in schools identified in 
areas likely to be classified as HTE were sent invitations to participate in the CIS Program2. The 
first mailing targeted teachers in schools in the highest 20 percent of the HTE areas as ranked by 
the social needs indicator. The second mailing was directed toward teachers whose schools were 
within the next highest 20 percent of the HTE areas. A third mailing, consisting of an example 
of the Teaching Kit along with order forms, was aimed at principals and educational leaders in 
other schools. This mailing sought to establish an interest among these individuals, who would 
then order materials for their schools or school systems, or at least urge teachers to order the 
materials. 

The dissemination campaign was designed to have the effect of reaching teachers through more 
than one channel—thus possibly increasing teachers’ awareness of and their willingness to 
participate in the program. A teacher could receive invitations directly addressed to them, or 
could receive invitations or materials from their principals, through colleagues, at professional 
meetings, or over the Internet. A teacher (or the school or district administrator) could also order 
teaching materials to be used in the classroom. These materials were distributed in the Teaching 
Kit, which included a Teaching Guide with lesson plans and the “Giant U.S. Map.” 

Take-Home Packets (Teaching Guide and 30 activity sheets) were sent to all elementary and 
middle school social studies teachers, thereby having the potential to reach each kindergarten to 
eighth grade student in the country. Elementary school teachers received one packet, and middle 
school social studies teachers received five packets, one for each class of students they taught. 
Students were not required to return the completed Take-Home materials to their teacher. 

The administrative database used to track the invitations mailed and the orders received provided 
little information on whether teachers actually received and used materials. Feedback on the 

1




quality and usefulness of the CIS Program materials, and on the distribution and use of materials 
is needed to judge the effectiveness of the program. With this in mind, the Census Bureau 
contracted with ORC/Macro International to conduct an evaluation of the Census in Schools 
Program. 

In the following sections, we first discuss our approach to conducting the survey including some 
critical limits, the results of the survey, and conclusions and recommendations. 

2. METHODOLOGY 

The CIS Program evaluation is based on data collected from school teachers through a mail-out 
survey disseminated toward the end of the 1999-2000 school year.  Appendix A3 contains 
methodological details relating to the conduct of the study. However, we summarize some 
important details here. 

The study uses two different data sources for establishing a sample: 

!	 data from Market Data Retrieval (MDR). These data provided a frame of the 
approximately three million primary and secondary teachers in the 50 States and the 
District of Columbia4. Because MDR does not maintain lists of teachers in Puerto Rico, 
they provided the population of primary and secondary facilities in that Commonwealth5. 

!	 data from a frame of teachers who ordered the CIS Program materials. The information 
on this group will be somewhat duplicative of information supplied by the MDR sample, 
but its presence allows us to obtain better estimates on the program from those 
individuals who have actually participated in the CIS Program. If we found duplication, 
we eliminated the case from the orders database, thus keeping the case from the MDR 
database. 

We selected a final sample of 4,000 teachers. 

In May 2000, we mailed each sampled teacher a questionnaire with an introductory letter about 
the survey. During the next two months, we sent reminder notifications to nonrespondents and 
followed up with replacement questionnaires. During data collection a 1-800 number was 
available for individuals wanting information on the study or wanting a telephone interview 
(instead of mailing in their form). We also used telephone follow-up calls until late June. 

The final number of questionnaires returned was 1,101, or about 28 percent of the sample. One 
thousand forty-six, or about 26 percent of the sample, were ultimately accepted for analysis. 
Fifty-five respondents were eliminated because they identified themselves as administrators. 

In addition to methodological details, Appendix A also includes attachments depicting the 
materials, in English and Spanish, used to facilitate the evaluation of the CIS Program. Appendix 
B provides references for the tables and figures provided in this document. It includes weighted 
frequencies, percentages, and the number of unweighted responses upon which the weighted 
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frequencies and percentages are based. Appendix C presents more extensive weighted and

unweighted cross tabulations.

We applied quality assurance procedures throughout the creation of this report. They

encompassed how we determined evaluation methods, created specifications for project

procedures and software, designed and reviewed computer systems, developed clerical and

computer procedures, analyzed data, and prepared this report. 


3. LIMITS 

The results presented in the report must be considered in light of the following limits. 

•	 This evaluation is intended to measure the effectiveness of the approach for disseminating 
CIS Program materials, and use of and satisfaction with the materials among teachers. It 
is not intended to measure the impact of the CIS Program materials on children, their 
parents, or on ensuring a high rate of participation in the Census 2000. 

•	 Approximately 28 percent of the teachers sampled and contacted for this study responded. 
The level of response raises questions on the overall generalization of the findings 
pertaining to the degree to which the CIS Program was known to teachers. Our 
expectation is that teachers who did not hear of the program or did not use the CIS 
Program materials were less willing to respond to the survey. We do recognize that 
some respondents may have never received our survey. On the other hand, we suspect 
that those responding were teachers who actually ordered, received and used the CIS 
Program materials. 

•	 The final data set contains adequate sample size to make statistical comparisons for the 
population as a whole and for major population groups. However, some subsets had too 
few observations to provide meaningful comparisons. These include: (1) teachers in 
Puerto Rico and (2) teachers in secondary schools providing instructions in topics other 
than social studies or math. 

•	 This was a mail survey and thus respondents could easily err in following survey 
instructions. Examples of incorrectly following instructions that apply to this and nearly 
every survey include: 

� Providing multiple responses to a single response item. 

� Providing single responses when multiple responses were allowed. 

� Skipping items when skipping was inappropriate. 

� Not skipping items when directed to skip them. 

These sorts of errors have consequences on maintaining a consistent set of responses while 
maintaining some level of integrity to the intent of the individual. In processing the data, all 
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skip patterns were enforced. Additionally, if the respondent indicated that they had received CIS 
Program materials, but also responded that they had not heard of CIS, then their receipt of the 
CIS Program materials was used to impute that they had, in fact, heard of the CIS Program. 

•	 Because we explored a wide variety of relationships presented by the data, a conservative 
approach was taken in assessing statistical significance. We used Bonferroni’s 
adjustment which reduced the potential for the acceptance of spurious findings, Type I 
error. Our tests are very conservative and therefore err on the side of concluding no 
difference in the findings when in fact there are differences, Type II error. 

4. RESULTS 

This section and the subsections within address the following research questions: 

1. How did teachers hear about the Census in Schools Program? 

2. Did teachers receive the Census in Schools Program materials? 

3. Did teachers use the Census in Schools Program materials? 

4.	 Did the Census in Schools Program materials reach teachers in hard-to-enumerate areas? Did 
those teachers order the materials? 

5. Were the teachers satisfied with the Census in Schools Program materials? 

6.	 Were there any overlooked or unanticipated problems related to the Census in Schools 
Program materials that might need to be addressed? 

The first three questions focus on the kind of contact that the teacher may have had with the CIS 
Program/materials. The fourth question focuses on teachers in HTE areas. The last two 
questions focus on overall satisfaction with the CIS Program materials. 

4.1 How did teachers hear about the Census in Schools Program? 

Approximately 56 percent of the teachers nationally indicated that they heard of the CIS 
Program6. 

Teachers could hear of the CIS Program through a variety of sources. Among teachers who 
heard of the CIS Program: 

• 54 percent heard about it through the invitational packet (Figure 1). 

• 23 percent heard about it through their principal. 
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•	 30 percent cited “other sources.”  Since respondents could provide multiple responses, 
percentages are not additive. The most frequent response given for the “other source” of 
information was that “someone left it in my box.” This response does not specify 
whether it was the invitational packet, the actual CIS Program materials or some other 
information source. The actual CIS Program materials include the following 
components: Teaching Guide and lesson plans, a Giant U.S. Map, and Take-Home 
materials. 

Figure 1.	 Percent of Teachers Hearing of Census in Schools Program by Information 
Source* 

4.2 Did teachers receive the Census in Schools Program materials? 

* 
Based on 785 unweighted and 1,605,088 weighted responses. Multiple responses were possible; therefore, percentages 

are not additive. 

Overall, sixty-three percent of all teachers who heard about the CIS Program received at least one 
component of the CIS Program materials: (1) Teaching Guide and lesson plans, (2) a Giant U.S. 
Map, and/or (3) Take-Home materials7. 

•	 Eight-four percent of teachers who heard of the program received the Teaching Guide and 
lesson plans. 

• The same percent (84 percent) received the Giant U.S. Map. 

•	 Thirty-three percent of teachers who heard about the CIS Program received the Take-
Home materials. This percentage is not surprising, as grade appropriate Take-Home 
materials were only available for grades kindergarten through eighth. 
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Individuals receiving materials cited multiple sources for obtaining these materials. 

•	 Principals were the major means for acquiring materials. Thirty-nine percent received 
materials through their principal (Table 3). 

•	 Twenty-three percent of all teachers ordered the materials (Table 3). Among those 
teachers who ordered CIS Program materials, the two most frequent reasons for doing so 
were to enrich their teaching curriculum (23 percent) and to increase their students’ 
understanding of the importance of Census 2000 (21 percent). Elementary school teachers 
were attracted by the Giant U.S. Map (77 percent of those cited the map as a reason for 
ordering) to a greater extent than were secondary school math or social studies teachers (8 
percent)8. 

Teachers hearing about the CIS Program through their principal were more likely to receive 
materials than those hearing about the program through other sources. 

•	 Seventy-one percent received at least one of the CIS Program components, of the 23 
percent who heard about the program through the principal. 

•	 Sixty-four percent received at least one of the CIS Program components, of the 54 percent 
who heard about the program through the invitational packets. 

Elementary school teachers were more likely to have received at least one component of the CIS 
Program materials (72 percent) than secondary school math or social studies teachers (57 percent). 
Thirty-seven percent of secondary school teachers focusing on other disciplines received at least 
one component9 (Figure 2). 
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Figure 2. 	 Percent of Teachers Receiving Census in Schools Program Materials by Grade 
Level/Subject Taught* 

* 
Based on 771 unweighted  responses; 593 elementary school teachers, 138 secondary school social studies or math 

teachers, and 40 secondary school teachers specializing in other subjects. The weighted estimates are 1,576,615 

responses; 1,021,200 elementary school teachers, 277,945 secondary school social studies or math teachers, and 

277,469 secondary school teachers specializing in other subjects. Due to rounding, the weighted estimates of 

teachers by type do not add to the weighted estimate of total responses. 

4.3 Did teachers use Census in Schools Program materials? 

Ninety-two percent of teachers receiving the Giant U.S. Map used it in classroom activities10. 
Eighty-five percent displayed it in their class.  Sixty-two percent of them displayed the map for 
more than one week. Twenty-three percent of them displayed it for less than one week (Figure 3). 

Almost 79 percent of teachers who received the Take-Home materials sent the materials home 
with their students. 
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Figure 3. Percent of Teachers Displaying the Giant U.S. Map by Time Displayed* 

* 
Based on 577 unweighted responses; 336 teachers in HTE areas and 241 in other areas.  The weighted estimates 

are 824,853  responses; 333,419 teachers in HTE areas and 491,434 teachers in other areas. 

4.4 	 Did the Census in Schools Program materials reach teachers in hard-to-

enumerate areas? Did those teachers order the materials? 

About 39 percent of all teachers in the 50 states, the District of Columbia and Puerto Rico taught 
in the HTE areas. 

Since elementary school teachers in HTE areas were targeted by the invitational packet, we 
expected a very large proportion of these teachers to have heard about it through the invitational 
packet. 

!	 Sixty-eight percent of elementary school teachers in HTE areas heard about the CIS 
Program.  Sixty-two percent of elementary teachers in other areas heard about the CIS 
Program. This difference is statistically significant11 at the p=.10 level (Table 1). 

!	 Forty-four percent of secondary school social studies/math teachers in HTE areas heard 
about the CIS Program. Fifty-nine percent of secondary school social studies/math 
teachers in other areas heard about the CIS Program. This difference is statistically 
significant12 at the p=.10 level. 
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Table 1. Percent (and standard errors) of Teachers Hearing of the Census in Schools 
Program, Grade Level/Subject Taught by Type of Enumeration Area* 

GRADE LEVEL/SUBJECT Hard-to-Enumerate Area Other Area 

Elementary 68.0% 61.9% 

(2.6) (3.1) 

Secondary Math/Social 44.4% 59.4% 

Studies (7.2) (5.4) 

*Based on 1046 unweighted responses; 785 who heard of CIS and 261 that did not hear of it. The weighted estimates 

are 2,852 ,725  responses; 1,605 ,088  heard  of CIS  and 1 ,247 ,637  did no t. 

Of those in HTE areas who heard about the CIS Program, almost 61 percent received at least one 
component of the CIS Program materials. 

•	 Sixty-four percent of teachers in HTE areas who heard about the program through the 
invitational packets or through principals received at least one component of the CIS 
Program materials (Table 2). 

•	 Sixty-two percent of the teachers in HTE areas who heard about the program through other 
sources actually received at least one component of the CIS Program materials (Table 2). 

Table 2. Percent (and standard error) of Teachers Teaching in Hard-to-Enumerate 
Areas Receiving Census In Schools Program Materials by Source of Information* 

Source of Information Percent Receiving 

CIS  Materials 

Heard about the program through... 

Principal 

Invitational Packet 

Other Census Sources 

Professional Meetings/Publication 

Other Sources of Information 

63.9% 

(8.6) 

63.9 

(5.9) 

83.5 

(17.0) 

53.6 

(22.5) 

62.4 

(7.9) 

*“Other Census Sources” is based on 22 unweighted responses. Its presence in the table is for completeness only. Based on 442 
unweighted responses; 384 received the materials. The weighted estimates are 665,841 responses; 404,427 received materials. 
“Other Source of Information” does not include downloads from the Census Bureau web site (6 unweighted responses), or 
colleagues (62 unweighted responses with 30 teachers in HTE areas using this source). 

A greater percentage of teachers in HTE areas indicated that they received the CIS Program 
materials by ordering them (34 percent) than teachers in other areas (16 percent). A smaller 
percentage of teachers in HTE areas received the CIS Program materials through other unspecified 
sources (18 percent) than teachers in other areas (33 percent)13,14 (Table 3). 
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Table 3. Percent (and standard errors) of Teachers, Method of Receipt of Census in 
Schools Program Materials by Type of Enumeration Area* 

M ethod of Receipt Teach in a Hard-to- Teach in other Total 

Enumerate Area area 

Or dered M ater ials 33.8% 15.8% 23.1% 

(3.2) (3.0) (2.6) 

Through Principal 37.0 39.7 38.6 

(3.5) (5.4) (3.1) 

Other Source 18.2 32.5 26.7 

(3.1) (5.1) (3.3) 

*Cell percentages are calculated over column totals for all possible methods of receipt. Multiple responses were possible; 
therefore, cells are not mutually exclusive. Based on 633 unweighted responses; 372 in HTE areas and 261 in other areas. The 
weighted estimates are 924,470 responses; 374,438 in HTE areas and 550,032 in other areas. “Other Source” does not include 
downloads from the Census Bureau web site (6 unweighted responses), or colleagues (62 unweighted responses with 30 teachers 
in HTE areas using this source). 

Teachers’ tendencies for displaying and using the map varied little by their grade level and subject 
specialty, nor did these tendencies vary by whether or not the teacher worked in a HTE area. 

Seventy-four percent of all teachers in HTE areas displayed the Giant U.S. Map. Fifty-eight 
percent displayed it for more than one week (Figure 4). 

Overwhelmingly, teachers in HTE areas not only displayed the map (74 percent), but also used it 
in class activities as shown in Figure 5 (94 percent). Elementary school teachers, however, were 
more inclined to use the map than were secondary school teachers (97 percent to 77 percent) 
suggesting that the map may have been less appropriate for older students15. 

The percentages of teachers sending home the Take-Home materials in HTE areas and in other 
areas are about the same as the percentage of all of the teachers sending the materials home. 
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Figure 4.	 Percent of Teachers in Hard-to-Enumerate Areas (HTEA), Displaying the Giant 
Map by Grade Level/Subject Taught* 

*Based on 365 unweighted responses; 310 elementary school teachers, 49 secondary school social studies or math teachers, 
and 6 secondary school teachers specializing in other subjects. The weighted estimates are 365,640 responses; 318,687 
elementary school teachers; 45,004 secondary school social studies or math teachers, and 1,949 secondary school teachers 
specializing in other subjects 

Figure 5.	 Percent of Teachers in Hard-to-Enumerate Areas (HTEA), Using the Giant Map 
by Grade Level/Subject Taught* 

*Based on 293 unweighted responses; 247 elementary school teachers, 40 secondary school math or social studies teachers, and 
6 secondary school teachers specializing in other subjects. The weighted estimates are 270,487 responses; 236,245 elementary 
school teachers, 32,293 secondary school math and social studies teachers, and 1,949 secondary school teachers specializing in 
other subjects. 
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4.5. Were the teachers satisfied with Census in Schools Program materials? 

Teacher’s responses to seven statements relating to the Teaching Guide were coded on a five point 
scale from strongly disagree (1) to strongly agree (5). The percentages of teachers who responded 
agree or strongly agree were combined to create an agreement percentage for each statement. 
Percentage agreement ranged from 73 percent to 89 percent (Table 4). 

• Eighty-nine percent of the teachers agreed that the materials were clear. 

•	 Eighty-eight percent of the teachers agreed that the materials were in an easy-to-use 
format. 

•	 Eighty-two percent of the teachers agreed that the materials were received in a timely 
manner. 

•	 Seventy-seven percent of the teachers agreed that the materials promoted student interest 
in Census 2000. 

•	 Seventy-five percent of the teachers agreed that the materials were subject-matter 
appropriate. 

Table 4. Percent (and standard errors) of Teachers Agreeing with Statements about 
the Census in Schools Teaching Guides* 

Satisfaction Percent Agreeing or Agreeing Strongly With 

Statement 

Were the materials received in time? 81.7% 

(1.9) 

Were the materials in an  easy to use 88.0 

format? (2.3) 

Were the materials clear?	 89.2 

(2.6) 

Were the materials subject matter 74.7 

appropriate? (3.8) 

Were the materials appropriate for the 77.1 

curriculum? (3.8) 

Were the materials appropriate for 73.2 

grade level? (3.4) 

Did the materials promote student 76.7 

interest in Census 2000? (3.4) 

*These results do not include respondents who replied “NA.” Percentages in the Appendix C tab les do include these 

responses.  The number of responses for computing statistics varies with item. 
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Teacher’s responses to eight statements relating to the Take-Home materials were coded on a 
five point scale from strongly disagree (1) to strongly agree (5). The percentages of teachers who 
responded agree or strongly agree were combined to create an agreement percentage for each 
statement. Percentage agreement ranged from 63 percent to 87 percent (Table 5). 

• Eighty-seven percent agreed that the Take-Home materials were in an easy-to-use format. 

• Eighty-two percent agreed that the Take-Home materials were clear. 

•	 Seventy-eight percent agreed that the Take-Home materials were received in a timely 
manner. 

•	 Seventy-three percent agreed that the Take-Home materials promoted student interest in 
Census 2000. 

•	 Seventy-two percent agreed that the Take-Home materials were subject-matter 
appropriate. 

• Sixty-three percent agreed that the Take-Home kit was an effective communication tool. 

Table 5. Percent (and standard errors) of Teachers Agreeing with Statements about 
the Census in Schools Take-Home Materials* 
Satisfaction Percent Agreeing or Agreeing Strongly With 

Statement 

Were the materials received in 78.0% 

time? (2.8) 

Were the materials in an easy to 86.9 

use format? (3.5) 

Were the materials clear?	 81.7 

(3.5) 

Were the materials subject matter 72.2 

appropriate? (3.9) 

Were the materials appropriate for 71.7 

the curriculum? (3.9) 

Were the materials appropriate for 70.2 

grade level? (4.0) 

Did the materials promote student 72.7 

interest in Census 2000? (3.8) 

Was the Take- Home Kit an 62.9 

effective communication too l? (3.7) 

*These results do not include respondents who replied “NA.”  Percentages in the Appendix C Tables do include 

these responses. The number of responses for  computing statistics varies with item. 
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Teachers in HTE areas, however, tended to believe the Take-Home materials were an effective 
communication tool to a greater extent than those in other areas. Sixty-seven percent of teachers 
in HTE areas rated them effective, as opposed to 53 percent in other areas.16 

Teachers agreed that the Teaching Guide materials and the Take-Home materials promoted 
student interest; 77 percent (Table 4) and 73 percent (Table 5), respectively17. 

Sixty-five percent of all teachers are likely or very likely to use Census teaching materials if 
made available to them (Table 6). 

•	 Teachers in HTE areas (74 percent) are significantly more likely to use Census 
teaching materials than are teachers in other areas (60 percent) (Table 6). 

•	 Additionally, 73 percent of math or social studies teachers in secondary schools indicated 
they would use other Census teaching materials whereas only 65 percent of elementary 
school teachers were likely to do so18 (Table 7). 

Table 6. Percent (and standard errors) of Teachers Who Would Use Census Teaching 
Materials by Type of Enumeration Area* 

Likelihood of Using Har d-to-Enum erate Other Area Total 

M ater ials Area 

Ve ry likely 28.2% 21.6% 24.2% 

(3.3) (2.7) (2.1) 

Likely 45.5 38.1 41.0 

(2.7) (3.0) (2.0) 

Neither likely or 12.8 18.8 16.4 

unlike ly (2.2) (2.0) (1.4) 

Un likely 7.1 10.8 9.3 

(2.2) (1.6) (1.6) 

Ve ry u nlikely 6.4 10.9 9.1 

(1.8 ) (1.9) (1.4) 

Total 100% 100% 100% 

*Cell relative frequencies are calculated as a weighted percentage of column totals. Based on 1010 unweighted 

responses; 548 in hard-enumerate areas and 462 in other areas. The weighted estimates are 2,715,429, in HTE areas 

1,082,962 and, in other areas 1,632,467. 
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Table 7. Percent (and standard errors) of Teachers Who Would Use Census Teaching 
Materials by Grade Level/Subject Taught* 

Likelihood of Using Elementary School Secondary School Total 

Materials Teacher Math/Social Studies (Includes secondary 

Teacher school teachers 

specializing in other 

areas) 

Very likely 23.3% 29.7% 24.2% 

(1.8) (5.1) (2.1) 

Likely 41.4 43.3 41.0 

(2.4) (4.6) (2.0) 

Neither likely or 16.1 13.5 16.4 

unlike ly (2.0) (2.7) (1.4) 

Un likely 10.5 7.5 9.3 

(1.5) (2.3) (1.6) 

Ve ry u nlikely 8.8 6.0 9.1 

(1.4) (2.8) (1.4) 

Total 100% 100% 100% 

*Cell relative frequencies are calculated as a weighted percentage of column totals. Based on 1010 unweighted 

responses; 733 elementary school teachers and 202 secondary school math or  social studies teachers.  Total includes 

secondary school teachers specializing in subjects other than math and social studies. The weighted estimates are 

2,715,429 responses; 1,526,543 elementary school teachers and 511,825 secondary school math or social studies 

teachers. 

4.6.	 Were there any overlooked or unanticipated problems related to the Census 

in Schools Program materials that might need to be addressed? 

Fifty-three teachers answered an open-ended question about why they chose not to send the 
Take-Home materials home. 

•	 For the most part, teachers cited a “lack of time….” In particular, they stated that, by the 
time they received the materials, their class schedules were already crowded with other 
curricula. One teacher wrote in an especially revealing comment that they were “too busy 
teaching state mandated material for state mandated tests.” In all, four of the 26 teachers 
who related that they did not have time to incorporate CIS Program Take-Home materials 
cited conflicts with standardized testing (Table 8). 

•	  “Too elementary,” wrote one teacher, yet five others believed the materials were too 
difficult for their students. 

•	 Others stated that “no [language appropriate] copies were available” and that, in English, 
“ESL (English as a Second Language) [students] couldn’t do [it] independently.” A total 
of four teachers cited language barriers as a reason for not using the Take-Home 
materials. 
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Table 8. 	 Frequencies and Unweighted Percents of Teacher Responses to an Open-
Ended Inquiry as to Why They Did Not Send the Take-Home Materials Home 
with Their Students* 

Reason Frequency Unweighted Percentage 

Lack of time 26 49.1% 

*M aterials are too easy, 16 30.2 

M aterials are too difficult, 

Inappropriate form including 

language b arriers, 

Lack of school resources for 

reproducing, etc. 

Other reasons 11 20.8 

Total 53 100% 

*For these categories, the counts are combined because the categories have less than 10 responses. 
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5. CONCLUSIONS AND RECOMMENDATIONS 

The data indicate that the respondents seem largely satisfied with the CIS Program materials they 
received. They are generally satisfied with the CIS Program materials’ easy-to-use format, 
clarity, and with student’s interest in the Census 2000 CIS materials. Several themes appeared in 
the data and are presented below. 

Not as many teachers heard about the CIS program from the invitational packets as we originally 
expected. 

The invitational packets were intended to be an introduction to the program and hopefully to 
initiate interest in ordering CIS Program materials. About 54 percent of the teachers responding 
to the survey mentioned the invitational packet as one of the sources of information. We also 
found that: 

•	 Overall, 63 percent of teachers who heard of the CIS Program received at least one of the 
CIS Program components. 

•	 Other named sources for introducing teachers to the CIS Program were important.  In 
particular, while principals were cited as a source of information by 23 percent of all 
respondents, 71 percent of those who did hear about it from their principal received at 
least one of the CIS Program components. Sixty-four percent of all teachers who 
mentioned the invitational packets as a source of information actually received at least 
one of the CIS Program components. 

•	 Many teachers indicated that information about CIS appeared in the teacher’s mailbox. 
Such information may be in the form of the invitation packet, the CIS Program materials, 
or a note passed on by the principal or another teacher. In any case, this ambiguity leads 
us to hypothesize that the invitational packets were not designed or transmitted to 
teachers in a way to be recognized as an invitational packet. 

•	 The percentage of teachers hearing of CIS Program through the invitational packet was 
similar in both HTE areas (which were targeted through the invitational packet) and in 
other areas. We would have expected the invitational packet to be more successful in 
HTE areas. 

The invitational packets did not seem to make an impression on almost half the teachers. The 
strategy for mailing the invitational packets was to use Scholastic packaging. Scholastic materials 
usually catch the attention of teachers because they may contain free teaching materials.  Because 
Scholastic is a well-known distributor of educational curriculum materials to school teachers and 
curricula developers, their packaging was expected to draw the attention of these groups. A later 
mailing was performed using Census Bureau packaging. Although design or packaging of the 
materials may explain the lack of recognition by school teachers, it may be the case that the 
receipt of the packets may have come during a timeframe where school teachers would have paid 
less attention to their mail. It may also be the case that some teachers defer some matters (such 
as dealing with Scholastic mailings) to principals and other administrators, and therefore would 
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have sent such mailings directly to the principal or otherwise gotten rid of the invitational packet 
without examining it. 

Recommendation: Test alternative designs for the mailing envelopes. Conduct 
research/testing (e.g. focus groups) to assist in understanding how and when teachers react 
to various types of mailings. 

Materials were generally highly rated. 

Teachers were largely satisfied with the Teaching Kits and Take-Home materials. Satisfaction 
was highest for the content of and the easy-to-use format of the materials. Satisfaction was lower 
on the grade appropriateness of the materials and their fit to the curriculum, although at least 70 
percent of the respondents were satisfied. This suggests that additional teachers could be 
reached if materials were tailored to fit the grade and curriculum-specific needs of teachers. 
Approximately 63 percent of the teachers agreed that Take-Home materials were an effective 
communications tool. The Take-Home materials were rated satisfactory by proportionately fewer 
teachers than were the Teaching Kits. If the ultimate purpose of the CIS Program was to 
convince adult heads of households in HTE areas to participate in Census 2000, then arguably 
what should have been one of its most effective tools was the student Take-Home materials. 

Recommendation: Test alternative designs for the materials. Design the materials to better 
meet the needs of the teachers. Tailor the materials to a greater extent than were the 
Census 2000 materials. 

Principals seem to be important conduits for information. 

A majority of the invitational packets were mailed directly to teachers. But, the data suggest that 
many teachers were made aware of CIS through principals. In addition, many of those who 
received the materials, did so through their principals. 

•	 A more effective campaign probably could have been accomplished by intensively 
working through principals. 

•	 This may be particularly true for elementary school teachers, who cited the principal as an 
important source of information, or as a conduit for receipt of materials, to a larger extent 
than did secondary school teachers. 

Principals seem to be important for transmitting information to teachers, and persuading them to 
take action. 

Recommendation: Use principals to transmit the materials to teachers. 

With a few exceptions, there were no notable differences in the survey responses provided by 
teachers in HTE areas compared to teachers in other areas. 
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Even when these exceptions are examined, the differences are not large. This is unexpected 
given the focus of the program on HTE areas. More information is needed to assess why there 
were so few differences. 

Recommendation: Conduct special focus groups with teachers from HTE areas and from 
other areas to better understand how these teachers can be reached. 
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ENDNOTES


1. Scholastic is a well-known organization that develops and distributes educational 
materials to schools nationally. 

2. Whether or not a school resided in an area likely to be considered HTE was a function 
of its student need indicator (SNI) and household income (HHI). The SNI was based on 
the proportion of children who participated in the school breakfast program. More 
precisely, the first two promotional mailings were sent to all pre-Kindergarten through 
twelfth grade math and social studies teachers in public schools, and to all curriculum 
coordinators and department heads in all Bureau of Indian Affairs (BIA) schools, and to 
schools where the SNI was forty percent or greater. Average (HHI) was also used as a 
selection criterion. Invitations were distributed to teachers in public schools with an HHI 
of less than $35,000 annually, and to all private schools, Catholic schools, and State and 
County schools with HHI less than $20,000. Private, Catholic, and State and County 
elementary and middle schools with an average HHI between $20,000 and $29,999 were 
also encouraged to participate. All schools in cities with populations of 250,000 or more 
were sent invitational packages as well. 

3. Available by request to the Planning, Research, and Evaluation Division (PRED). 

4. We encountered an issue in the the sample selection process involving how to best 
replicate the original approach used by Scholastic in disseminating the CIS Program 
invitations directly to teachers by name, and indirectly to teachers by position. These and 
other issues are further discussed in the methodology report. 

5. In Puerto Rico, the sampling approach used the principal at each sampled school as the 
channel for selecting the particular teacher to whom the questionnaire would be sent. 

6. A data table is not in the report for all findings presented, detailed tables are located in 
a separate appendix, Appendix C. Copies of Appendix C can be requested from PRED. 

7. The map and guide were bundled together and distributed as a “teaching kit”. 
Respondents did indicate, however, that they did occasionally receive one, or the other, 
but not both. The comparison, among those who have heard of the program, between 
those receiving and not receiving materials is significant at the p<.0001 level. 

8. The comparison between “opportunity to enrich curriculum” and “opportunity to 
increase understanding of the importance of the Census” is significant at an unadjusted 
multiple comparison level of p= .3072 (two-tailed). However, the comparison between 
“opportunity to increase understanding of the importance of Census”, for example, and 
the next most frequently stated reason, “opportunity to involve students and families in 
civic issues,” is significant at an unadjusted level of p= .0213. Using Bonferroni’s 
adjustment for 15 multiple comparisons leaves the comparison valid at a level of p= 
.3195. 
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The comparison of elementary school teachers and secondary math/social studies teachers 
who listed the “Free Map” as an inducement to order materials (under the alternative 
hypothesis that elementary school teachers would be more attracted to the map) is 
significant at an unadjusted multiple comparison significance level of p= .0336. Using 
Bonferroni’s adjustment for three comparisons leaves the result significant at the p = .10 
level. 

9. We tested the alternative hypotheses’ that elementary school teachers are more likely to 
receive materials than are secondary math/social studies teachers, and that secondary 
math/social studies teachers are more likely to receive materials than are secondary 
teachers who teach other subjects were . We found that: 

- The hypotheses that Elementary school teachers are more likely to receive materials 
than secondary math/social studies teachers has an unadjusted multiple comparison 
significance level of p= .0203. 

- The hypotheses elementary school teachers are more likely to receive materials than 
secondary other teachers has an unadjusted multiple comparison significance level 
of p= .0012. 

- The hypotheses secondary math/social studies teachers are more likely to receive 
materials than are other secondary school teachers has an unadjusted multiple 
comparison significance level of p= .0614. 

Bonferroni’s adjustment for three multiple comparisons leaves all but the last comparison 
significant at the .10 level. 

10. For teachers indicating that they received the map, the comparison of those who 
displayed it with those who did not is significant at the p= .0001 level. The alternative 
hypothesis is that teachers who received the map would display it. 

The comparison of teachers who used the map for class activities, under the alternative 
hypothesis that those who received the map would use it, is significant at the p< .0001 
level. 

11. The comparison between elementary school teachers under the alternative hypothesis 
that teachers in HTE areas are more likely to have heard of CIS is significant at the p= 
.0561 level. 

12. The comparison between secondary math and social studies teachers under the 
alternative hypothesis that teachers in HTE areas are more likely to have heard of CIS is 
significant at the p= .0561 level. 

13. Under the alternative hypothesis that, because they were targeted with invitations, 
teachers in HTEAs were more likely to have ordered the materials than those in other 
areas, the comparison is significant at the p<.0001 level. 
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14. Under the alternative hypothesis that, because principals were the primary contacts in 
non-HTEAs, teachers in non-HTEAs were more likely to have received the materials 
from their principals, the comparison is significant at the p= .0149 level. 

15. Under the alternative hypothesis that elementary school teachers were more likely to 
use the map in classroom activities than secondary school math/social studies teachers, 
the comparison between the two groups is significant at the p = .0925 level. 

16. The comparison between teachers who work in HTE areas and agreed that the Take-
Home materials were an effective communication tool for parents and students, with 
those who teach in other areas, is significant at the p= .0211 level. 

17. The comparison of teachers who agreed that the Teaching Guide promoted student 
interest in the Census with those who did not agree is significant at the p=. 0001 level. 
The comparison of teachers who agreed that the Take-Home materials promoted student 
interest in the Census with those who did not agree is significant at the p=. 0013 level. 

18. The comparison of teachers in HTE areas with those in other areas, based on their 
stated likelihood of using CIS materials in the future, is significant at the p= .0113 level. 
The comparison between elementary school teachers and those secondary teachers 
specializing in math and/or social studies has an unadjusted significance at p= .0474 
level. Making Bonferroni’s adjustment for three teacher types renders the comparison 
valid at p= .1422. 
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The mission of the Partnership Program was to develop an aggressive and comprehensive 
program that incorporated the efforts and resources of government units, community-based 
organizations, religious groups, and businesses to assist the Census Bureau in conducting an 
efficient, accurate census. 

The primary goals of the program were to: 

• Increase mail response rates; 

• Reduce the differential undercounts; and 

• Communicate a consistent Census 2000 message. 

To achieve these goals, the Census Bureau formed partnerships with state, local, and tribal 
governments, nongovernmental organizations, community groups, the media, and private sector 
businesses. The Census 2000 Partnership Program also included 690 partnership staff at 
headquarters and across 12 regions. 

We conducted a survey-based study to evaluate the program's effectiveness from the partners' 
viewpoint. A model of organizational relationships (Henderson, 1990; Martin and Toney, 1992) 
was used as an organizing framework for the evaluation. The components of the model 
addressed by the survey were: 

•	 Benefits: benefits partners expected to achieve from their partnerships with the Census 
Bureau; 

•	 Census Bureau contributions to the partnership: the wide variety of materials Census 
provided to participating organizations; 

•	 Partner contributions to the partnership: a) activities partners conducted to publicize 
and increase awareness of the census, to get their target populations counted, and to 
assist with Census Bureau operations and initiatives; and b) financial contributions 
and in-kind contributions partners made to support and promote Census 2000 efforts; 
and 

•	 Linkages: structures and processes that existed between the Census Bureau and 
partners to accomplish partnership goals. 

Census Bureau staff drew a stratified random sample of 15,803 from a frame of partners that 
were entered in the Contact Profile Usage and Management System at the time the sample was 
drawn. Data were collected over a six month period by both mail and Computer-Assisted 
Telephone Interviewing methods, and the survey achieved a 67.9 percent response rate. Our key 
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findings follow. 

Benefits partners hoped to achieve by participating in the Partnership Program 

Seventy to 81 percent of partners responded that they placed “Moderate emphasis” or “A lot of 
emphasis” on each of five Partnership Program goals. Partners’ expected benefits of 
participation were aligned with the Census Bureau’s goals for the program. 

Census Bureau's contributions to the partnership 

From the partners' view, contributions the Census Bureau made were highly valued. The 
majority of partners (ranging from 71.3 percent to 88.0 percent) that used each of the 18 types of 
materials rated that material as "Moderately Helpful" or Very Helpful." Non-English materials 
were used by more than 90 percent of all organizations that received them, and these materials 
were also rated as "Moderately Helpful" or "Very Helpful" by more than 80 percent of partners 
that used them. 

Partners' contributions to the partnership 

Seventy percent of respondent organizations reported that they conducted one or more activities. 
Mean ratings for all activities were above the 3.1 level of the four-point scale (1 = ?Not at all 
Helpful” to 4 = ?Very Helpful”), indicating that across all partners, every activity was considered 
to be at least ?Moderately Helpful” in achieving Partnership Program goals. Relatively few of 
the partners responded that they made any type of financial contributions to the partnership. 
Results indicated that partners contributed more in terms of resources (e.g., staff time, space, 
materials, etc.) rather than spending organizational funds. 

Helpfulness of procedures and processes (e.g., liaisons, Partnership material supply 
process) used to facilitate the work relationship 

The majority of partners (70 percent) reported that Census Partnership Specialists helped them 
promote Census 2000. More than half of the partners reported that the direct Census support and 
Census participation in their activities was helpful. Overall, partners were satisfied with the 
process in place to furnish them with Partnership materials. 

Satisfaction of partners with their participation in the Partnership Program 

A majority of partners indicated that the Partnership Program helped them to reach their goals 
for participating, more so for goals of reaching and educating the target population (67 percent 
and 72 percent, respectively) than for minimizing the target population's fear of providing 
information to the government (60 percent). 
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Partners willingness to partner with the Census Bureau again 

Of partners expressing an opinion (79 percent of all partners), 84 percent were positive about 
their intent to participate as partners again. This result suggests the overall success of the 
program. 

Overall Recommendations 

Practices that should stay the same: 

•	 Continue to define common goals that partners perceive as benefits, to attract them to 
the program. 

• Continue use of the variety of materials for education and awareness. 

•	 Continue to make use of the specific materials that were rated most used and most 
helpful. 

• Continue to develop and use language-appropriate materials. 

•	 Encourage future partners to conduct the types of activities that partners considered 
successful during the Census 2000 cycle. 

• Continue to provide liaison support to partners through Partnership Specialists. 

•	 Continue to provide direct Census support for partner activities and Census 
participation in those activities. 

Practices that should change: 

•	 Research and address other goals organizations might have for participating in the 
Partnership Program. 

• Make partner benefits more explicit. 

•	 Re-evaluate the future use of specific materials that were rated least used and least 
helpful. 

•	 Modify programs to require partners and Census partnership specialists to retain 
financial data. 

•	 Research partners’ needs for and provide formalization of partnership between partners 
and the Census Bureau. 
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• Improve the process for furnishing materials to partners. 

•	 Establish a standard communication process for the Partnership Program to provide 
better communication between Partnership Specialists and partners and between local 
level Census employees and all levels of Census partnership staff. 

•	 Examine the organizational behavior model and consider restructuring the program 
based on categorization of relationships with different varieties of organizations. 

•	 Incorporate qualitative feedback obtained from partners into any plans for 
improvement for the next census cycle. 
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1. BACKGROUND 

1.1 Description of the Partnership Program and Partners 

A significant priority for Census 2000 was to build partnerships at every stage of the process to 
provide accurate and complete population counts, and meet critical national data needs for the 
next decade. Because the Census Bureau could not effectively conduct the census alone, it 
gathered strong partners that helped accomplish its goal of achieving a complete count. The 
Census Bureau developed partnerships with state, local, and tribal governments; non-government 
entities including national and community organizations; various businesses; and the media. 

The Partnership Program was a means of indirectly encouraging mail response from those people 
who were not persuaded to respond to the census by direct mail, advertising, or other methods. 
It complemented traditional channels of communication by spreading information about the 
census, by assuring people that it was beneficial to participate, and by providing help if needed. 

Partners held press conferences, wrote newsletters and/or articles, distributed brochures and 
handouts, and issued public statements of endorsement. Partners developed local plans of action, 
provided formal partnership agreements, initiated and participated in local events, and 
implemented special projects and initiatives. These projects and initiatives included Complete 
Count Committees, Census-in-Schools for partner schools, Religious Organizations, Tribal and 
Governor's Liaisons, Media, and Promotional Materials. 

The mission of the Partnership Program was to develop an aggressive and comprehensive 
program that incorporated the efforts and resources of government units, community-based 
organizations, religious groups, and businesses in assisting the Census Bureau to conduct an 
efficient, accurate census. 

The primary goals of the program were to: 

• Increase mail response rates; 

• Reduce differential undercounts; and 

• Communicate a consistent Census 2000 message. 

The Census 2000 Partnership Program consisted of 690 partnership staff throughout the 12 
Census regions and at headquarters, approximately 140,000 partners nationwide, approximately 
600 partners from national organizations and corporations, and 73 federal agencies. In addition, 
the Census Bureau partnered with Fortune 500 companies to promote the importance of the 
census through the services and products they provided. There were approximately 265 Fortune 
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500 and other national companies and about 300 national organizations that partnered with the 
Census Bureau for Census 2000. 

1.2 What this evaluation studies 

This evaluation is an important tool to determine the program's effectiveness from the partners' 
perspective. This study was conducted to evaluate, based on partners' opinions, how effective 
the program was in reaching the public and how helpful the components of the Partnership 
Program were in achieving the Census Bureau's stated goals of the program. The evaluation was 
conducted by a survey (included in Appendix A) of organizations that participated in the 
program. The Survey of Partners focused on the following main components: 

•	 Materials:  The Census Bureau supplied materials to partners, including: fact sheets, 
non-English informational materials, handbills, posters, informational videos, 
Congregational packets, Census-in-schools materials, drop-in news articles and 
newsletters, promotional items (e.g., buttons, pencils, magnets, mugs, key chains, etc.), 
a Partner newsletter, press releases, and example Census 2000 forms. 

•	 Activities:  Partner organizations conducted activities to support and promote the 
Census 2000 effort. Partners provided support for Census 2000 in diverse ways, such 
as conducting publicity events, holding or sponsoring community-based events, 
providing assistance to Census takers in Hard-to-Enumerate areas, establishing 
Complete Count Committees, holding public and in-house meetings, and assisting with 
Census-taking operations (e.g., helping to update addresses, supporting a 
Questionnaire Assistance Center, identifying unusual housing units, etc.). 

•	 Financial support or ?value-added” contributions: Partner organizations may have 
spent funds to assist with the Census, or donated staff time, space for testing and 
training potential employees, or developed materials to support and promote Census 
2000. 

•	 Liaisons:  The Census Bureau provided partnership specialists to work with 
organizations in conducting workshops, speak at meetings, provide support for the 
partnership efforts, and assist in educating the public about the importance of 
responding to the Census 2000 questionnaire. Organizations may also have provided 
their own internal liaisons to work with the partnership specialists in coordinating their 
organizational efforts. 

1.3 Framework for the Evaluation: Overview of the Partnership Model 

A key challenge for this evaluation was to identify a way of organizing information about the 
relationships between the Census Bureau and the large number and variety of partner 
organizations. The solution was to apply a general model of organizational relationships to the 
research questions the Census Bureau wanted to address in the evaluation. This model was first 
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developed based on a study of partnerships (Henderson, 1990), then expanded to cover other 
kinds of organizational relationships (Martin & Toney, 1992; Toney & Martin, 1992). The 
background assumptions of the model are: 

1)	 The underlying success of any organizational relationship depends on how the separate 
interests of each participating organization are served; 

2)	 The underlying success of a partnership depends on how both the separate and joint 
interests of each participating organization are served; 

3)	 The dynamics of organizational relationships show an orderly process including 
preparation, formation, and execution phases; and 

4)	 Most levels and types of organizational relationships can be better understood by 
studying one or more of the components found in this dynamic process. 

The full version of the model includes six discrete components of forming and maintaining 
partnerships. For the purposes of this evaluation, only those model components relevant to the 
Census Partnership effort were used. The survey provides only the partners’ perspective on the 
components of the model. The three relevant relationship components of the model are defined 
as follows: 

1)	 Benefits: each organization has benefits that it seeks to achieve from a relationship 
with another organization, e.g., improvements in a process or product, reaching 
common goals. 

2)	 Contributions: those inputs that each side provides to allow the benefits to be 
achieved, e.g., staff skills, financial resources, staff time. 

3)	 Linkages: the structures that exist or are developed between organizations to 
accomplish the desired interactions, e.g., procedures, processes, liaisons. 

1.4 Applying the model to the evaluation 

The Census 2000 Partnership Program sought to achieve its goals by building relationships with 
a large number of organizations. These relationships were focused on a few concrete goals from 
the Census perspective: 

• Increase mail response rates; 

• Reduce differential undercounts; and 
• Communicate a consistent Census 2000 message. 
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On the whole, the organizations included in the Partnership Program were very diverse in terms 
of their focus, reasons for existing, geographic coverage, and interest in partnering with the 
Census Bureau. This diversity also influenced the application of the model to the evaluation. 
The analytic goals of the evaluation, based on the Partnership Model, included: 

•	 Identifying the desired benefits and planned contributions each side brought to the 
partnerships. 

•	 Examining the success of the partnership in terms of how each side's contributions 
were viewed by partners and how well the benefits were achieved. 

•	 Studying the impact of Census liaison support as a way of creating linkages between 
the Census Bureau and the various organizations. 

The practical application of the model to the Survey of Partners evaluation was that it: 

•	 Helped to put the Census 2000 Partnership Program in context, relating program goals 
to an effective evaluation strategy. 

•	 Provided a rationale for the research questions the Census Bureau sought to answer 
and put them into a logical context for the overall evaluation. 

•	 Helped to identify questions to add to the initial evaluation design, increasing the value 
of all questions. 

•	 Provided a way of looking at the program success across many different types of 
organizations and relationships. 

Throughout this report, the Partnership Model will be referenced as necessary to explain the 
logic behind a set of questions, or to provide insight into how specific findings reflect on overall 
success of the program. We use the underlying temporal order suggested by the model (e.g., 
preparing for forming a partnership, then developing and implementing it) to organize topic 
areas for the results section, to discuss the findings for the specific research questions that drove 
this evaluation, and to present recommendations. 

2. METHODS 

2.1 Evaluation design 

We designed the evaluation to collect information (opinions and financial data) from a sample of 
partner organizations drawn from a list of all organizations in the partner frame. The Census 
Bureau identified initial content for the questionnaire instrument based on input from subject 
matter experts from Partnership staff and conducted cognitive interviews with several potential 

4




respondents. The content was then developed and refined through pretests and focus groups. 
Based on the Partnership model, Westat reorganized the existing content areas and items, 
provided new items, and revised the scales accompanying the content areas. 

To formally pretest the questionnaire, Census selected nine partner organizations in the local 
area that were representative of strata of interest (see below). Westat conducted pretests with 
contact persons from these organizations to evaluate and refine the questionnaire content. Based 
on feedback provided during these think-aloud protocols, the questionnaire was revised to 
simplify: (1) the level of judgments required of respondents, (2) the instructions for completing 
questionnaire sections, and (3) the questions for capturing financial data (dollars spent and value 
of in-kind contributions). 

We conducted this evaluation using a design that incorporated mail-based and Computer-
Assisted Telephone Interviewing (CATI) methods of contacting potential respondents. 

2.2 Sample selection 

The frame was constructed from several sources. The May 2000 Contact Profile Usage and 
Management System (CPUMS) list of 112,171 organizations (built and maintained by Census 
partnership specialists in field positions) was the basis for most of the frame. Census 
headquarters staff took the following steps to construct the mailout frame: 

• Deleted 2,889 duplicates; 

•	 Added 542 organizations (from three additional lists of partner organizations) not 
already included in the CPUMS database; and 

• Arrived at a total of 109,824 in the mailout frame. 

The three supplemental lists, with number of organizations added from each, were: 

• Federal government headquarters establishments (80); 

• Large business and nonprofit organization headquarters establishments (444); and 

• Governors' Liaisons (18). 

Twenty strata were defined for use in selecting the sample from the 109,824 mailout frame, 
based on various combinations of organization type or affiliation (e.g., government, non-
government, private business), geographic focus of organization (i.e., national vs. local), and the 
race/ethnic group(s) targeted by partner organizations. The six main categories of strata were: 

1) Federal Government organizations 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  National 
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• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Local 

2) Media organizations 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Hispanic (of all races) 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  American Indian/Alaska Native 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Black/African American 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Asian/Pacific Islander 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Multiple Races/White/Other (Non-Hispanic) 

3) For-Profit Private Businesses 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  National 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  All others 

4) National non-government organizations (including national governmental association) 

5) Local non-government organizations 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Hispanic (of all races) 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  American Indian/Alaska Native 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Black/African American 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Asian/Pacific Islander 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Multiple Races/White/Other (Non-Hispanic) 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Arab (as defined by ancestry in CPUMS) 
• . . . . . . . . . . . . . . .  African/Caribbean immigrant (as defined by ancestry in CPUMS) 

6) State, local, and tribal government organizations 
• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Governor's liaisons 
• . . . . . . . . . . . . . . . . . . . . .  Municipalities from the 25 largest U.S. metropolitan areas 
• . . . . . . . . . . . . . . .  Other state, local, and tribal governments not elsewhere included 

The Census Bureau selected a stratified random sample of 15,803 organizations. This total 
included 336 partner organizations from Puerto Rico. There were large differences in strata 
sizes. Fifteen hundred partner organizations were randomly sampled from each of seven large 
strata. The 13 smaller strata were sampled with certainty, to ensure sufficient sample size for 
comparing partner organizations that targeted specific populations in combination with 
organization type. A detailed listing of the weighted sample size (after data collection) by 
stratum is included in Appendix B. 

2.3 Survey administration 

The six-month data collection phase occurred between October 2000 and March 2001. The 
specific steps of the data collection design were: 

1) Mailing of an advance letter to all partners in the sample. 
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2) Mailing of the first questionnaire and cover letter to all partners in the sample. 

3)	 CATI call to nonrespondents to: (a) remind them to complete the survey if received 
but not yet returned, (b) obtain the name of a more appropriate (substitute) respondent 
than originally associated with the database entry, c) update out-of date address 
information, or (d) (in cases where the survey had just been returned but not yet 
received at Westat), to thank those who said they had already returned the survey. 

4)	 Mailing of a second copy of the questionnaire to nonrespondents -- with a more 
strongly worded appeal to complete it in a timely manner.* 

5) CATI administration of the questionnaire to remaining non-respondents. 

*Note: A third mail-out step was conducted to a limited number of cases for which address 
updates were obtained very late in the first CATI call stage. 

2.4 Outcome rates achieved for the survey 

At the end of the phases of mail and CATI data collection, we assigned final result codes to all 
cases in the sample. There were 9,057 respondent organizations of the 15,803 sample, including 
136 Puerto Rico respondents. Mail responses accounted for 63.9 percent of the total, and CATI 
interviews accounted for 36.1 percent of the total responses. 

The American Association for Public Opinion Research (AAPOR) advocates that survey 
researchers use common codes to report dispositions of sampled cases and common definitions 
in reporting survey methods, whether for private industry, academic, or government sector work. 
Using AAPOR Standard Definitions (AAPOR, 2000) formulas, we calculated rates for contact, 
cooperation, response, and refusal. A first step in identifying whether nonresponse error exists, 
and what its sources might be, is to calculate these rates. Outcome rates -- both weighted and 
unweighted percentages -- are presented in Table 1. Following AAPOR procedure, rates were 
calculated with duplicates excluded. Both contact and cooperation rates were high (77.2 percent 
and 88.7 percent, respectively, weighted percentages), indicating that those organizations 
reached were likely to cooperate. The response rate of 67.9 percent (weighted percentage) was 
typical for an establishment survey. The refusal rate (6.8 percent) was within the expected range 
for an establishment survey. Details about assignment of final disposition codes and calculation 
of these rates are given in Appendix C. 
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Table 1: Outcome rates for the Partnership Program survey 
Calculated Rate Calculated Rate -

Outcome Rate (AAPOR, 2000) - Weighted 
Unweighted Percentages 
Percentages 

Contact Rate (CON2): 
Proportion of contacted cases of all cases with 74.4% 77.2% 
a chance of contact being made 1 

Cooperation Rate (COOP4): 
Proportion of cooperative cases of all cases 
with a chance of cooperating 1 

87.6% 88.7% 

Response Rate (RR4): 
Proportion of surveyed cases of all cases with 64.7% 67.9% 
a chance of responding 1 

Refusal Rate (REF2): 
Proportion of refusal cases of all cases with a 
chance of refusing 1 

7.0% 6.8% 

1Each rate was calculated as a proportion of the total of the outcome (e.g., cooperation) divided by the number of cases that were 
eligible for that type of outcome. For example, cooperation rate excludes cases for which contact was never made; if not 
contacted, there was no chance of cooperation. 

2.5 Data weighting procedure 

To more completely represent the proportions of types of partners in the mailout frame of 
109,824 partners, the 9,057 respondent cases were weighted taking into account their original 
base weights (inverse of the probability of their being selected into the sample), adjustments for 
duplicates, and adjustments for nonresponse. The frame of Census partners was classified into 
the following three groups: 

• 85,803 estimated eligible Census partners; 

•	 13,919 estimated ineligible entities that were not Census partners or were not aware 
that the Census Bureau considered them to be partners1; and 

• 8,663 estimated duplicates of eligible Census partners. 

The total estimated figure of 108,385 is within two percent of the frame total (109,824) that the 
Census Bureau began with. A more detailed explanation of the weighting is in Appendix D. All 
figures and tables contain weighted estimates, unless otherwise noted. Wilson's confidence 
intervals or standard errors are also included with these weighted estimates. Because for 

1Some local organizations provided space, placed posters on site, etc. and may not have been aware this made them 
partners of the program. In addition, there were organization contacts in the database that were not established as partners. 
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extreme percentages (very high or very low) the upper or lower confidence bounds can go 
beyond the acceptable range of (0.100), the Wilson score method (see Appendix D) was used to 
calculate confidence intervals which always remained within (0.100). All weighted estimates 
and Wilson’s confidence intervals were calculated using the statistical software program WesVar 
4.1. 

2.6 Application of quality assurance procedures 

The Census Bureau provided Westat with the document ?Census 2000 Evaluation Program 
Quality Assurance Process,” which describes Census Bureau quality control procedures. We 
applied the quality assurance procedures outlined in that document to all phases of this study, 
including how we determined evaluation methods, designed the survey, collected data, 
developed the receipt control system, documented data cleaning and analysis processes, and 
prepared this report. For a description of these procedures, see the binder ?Census 2000 
Evaluation Program Quality Assurance Process.” 

3. LIMITS 

This section describes operational limits and deviations from planned operations that should be 
considered when interpreting the results. The six main areas were: (1) limitations of the frame, 
(2) timing of the survey, (3) limitations in the types of judgments that respondents were able to 
provide, (4) limitations of the level of detail that could be supplied about financial contributions 
(estimated dollars spent, as well as the value of contributions and donations), (5) potential for 
unit and item non-response error, and (6) self-reported data (vs. edited responses). 

3.1 Limits associated with the frame construction 

There were four specific issues associated with the construction of the frame, as it was based 
largely on the CPUMS database. 

3.1.1 Initial construction of the frame 

First, the partner database (CPUMS) was constructed and modified by many different 
partnership specialists in the field, rather than by a central database manager or staff. This led to 
variations in the manner in which contact information for partner organizations was initially 
entered and, for some cases, updated. As a result, there were multiple entries for some partner 
organizations; slight variations in the data fields made it difficult to detect their existence. 

3.1.2 Duplicate entries 

Second, the CPUMS database contained duplicate entries. At the time of sample selection, 
Census Bureau staff identified 2,889 duplicates in the database. Weights for these cases were 
adjusted to reflect their true probability of selection into the sample. 
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In preparing the contact information database for mail-out and CATI contacts, Westat identified 
additional multiple entries (both pairs and multiples) based on duplication of telephone numbers. 
One case of each pair/set was retained in the database, while the duplicate cases (70) were 
removed from the sample database and held out from all data collection steps. During the mail 
and CATI phases of data collection, Westat identified additional cases (190) where there were 
multiple listings of the same organization. Adjustments were made to the sampling weights for 
these organizations, based on whether the cases were exact duplicates or listings of multiple 
contact persons for one organizational entity. 

3.1.3 Sample members that were not partners 

Third, some sample members reported that they did not conduct any Census 2000 Partnership 
activities. This problem was identified during the data collection phases. After mailing out the 
first survey, Westat received telephone calls to the 800 number designated for partners to call if 
they had questions. Contact persons at 1,269 organizations reported that they had not 
participated in the Partnership Program, knew nothing about it, and/or that the survey did not 
apply to their organization. These cases were tracked separately since there was a specific 
reason for the survey not being returned. More of these cases surfaced when prompt calls were 
made to partner organizations, or during the followup mail or telephone interview steps. 
Likewise, even though contact persons said they had not participated in the Partnership Program, 
some also indicated they provided space for meetings, or placed posters in their business site. 
They were not aware that Census considered them to be partners. 

3.1.4 Mismatch between contact person information and organization name 

Finally, some respondents reported no association with the sampled organization. This was 
revealed during the prompt call stage. This type of problem occurred when an interviewer 
phoned the contact person named at the number listed for the case, but in attempting to verify the 
organization name and address, the person said that s/he did not work at the (named) 
organization and had not heard of it. Because the sample was drawn by organization, not by 
contact person name, it became necessary to followup and locate a correct telephone number for 
the sampled organization. Westat used a locator service to obtain numbers where possible, but 
cases remained (n = 278, 52.7% are mismatches between contact person information and 
organization name) for which a telephone number could not be obtained. 

3.2 Limit due to the timing of survey administration 

The second limitation of the analysis of the data is the timing of the survey. Partners conducted 
activities at any time between 1996 and 2000. However, the survey administration process did 
not begin until October of 2000, and continued through March of 2001. Partners were asked to 
recall and make judgments about materials received and activities they conducted some time 
during the previous six-month to four-year time interval. Differences in the amount of time 
passed between organizational involvement and survey response, the availability of staff with 

10




knowledge of these activities, and individual differences in recall are likely to have influenced 
the judgments respondents provided. 

3.3 Limit associated with judgments that respondents were able to provide 

A third limitation of the evaluation is the disparity between the optimal way to evaluate the 
components of the Partnership program and the type of information that was accessible to 
respondents from partner organizations. The evaluation of the Partnership Program would be 
best conducted by assessing whether the program goals of increasing the mail response rates, 
reducing differential undercounts, and communicating a consistent Census 2000 message were 
achieved. Respondents representing the partner organizations were not in a position to make 
judgments about the direct impact that the materials they received and the activities they 
conducted had on either mailback rates or differential undercounts. Response rate results for 
their target population(s) were not available to them at the time they completed the survey. 
Realistically, partner organization respondents could only make judgments about indirect effects 
on response behavior and how well materials and activities communicated a consistent message. 
Questionnaire items were simplified as much as possible during the survey development phase, 
to correspond to the level of judgments that respondents could realistically be expected to make 
(based on information available to them). For example, items were phrased as ?How helpful 
were [each of the listed] materials?” and ?How helpful was [each of the activities listed] in 
reaching your target population?” 

3.4 Limits on reporting of partner financial contributions 

The fourth limitation was the reporting of financial data, the second distinct area of the program 
evaluation. Based on the level of missing data for the financial items (which ranged from 49.7 
percent to 98.8 percent across the five items), many partner organizations didn't know the 
amounts they had spent and donated, or just chose not to respond to these items (Nichols and 
O'Brien, 2000). In fact, only 18.6 percent of partners (weighted percentage) reported on the 
survey that they had referred to records to provide their estimates for dollars spent and value of 
their organization's donations/contributions. If the feedback from the pretest is representative of 
the whole sample, many organizations did not keep records of dollars spent on Census 2000 
activities, and did not have records that could be easily used to estimate staff time, space, and 
other resources that were donated to support the census. Pretest participants reported that if they 
had known these financial data would be needed at a later time, they would have kept some type 
of record. Several participants said they would have to call or meet with other people to derive 
financial estimates, while others said they would have to hand off the survey to another person to 
get the last section of the survey completed. Several said they just would not bother to complete 
the last section or would reply ?don't know.” Even though the financial questions were 
simplified after the pretest, the same types of reasons for not providing these data are assumed to 
have been in effect for partners in the sample. 
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3.5 Potential effect of nonresponse error 

There were both overt and implicit refusals for both modes (mail and CATI) of survey 
administration. Nonrespondents remaining after two waves of the mail survey were contacted by 
phone, if possible. There were cases where contact persons repeatedly rescheduled appointments 
for their interviews, and delayed beyond the end date for the administration period. Others used 
gatekeepers to avoid being interviewed, or failed to return calls after repeated messages were left 
on answering machines (in cases where no personal contact could be made after an upper limit of 
attempts was reached). 

Depending on what baseline this survey is compared to, the level of response for the survey 
(67.9 percent, as discussed in Section 2.4) may suggest the limitation of nonresponse error. 

Organizations that provided a survey response may be different in some ways from 
nonrespondent organizations. However, if those differences are not meaningful in the context of 
the partnership, then the survey findings generalize to the population of program partners. 
Viewing the survey as an evaluation of a program for organizations, the response rate may be 
compared to those typically achieved for establishment surveys. Response rates for 
establishment surveys range from 30 percent - 90 percent (Shatos, Moore, & Dillman, 1998; 
Paxson, Dillman, & Tarnai, 1995). 

3.6 Limits of the self-reported data 

Comparing the strata classifications from the CPUMS database to self-report responses on the 
demographic items of the survey revealed that there were some discrepancies. For example, 
some of the organizations selected to represent strata 30, private businesses, categorized 
themselves as state, local, or tribal government organizations. Another example of a discrepancy 
is that some non-government organizations stated that they were Federal government 
organizations because they received Federal grants. A decision was made by the Census project 
staff to use the self-reported data: (1) because the CPUMS database was expected to have some 
error due to its construction by different staff members at multiple places and at different times 
and (2) to maintain consistency in the use of all self-reported data. 

There was some concern about responses for survey items other than the demographic items 
mentioned above. For example, some non-government organizations reported conducting 
activities that the Census Bureau expected only government organizations would have reported 
(e.g., ?participated in the Local Update of Census Addresses (LUCA), address list review, map 
updates, etc.”). There were some activities classified as ?Community Activities” which national 
level organizations reported they conducted, contrary to expectations that only local partners 
conducted these activities. These differences between expected and actual responses alerted us 
to the potential for respondents to have interpreted definitions and questions differently. 

A systematic decision was made (after a series of discussions with Census staff) to retain self-
reported data. We agreed that editing data provided by partners could potentially introduce more 
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subjective error and misrepresent partners’ intended responses. The decision must be kept in 
mind in interpreting results. 

4. RESULTS 

Section 4.1 presents a description of the survey respondents. The main research questions 4.2-
4.7 repeat the ones in the executive summary, with more detailed results. 

Figures in this section present unweighted and weighted sample sizes to give an indication of the 
number of organizations represented by the weighted percentages. Missing data in all figures 
and tables include the following: (1) nonresponse, (2) CATI refusals to answer the question, and 
(3) CATI ?Don't Know” responses where ?Don’t Know” was not a provided option. In these 
figures, ?Other” refers to the number of respondents that checked the ?Other, Specify” option for 
a given survey item. 

4.1 Demographic characteristics of the respondent organizations 

Respondents were asked to provide responses to the following questions about their 
organizations: 

• Geographic area the organization serves or represents; 

• Government (by level) or non-government (by type of organization); and 

• Race/ethnic category(ies) the organization targets. 

Respondent partner organizations are described in the following report sections, based on these 
three variables: geographic area, organization type, and targeted population(s). The following 
characterization shows that a broad variety of organizations were involved in the Partnership 
Program. All percentages presented are based on weighted data. 

4.1.1 Geographic areas respondents served or represented on behalf of Census 2000 

Figure 1 shows the geographic areas these organizations represented. Two thirds of the 
respondents were local level organizations—the largest segment of partners serves or represents 
cities (39.4 percent) and 26.2 percent serve or represent counties. Organizations with a national, 
state, or regional focus accounted for a combined total of about 14 percent of the respondents. 

As shown in Figure 1, 17.4 percent of respondents (n = 1284) reported ?Other” and 1,242 of 
those specified a response for their geographic area. Through content analysis (coding of open-
ended responses into content categories), we found that most of the write-in responses specified 
geographic areas that were smaller in size than those listed on the survey, e.g., ?town,” 
?township,” a neighborhood, etc. 
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Geographic Areas Served By Census 2000 Partners (Figure 1) 
(Weighted Percentages) 

Missing 
1.8% 

Region 
5.2% 

City 
39.4% 

State 
5.6% 

Tribal land 
1.3% 

County 
26.2% 

Other (Specify) 
17.4% 

National 
3.1% 

National: 
(n=578, wn=2,637) 

Region: 
(n=657, wn=4,490) 

State: 
(n=662, wn=4,816) 

Tribal land: 
(n=296, wn=1,078) 

County: 
(n=2,153, wn=22,466) 

City; 
(n=3,285, wn=33,830) 

Other Geographic Area 
(Specify): 
(n=1,284, wn=14,915) 

Missing: 
(n=142, wn=1,571) 

TOTAL n = 9,057 
TOTAL wn = 85,803* 

n= unweighted number 
wn= weighted number 

* Total weighted n of 85,893 partners does not equal the mailout frame of 109,824 due to duplicates and ineligibles. 

The most frequently occurring geographic groupings (of the 17.4 percent with ?Other” 
responses) identified through content analysis were: 

• Town/village (17.4 percent) 

• Township (16.0 percent) 

• Neighborhood/housing community (9.5 percent) 

• Specific section of city, borough (9.1 percent) 

• School district, college or university campus (8.3 percent) 

The ?Other” responses were retained as collected, rather than recoded for inclusion in further 
analyses (therefore avoiding the potential to introduce subjective error). Codes for, and a listing 
of the ?Other” geographic area frequencies are contained in Appendix E. 
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4.1.2 Types of organizations that participated in the survey 

As shown in Figure 2, the local level accounted for the majority of respondents, whether 
government or non-government. Overall, a fairly large percentage of respondents (16.4 percent) 
did not provide information specifying their organization type. 

Organization Type--Census 2000 Partners (Figure 2) 
(Weighted Percentages) 

Federal Government 
4.9% 

Local non-government 
36.0% 

National 
Governmental 
Association 

0.5% 

Local Government 
30.3% 

Tribal Government 
1.0% 

National non-
government 

4.2% 

State Government 
6.8% Missing 

16.4% 

* Total weighted n of 85,893 partners does not equal the mailout frame of 109,824 due to duplicates and ineligibles. 

Figure 3 provides a breakout of organization type for the 40.2 percent (36.0 percent local and 4.2 
percent national) of the partners that were local or national nongovernment organizations. 
Community-based organizations comprised the largest segment (29.0 percent), and media was 
the smallest segment at 6.1 percent. 

There were 573 write-in ?other” organization type responses. Through content analysis, we first 
identified responses that were similar to one of the existing five categories (18.7 percent) or were 
a combination of two of the five categories (3.7 percent). The largest percentages of additional 
?Other” organization types identified were: 

• Non-profit organizations (16.9 percent) 

Federal Government: 
(n=972, wn=4,194) 

State Government: 
(n=534, wn=5,811) 

Tribal Government: 
(n=218, wn=865) 

Local Government: 
(n=2,435, wn=26,014) 

National Governmental 
Association: 
(n=66, wn=393) 

National non-government: 
(n=619, wn=3,563) 

Local non-government: 
(n=3,025, wn=30,886) 

Missing: 
(n=1,188, wn=14,077) 

TOTAL n = 9,057 
TOTAL wn = 85,803* 

n= unweighted number 
wn= weighted number 
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• Libraries, museums, arts organizations (6.8 percent) 
• Civil rights organizations (5.4 percent) 

• Social services organizations (5.2 percent) 

Breakout of National & Local Non-government Organization Type--
Census 2000 Partners (Figure 3)

(Weighted Percentages, 40.2% of Total Sample)

Community-Based 
Organization

29.0%

Missing
0.7%

Religious Organization
16.3%

Education
14.5%

Media
6.1%

Other (Specify)
11.9%

Business/Private 
Industry
21.5%

Community-Based 
Organization: 
(n=1,223, wn=9,996) 

Business/Private Industry: 
(n=496, wn=7,396) 

Media: 
(n=592, wn=2,100) 

Education: 
(n=307, wn=4,993) 

Religious Organization: 
(n=627, wn=5,611) 

Other Organization Type 
(Specify): 
(n=371, wn=4,102) 

Missing: 
(n=28, wn=251) 

TOTAL n = 3,644 
TOTAL wn = 34,449* 

n= unweighted number 
wn= weighted number 

*	 Total weighted n of 34,449 consists of National Non-Government Organizations (wn=3,563) plus Local Non-Government 
Organizations (wn=30,886). 

As with all ?Other, Specify” responses throughout the survey, these responses were retained, 
rather than recoded and included in further analyses. Codes for, and a listing of ?Other” 
organization type frequencies are contained in Appendix F. 

4.1.3 Race/ethnic population categories targeted by respondents 

One demographic item asked respondents to identify all applicable race/ethnic population(s) they 
targeted in their partnership efforts. Table 2 lists the targeted populations in order (based on 
weighted data) from highest to lowest, based on how many partners checked each category. Of 
the 9,057 respondents, 23.3 percent (2,108) selected two or more different target population 
categories, and are therefore represented two or more times in the row entries. Note that the 
"Total" row in Table 2 presents the unweighted and weighted total numbers of partners, and does 
not represent a sum across all race/ethnic categories. The largest group of partners (52.1 
percent) responded that they did not target a specific race/ethnic category. 
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Table 2: Race/Ethnic populations targeted by Census 2000 Partners 
("Mark All That Apply" question--categories are NOT mutually exclusive) 

Weighted % of Weighted N 2 Unweighted N 
Total 1 

1. 52.1% 44,720 4,114 No Specific Race/Ethnic Group 
2. White 29.2% 25,015 2,163 
3. 23.2% 19,869 2,214 Hispanic 
4. Black 21.8% 18,677 2,049 
5. 10.5% 9,025 1,222 Asian 
6. American Indian/Alaska Native 7.3% 6,285 914 
7. 3.6% 3,070 395 Native Hawaiian/Pacific Islander 
8. Other 3.4% 2,895 378 
9.  --- 85,803 9,057 Total--ALL PARTNERS
1 The Ns & percentages targeting each category include any partner who targeted the population, regardless of whether they 
also targeted other populations; therefore the column percentage exceeds 100%. 

2 Total weighted n of 85,803 partners does not equal the mailout frame of 109,824 due to duplicates and ineligibles. 

As shown in Table 2, "Other, Specify" was a response option for the race/ethnic population 
targeted. The 378 respondents who checked "Other, Specify" also wrote in the multiple groups 
they targeted. Most of the 460 write-in responses were specific countries or nationalities of 
target populations. Although we did not recode the specific responses for inclusion in later 
analyses, we conducted a content analysis (coded open-ended responses into content categories) 
to determine which of the seven defined race/ethnic categories these "Other, Specify" responses 
most closely represented. Irrelevant or uninterpretable responses accounted for 4.4 percent of 
the total. The largest categories of "Other, Specify" responses represented: 

• White/Caucasian (34.8 percent); 

• Asian (33.3 percent); and 

• No Specific Race/Ethnic group (13.0 percent). 

Results of the content analysis of "Other, Specify" race/ethnic categories targeted are contained 
in Appendix G. 

4.2 Benefits partners hoped to achieve by participating in the Partnership Program 

Partners were asked to indicate how much emphasis they had placed on each of five Partnership 
Program goals (listed in Figure 4)2 at the time they became partners. In terms of the Partnership 
Model, these goals represent the benefits partners may have expected to achieve through their 
participation in the program. These goals were expected to represent joint interests of the 
Census Bureau and the participants in the Partnership Program. These benefits were either for 

2NOTE: In Figure 4 and other figures and tables, the corresponding survey item number is shown in 
parentheses after each item. 
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the further benefit of their target population(s) (e.g., reducing the undercount) or for their own 
organizational benefit (e.g., ?Ensuring the accuracy of Census data because we use it and we rely 
on it.”). 

Almost a fifth to a quarter -- 18 percent to 25 percent -- responded ?Don't Know” to these items. 
The percentage of partners who responded ?Don't Know” for each goal corresponded with the 
lower ratings: the goals with a higher percentage of ?No Emphasis” or ?A Little Emphasis” 
ratings also had higher percentages of ?Don't Know” responses.) This pattern may indicate that 
these goals were less salient to partners than goals with higher positive ratings and fewer ?Don’t 
Know” responses. ?Don't Know” was a response alternative for each item, but those responses 
were excluded from the graphs because we believe they reflect a lack of opinion or knowledge 
about what was asked. Respondents were also given the choice of providing any additional 
goals that were important to their organizations. 

Deciding to Become a Census 2000 Partner: Goals Emphasized (Figure 4) 
(Weighted Percentages) 

0% 20% 40% 60% 80% 100% 

A lot of emphasis Moderate emphasis A little emphasis No emphasis 

1. Building awareness of the importance of 
the Census count in my organization's target 
population(s) (C1b) (DK = 18%) 

4. Reducing the undercount among my 
organization's target population(s) (C1a) 
(DK = 22%) 

3. Ensuring the accuracy of Census data 
because we use it and rely on it (C1e) 
(DK = 21%) 

2. Ensuring an accurate and complete count 
of my organization's target population(s) 
(C1d) (DK = 21%) 

5. Increasing the mailback rate from the 1990 
level (C1c) (DK = 25%) 

Note: DK = weighted percentage of "Don't Know" responses for each item. The graphs exclude these DK responses. 

54% 27% 11% 8% 

54% 26% 9% 11% 

52% 26% 10% 12% 

51% 25% 11% 13% 

43% 27% 13% 17% 

Partners were very aware of the benefits of participating in the program: four of the goals listed 
in Figure 4 received approximately 80 percent of combined ?Moderate” and ?A lot of” emphasis 
ratings by respondents. For these same four goals, only eight percent - 13 percent of partners 
responded that there had been no emphasis at all. The goal with the lowest percentage of high 
ratings (and the highest percentage of “No emphasis” ratings) was “Increasing the mailback rate 
from the 1990 level,” which may reflect that the mailback rate (i.e., one of the Census Bureau’s 
primary goals) is not perceived by some partners to be a critical goal, or, a benefit of 
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participating in the program, or that partners did not have knowledge of that rate for the previous 
census. 

Twelve and a half percent of partners wrote in one or more ?Other” goal(s) for their organization. 
We conducted a content analysis of these write-in responses (n=1,509) to determine if they were 
unique goals or paraphrased responses that were similar to one or more of the five main goals 
listed on the survey. We classified 34.4 percent of the comments as similar to one of the five 
goals in Figure 4. Approximately three-quarters of these were similar to the goal of ?Ensuring an 
accurate and complete count of my organization's target population(s).” 

An additional 30.0 percent of all the ?Other” responses were classified as instances of more 
general goals, such as creating a sense of civic responsibility to be counted in Census 2000 and 
helping the [target population(s)] understand the purpose of Census 2000. 

For the remaining 26.8 percent of relevant responses, the unique types of goals were related to: 

• Maintaining or increasing the current level of Federal funding (10.1 percent; n = 152) 

•	 Getting Census jobs for people; providing assistance for recruiting, testing, and/or training 
workers and volunteers (6.0 percent; n = 91) 

•	 Ensuring or increasing visibility of the partner organization and/or its target population(s); 
promoting partner's image or business (4.0 percent; n = 61) 

•	 Assisting with Census operations and/or Partnership program operations (4.0 percent; 
n = 60) 

•	 Ensuring that the count reflects new growth, redistricting, recent immigration, etc.; 
accurately apportions congressional seats, etc. (1.7 percent; n = 26) 

• Ensuring timely and accurate delivery of Census forms/mail (0.9 percent; n = 14) 

A list of the qualitative coding results and a list of the ?Other Specify” codes for goals of 
participating are given in Appendix H. 

4.3 The Census Bureau's contributions to the partnership 

The Contributions component of the Partnership Model focuses on the types of inputs that each 
partner provided to the other. The Census Bureau contributed a wide variety of materials to the 
partnerships, and also contributed several other types of support to partners. The materials 
conveyed information to partners for their use in working with their target population (e.g., 
handbooks, Partner newsletter), or that could be directly passed on to members of their target 
population (e.g., fact sheets, promotional items, Census-in-schools materials, example Census 
2000 form). Many of these materials were sent to all types of partner organizations, while others 
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were sent only to specific types of partners, e.g., congregational packets were sent to religious 
organizations, tribal handbooks were sent to tribal organizations. The responses to the survey 
questions necessarily indicate the partners' view -- what materials they reported were received, 
which may not reflect what the Census Bureau actually sent to them. 

Another type of Census Bureau contribution was Partnership Specialist staff members assigned 
to work directly with partner organizations. In some but not all relationships, the Census Bureau 
also provided direct support for partners' activities or even participated in partner activities. 
Partners' views of the support, the participation, and relationships with partnership specialists are 
important contributions. They are discussed in Section 4.5 of this report that presents results for 
the linkages between the Census Bureau and partner organizations. 

4.3.1 Materials partners received 

As shown by the percentages in Table 3, the partnership materials that were reported received by 
the most organizations were: 

• Posters (70.4 percent) 

• Fact sheets (69.2 percent) 

• Handbills (leaflets for community awareness and education) (57.4 percent) 

• Example Census 2000 form (55.2 percent) 

More than half of partners reported receiving each of these types of materials. These were 
materials that were generally applicable across partners' target populations, intended to increase 
awareness (e.g, posters), to educate (e.g., fact sheets and handbills), and to increase the 
likelihood of mail response (e.g., example Census 2000 form). 

Partnership materials reported received by the fewest organizations were: 

• Complete Count Committee Handbook (23.1 percent) 

• Census-in-Schools materials (22.6 percent) 

• Informational videos about Census 2000 (17.1 percent) 

• Congregational packets (13.6 percent) 

• "Other" manuals/handbooks (4.3 percent) 
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 Table 3: Receipt, use & helpfulness of each Census 2000 Partnership material 
Weighted Percentages & Wilson's Confidence Intervals 

Received Did Not If received and used, how helpful was it? 
the Use It 

Material1 Not A Little Moderately Very 
Helpful Helpful Helpful Helpful 

Census 2000 Partnership Materials (B1) 

a. Fact sheets 69.2 13.8 1.0 15.6 44.6 38.7 
(67.7-70.7) (12.3-15.5) (0.7-1.5) (13.9-17.5) (42.1-47.1) (36.4-41.1) 

b. Non-English informational materials 43.4 23.8 7.8 15.9 28.4 47.9 
(41.4-45.4) (21.8-26.1) (6.3-9.6) (14.0-17.9) (25.8-31.2) (45.0-50.9) 

c. Handbills munity 
awareness and education) 

57.4 8.4 2.0 16.2 39.3 42.5 
(55.9-58.9) (7.2-9.7) (1.4-2.8) (14.6-18.1) (36.9-41.7) (40.1-44.9) 

d. Posters 70.4 6.3 2.9 17.3 32.3 47.6 
(69.0-71.8) (5.4-7.3) (2.3-3.5) (15.7-18.9) (30.1-34.6) (45.0-50.2) 

e. Informational videos about Census 2000 17.1 24.8 7.6 19.3 32.1 41.0 
(16.0-18.4) (21.4-28.5) (5.4-10.5) (16.1-23.0) (28.3-36.2) (37.3-44.8) 

f. Congregational ation for 
religious organizations) 

13.6 16.9 3.1 17.2 33.9 45.7 
(12.5-14.9) (13.7-20.8) (1.8-5.4) (13.6-21.6) (28.9-39.3) (41.0-50.5) 

g. Census-in-Schools materials 22.6 12.3 1.7 12.5 36.1 49.6 
(21.2-24.0) (10.2-14.8) (0.8-3.6) (10.2-15.3) (32.0-40.5) (45.0-54.3) 

h. Drop-in news articles or newsletters 28.7 12.7 3.7 18.4 37.8 40.1 
(27.3-30.2) (10.9-14.7) (2.4-5.5) (16.2-21.0) (34.6-41.2) (36.8-43.4) 

I. Buttons, pencils, magnets, mugs, key 
chains, etc. (promotional items) 

35.2 5.8 7.4 16.8 29.9 45.8 
(33.7-36.7) (4.6-7.3) (6.0-9.1) (14.8-19.1) (27.1-33.0) (42.7-49.0) 

j. Partner newsletter “Building 
Partnerships” 

30.0 12.6 4.7 24.0 41.1 30.2 
(28.5-31.6) (10.7-14.8) (3.5-6.2) (21.6-26.6) (38.1-44.2) (27.2-33.4) 

k. Census 2000 press releases 37.6 12.8 5.0 20.8 37.9 36.3 
(36.3-38.9) (11.0-14.9) (3.7-6.8) (18.4-23.3) (35.2-40.8) (33.4-39.3) 

l. Example Census 2000 form 55.2 7.5 2.4 11.5 32.8 53.3 
(53.6-56.9) (6.5-8.6) (1.8-3.4) (10.0-13.1) (30.6-35.1) (51.0-55.5) 

comfor (leaflets 

packets (inform

Census 2000 Manuals/Handbooks 2 (B2) 

a. Complete Count Committee Handbook 23.1 15.5 1.4 14.7 40.2 43.7 
(21.9-24.3) (13.2-18.1) (0.8-2.4) (12.2-17.7) (36.9-43.5) (40.0-47.5) 

f. Other manuals/ handbooks (Specify) 4.3 20.9 4.8 10.8 19.5 64.8 
(3.7-5.0) (14.8-28.8) (2.2-10.1) (5.6-19.8) (13.6-27.2) (54.5-74.0) 

1 Missing data were treated as "did not receive." 
2 Items B2 b, c, d, e are in Table 4. 

Three of the materials reported received by the fewest partners were materials with intentionally 
limited distribution. Congregational packets were sent only to churches, and Census-in-Schools 
materials were sent to schools. Distribution of the Complete Count Committee Handbook was 
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limited to Complete Count Committees. These partners were not identifiable through either pre-
survey strata designations or survey demographic item responses; the 23.1 percent represents the 
percent of all respondents who reported receiving it, not the percent of Complete Count 
Committee partners that reported receiving it. 

All manuals and handbooks developed by the Census Bureau were listed on the survey. 
Therefore, we investigated what respondents interpreted as other manuals and handbooks, by 
content analysis (coding open-ended responses into content categories) of "Other" 
manuals/handbooks responses. Partners applied a broader interpretation of the terms 
"Handbooks" and "Manuals" than intended. Their responses indicate that they confused the 
other types of materials and explanations of Census operations supplied by the Census Bureau 
(e.g., fact sheets, packets of information, etc. listed in the previous survey section) with the 
actual handbooks and manuals. They also repeated (or wrote in similar wordings) for the types 
of materials listed in the general materials section of the survey. This may be due to the passage 
of time between use of the materials and when they received the survey. Results of the content 
analysis of "Other" manuals/handbooks responses are contained in Appendix I. 

Table 4: Receipt, use & helpfulness of each Census 2000 Partnership material 
Weighted Percentages & Wilson's Confidence Intervals 

Received Did Not If received and used, how helpful was it? 
the Use It 

Materia1l Not Helpful A Little Moderately Very Helpful 
Helpful Helpful 

For Governor's Liaisons Only2 

1. The Handbook for a Better 
Census: 
Governor’’s Liaisons (B2b) 

83.3 3.0 3.1 28.1 40.6 28.1 
(69.1-91.8) (0.5-15.8) (0.5-16.2) (15.1-46.2) (24.5-59.1) (15.6-45.4) Opportunities for 

For Tribal Government Organizations That Targeted American Indian/Alaska Native Populations3 

2. Tribal Governments Liaison 
Program Handbook (B2c) 

61.9 3.3 3.1 15.0 24.3 57.5 
(47.2-74.6) (1.5-7.3) (0.6-14.7) (7.4-28.1) (13.9-39.0) (39.0-74.2) 

3. Tribal Complete Count 60.2 4.9 2.9 9.6 30.2 57.3 
Committee Handbook (B2d) (45.3-73.5) (1.5-15.1) (0.5-15.4) (4.0-21.6) (17.8-46.5) (39.1-73.6) 

For Organizations Targeting American Indian/Alaska Native Populations 4 

4. American Indian and Alaska 
Native Handbook (B2e) 

12.2 11.2 2.4 9.6 36.3 51.7 
(9.6-15.4) (3.6-30.0) (0.5-10.4) (3.9-21.9) (23.6-51.2) (36.8-66.3) 

1 Missing data were treated as "did not receive." 
2 This material was only sent to Governor's Liaisons. 

3 These materials were only sent to organizations with American Indian/Alaska Native target populations that were also Tribal Government organizations. 

4 This material was only sent to organizations that targeted American Indian/Alaska Native populations. 

Table 4 addresses the same question ?What materials were received?” for three specific groups 
of interest. Most governor’s liaisons (83.3 percent) reported receiving the handbook developed 
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specifically for them. A majority of tribal government organizations reported receiving 
materials sent specifically to them (Tribal Government Liaison Handbook, 61.9 percent and 
Tribal Complete Count Committee Handbook, 60.2 percent). A much smaller percentage (12.2 
percent) of organizations targeting American Indians/Alaska Natives as one of their populations 
reported receiving the American Indian and Alaska Native Handbook. 

4.3.2 Partners use of the materials they received 

Two critical components of supplying materials to partners were to send them materials they 
would use for their efforts to support and promote Census 2000, and to avoid sending them 
materials they would not have a use for. The percentages in the second columns of Tables 3 and 
4 show the degree to which received materials were then not actually used by partners. An 
example is that posters were received by 70.4 percent of the organizations, but 6.3 percent 
reported they didn't use them. The materials with the highest ?Not Used” percentages were: 
videos (24.8 percent of the 17.1 percent of organizations that received them), non-English 
informational materials (23.8 percent of the 43.4 percent that received them), and congregational 
packets (16.9 percent of the 13.6 percent that received them). These higher percentages may 
reflect that partners were better at remembering the more salient/unique types of materials (e.g., 
videos and non-English materials) that they didn’t use. 

Looking at whether handbooks that were received were also used (Table 4), most Governor's 
Liaisons and partners with American Indian/Alaska Native target populations reported that they 
used their handbooks. The ?Not Used” percentages for these materials were moderately low, 
ranging from 3.0 percent for the Governor’s Liaison Handbook to a maximum of 11.2 percent 
for the American Indian and Alaskan Native Handbook. 

4.3.3 Value the partners placed on these materials 

Overall, if partners received a type of material and then used it, they found it to be helpful. 
These findings are illustrated by looking at the distribution of the helpfulness ratings in Tables 3 
and 4. Partners provided a helpfulness rating only if they indicated they received and used the 
material. Looking just at the weighted percentages for users of the materials, the materials that 
were rated the most helpful -- based on a combination of "Moderately Helpful" and "Very 
Helpful" ratings -- were: 

• The example Census 2000 form (86.1 percent) 

• Census-in-Schools materials (85.7 percent) 

• Other manuals/handbooks (84.3 percent) 

• Complete Count Committee Handbook (83.9 percent) 

• Fact sheets (83.3 percent) 
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• Handbills (81.8 percent) 

While all materials were rated as ?Moderately Helpful” or ?Very Helpful” by a majority of 
partners, the materials rated less helpful (e.g., the highest percentage of "Not Helpful" and "A 
Little Helpful" ratings) by one-quarter or more of the partners who used them were: 

• Partner newsletter (28.7 percent) 
• Videos (26.9 percent) 
• Census 2000 press releases (25.8 percent) 

The handbooks developed for the specific population of Governor's Liaisons (Table 4) were 
rated as helpful. All three handbooks developed for partners targeting American Indians/Alaska 
Natives were rated ?Moderately Helpful” or ?Very Helpful” by more than 80 percent of these 
partners. 

4.3.4 Receipt of population-specific materials 

The Census Bureau developed materials in languages other than English for partners targeting 
non-English language groups. To investigate whether partners reported receiving such materials, 
we looked at the “Did you receive this” responses separately for the partner groups that would 
have used non-English materials: Asian and Hispanic. 

Table 5: Receipt, use & helpfulness of non-English informational materials 
Weighted Percentages & Wilson's Confidence Intervals 

Received Did Not If received and used, how helpful was it? 
the Use It 

Material1 Not A Little Moderately Very 
Helpful Helpful Helpful Helpful 

Asian (wn = 9,025) 56.7 7.7 2.4 10.7 27.8 59.1 
(52.4-61.0) (4.4-13.2) (1.1-5.1) (6.7-16.5) (22.5-33.9) (51.8-65.9) 

Hispanic (wn= 19,869) 59.5 7.1 1.6 13.7 26.6 58.1 
(56.3-62.7) (4.9-10.1) (0.8-3.1) (10.9-17.2) (22.8-30.8) (53.7-62.4) 

1 Missing data were treated as "did not receive." 
NOTE: 1) wn = weighted number of partners; 2) the breakout category "Asian" and the category "Hispanic" include any partner that targeted the specified 
population, regardless of whether they also targeted other populations (i.e., the breakouts are not mutually exclusive). 

As shown in Table 5, over half of the partners targeting these groups received population-
specific Non-English materials: 

• 56.7 percent of partners targeting Asian and 

• 59.5 percent of partners targeting Hispanic. 
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These percentages may seem relatively low in comparison to targeted Governors Liaison and 
tribal materials (Table 4). However, these tables do not reflect responses from organizations that 
targeted only Asian or Hispanic populations. The tables report results based on ?mark all that 
apply” target population responses. 

4.3.5 Helpfulness of population-specific materials 

Helpfulness ratings for population-specific materials were examined just for the partners that 
targeted Asian and Hispanic populations. Findings for the population-specific materials were 
similar to findings for the full set of materials: those who received the target population-specific 
materials reported that they were ?Very Helpful.” As in Tables 3 and 4, the percentages in the 
second column show the degree to which received materials weren’t used. Results show that 
about 93 percent of partners that received the materials actually used them. Of the partners that 
used non-English materials, a majority rated them as either ?Moderately Helpful” or ?Very 
Helpful,” as shown in Table 5 (86.9 percent for Asian and 84.7 percent for Hispanic). 

4.3.6 Helpfulness of the partnership materials in achieving Partnership goals 

Partners were also asked to provide an overall rating of how helpful the Partnership materials

were in achieving each of six stated Partnership Program goals (listed in Figure 5). The pattern

of the partners' ratings showed that materials received the highest helpfulness ratings for the

goals related to basic education about the census -- understanding the purpose of Census 2000

and explaining its importance. The materials were rated as less helpful for goals that were more

related to attitudes of the populations partners targeted: trust in the promise of confidentiality

and creating a sense of civic responsibility to be counted. 


Figure 5 shows results for partners that had an opinion. Almost a quarter to a third -- 22 percent

to 31 percent -- responded ?Don't Know” to these items. The percentage of partners who

responded ?Don't Know” for each goal corresponded with the lower ratings: the goals with a

higher percentage of ?Not Helpful” or ?A Little Helpful” ratings also had higher percentages of

?Don't Know” responses.) This pattern may indicate that these goals were less salient to partners

than goals with higher positive ratings and fewer ?Don’t Know” responses. 


The materials were rated highest for ?Explaining the importance of Census 2000”; 83 percent

responded with either ?Moderately Helpful” or ?Very Helpful” ratings. Of the six goals rated,

partners viewed the materials as less helpful for goals related to motivating people to respond,

e.g., ?Instilling trust in the Census Bureau's promise of confidentiality.” This goal had the

highest 

percentage of low ratings (a 36 percent combined total for ?Not Helpful” and ?A Little Helpful”

ratings), and the lowest percentage of ?Very Helpful” ratings (29 percent). The views of the 13

percent that reported the materials were ?Not Helpful” for instilling trust are reflected in

qualitative comments. These comments indicated that some partners felt the program didn’t help

them effectively serve their target population that perhaps had a distrust of government agencies.
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Helpfulness of Census 2000 Materials in Achieving Partnership Goals (Figure 5) 
(Weighted Percentages) 

0% 20% 40% 60% 80% 100% 

Very Helpful Moderately Helpful A little Helpful Not Helpful 

2. Helping them understand the 
purpose of Census 2000 (B3a) 
(DK = 23%) 

1. Explaining the importance of 
Census 2000 (B3b) (DK = 22%) 

5. Increasing their willingness to 
respond to Census 2000 (B3c) 
(DK = 29%) 

4. Creating a sense of civic 
responsibility to be counted in 
Census 2000 (B3d) (DK = 28%) 

6. Instilling trust in the Census 
Bureau's promise of confidentiality 
(B3e) (DK = 31%) 

3. Educating/informing them  about 
the operations of Census 2000 (B3f) 
(DK = 25%) 

Note: DK = weighted percentage of "Don't Know" responses for each item. The graphs exclude these DK responses. 

50% 33% 12% 5% 

42% 36% 15% 7% 

38% 36% 19% 8% 

35% 37% 19% 9% 

34% 40% 17% 9% 

29% 35% 23% 13% 

4.4 Partners' contributions to the partnership 

To this point, we have presented results related to the Census Bureau’s contributions to partner 
organizations. In this section, we present results related to inputs partners made to their 
partnerships with the Census Bureau. 

Each partnering organization could have made either or both of two main types of contributions 
to the partnership. First, they may have conducted or supported one or more of a wide variety of 
activities, within any of four main categories: 

1)	 Publicity Activities, such as using various media to get the Census message out, printing 
and distributing materials for distribution to partner's target population(s), sponsoring 
Census ads, etc. 

2)	 Community Activities, such as holding community meetings and events and canvassing 
neighborhoods to encourage response, etc. 

3)	 Operation Assistance Activities, such as supporting a Questionnaire Assistance Center, 
helping with the Local Update of Census Addresses (LUCA) program, identifying migrant 
camps and providers of services for people not found in conventional housing, etc. 

4) Other Partnership Activities, such as providing a coordinator/liaison, donating floor space 
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for Census activities, donating staff, etc. 

Second, partners may also have contributed financially. Partners were asked to provide 
estimates of the following financial information: 

1) All actual dollars spent to pay for activities to support and promote Census 2000 

2)	 Estimated dollar amount of ?value-added” contributions and donations (such as donations 
of office space, staff time, etc.) 

3) Dollar amount of money received from other organizations to support Census 2000 

4) Dollar amount of money given to other organizations to support and promote Census 2000 

5) Dollar amount explicitly budgeted for Census 2000 

4.4.1 Partner organizations that conducted activities and how many they conducted 

Total Number of Census 2000 Activities Each Partner Conducted (Figure 6) 
All Partners 

2.7%3.5% 
6.5% 

12.3% 

21.0% 
24.8% 

3.8% 

25.5% 

0% 

5% 

10% 

15% 

20% 

25% 

30% 

35% 

40% 

45% 

50% 

Missing 
(wn=21,879) 

Zero (0) 
(wn=3,253) 

1 - 5 
(wn=21,264) 

6 - 10 
(wn=18,043) 

11 - 15 
(wn=10,556) 

16 - 20 
(wn=5,541) 

21 - 25 
(wn=2,965) 

26 - 29 
(wn=2,302) 

Number of Activities Conducted 

Weighted % of 
Partners Conducting 
Activities 

A main finding of the survey is that 70.7 percent of all respondent organizations reported that 

27 



they conducted at least one activity of some type. Of the remaining respondents, 3.8 percent 
explicitly reported on the survey that they conducted no activities, and no activity information 
was provided by 25.5 percent. The distribution in Figure 6 shows that the largest group of 
partners (24.8 percent) conducted one to five activities, with a decrease in the percentage of 
partners that conducted a greater number of activities. Twenty-one percent of partners 
conducted 6 - 10 activities, and the remaining 25.0 percent conducted 11-29 activities. These 
groupings (of number of activities) do not necessarily reflect organizations’ level of effort 
devoted to support Census 2000. 

The missing data responses are partly explained by qualitative comments received. Some 
respondents said they did not know they were part of the Partnership Program. They may have 
received materials but not conducted activities, and left the activities sections of the survey 
blank. 
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4.4.2 Activities that partners conducted 

Table 6: Percentage of all Partners that conducted Census 2000 Activities 
Weighted Percentages 1& Wilson's Confidence Intervals 

Publicity Activities2 (D1) % Community Activities2 (D1) % 
a. Sponsored local radio and TV, press 

conferences, cable, and public service 
announcements (PSAs) 

19.2 a. Held public and in-house meetings 32.6 
(18.0-20.4) (31.1-34.1) 

b.	 Posted web site, Internet, or other 13.3 b. Canvassed neighborhoods 19.7 
electronic media messages (12.2-14.4) (18.3-21.2) 

c.	 Used print media 33.5 c. Held ceremonial kick-offs to publicize 16.4 
Census activities(32.1-35.0) (15.3-17.6) 

d. Included messages in utility bills, phone 13.0 d. Provided assistance to census takers in 31.5 
cards, etc.	 (12.1-14.0) hard-to-enumerate or culturally sensitive (30.0-32.9)

areas 
e. Used non-English printed materials 29.8 e. Distributed Census promotional items at 

meetings/ events 
30.4 

(28.3-31.4) (28.8-32.1) 

f.	 Distributed recruiting information 43.1 f. Conducted a telephone campaign to 8.2 
(41.4-44.9) promote the Census (7.4-9.1) 

g. Printed and distributed materials 37.0 g. Conducted other publicity or community 
activities 

15.0 
(35.4-38.5) (13.8-16.2) 

h.	 Printed Census messages on the 
organization's products, bags, envelopes, 
sales bulletins, etc. 

12.3 

(11.4-13.4) 

Operation Assistance Activities2 (D2) % Other Partnership Activities2 (D3) % 

a. Supported a Questionnaire Assistance 
Center 

33.5 a. Provided a Census coordinator or liaison 37.7 
(32.0-35.0) (36.0-39.4) 

b.	 Provided space for placement of blank "Be 40.2 b. Sponsored events, exhibits, parades, 18.1 
Counted" questionnaires (38.9-41.5) speeches, etc. (16.8-19.4) 

c. Identified unusual housing units 17.3 c. Participated in panel discussions, 
meetings, teleconferences, consulting, etc. 

17.7 
(16.2-18.4) (16.5-18.9) 

d.	 Participated in the Local Update of Census 
Addresses, address list review, map 

21.8 d.	 Donated office or floor space for Census 
training, testing, or promotional activities 

39.5 
(20.6-23.1) (37.8-41.1)

updates, etc. 
e. Identified migrant camps 7.7 e. Donated staff 24.6 

(7.0-8.5) (23.4-25.9) 

f.	 Provided the Census Bureau with a list of 
places providing services for people 

17.1 f.	 Established Complete Count Committee 
and conducted activities 

14.4 
(16.0-18.2) (13.4-15.6)

without conventional housing 
g. Conducted other Census operation 

assistance activities 
10.4 g. Conducted other Census 2000 support 

activities 
8.2 

(9.4-11.4) (7.4-9.1) 
1 Missing data were treated as "did not conduct the activity." 
2 Activities are slightly abbreviated from survey wording. 
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Table 6 presents percentages (with confidence intervals) of all partners that reported they 
conducted each activity, for all four main categories of activities: Publicity Activities, 
Community Activities, Operation Assistance Activities, and Other Partnership Activities. There 
was no single activity that even half of all partners reported that they conducted. It is important 
to note that certain activities were only applicable to certain types of organizations (e.g., 
?Established Complete Count Committees and Conducted Activities” was a local government 
activity). There was no one main category for which the percentages of partners conducting the 
activities were uniformly high or low. 

Across all four categories of activities, the five activities conducted by the most partners were: 

• Distributed recruiting materials (43.1 percent) 

• Provided space for blank ?Be Counted” questionnaires (40.2 percent) 

•	 Donated office or floor space for Census training, testing, or promotional activities (39.5 
percent) 

• Provided a Census coordinator or liaison (37.7 percent) 

•	 Printed and distributed materials (newsletters, brochures, posters, Census flyers tailored to 
community) (37.0 percent) 

Across all four categories of activities, the five activities conducted by the fewest partners were: 

• Printed Census messages on the organization's products (12.3 percent) 

• Conducted Other Census 2000 operations assistance activities (10.4 percent) 

• Conducted Other Census 2000 support activities (8.2 percent) 

• Conducted a telephone campaign to promote the Census (8.2 percent) 

• Identified migrant camps (7.7 percent) 
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4.4.3 Value that partners placed on the activities they conducted 

Table 7: Mean helpfulness of activities -- All Partners 
Weighted Means & Standard Errors1 

Publicity Activities2 (D1) Mean/S.E. Community Activities2 (D1) Mean/S.E. 
a.  Sponsored local radio and TV, press 

conferences, cable, and public service 
announcements (PSAs) (DK = 19%) 

3.46 a. Held public and in-house meetings 
(DK = 11%) 

3.45 
0.03 0.02 

b. 	Posted web site, Internet, or other 
electronic media messages (DK = 34%) 

3.16 b. Canvassed neighborhoods (DK = 16%) 3.47 
0.05 0.03 

c. Used print media (DK = 13%) 3.36 c. Held ceremonial kick-offs to publicize 
Census activities (DK = 20%) 

3.44 
0.02 0.04 

d. 	Included messages in utility bills, phone 
cards, etc. (DK = 30%) 

3.32 d. 	Provided assistance to census takers in 
hard-to-enumerate or culturally sensitive 

3.42 
0.04 0.02 

areas (DK = 14%) 
e. Used non-English printed materials 

(DK = 17%) 
3.40 e. Distributed Census promotional items at 

meetings/ events (DK = 14%) 
3.43 

0.02 0.02 

f. 	 Distributed recruiting information 3.32 f. Conducted a telephone campaign to 3.41 
(DK = 13%) 0.02 promote the Census (DK = 36%) 0.05 

g. Printed and distributed materials 
(DK = 12%) 

3.43 g. Conducted other publicity or community 
activities (DK = 23%) 

3.56 
0.03 0.04 

h. 	Printed Census messages on the 
organization's products, bags, envelopes, 
sales bulletins, etc. (DK = 27%) 

3.41 

0.04 

Operation Assistance Activities2 (D2) Mean/S.E. Other Partnership Activities2 (D3) Mean/S.E. 

a. Supported a Questionnaire Assistance 
Center (DK = 12%) 

3.26 a. Provided a Census coordinator or liaison 
(DK = 10%) 

3.46 
0.03 0.02 

b. 	Provided space for placement of blank "Be 3.26 b. Sponsored events, exhibits, parades, 3.55 
Counted" questionnaires (DK = 15%) 0.02 speeches, etc. (DK = 15%) 0.03 

c. Identified unusual housing units 
(DK = 23%) 

3.36 c. Participated in panel discussions, 
meetings, teleconferences, consulting, etc. 
(DK = 17%) 

3.47 
0.03 0.03

d. 	Participated in the Local Update of Census 3.48 d. Donated office or floor space for Census 3.48 
Addresses, address list review, map 0.03 training, testing, or promotional activities 0.02
updates, etc. (DK = 22%) (DK = 13%) 

e. Identified migrant camps (DK = 43%) 3.35 e. Donated staff (DK = 13%) 3.51 
0.07 0.03 

f. 	 Provided the Census Bureau with a list of 3.37 f. Established Complete Count Committee 3.52 
places providing services for people 0.03 and conducted activities (DK = 20%) 0.04
without conventional housing (DK = 28%) 

g. Conducted other Census operation 
assistance activities (DK = 36%) 

3.64 g. Conducted other Census 2000 support 
activities (DK = 37%) 

3.50 
0.04 0.07 

1 Standard error is displayed below the mean. 
2 Activities are slightly abbreviated from survey wording. 
NOTE: Helpfulness scale (1 to 4). 1 = Not helpful, 4 = Very helpful

DK = weighted percentage of "Don't Know" responses for each item. Means exclude these DK responses.
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We calculated the mean helpfulness across all partners for Publicity Activities, Community 
Activities, Operation Assistance Activities, and all activities (a total of 29 activities). These 
means were all above the 3.0 ?Moderately Helpful” level of the four-point scale. These results 
indicate that, overall, partners were positive about the activities they conducted, and felt that the 
activities were helpful in achieving their organization's Partnership Program goals. If partners 
said they did an activity, they tended to rate it as helpful (moderately or very). Partners rated the 
helpfulness of activities similarly within each of the three categories of activities, as shown by 
these category means and their corresponding weighted, standardized Cronbach's alpha 
(indicating the level of internal consistency reliability; see Appendix D): 

• 3.29 for Publicity Activities (Cronbach's alpha for the eight activities = .92) 

• 3.34 for Community Activities (Cronbach's alpha for the seven activities = .92) 

• 3.28 for Operation Assistance Activities (Cronbach’s alpha for the seven activities = .92) 

• 3.28 for All Activities (Cronbach's alpha for the 29 activities = .97) 

Mean helpfulness ratings were calculated across all partners for each of the 29 separate activities 
within the categories of Publicity Activities, Community Activities, Operation Assistance 
Activities, and Other Partnership Activities. All mean ratings were above the 3.0 ?Moderately 
Helpful” level of the scale, indicating that across all partners, every activity on average was 
considered to be at least ?Moderately Helpful” in achieving Partnership Program goals. The 29 
activity helpfulness means ranged from 3.16 to 3.64 on a four-point scale. (Means are shown in 
Table 7 along with standard errors. The smaller the standard error, the more reliable the mean 
estimate is.) 

Looking at the means for individual activities for each of the four main categories of activities, 
all seven of the Other Partnership Activities had high means (ranging from a low of 3.46 to 
3.55), with the Publicity Activities means just slightly lower, from 3.16 to a high of 3.46. 
Partners rated Other Partnership Activities consistently higher; as a group, these activities were 
more highly valued. 

Individual activities that were most instrumental in reaching partners' target population(s) were: 
sponsoring or conducting types of events that were very visible to lots of people (i.e., ?Sponsored 
events, exhibits, parades, speeches, etc.”), having partner staff assist with activities (?Donated 
staff”), and forming and operating the high level Complete Count Committees. 

Specifically, the activities with the highest mean helpfulness ratings were: 

• Conducted other Census Operations Assistance Activities (mean = 3.64, S.E.= .04) 

• Conducted other Community Participation Activities (mean = 3.56, S.E = .04) 
• Sponsored events, exhibits, parades, speeches, etc. (mean = 3.55, S.E. = .03) 
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•	 Established Complete Count Committee and conducted activities (mean = 3.52, S.E. = 
.04) 

• Donated staff (mean = 3.51, S.E. = .04) 

• Conducted other Census 2000 Support Activities (mean = 3.50, S.E. = .07) 

This listing shows that all three ?Conducted other…activities” items received very high mean 
ratings, indicating that relative to the majority of the standard activities on the survey (which all 
respondents had an opportunity to rate), these other activities were rated as more helpful. 

We conducted a content analysis of the write-in responses to determine what types of activities 
received these high ratings. A total of 2,560 write-in responses were made across the three items 
that elicited ?Other” activities conducted. After coding these to also capture multiple activities 
mentioned by partners, the total of coded activities was 2,772. Half of the write-in comments 
corresponded closely with existing listed survey activities. 

The additional write-in activities included networking and informal presentation efforts; display 
methods; various types of community, neighborhood, school-based, church-based, or social 
events/programs; large-scale parties or celebrations; methods of directly assisting with 
completing forms; and connecting Census with community resources. 

Because respondents took the time to write in these responses, we assume partners thought that 
they: (1) hadn't already rated them in the course of responding to the survey items, and/or (2) 
needed to provide a more detailed answer because it was qualitatively different from items 
already listed. Examples of frequently-mentioned additional activities, by activity category, are: 

Publicity Activities 

•	 Made announcements, presentations at organization's or target population's regular 
meetings (e.g., included as an agenda item) (n = 195) 

• Put up displays, signs, banners, murals, etc. in public places; outdoor advertising (n = 78) 

Community Activities 

•	 Organized a community/social/neighborhood event or program to increase awareness (n = 
143) 

• Conducted a school-based or youth-related event/outreach activity (n = 123) 

• Held a fair, carnival, festival, rally, etc. to publicize Census message (n = 110) 
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• Conducted a church-based event, outreach activity, or program (n = 92) 

Operation Assistance Activities 

•	 Assisted with activities related to recruiting, testing, and/or training of workers and/or 
volunteers, e.g., to connect target population with Census jobs (n = 90) 

•	 Assisted (directly) or conducted demonstrations to assist people with completing their 
Census forms (n = 47) 

Other Partnership Activities 

•	 Networked with organizations, connected Census employee with community 
groups/organizations, encouraged other organizations to participate, etc. (n = 38) 

The results of the content analysis for all ?Other Specify” activities are listed in Appendix J. 

4.4.4 Percentage of organizations that made financial commitments 

Table 8: Financial contributions to support and promote Census 2000 
Weighted Percentages 1 & Wilson's Confidence Intervals 

% Yes 2 

1. Organization spent dollars to pay for activities to support and promote Census 2000 (E1) 16.4 
(15.3-17.5) 

2. Organization made "in-kind" contributions and donations (e.g., staff time, office space, equipment 33.8 
usage, etc.) (E2) (32.2-35.4) 

3. Did your organization receive funds from other organizations to support and promote Census 
2000? (E4) 

3.6 
(3.1-4.1) 

4. Did your organization give funds to other organizations to support and promote Census 2000? 1.4 
(E5) (1.1-1.7) 

5. Ahead of time, did your organization explicitly budget or set aside funds for Census 2000? (E6) 2.6 
(2.1-3.1) 

1 Missing data were treated as a response of "No" to these items. 
2 "% Yes" for items 1 and 2 reflect the percentages of partners who reported non-zero dollar amounts. 

Relatively few of the partners responded that they made the various types of financial 
contributions to the partnership. As mentioned in the Limits section, respondents may have been 
unwilling to take the time to develop estimates (e.g., by making phone calls to verify dollar 
estimates, consulting calendars or documents) for these items. Also, the respondents may not 
have been the most knowledgeable person (about financial data) in the organization. Only 18.6 
percent of respondents reported that they referred to records to provide estimates of money spent 
and value of donations. Some of the partners may have had difficulty attaching a dollar value to 
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their contributions for reasons such as promoting and supporting the census was an expected 
organizational activity, or within the realm of the organization's mission. We consider the 
reports of financial contributions to be rough estimates at best. The estimates may also be low if 
partners didn’t remember to include values for donated staff time and other resources. 

Across the five financial items (listed above), one-third of partners (33.8 percent) reported 
making ?value-added” contributions and donations, as shown in Table 8. Only 16.4 percent of 
respondents reported dollar amounts that their organizations spent. Percentages of partners that 
received funds, gave funds, or budgeted funds for Census 2000 support were very small, 3.6 
percent, 1.4 percent, and 2.6 percent, respectively. For the weighted percentages in Table 8, 
missing data were treated as a response of ?no” to these items since many survey participants left 
these items blank (as mentioned in the Limits Section). There was a very large percentage of 
missing data for all financial items, ranging from 49.7 percent for Spent Dollars to 98.8 percent 
for Gave Funds (1.4 percent answered ?Yes” to Gave Funds, but 0.2 percent neglected to write in 
the dollar amount of funds given). 

4.4.5 Financial contributions and donations that partners made to the partnership 

Table 9: Dollar estimates for financial contributions to support and promote Census 2000 
Weighted Medians & Totals 1 

Median Range Weighted Total 90% Unweighted Weighted 
(50th (standard Confidence N N 

percentile) error) Interval of 
Across All Weighted 
Partners Total 

1. Dollars spent to pay for 
activities to support and 
promote Census 2000 (E1) 

$0 $0 --
$24,700,000 

$168,904,941 
($34,221,487) 

$112,610,595 
to 

$225,199,287 

4,727 42,487 

2. Dollar value of "in-kind" $375 $0 -- $374,064,445 $196,822,591 4,887 43,144 
contributions and donations 
(e.g., staff time, office 
space, equipment usage, 
etc.) (E2) 

$20,017,000 ($107,745,808) to 
$551,306,299 

3. Funds received from other 
organizations to support and 
promote Census 2000 (E4) 

$4,000 $0 --
$1,750,000 

$78,927,216 
($16,577,026) 

$51,658,008 
to 

$106,196,424 

498 2,730 

4. Funds given to other $3,000 $0 -- $52,986,994 $10,215,717 219 1,045 
organizations to support and 
promote Census 2000 (E5) 

$20,785,000 ($26,000,776) to 
$95,758,271 

5. Funds explicitly budgeted 
or set aside ahead of time 
for Census 2000 (E6) 

$5,000 $0 --
$24,700,000 

$91,420,487 
($29,849,685) 

$42,317,755 
to 

$140,523,219 

362 1,787 

1 All estimates include partners who responded "zero" to these items. 

As shown in Table 9, we calculated a median value for each type of financial 
contribution/donation. We reported medians because they are less influenced by extreme values 
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than means, and the database contained one or more high-end values (e.g., $20 million, $24 
million as shown in the range column). Based on these medians, it appears that partners 
contributed more in terms of in-kind contributions (median of $375) than actual dollars (median 
of zero dollars). 

The medians for the other three financial items are based on smaller numbers of responses, as 
shown earlier in Table 8. The only conclusion that can be drawn is that few partners gave 
money to organizations or received money, and few partners budgeted money (planned ahead 
and set aside funds) for Census 2000 efforts. 

To determine the median dollar amounts spent and the value of in-kind contributions of partners 
that reported non-zero dollar amounts, we restricted weighted median calculations to cases with 
non-zero dollar amounts. We calculated these weighted medians for two financial items: actual 
dollars spent and value of in-kind contributions. As expected, the adjusted weighted medians are 
higher than those reported in Table 93 as follows: 

• Actual dollars spent: $650 (unweighted N = 2,027; weighted N = 14,064) 

•	 In-kind contributions and donations: $1,000 (unweighted N = 3,496; weighted N = 
29,012) 

Medians were not adjusted for the remaining three financial items because they would not have 
changed. (Respondents were only to report a dollar value if they first answered "Yes" to a 
screening question indicating that they had received/given/budgeted funds. 

We also calculated a second and additional adjustment for dollars spent based on the assumption 
that some respondents may have "double counted" dollars across the two items of dollars spent 
(first row of Table 9) and funds given to other organizations (fourth row of Table 9). 
Respondents might have reported funds given to other organizations and also included those 
amounts in their estimates for dollars spent. To estimate unduplicated dollars spent, we 
subtracted the total funds given amount from the total dollars spent amount. The result of this 
unduplicated adjustment was that the weighted total was adjusted downward to $116 million. 

•	 Actual unduplicated total dollars spent - $115,917,947 (90% confidence interval: 
$16,852,324 to $214,938,570) 

We estimated the weighted unduplicated total’s 90% confidence interval very conservatively. 
For example, we estimate the unduplicated total’s lower bound by subtracting the 90% upper 
bound funds given ($52,986,994 + (1.645*(26,000,776))= $95,758,271 upper bound funds 
given) from the 90% lower bound total funds spent ($168,904,941 -

3estimates in Table 9 included partners that reported ?0” dollars 
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(1.645*34,221,487))=$112,610,595 lower bound total funds spent) to estimate the unduplicated 
total lower bound of $16,852,324.” 

Also included in Table 9 are weighted totals for each of the financial items. The third column in 
the table lists the standard error with the weighted total for each financial item.  The fourth 
column in the table lists the confidence interval of the weighted total for each financial item. 

The confidence intervals are wide, another indication that there was wide variation in reported 
values for each of these financial items. 

Given the wide variation and level of missing data, the best interpretation of these data is that the 
weighted totals represent a low end estimate for each financial item across all partners. These 
findings indicate that partners supported and promoted Census 2000 most through donations and 
in-kind contributions. The low end in-kind contribution value of $196 million was more than 
actual dollars reported spent ($112 million). The last two columns show numbers of 
organizations (unweighted, as well as weighted) that were included when calculating the totals 
for these financial items. 

4.5 Helpfulness of procedures and processes used to facilitate the work relationship 

The third component of the Partnership Model, Linkages, focuses on the types of processes 
and/or procedures that partners put into place to further the aims of the partnership. In the 
context of the Partnership Program, linkages were defined as the procedures and processes 
actually in place to facilitate or accomplish interactions between the Census Bureau and its 
partners. These linkages were of three types: 

1)	 Liaisons: both the Census Partnership Specialists and the coordinator/liaison provided by 
an organization, if there was one, 

2)	 Direct Census support: support the Census Bureau provided for partner-conducted 
activities, or any actual participation by Census staff in partner activities, and 

3)	 Dissemination of materials: the process in place to provide an adequate supply of 
materials and to supply them when they were needed. 

Partners’ ratings for all three of the processes used to facilitate the partnership were positive. 
Partners were most positive about the process for supplying English partnership materials (79 
percent) and the Census Partnership specialists (70 percent); specific results are presented in 
detail in the following sections. The pattern of results shows that linkages that were in place 
worked well for partners that used them. 
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4.5.1 Level of helpfulness of Census support to partners 

Processes Linking Census and Partners (Figure 7) 
(Weighted Percentages) 

Strongly Agree/Agree Neither Strongly Disagree/Disagree 

1. The Partnership Specialist/Census staff member was 
helpful in assisting my organization's promotion of Census 
2000 to our target population(s) (C2a) 
(DK = 19%) 

4. English partnership materials arrived in 
time for us to use them (B4b) 

3. Census staff participation (exhibits, 
conferences, parades, or community-sponsored cultural 
events ) was helpful (C2d) (DK = 29%) 

2. Census support (for presentations, 
meetings, or timelines) was helpful (C2c) (DK = 25%) 

5. My organization received an adequate supply of 
partnership materials (B4c) 

6. Non-English partnership materials arrived in time 
for us to use them (B4a) 

Note: DK = weighted percentage of "Don't Know" responses for each item. The graphs exclude these DK responses. 

70% 20% 11% 

64% 25% 11% 

55% 31% 14% 

79% 13% 8% 

74% 11% 15% 

62% 21% 17% 

Figure 7 presents percentages of partner agreement with statements about the helpfulness of the 
Census Partnership Specialists and direct support. These results are based on responses of 
partners who had an opinion (?Don't Know” responses were excluded from these analyses). 

Overall, most partners responded positively about the linkage processes; the sum of ?Agree” and 
?Strongly Agree” ratings ranged from 55 percent - 79 percent for these six items. The negative 
ratings were all below 17 percent (combined ?Strongly Disagree” and ?Disagree” ratings) 

Specific findings were that: 

•	 The majority of partners (70 percent) reported that Census Partnership Specialists were 
helpful in assisting them to promote Census 2000. 

•	 More than half of the partners reported that the direct Census support was helpful. 
Support for activities was helpful (64 percent Agree); Census participation was helpful to 
a lesser degree (55 percent). 

Partnership Specialists were also mentioned frequently in qualitative comments. These 
comments indicated that these liaisons were friendly, pleasant, and courteous to deal with, as 
well as competent and informative. 
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4.5.2 Partners receipt of adequate supply of materials 

Figure 7 also shows results related to partner opinions about the timeliness and adequacy of the 
supply of partnership materials. A majority of partners agreed that English materials arrived on 
a timely basis (79 percent) and that they received an adequate supply of these materials (74 
percent). Overall, partners were satisfied with the process in place to furnish them with 
Partnership materials. 

4.5.3 Partners receipt of language-specific printed materials 

As shown in Figure 7, partners responded that non-English partnership materials arrived in a 
timely manner. Sixty-two percent of respondents that had an opinion agreed that these materials 
arrived in time to use them. However, of the set of six linkage items, more partners expressed a 
negative opinion (17 percent disagreed with the statement) about the timeliness of Non-English 
materials. The timeliness issue was also mentioned in qualitative comments. Comments 
indicated that in some cases these materials arrived too late for optimum use with their target 
population, and/or that more materials were needed. 

4.5.4 Helpfulness of Census Coordinators or Liaisons to partners in achieving 
Partnership Program goals 

Helpfulness of Census Coordinator or Liaison (Figure 8) 
(Weighted Percentages) 

2% 

Very Helpful Moderately Helpful A little helpful Not helpful 

Provided a Census coordinator or 
liaison (37.7% did activity) (D3a) 
(DK = 10%) 

Note: DK = weighted percentage of "Don't Know" responses for each item. The graph excludes these DK responses. 

59% 29% 10% 

Figure 8 shows partner opinions about the helpfulness of the coordinators or liaisons their 
organization provided to work with the Census staff. These responses are based on the 37.7 
percent (weighted percentage) of partners that reported they provided a coordinator/liaison. 
Eighty-eight percent of partners responded that their coordinator or liaison was helpful (59 
percent ?Very Helpful” and 29 percent ?Moderately Helpful”) in achieving the organization’s 
partnership goals. Only two percent responded that the coordinator/liaison was ?Not Helpful.” 
This finding may be overly positive (inflated ratings), if we assume that in some cases the 
contact person who responded to the survey was the same person who served as that 
organization’s liaison. 
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4.6 Satisfaction of partners with their participation in the Partnership Program 

Three survey items assessed partners’ opinions about how well “intermediate outcomes” of 
participation in the partnership were achieved (see Figure 9). These items were worded to ask 
about what the Partnership Program did for the organization’s target population – an 
intermediate step in (1) increasing a target population's awareness of the Census and (2) 
increasing that target population's willingness to respond. 

Satisfaction with Partnership Program Goals (Figure 9) 
(Weighted Percentages) 

0% 20% 40% 60% 80% 100% 

Strongly Agree/Agree Neither Strongly Disagree/Disagree 

1. The Partnership Program increased our target 
population's understanding about the value of 
their participation in Census 2000 (C2f) (DK = 
23%) 

3. The Partnership Program helped my 
organization to minimize our target population's 
fear of providing information to the government 
(C2g) (DK = 27%) 

2. The Partnership Program helped my 
organization to more effectively reach its target 
population (C2e) (DK = 24%) 

Note: DK = weighted percentage of "Don't Know" responses for each item. The graphs exclude these DK responses. 

72% 19% 9% 

67% 22% 11% 

60% 27% 13% 

As shown in Figure 9, a majority of partners who had an opinion agreed with these goal 
statements, indicating that the Partnership Program helped them to reach their goals for 
participating. As described in a previous report section, the goal of minimizing the target 
population's fear was realized to a lesser extent (depicted by a lower Agree percentage -- 60 
percent) relative to other goals of ?…to more effectively reach the target population” (67 percent 
Agree) and ?… increased our target population’s understanding about the value of their 
participation in Census 2000” (72 percent ?Agree”). 

4.7 Partners willingness to partner with the Census Bureau again 

The survey included one item to assess overall satisfaction with the Partnership Program. The 
objective was to determine partners' behavioral intent to participate with the Census Bureau 
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again. (This item is analogous to a customer satisfaction context where the objective is to assess 
customer intent to make a repeat purchase.) The partners were asked to what degree they agreed 
or disagreed with the statement “I would encourage my organization to participate as a Partner 
with the Census Bureau in future endeavors.” Again, “Don’t Know” responses were excluded to 
determine the opinions of those who felt most qualified to evaluate the program. 

An overwhelming 84 percent of partners that expressed an opinion were positive about their 
intent to participate as partners again. As shown in Figure 10, only six percent indicated by their 
responses that they do not wish to participate again, and ten percent were neutral. This is a 
strong indication that, from the partners' viewpoint, the program was an overall success. 

Partners Agreeing That "I would encourage my organization to participate as a 
Partner with the Census Bureau in future endeavors" (Figure 10) 

(Weighted Percentages) 

Strongly Agree/Agree Neither Strongly Disagree/Disagree 

I would encourage my organization to 
participate as a Partner with the Census 
Bureau in future endeavors (C2b) (DK = 
14%) 

Note: DK = weighted percentage of "Don't Know" responses for each item. The graph excludes these DK responses. 

84% 10% 6% 

Using correlational analysis, we investigated the relationship between partners’ ratings of main

components (Materials and Activities) of the Partnership Program and their overall satisfaction

with the Program. One analysis was conducted to determine the correlation between partners’

average ratings of helpfulness of materials and their willingness to encourage their organization

to partner with the Census Bureau in the future. A second analysis was conducted to investigate

the correlation (i.e., r) between average ratings of helpfulness of activities and willingness to

partner in the future. A correlation coefficient (r) is a number between -1 and 1 which measures

the degree to which two variables are linearly related.


The findings were similar for activities and materials. The higher the partners’ average ratings

of helpfulness (of activities or materials), the more likely they were to be willing to encourage

their organization to partner with the Census Bureau in the future r = .44 for helpfulness of

activities, 

r = .40 for helpfulness of materials, both statistically significant at p<.0001).


Due to the large sample size, almost all of the linear relationships between specific

materials/activities and willingness to partner again were significant. The magnitudes of the

relationships were then examined to see if any were relatively larger or smaller than others. The
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overall finding is that the helpfulness of all 29 partnership activities and 16 of the 17 partnership 
materials were positively related to willingness to encourage partnering with the Census Bureau 
in the future. (The relationships for the remaining two types of materials were probably weaker 
due to the small sample size.) The ranges of the correlations with willingness to encourage 
partnering with the Census Bureau in the future are as follows: 

• Helpfulness of 29 partnership activities: all statistically significant correlations 

Range of Correlations: From r=.18, p<.0001 for ?identified migrant camps” to r=.41, 
p<.0001 for ?Printed Census messages on my organization’s products, bags, envelopes, 
sales bulletins, etc.” 

• Helpfulness of 17 partnership materials: 16 out of 17 statistically significant correlations 

Range of Significant Correlations: From r=.11, p<.06 for “American Indian and Alaska 
Native Handbook” to r=.39, p<.0001 for ?Congregational packets (information for 
religious organizations)” 

4.8 Results of analysis of partner comments 

4.8.1 Qualitative data collected and how they were analyzed 

In addition to collecting opinion data through quantitative survey items, we also elicited 
qualitative responses from respondents. On the final section of the survey, respondents were 
given the opportunity to provide open-ended comments related to the following three content 
areas: 

1) Positive aspects of the program; 

2) Areas for improvement; and 

3)	 Reasons why the program may not have helped partners effectively serve their target 
population(s). 

Sixty-two percent of the respondents (n= 5,641) provided some type of write-in comment, 
ranging in length from several words to very extensive explanations. As the first step in coding 
these open-ended comments into content categories, we reviewed a subset of comments to 
identify any additional emergent content areas. We discovered that partners also provided 
negative comments -- issues and problems related to Census operations or to the Partnership 
Program. (We also identified two additional content areas of "General comments/non-
evaluative" and "Uninterpretable/Irrelevant." We did not analyze in further detail any specific 
comments of these two types.) 

We developed an additional category level that applied across all four main content areas (the 
three main content areas listed above plus negative comments). All four of the content areas had 
the following category structure: 
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• Census Operations 

• Planning 

• Staffing 

• Materials 

• Financial Resources 

• Coordination/Communication with/by Census 

• Coordination/Communication with Target Population 

•	 General comments about the conduct of Census 2000 (e.g., the form itself, the count, 
money spent) 

Several additional categories were applicable to one or another of the main areas listed above. 
These categories (listed by main area) were: 

1) Positive aspects of the program: Praise for the Partnership Program and its components 

2) Areas for improvement: Census 2000 Promotions; Target/educate specific population(s) 

3)	 Negative comments about Census 2000: Complaints about the program and its 
components or about Census operations 

We coded the full set of comments to reflect specific themes within the two-level category 
structure described above. We split many comments because they contained segments that fit 
into two or more of the categories. Once split, we also coded many comment segments with 
multiple codes to capture the different specific themes they contained. 

We coded negative comments separately during the coding process. However, for the purposes 
of reporting results and making recommendations, we treated them as negatively worded 
suggestions for improvement (i.e., make a change, so as to avoid the issue or situation in the 
future). All themes presented in the following sections are based on numerous comment 
segments, ranging from 10 to 200 mentions. Suggestions or issues raised in only one or a few 
comment segments are not reported here. Specific quotes are included for some of the themes as 
examples of the sentiments that partners expressed. We also provide unweighted counts in 
parentheses to convey the relative frequency of these themes. 

4.8.2 What partners viewed as the positive aspects of the Partnership Program 
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One third (33.8 percent) of the comment segments coded into the four main categories were 
positive in nature. For each major category, the most common themes expressed in these 
positive comments were: 

Census Operations: 
• Hiring of local enumerators was a positive factor (29) 
•	 Address and map update efforts were helpful (24) (e.g.,"The most important thing for the 

next census is the LUCA program, without it, the battle is lost before it starts.") 

Staffing: 
• Census Partnership Specialists were helpful, friendly, pleasant, courteous, etc. (182) 
• Census Partnership Specialists were competent, knowledgeable, informative, etc. (131) 
• Census workers/takers did their jobs well (89) 

Materials: 
• Materials in general were relevant, helpful, etc. (130) 
• Promotional materials were well liked (66) 
•	 Population-specific materials were very useful (50) (e.g., "Any partnership material 

geared towards students was helpful.") 

Coordination/communication with/by Census: 
• Good local support was provided by local Census office (105) 
• Partner felt that there was a good working relationship with Census liaison/staff (50) 

Coordination/communication with target population(s): 
• Program provided a good channel for communicating with/serving target population (89) 
• Having Census materials helped partner to communicate with/serve target population (76) 
•	 Partner's involvement with Census program increased partner's credibility and/or Census 

Bureau's credibility (28) 

Praise for the Partnership Program and its components: 
•	 Program helped to: increase level of awareness of target population, educate them about 

the census, increase people's trust in the Census Bureau and/or its operations (150) 
• Partner willing to participate again (102) 
• Program increased community involvement, reached people in the community (93) 
•	 Program in 2000 was a better effort than outreach efforts during previous census years 

(78) 
• Partner achieved purpose(s) for participation (63) 
•	 Program targeted special populations (53) (e.g., non-English speakers, immigrants, 

schools, etc.) 
• Program increased or improved the count (45) 
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4.8.3 Recommendations partners made for improving future efforts with the Census Bureau 

By major category, themes that occurred most frequently in the improvement comments (35.9 
percent of the comments) and in the negative comments (22.9 percent of the comments) were as 
follows. The counts listed for each theme reflect the sum of the number of mentions for 
improvement comments and negative comments. 

Census Operations: 
•	 Allow for delivery of Census forms to P.O. boxes (vs. requiring street addresses), to reach 

more people via mail contact and reduce the volume of delivery problems (82) 
•	 Maintain some type of awareness/education program between census cycles, maintain 

communications from the Census Bureau to U.S. residents (60) 
•	 Put more (and early) effort into updating addresses, improving the accuracy of zip codes, 

etc. (59) 
• Coordinate more closely with local post offices (27) 

Planning: 
• Start the planning process earlier, get partners involved earlier (217) 
• Increase the involvement/planning at the local/community level (198) 

Staffing: 
•	 Improve the process for hiring enumerators; hire enumerators from the communities to be 

counted (114) 
• Provide more training for Census staff and volunteers (76) 
•	 Make changes in the way that Partnership Specialists are hired, trained, assigned, or in the 

length/breadth of assignment (58) (e.g., "Assign Partnership Specialists to entire cities, not 
to zip codes," and "Hire more Partnership Specialists.") 

Materials: 
• Send information/materials sooner (267) 
•	 Send an appropriate supply of materials to partners (243) (in most cases, more materials, 

in other cases, fewer materials, e.g., "Big waste of money on materials.") 
• Provide materials in more languages (86) 
• Target materials to better fit the partner and its target population(s) (82) 
•	 Provide a catalog of available materials to partners so that they can order specific types 

and quantities of materials (30) 

Financial Resources 
•	 Provide more funding/grants from the Census Bureau to partners, since many do not have 

other funding sources (136) 
•	 Provide reimbursements to vendors in a timely manner (in situations where partners use 

vendors that are promised reimbursement with in-kind funds) (23) 
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Coordination/communication with/by Census: 
•	 Improve the level and frequency of communications between local Census offices and 

partners (423) 
•	 Make sure partners are aware they are in the Partnership Program, that what they do is 

considered a partnership activity (135) 
•	 Ensure that information is related to partners consistently over time and by different 

Partnership Specialists (after liaison change) or levels of Census offices (52) 
•	 Increase the coordination among levels of Census Bureau staff (34) (e.g., national and 

local) 

Census promotions: 
• Use a new [unique/suggested] marketing or outreach strategy (116) 
• Give more presentations (by Census staff to partners' target population(s)) (36) 

Target/educate specific population(s): 
• Do more to target minorities, specific groups (30) 
• Do even more to educate school children (24) 

4.8.4 Reasons partners had for why the Partnership Program may not have helped them to 
effectively serve their target population(s) 

Relatively few of the comments (7.4 percent) specifically addressed underlying program-related 
reasons for not effectively serving the target population(s). The key themes of these comments, 
with unweighted counts, were: 

Planning: 
•	 There was not enough planning of specific approaches/details for reaching the target 

population(s) (14) 

Staffing: 
•	 Too few of the target population were hired to effectively reach and communicate with 

that population (25) 

Materials: 
• Materials needed to be in a specific language (57) 
• Materials arrived too late to be of optimum use with target population (38) 

Resources (Financial and Human): 
•	 Partner didn't have enough time to devote to carrying out partnership activities; activities 

conflicted with workload (39) (e.g., "At the time our school received census information, 
we were in a 'crunch time'.") 

•	 Partner had budget constraints, didn't have financial resources to devote to the program 
(26) 
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Coordination/communication with/by Census: 
• Census Bureau didn't provide enough support/information (62) 
•	 Census staff didn't modify approach to fit the partner's view of the context and how best to 

proceed (45) 
•	 Census Bureau didn't give enough direction after an initial contact, or decreased contact 

over time (25) (e.g., "The person working with us only came by once to bring bilingual 
materials. Phone calls were it.") 

Coordination/communication with target population(s)/Factors related to specific target 
population: 

• Target population has a distrust of government entities (59) 
•	 Target population is transient, hard to reach, doesn’t use English as a first language, etc. 

(10) 

4.8.5 Conclusions and recommendations from partners' qualitative comments 

The many positive comments about the program indicate that most partners were very satisfied 
with their experience. However, partners also provided many suggestions for improving the 
program in the future, both explicitly and through negative comments about their experiences 
during the Census 2000 Partnership Program. The following conclusions and recommendations 
for improving the Partnership Program are based on the themes from the partner comment data. 
Many of the themes expressed in the qualitative comments were directly related to programs or 
procedures put in place to encourage participation in Census 2000 and improve response, e.g., 
the LUCA program, Census-in-Schools for partner schools, the Religious Initiative, and "Be 
Counted" sites. 

The qualitative comments touched on a wide variety of issues, because many partners essentially 
experienced the partnership at two levels. First, they were participants in the Partnership 
Program, receiving materials and conducting activities. Second, many partners were close 
observers of, or actual participants in, various programs (e.g., the LUCA program, the "Be 
Counted sites," the Questionnaire Assistance Centers, etc.) associated with the concrete 
operations of the census. For these partners, the issues were bound together; when asked to 
provide comments, they provided comments both inside and outside the bounds of the 
Partnership Program. The open-ended complaints and suggestions for improvements for the 
future reflect the broader views of these partners. 

Overall, the write-in comments suggest that partners thought the program was beneficial. Over 
100 comment segments specifically mentioned that partners were willing to partner again. 
Positive themes about participation in the program were that the 2000 Partnership Program: 

• Increased the level of awareness about and understanding of the census; 
• Increased community involvement in the census effort; 
•	 Was a more effective approach than outreach efforts conducted during previous census 

cycles; and 
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•	 Provided a good channel for communicating with partner target population(s), especially 
through use of the Partnership materials. 

The following recommendations for improving the Partnership Program and future census 
activities or operations are based on partner write-in comments. 

•	 Increase the involvement of local and tribal governments in the LUCA program. Based on 
qualitative comments, partners felt that address and map update efforts were successful, 
and that even more time should be devoted to improving address files before the next 
census is mailed. Due to reported problems in delivery of census forms (mainly by Postal 
Service partners), the recommendation is to increase the level of involvement of 
local/tribal governments, as well as that of the Postal Service, to ensure that the master 
address file is as current as possible. 

•	 Language-appropriate materials are needed. Written comments suggested that materials 
could by improved by making them available in more languages and by tailoring the 
materials more to fit partners and their target population(s). 

•	 Maintain the focus on basic education and on the Census-in-Schools programs. Partner 
written comments suggested the importance of maintaining an ongoing education program 
between census cycles and maintaining communications from the Census Bureau. 
Additional comments by partner schools suggested targeting/educating school children as 
a specific improvement objective for the program. 

•	 Repeat the use of Questionnaire Assistance Centers and "Be Counted" sites. Some 
partners suggested publicizing the existence and/or specific locations of these centers and 
sites more widely. Other comments were related to increasing both the number of these 
sites and the hours they are available to provide assistance. 

•	 Establish a streamlined method for easily distributing Partnership Program materials to 
partners. This recommendation is based on both the comments complaining about 
timeliness (85 comments) and supply (194 comments) and the suggested improvements 
for distributing materials, e.g., send materials sooner (182 comments) and send more 
materials (49 comments). The objective of establishing a distribution mechanism would 
be to ensure that partners could control the supply they ask for and receive, as well as the 
timing for ordering and receiving them. Partners suggested accomplishing this by sending 
out catalogs showing the varieties of materials available, with order forms or automated 
telephone lines for placing orders. Another method to improve distribution would be to 
establish a web site that partners could directly access to order desired types and numbers 
of materials. 

•	 Do more to ensure that more enumerators are hired from the specific neighborhoods or the 
specific race/ethnic populations to be counted. As mentioned in Section 4.2, an additional 
goal for partner participation in the Program was to place individuals from target 
populations into Census jobs (e.g., as enumerators). Partners that had these employment 
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concerns and/or concerns about enumerators being accepted in their target communities 
wrote negative comments about the application and hiring process. Comments indicated 
there was a lack of communication with job applicants and that there was much 
uncertainty as to who would be hired and when. Partners commented on the importance 
of hiring more enumerators from the targeted communities, both to increase acceptance of 
enumerators and to overcome target populations' fears of cooperating with the Census 
Bureau. 

•	 Start the program earlier. Although no survey questions touched on issues related to 
planning, two of the types of comments most frequently written were related to planning. 
The themes of these comments were: "increase the involvement/planning at the local 
level" (198 comments) and "plan earlier" (196 comments). Partners felt they would do a 
better job of reaching their target population(s) by getting involved earlier. 

•	 Provide funding opportunities. In over 100 written comments, respondents mentioned that 
the program could be improved in the future by providing financial support to program 
participants. The common theme was that organizations needed grants or funding so that 
they could do a better job, do more outreach, etc. In negative comments, partners stated 
that they didn't have enough internal financial resources or access to external financial 
sources, that their participation was limited because of a shortage of funds, or that 
reimbursement funds promised to partners' vendors were delayed or never received. 

•	 Establish procedures to facilitate evaluation of costs associated with the program in the 
future. This recommendation is based on verbal partner comments made during the 
pretest phase of the survey development process. Pretest participants stated that if they 
knew that financial information was of interest to the Census Bureau, they would have 
kept better records of dollar expenditures and contributions of various types of resources. 
If the Census Bureau is interested in conducting a cost-benefit analysis of the Partnership 
Program in the future, then more accurate data about dollars spent, value-added 
contributions, staff time spent, etc. must be collected. That process could be facilitated by 
initially asking partners to track these data so that they can later provide estimates to the 
Census Bureau or to their Partnership Specialist. Another approach might be to provide 
basic worksheets or diary forms for tracking costs incurred, time spent, etc. The 
additional burden that such procedures would impose on partners would have to be 
weighed against the benefits of collecting cost data. 

5. CONCLUSIONS AND RECOMMENDATIONS 

The quantitative results showed that partners were satisfied with components of the Partnership 
Program and with their participation in it. The overall indicator of their level of satisfaction was 
that 84 percent of partners were positive about their intent to participate as a partner with the 
Census Bureau in future efforts. In terms of the Partnership Model, the underlying framework 
for the evaluation, we draw the following conclusions. 
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Partners' expected benefits of participation in the program were aligned with the Census Bureau's 
defined goals for the program. A majority of partners responded that they placed "Moderate 
emphasis" or "A lot of emphasis" on each of the five Partnership Program goals: 

•	 Building awareness of the importance of the Census count in my organization's target 
population(s) (81 percent) 

•	 Ensuring an accurate and complete count of my organization's target population(s) (80 
percent) 

• Ensuring the accuracy of Census data because we use it and rely on it (78 percent) 

• Reducing the undercount among my organization's target population(s) (76 percent) 

• Increasing the mailback rate from the 1990 level (70 percent) 

From the partners' view, most contributions made to the partnership by each side were highly 
valued. The majority of partners that used each type of material supplied by the Census Bureau 
rated that material as "Moderately Helpful" or "Very Helpful" (see Table 3). Non-English 
materials were used by more than 90 percent of all organizations that received them, and these 
materials were also rated as "Moderately Helpful" or "Very Helpful" by more than 80 percent of 
partners that used them. The pattern was similar for partner contributions: the majority of 
partners that reported they conducted each activity rated it highly; mean ratings were above 
"Moderately Helpful" (3.0 on a four-point scale) for all 29 activities. 

In terms of linkages, 70 percent of partners that reported interacting with Census Partnership 
Specialists also reported that they were helpful in assisting their organizations to promote Census 
2000. Partners that received Census direct support also valued it; 64 percent reported that 
support for activities was helpful and 55 percent reported that Census participation in their 
activities was helpful. Seventy-four percent of partners replied that they had received an 
adequate supply of materials. Partners were also satisfied with the timeliness with which they 
received partnership materials, more so for English materials (79 percent) than for Non-English 
materials (62 percent). 

We present the following recommendations as they relate to the Partnership Model. 
Recommendations are divided into the two main areas of "Practices that should stay the same" 
and "Practices that should change." 

5.1 Practices that should stay the same 

Survey results suggest launching the Partnership Program again in preparation for the 2010 
Census.  Most partners responded that the program was instrumental in helping them to: educate 
their target population about the value of participating in Census 2000, more effectively reach 
their target population, and minimize their target populations' fear of providing information (72 
percent, 67 percent, and 60 percent "Strongly Agree" or "Agree" responses, respectively). These 
results explain why most partners (84 percent) would participate again. 
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Benefits partners seek to achieve by participating in the program: 

•	 Continue to define common goals that partners perceive as benefits, to attract them to the 
program. One of the basic assumptions of the Partnership Model was that the success of 
partnerships depends on how well the separate and joint interests of the partners are served or 
met. For the most part, the goals defined as Partnership Program goals did represent joint 
interests of the Census Bureau and partner organizations. The pattern of results showed that 
partners similarly viewed the five main goals (see above). However, partners didn't identify 
as strongly with the goal of increasing the mailback rate; this goal was not as salient relative 
to the other four. 

Contributions by the Census Bureau to help partners achieve expected benefits of participating in 
the program: 

•	 Continue use of the variety of materials for education and awareness. Partners made use of 
what they received: for every type of material supplied, over three-quarters of partners said 
they used it. Posters, handbills, the example Census 2000 form, and promotional items were 
the most used items (among the partners that received them). These materials were 
instrumental in educating target populations (handbills and example form) and for increasing 
awareness of the Census (posters and promotional items). 

•	 Continue to make use of the specific materials that were rated most used and most helpful. 
For example, posters and fact sheets were very well received. These materials were reported 
received by the largest percentage of partners, were used by most partners who received them, 
and had very high helpfulness ratings. The helpfulness rating for Census-in-Schools materials 
was second highest of 12 general types of materials that partners rated, indicating that these 
materials were well received by partner schools during the recent census and that their use 
should continue. 

•	 Continue to develop and use language-appropriate materials. Non-English informational 
materials were well received, as shown by high usage ratings from partners that targeted 
Asian populations (56.7 percent) and Hispanic populations (59.7 percent). A majority of 
partners that received materials targeted towards Asian and Hispanic populations reported that 
they were "Moderately Helpful" or "Very Helpful" (86.9 percent and 83.7 percent, 
respectively). These were important tools for increasing awareness of and educating hard-to-
enumerate groups, towards the goal of reducing differential undercounts. 

Contributions by partners to help Census achieve program benefits: 

•	 Encourage future partners to conduct the types of activities that partners considered successful 
during the Census 2000 cycle. Partners rated activities consistently high (all above 3.0 on a four-
point scale). Individual activities that were rated most successful were "Sponsored events, 
exhibits, parades, speeches, etc.," “Established Complete Count Committee and conducted 
activities,” and “Donated staff.” Based on results of the survey, the Census Bureau can provide 

51




guidance to future partners about which types of activities are successful with their target 
population(s). 

Linkage procedures and processes for facilitating the partnerships: 

•	 Continue to provide liaison support to partners through Partnership Specialists. The majority of 
partners (70 percent) agreed that Partnership Specialists were helpful in their organization's 
promotion of Census 2000. Eighty-eight percent of the 37.7 percent of partners that provided a 
liaison person also thought the coordination role was "Moderately Helpful" or "Very Helpful". 
These results indicate the value of specific contact persons appointed to coordinate and direct 
partnership efforts. 

•	 Continue to provide direct Census support for partner activities and Census participation in those 
activities. Results similar to those for Census liaisons were found for other types of Census-
provided support. Partners valued the direct support Census provided for their activities and direct 
participation in their activities (64 percent and 55 percent "Strongly Agree"/"Agree" responses, 
respectively). 

5.2 Practices that should change 

The following are recommendations for changes in current practices or suggestions for new practices 
that would be beneficial. 

Benefits partners seek to achieve by participating in the program: 

•	 Research and address other goals organizations might have for participating in the Partnership 
Program. One of the basic assumptions of the Partnership Model is that partnership success 
depends on how well the separate and joint interests of the participants are served. Four of the five 
goals included on the survey were defined by the Census Bureau and the fifth ("Ensuring the 
accuracy of Census data because we use it and rely on it") was added based on input from pretest 
participants. Making the effort to find out what explicit and implicit goals partners have for 
collaborating with the Census Bureau will help Census better understand its partners, and address 
their interests at the time partnerships are formed. 

•	 Make partner benefits more explicit. Based on the Partnership Model, formalizing program goals 
with partners is an essential part of the preparation and formation phases of the process of forming 
organizational relationships. Success of a partnership depends on serving the interests of both 
participants; the more aware partners are made of how their interests will be served, the better they 
are likely to perform in the execution phase of the partnership. Stating shared goals has the 
potential to increase partners' level of involvement in the program (e.g., using materials and 
conducting activities to reach their targeted populations). 

Contributions by Census to help partners achieve expected benefits of participating in the program: 

•	 Re-evaluate the future use of specific materials that were rated least used and least helpful. The 
partner newsletter, videos, and Census 2000 press releases were used by fewer partners than the 
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other materials. The distributions of helpfulness ratings for these materials showed a slightly 
different (and less favorable) pattern than for other materials (see Table 3). If use of these 
materials is continued, then perhaps they could be distributed to specific partner types judged to 
make best (and most cost effective) use of them. 

Contributions by partners to help Census achieve program benefits: 

•	 Modify programs to require partners and Census partnership specialists to retain financial data. As 
reported in the results section, there was a very high level of missing data across all financial 
items. If an important part of the partnership program is to either track actual expenditures or get a 
rough idea of the costs involved in partner participation, then partners should be alerted to that 
requirement at the time the partnership is formed. A partner contribution to the partnership would 
be estimates or actual reports of dollar amounts and value of in-kind contributions. 

Linkage procedures and processes for facilitating the partnerships: 

•	 Research partners’ needs for and provide formalization of partnership between partners and the 
Census Bureau. When contacted to participate in the survey, over 1200 members of the mailout 
sample clearly stated (by mail or phone) "[We] did not participate in this," or "[We] were not a 
partner." These contact persons did not know that the Census Bureau considered their 
organizations to be partners or did not know that what they did to assist the Census was considered 
participation in the program. The fact that members of sample didn't think of themselves as 
involved in a partnership is evidence that communication could be improved. There was not a 
shared definition of an organizational relationship. Having the Census Bureau liaisons -- the 
Partnership Specialists -- initially describe the program and its goals to participating organizations 
would be beneficial. Another procedure to consider is to instruct Census staff to consistently use 
the term "partners" with organizations in all communications with them, so that they understand 
they are part of the program. A more formal or structured partnership formation process would 
benefit the Census Bureau as well as the organizations approached to promote and support the 
census effort. 

•	 Improve the process for furnishing materials to partners. To ensure that partners are able to get 
materials that they want to use for their activities, work on making this process driven by partners 
and/or more responsive to partners. Many qualitative comments touched on issues of timeliness 
and relevance of materials received. Partners suggested ideas for improving this linkage process 
(see qualitative results); attend to this partner feedback to make improvements. 

•	 Establish a standard communication process for the Partnership Program. The purpose of 
developing and using such a network, no matter what method, technique, or technology is used, 
would be to facilitate communications between, and provide more and consistent information, 
between: 

• Partnership Specialists and Partners 

• Local level Census employees and all other levels of Census partnership staff 
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This recommendation is based on a very strong theme expressed in the qualitative results. Many 
partners complained that there was not enough communication between Census program personnel 
and partners, and/or that there was a lack of coordination or consistency of information among 
different levels of the Census Bureau and its partners. The one quantitative survey item that 
elicited a rating of the Partnership Specialist indicated that 70 percent of partners agreed that their 
Partnership Specialist was helpful. However, the Partnership Specialist was only one particular 
aspect of partner-Census communications; the qualitative comments addressed communications 
more generally. 

An overall recommendation is to examine our organizational behavior model and develop a program 
within this context. Relationships are one-sided in contexts where mutual interests of partners are not 
considered or do not overlap much. On the other hand, there are relationships where organizations 
have many mutual interests. For example, government organizations that interact with the Census 
Bureau and/or rely heavily on Census data have very common interests and goals. The large 
percentage of government organizations in the sample may even have positively biased some of the 
survey results. It may be productive to identify different categories of partners based on overlap in 
goals and expected benefits. Then different types of relationships could be built, from very structured 
partnerships (e.g., that are sustained over the 10-year census cycles) to more casual relationships 
(e.g., where organizations serve mainly as conduits of information and materials). 

An additional recommendation is to attend to and act on the qualitative comments that partners 
provided. If the Census Bureau intends to field the Partnership Program in the next census cycle, 
then these comments provide a rich source of issues and ideas. Respondents who provided comments 
were involved enough in the program and felt strongly enough about their roles and their 
observations to take the time to supply written feedback. As described in the summary of qualitative 
comments, many partners also offered unique insights into census operations, as well. Partners in 
relationships that provided a broader view of Census 2000 submitted these comments in an effort to 
participate in and assist with business processes. 

It will be important to address issues raised by partners if the Census Bureau is approaching this 
effort as a true partnership program. Partners feel they have more rights in a partnership than in a 
one-sided relationship (e.g., where organizations function simply as distribution mechanisms). A 
public relations tool for a next effort would be to explicitly state that partner feedback was used to 
improve the program. For a future evaluation, the current issues and comments could be developed 
into quantitative items to administer in a standard manner (e.g., surveys or interviews) to determine if 
program changes lead to improvements from the partner perspective. 
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Glossary 

Census in Schools. “Making Sense of Census 2000” was a supplemental education program 
designed by Scholastic, Inc. to help students understand the census and involve their parents in the 
process. Materials were also available for use in adult education programs (GED, English as a Second 
Language and citizenship classes). 

Community-based Organizations.  Local groups tailored messages to their members and 
community residents, and advised the Census Bureau of the best ways to communicate with their 
constituents. They conducted numerous outreach efforts such as placing articles in their newsletters, 
placing posters in the organization, recruited for our operations efforts, and translated materials in 
languages other than English. 

Complete Count Committees (CCCs). Established by the highest elected government officials in 
local communities, CCCs comprised key community leaders from government, education, media, 
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community and religious organizations and businesses. The Committees were the key to making 
communities aware of Census 2000 and motivated responses. Approximately 11,800 CCCs were 
formed during Census 2000 compared to 3,300 in 1990. In many cases, the Complete Count 
Committees worked behind the scenes developing numerous activities. Therefore, in most cases, 
community residents were not aware that many of the outreach activities they participated in were 
developed by the CCCs. Oftentimes, the Committees called themselves something other than CCCs. 

Government Initiatives. Local and state governments identified a Census 2000 coordinator to 
develop a partnership; corrected census maps and address lists; recruited workers, placed 
questionnaires in accessible locations; and organized events. 

National Partnerships. On the national level, the program was designed to implement promotional 
activities that could be sponsored and/or supported by national and non-governmental umbrella 
organizations. 

Private Sector. The private sector endorsed Census 2000 by making public statements supporting the 
census; provided key company contacts to work closely with the Census Bureau; and placed census 
messages on products and bags and in bulletins and other sales communications including newsletters 
and payroll envelopes. Companies were encouraged to post recruitment and promotional materials 
and sponsor community events that promoted census participation. 

Religious Initiative. Religious organizations have some of the most devoted, caring and service-
oriented people in the world. Trained and mobilized, this group greatly increased the effectiveness of 
the census. The Census Bureau’s religious outreach program provided special materials to help 
religious leaders spread the message to their congregations that answering the census is important, 
and to place announcements in newsletters and bulletins. Leaders recruited volunteers, provided 
space for applicants to be tested and trained, provided space for the Bureau to set up Questionnaire 
Assistance Centers and “Be Counted” sites, passed out multi-language materials, and provided space 
for Census 2000 activities. 

Special Initiatives: There were special initiatives that were supplemental efforts to support regional 
and national programs. There were approximately 14 special initiatives implemented between 
January and August 2000 to help the regions expand the outreach to the hard-to-enumerate 
populations and increase the mail response. Some examples of the initiatives are: 

1) Central and South American Populations - to increase participation by Central and South 
American populations. 

2) Colonias - to increase participation among the linguistically isolated colonias. 

3) Arab Populations - to develop materials that focus on the civic duty of participation, reducing 
mistrust of government, fear of identifying ethnicity, and other issues relevant to an immigrant 
population. 

4) African and Caribbean Immigrants - to develop informational, instructional, and promotional 
materials along with motivational and confidentiality messages. 
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5) Natural Disasters - to address the appropriate enumeration procedures for victims of natural 
disasters such as hurricanes, tornadoes, and floods. 

6) Joint Disabilities - to educate and motivate noninstitutionalized disabled and visually impaired 
persons. 

7) Rural - to develop and implement strategies for reaching, informing, and motivating residents of 
the rural areas. 

8) Urban and Rural American Indians and Alaska Natives - to develop materials that reach, inform, 
and motivate American Indians and Alaska Natives who were not living on reservations, and not 
participating in or using American Indian and Alaska Native facilities, agencies, etc. 

9) Minority Colleges /Universities and Pan Hellenic Organizations - to reach, inform, and motivate 
minority college university students and faculty, and Pan- Hellenic organizations. 

10)	 Joint Language Diversity - to develop special-language informational and promotional 
materials for the large and diverse populations where no other Census 2000 outreach efforts 
existed. 
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup- 
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: www.census.gov/pred/www/. 
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1. Introduction1 

With the goal to obtain a complet�
ed questionnaire for every housing 
unit in Census 2000, the United 
States Census Bureau used three 
basic data collection methods and 
other special strategies to ensure 
delivery of questionnaires to every 
housing unit. The basic methods 
included “door-to- door” canvass�
ing, a variation of which has been 
done since the first census in 
1790, the use of the postal service 
to both deliver questionnaires and 
receive questionnaire responses 
(mailout/mailback), which was ini�
tiated in the 1970 census, and the 
personal delivery of census ques�
tionnaires to the respondents with 
instructions for them to mail the 
completed questionnaires back to 
the Census Bureau (update/leave). 
This report, Data Collection in 
Census 2000, synthesizes results 
from evaluations and assessments 
that pertain to these data collec�
tion methods. This includes, in 
varying degrees, operations such 
as Nonresponse Followup, 
Update/Leave, Urban Update/ 
Leave, Update/Enumerate, 
List/Enumerate, Coverage 
Improvement Followup, and Field 

Sources for this section include: (a) 
Census 2000 Operational Plan; (b) 200 Years 
of Census Taking: Population and Housing 
Questions, 1790 – 1990; (c) Twenty 
Censuses–Population and Housing Questions; 
(d) Measuring America: The Decennial 
Censuses From 1790–2000; (e) Two Hundred 
Years and Counting: The 1990 Census; (f) 
1990 Census of Population and Housing 
History (Parts A and D); (g) 1980 Census of 
Population and Housing–History; (h) 1970 
Census of Population and Housing– 
Procedural History; (i) Procedural History of 
the 1960 Censuses of Population and 
Housing; (j) The 1950 Censuses–How They 
Were Taken, Procedural Studies of the 1950 
Censuses; and (k) Procedural History of the 
1940 Census of Population and Housing. 

Verification. The report highlights 
the major challenges and success�
es of data collection operations, 
cites results from the evaluations 
and assessments, and includes rec�
ommendations for planning and 
designing future data collection 
operations. 

Background 

Census-taking efforts were initiat�
ed shortly after our first President, 
George Washington, was inaugurat�
ed in 1790. In accordance with 
Article I, section 2, of the United 
States Constitution, the first enu�
meration of the inhabitants of the 
United States began on the first 
Monday of August in that same 
year. 

From 1790 to 1960, the basic 
method of collecting census infor�
mation from the population 
remained the same. It is referred 
to as “door-to-door” enumeration. 
Throughout this period, however, 
the census schedules, field proce�
dures, training, and questionnaires 
were continually improved from 
the previous experience. Changes 
or improvements related to data 
collection are highlighted below. 

Up to 1840, the household, rather 
than the individual, remained the 
unit of enumeration in the popula�
tion census. The U.S. marshals 
responsible for collecting data 
entered only the names of the 
“household heads” on the census 
schedules. 

From 1850 through 1870, the act 
that governed the taking of the 
Seventh, Eighth, and Ninth 
Decennial Censuses initiated 

changes in the census data collec�
tion process. The marshals were 
required, for the first time, to sub-
divide their districts into “known 
civil divisions” such as counties, 
townships, or wards and they were 
also responsible for checking the 
completed census work to ensure 
that the returns of their assistants 
were properly completed. 

Three important changes were ini�
tiated for the 1880 census. 
Specially appointed agents (experts 
assigned to collect technical data) 
along with supervisors and enu�
merators replaced marshals and 
their assistants. Enumerators were 
forbidden to disclose census infor�
mation. In prior censuses, census 
schedules were posted publicly. 
Third, enumerators were given 
detailed maps to follow so that 
they could account for every street 
or road, and not stray beyond their 
assigned boundaries. 

The 1890 census utilized, for the 
first time in history, a separate 
schedule for each family. The 
1900 census featured the first U.S. 
censuses conducted outside of the 
continental states and territories. 
The 1910 census had several 
notable features. Most importantly 
from a data collection perspective, 
this was the first time that 
prospective census employees 
were required to take open com�
petitive examinations that were 
administered throughout the coun�
try. Previously, starting in 1880, 
appointees had been given non-
competitive tests prior to working 
as census enumerators. 
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There were minor changes in the 
scope and the data collection 
methods of the 1920 and 1930 
censuses. However, a profound 
change was introduced with the 
census of 1940. Sampling in the 
1940 census allowed for the addi�
tion of several questions for just 
five percent of the households enu�
merated without unduly increasing 
the overall burden on respondents 
or on the data processing require�
ments. It was also the first to 
include a census of housing which 
obtained a variety of facts on the 
general condition of the Nation’s 
housing inventory. 

The 1950 population and housing 
census was conducted following 
the conventional method of door-
to-door enumeration. However, a 
census test conducted in October 
of 1948 indicated that self-enumer�
ation appeared feasible for use in 
the census of agriculture in 1950. 
Prior to the actual decennial cen�
sus in April 1950, an experiment 
was conducted in six district 
offices and indicated that a general 
20 percent sampling pattern would 
be feasible during the census. 
This sampling pattern was institut�
ed during the 1950 census. 

As in all previous censuses, the 
1960 census still relied on door-to-
door enumeration. However, it 
was the first time that the United 
States Postal Service (USPS) was 
used extensively to deliver census 
self-administered questionnaires. 
Prior to the door-to-door enumera�
tor canvassing operation, the USPS 
delivered a questionnaire contain�
ing the 100 percent questions to 
every occupied housing unit. 
Householders were asked to com�
plete the questionnaire and hold it 
until the census enumerator came 
to pick it up. This was regarded as 
the first stage in the 1960 census. 
The second stage pertained to the 
sample questions, which were on a 

separate questionnaire. In the 
urban areas of the country (which 
contained about 80 percent of the 
population), the enumerators car�
ried the sample questionnaires 
with them while canvassing and 
left one at every fourth household 
asking the occupants to complete 
the sample questionnaire and mail 
it back to the Census Bureau.2 

The 1970 census introduced the 
first data collection method that 
did not require a 100 percent door-
to-door canvassing. As in 1960, 
the USPS delivered self-adminis�
tered questionnaires to house-
holds, but in 1970 the household 
respondent was instructed to mail 
return their responses back to the 
Census Bureau. This method is 
referred to as mailout/mailback. 
Approximately 60 percent of the 
population (essentially in large 
metropolitan areas) received and 
were asked to return their census 
questionnaires via the mail. In 
these areas, enumerators contact�
ed only those households that did 
not return questionnaires or that 
had given incomplete answers to 
the questions (a nonresponse fol�
lowup operation). For the remain�
ing 40 percent of the population, 
predominately located in rural 
areas, the mail carriers delivered a 
questionnaire to the households 
and the householders were asked 
to complete and hold them for 
pickup by a census enumerator. 
The enumerators were responsible 
for obtaining missing or incom-

2 The first stage of the 1960 process 
was designed to concentrate primarily on 
coverage, with the goal of providing 
improved counts of people and housing 
units. During the second stage of the 1960 
enumeration, the census enumerators con�
centrated primarily on collecting acceptable 
sample information on the various subjects 
covered by the censuses. The separation of 
the enumeration into two stages was intend�
ed to simplify the job of the enumerators 
and it was hoped that if the enumerators for 
each stage had fewer tasks to perform, they 
would master them better. 

plete information. Three hundred 
and ninety-three district offices 
were established in the 50 states 
and the District of Columbia. In 
addition, six temporary district 
offices and one area office were 
established for the census of 
Puerto Rico. In 181 of the district 
offices, the census was taken in 
the conventional (traditional) man�
ner; that is, an enumerator visited 
each house to collect the informa�
tion. In 167 of the district offices, 
the census was taken by the 
decentralized mail method. The 
decentralized mail method 
involved listing, by enumerators, 
the street addresses of every hous�
ing unit and the addressing, by 
clerks, of mailing pieces (question�
naire packages) to be mailed to 
every housing unit. In the remain�
ing 45 district offices, where com�
mercial mailing lists were available 
for purchase by the Census Bureau, 
the centralized (mailout/mailback) 
method was used to collect the 
census information. 

The 1980 census basically involved 
the same methods used in 1970. 
The mailout/mailback method was 
used in areas of the country con�
taining 95.5 percent of the popula�
tion and the conventional method 
(going door to door) was used for 
the remainder of the country. The 
USPS delivered addressed census 
questionnaires to over 80 million 
housing units at the end of March, 
1980. In addition, by Census Day, 
all of the mail district offices had 
telephone lines installed for the 
purpose of helping respondents 
complete their questionnaires. All 
district offices provided the same 
service for respondents who 
appeared in person through the 
use of walk-in assistance centers. 

The Census Bureau conducted the 
1990 Census using the three basic 
census methodologies: “mailout/ 
mailback, enumerator delivery/ 
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mailback, and mailout with a door-
to-door canvass,” (U.S. Department 
of Commerce 1993). Ninety-five 
percent of the population was 
counted by mail census proce�
dures. Notably, the 1990 Census 
was the first national census that 
used computers at the local district 
office level to check-in, monitor, 
and check-out census question�
naires. Field data collection opera�
tions were structured, monitored, 
and evaluated through the use of 
computer programs available at 
the local district office level, the 13 
regional census centers, and the 
national Census Bureau 
Headquarters. Applicant, employ�
ee, and payroll data were also 
maintained on files at each of the 

449 temporary local district offices 
established to conduct the field 
data collection procedures. The 
1990 Census involved the mailing 
or delivery of over 96 million ques�
tionnaires to housing units across 
the United States. 

Census 2000 marks the culmina�
tion of 210 years of census-taking. 
Every effort was made to ensure 
that the field data collection 
processes employed were the most 
thorough and efficient possible. 
For more than 80 percent of the 
households in the country, the 
United States Postal Service deliv�
ered the census questionnaires. At 
the vast majority of the remaining 
housing units, census enumera�
tors personally delivered question�

naires while updating the list of 
addresses for their assigned areas. 
In the remaining sparsely settled or 
remote areas, census enumerators 
created an address list and, while 
doing so, enumerated the residents 
of each listed household. 
Refinements in the use of comput�
er technology designed to aug�
ment the field data collection 
efforts were instituted and new 
innovations such as the use of the 
Internet to broaden response 
options were available. 

More detailed background informa�
tion on the specific data collection 
methodologies employed in both 
the 1990 Census and Census 2000 
are presented in Section 4 of this 
report. 
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G.1) 

2. Scope 

This report includes information on 
enumerator recruiting and enumer- 
ator pay rates, and discusses data 
quality in terms of the actual word- 
ing of questions and the actual ref- 
erence date. Additionally, the fol- 
lowing research questions are 
addressed: 

• .How well did field operations 
work? 

• .What operational problems 
occurred and how were they 
addressed? 

• .Were field operations completed 
on time? 

• .How did field data collection 
schedules and procedures affect 
data quality (rate of proxy 
response, “unclassified”, and 
partial interviews)? 

• .How was the planning database 
used, and was it helpful in tar- 
geting locations for tool kit 
applications? 

• .How can the planning database 
be improved for future use? 

• .How effective was training for 
the Nonresponse Followup 
Operation? 

• .How well did nonresponse enu- 
merators administer the instru- 
ment? 

• .Did nonresponse enumerators 
adhere to Census Day as the ref- 
erence date? 

With the relatively large number of 
source documents used to compile 
this topic report, the background, 
study methodologies, limitations, 
results, and recommendations for 

each source are presented sepa- 

rately in Section 4 of the report. 

The major recommendations are 

presented in Section 5. Source 

documents include one topic 

report, twelve formal evaluations, 

and two assessment reports. They 

are listed below. (Note that this 

report does not integrate results 

from the Accuracy and Coverage 

Evaluation data collection opera- 

tions.) 

• .Coverage Improvement in 

Census 2000 Enumeration topic 

report 

• .Evaluation of the Update/Leave 

Operation (F.10) 

• Urban Update/Leave (F.11) 

• Update/Enumerate (F.12) 

• List/Enumerate (F.13) 

• .Census 2000 Staffing Programs, 

Pay Component (part of G.1) 

• .Census 2000 Staffing Programs, 

Recruiting Component (part of 

• .Operational Analysis of Field 

Verification Operation for Non-ID 

Questionnaires (H.2) 

• .Questionnaire Assistance 

Centers for Census 2000 (H.4) 

• .Nonresponse Followup for 

Census 2000 (H.5) 

• .Study of Nonresponse Followup 

(NRFU) Enumerator Training 

(H.7) 

• .Operational Analysis of 

Enumeration of Puerto Rico (H.8) 

• .Date of Reference for 
Respondents of Census 2000 
(H.10) 

• .Assessment Report for 
Nonresponse Followup 

• .Assessment of Non-Type of 
Enumeration Area (TEA) Tool Kit 
Methods 

Other Census 2000 topic reports 
that complement and/or coincide 
with the information contained in 
this report are described below. 

• .The topic report on Coverage 
Improvement in Census 2000 
Enumeration provides informa- 
tion about field operations that 
were intended to improve cover- 
age of both housing units (HUs) 
and persons in the census. It 
complements information in this 
report and provides further 
insight into the effectiveness of 
the data collection effort. 

• .The topic report on Puerto Rico 
provides a synthesis of informa- 
tion about Census 2000 in 
Puerto Rico, including field data 
collection. Given this, this doc- 
ument on Data Collection in 
Census 2000 provides a compar- 
ison of data collection methods 
between 1990 and 2000, but 
does not cover evaluation 
results. 

• .The topic report on Special 
Place/Group Quarters 
Enumeration provides a synthe- 
sis of information about Special 
Place/Group Quarters (SP/GQ) 
including the development 
of the SP/GQ inventory, the 
enumeration of GQs, and 
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processing activities related to 
GQ enumeration. Although 
SP/GQs were enumerated apart 
from regular HUs, SP/GQ opera- 
tions were a major part of the 
overall field data collection 
effort conducted by the Local 
Census Offices (LCOs). 

• .The topic report on Address List 
Development in Census 2000 
provides a wide array of infor- 
mation pertaining to field activi- 
ties whose primary purpose was 
to build address files and relat- 
ed geographic databases. While 
the majority of these field oper- 
ations were conducted to collect 
information for Master Address 

File building purposes, opera- 
tions such as Update/Leave, 
Update/Enumerate and 
List/Enumerate served a dual 
purpose: to create/update 
address lists and to collect HU 
and person information for the 
census. Please see the Limits 
section. 
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3. Limits 

A synthesis of the field collection Update/Leave, and Urban provides a comparison to what 
methods used in Census 2000 is Update/Leave, they focus on was done in 1990 and only covers 
limited to only a few operations. address list development and not the timing of the operations in 
Although there are formal evalua- on operational aspects. For these Census 2000. 
tions specific to Update/ collection methods, this document 
Enumerate, List/Enumerate, on Data Collection in Census 2000 
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4. Findings 

This section discusses the back-
ground, methods, limits, results, 
and recommendations from each 
of the individual evaluations, 
assessments, and auxiliary reports. 

4.1 Recruiting, pay rates, 
and frontloading3 

For the 1990 Census, source infor:
mation comes from U.S. 
Department of Commerce (1996), 
and for Census 2000, from 
Jacobson, Petta and Yudd (2002) 
and Jacobson and Petta (2002). 

4.1.1 Recruiting 

• 1990 Census 

Recruiting for decennial censuses 
has always been a monumental 
undertaking. For the 1990 Census, 
staffing requirements dictated that 
the Census Bureau recruit and test 
about 2 million applicants for 
approximately 500,000 temporary 
positions. Overall, the 1990 
Census recruiting program was 
very successful. There were areas 
of the country that experienced 
shortages of job applicants, espe:
cially where the cost of living was 
high and the unemployment num:
bers were low. For these areas, 
the Census Bureau made upward 
adjustments to its pay scale during 
the census to encourage applicants 
to apply for a census position. This 
action proved successful in bolster:
ing the recruitment of job appli:
cants in these areas. 

3 Frontloading is, “the Census Bureau’s 
practice of hiring and training approximately 
twice as many enumerators as needed for 
decennial field operations to compensate for 
no-shows, dropouts, and expected turnover.” 
(Gore 2002). 

Table 1. 
Recruiting Performance Groups 

Number of LCOs

Performance Performance measure within each


group (as of February 2000) performance

group


1 Exceeded recruiting goal by 60 percent or more 27 
Exceeded recruiting goals by 25 percent to 59 

2 percent 43 
3 Exceeded recruiting goals by <25 percent 137 
4 Recruiting averaged 80 percent of goal 258 
5 Recruiting averaged 50 percent of goal 54 

Total: 5196 

Source: (Jacobson, Petta, and Yudd 2002) 

• Census 2000 

The Census 2000 recruiting pro-
gram was also comprehensive, far-
reaching, and highly successful. 
At the Census Bureau’s request, 
Westat (Jacobson, Petta, and Yudd 
2002) reviewed and analyzed the 
factors affecting Census 2000 
recruiting efforts in 519 of the 520 
LCOs during Census 2000.4 

Westat examined the effects of sev:
eral different factors on recruiting 
including: 

• ;Census pay relative to the local:
ly prevailing pay rate. 

• ;Recruiting goals established by 
Census Headquarters (HQ). 

• ;Expected Nonresponse Followup 
(NRFU) workloads. 

• Management turnover. 

• ;Area characteristics such as 
population density, private firm 
employment, and per capita 
income. 

4 The Window Rock, Arizona LCO was 
omitted from the study due to incomplete 
data. 

4.1.2 Recruiting study methodology 

Westat’s analysis of factors affect:
ing Census 2000 recruiting per:
formance was modeled on their 
similar analysis of enumeration 
performance during the 1990 
decennial census. The methodolo:
gy included developing a bench-
mark for comparing recruiting per:
formance across LCOs5 and placing 
each into one of five performance 
groups based on the extent to 
which the LCO’s performance devi:
ated from average. Table 1 shows 
the number of LCOs in each per:
formance group. The methodology 
then compared the characteristics 
of the LCOs in each performance 
group to obtain a preliminary 
review of which factors had strong 
effects on performance and which 
had weak effects. The effects of 

5 To assess the variability in recruiting 
performance across all LCOs and the impor:
tance of various factors affecting recruiting 
performance, Westat used the ratio of LCO 
applicants to recruiting goals during 
February 2000 (when recruiting goals were 
met for the nation as a whole) as a measure 
of individual LCO differences to meeting 
recruiting goals. 

6 See footnote 4. 
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various factors were examined 
using multiple regression analysis. 

4.1.3 Recruiting study results 

Analysis of the study data yielded 
numerous results. This report 
highlights some of the key find:
ings. 

There was considerable variation in 
recruiting performance across the 
LCOs. Notably, by April 2000, 
about 82 percent of LCOs substan:
tially exceeded their recruiting 
goals. Of the LCOs that ultimately 
did not meet their recruiting goals, 
only five fell well below 70 percent 
of their goals. Importantly, every 
LCO recruited at least three appli:
cants for each enumerator position 
to be filled. 

Enumerator pay, relative to the 
locally prevailing rate, was a key 
determinant of recruiting perform:
ance. The correlation between 
high census pay (relative to pre:
vailing pay) and above average 
recruiting performance was much 
stronger than Westat initially 
expected. 

An LCO’s expected NRFU workload 
strongly influenced its recruiting 
efforts. An increase in workload of 
24,000 cases, about one standard 
deviation, was associated with a 
13 percent increase in qualified 
applicants. There was a strong 
correlation between recruiting per:
formance and enumeration per:
formance. This finding suggests 
that high pay, effective manage:
ment, and other factors discussed 
in the Westat report strongly affect:
ed both recruiting and the NRFU 
enumeration. 

One of the more interesting find:
ings pertained to applicant test 
scores. Westat observed that one 
standard deviation in test scores, 
an increase from 85.6 to 88.4, was 
associated with a decrease in the 
number of applicants of almost 11 

percent. This suggests that 
recruiting may have been more dif:
ficult in areas where many people 
were apt to do well on the census 
test (even holding relative wages 
and per capita income constant). 
If Westat’s speculation is correct, 
the effect is large enough that vari:
ation in test scores should be 
taken into account when setting 
pay rates, and Local Census Office 
Managers (LCOMs) should antici:
pate the need for alternate meth:
ods to boost recruiting in areas 
with high test scores. 

Westat stated in their findings that 
they did not have the data needed 
to statistically link cross-regional 
differences in recruiting perform:
ance to specific management dif:
ferences, nor could they entirely 
eliminate the possibility that the 
differences in recruiting perform:
ance may be overstated because of 
some important exogenous factors 
that were omitted from their data-
base. Nevertheless, Westat had lit:
tle doubt that regional manage:
ment differences were the source 
of much of the variation in recruit:
ing performance. 

Westat held this view because their 
statistical results are consistent 
with more subjective evidence 
developed during their site visits 
and the direct observations of the 
U.S. Census Bureau headquarters 
staff interviewed. In addition, they 
tested the effect of a broad range 
of variables, and regression-adjust:
ing the results made a significant 
difference. For example, Los 
Angeles’ unadjusted performance 
was about as good as the region 
with the best performance, but its 
adjusted performance was in the 
average range. 

It is Westat’s view that the influ:
ence of regional management is so 
great that it would be very worth-
while to determine precisely what 

managerial elements led to above-
average recruiting performance. 
Based on their site visits, they 
identified the following six key fac:
tors associated with superior 
recruiting performance: 

• ;Encouraging LCOs to develop 
plans that will lead to meeting 
or exceeding the key goals laid 
out by headquarters, including 
detailed implementation plans 
for dealing with unanticipated 
challenges; 

• ;Providing accurate and timely 
feedback to the LCOMs about 
the strengths and weaknesses 
of recruiting in each area of 
each LCO; 

• ;Helping LCOMs develop effec:
tive strategies to deal with prob:
lems as soon as they develop; 

• ;Providing timely direct assis:
tance through use of regional 
technicians; 

• ;Avoiding micro-management by 
giving broad discretion to the 
LCOMs to meet agreed-upon 
goals and resolve problems in 
keeping with general guidelines 
established by the region; and 

• ;Rapidly replacing LCOMs and 
Assistant Managers for 
Recruiting who are unable to 
effectively identify and resolve 
problems. 

Finally, Westat reported that resig:
nations, terminations for cause, or 
departures for any other reason by 
LCO management staff during the 
recruiting period were associated 
with a reduction in the number of 
applicants by approximately 12 
percent. This finding suggests 
that LCOMs played a key role in 
determining recruiting success and 
that managers needed to be on 
board for a substantial period in 
order to be highly effective. 
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4.1.4 Recruiting recommendations 
for the 2010 Census 

Westat identified several key 
factors associated with superior 
recruiting performance. These 
factors included: 

• ;Encourage LCOs to develop 
plans that will meet or exceed 
goals established by Census 
HQ, including detailed imple:
mentation plans for dealing with 
unanticipated challenges. 

• ;Avoid micro-management by 
giving broad discretion to the 
LCOMs to meet agreed-upon 
goals and resolve problems in 
keeping with general guidelines 
established by the region. 

• ;Rapidly replacing LCOMs and 
Assistant Managers for 
Recruiting who are unable to 
effectively identify and resolve 
problems. 

4.1.5 Census Pay and Frontloading 

• 1990 Census 

The pay program for the 1990 
Census included separate payroll 
operations for four distinct groups 
of employees. District office inter:
mittent employees, by far the 
largest group, included enumera:
tors, crew leaders, field operations 
supervisors, office operations 
supervisors, and office clerks. 
Even before the start of the 1990 
Census, the Census Bureau raised 
the pay rates for district office 
employees because of difficulties 
recruiting sufficient numbers of 
workers in many parts of the coun:
try during the 1988 Dress 
Rehearsal and the national address 
listing operation. 

The overall design of the 1990 pay 
program included seven pay levels. 
To determine which pay level to 
apply to a particular district office, 
the Census Bureau considered its 
degree of enumeration difficulty, 

ability to recruit job applicants, 
and competitive local wage rates. 
Pay rates for rural areas tended to 
be in the low range, whereas pay 
rates for large metropolitan hard-
to-enumerate areas/upper wage 
scale areas, like Hawaii and Alaska, 
were at the high end. 

The Census Bureau again revised 
pay rates during June 1990 for 
field staff in certain district offices 
where shortages of field enumera:
tion staff existed and recruiting 
enough qualified personnel contin:
ued to be a problem. 

For the 1990 Census, the Census 
Bureau also administered a nation-
wide supplemental pay program. 
In addition to hourly wages, field 
employees could earn additional 
monies for quality performance 
during both the L/E and NRFU 
operations. The supplemental pay 
program was used as an incentive 
to motivate and retain workers and 
to stimulate production and quali:
ty. The amount of supplemental 
pay was based upon the total num:
ber of questionnaires completed 
during the operation. Enumerators 
had to meet certain quality and 
time requirements to be eligible for 
supplemental pay. 

Because of continuing problems 
with employee turnover and short-
ages of staff, the Census Bureau 
extended the duration of the sup:
plemental award program to 
encourage employees to remain on 
the job. Additionally, a piece-rate 
plan was implemented during June 
1990. This plan paid enumerators 
$1.50, crew leaders $0.20 and 
field operations supervisors $0.05 
for each completed case in addi:
tion to their regular hourly rates. 

• Census 2000 

For Census 2000, the Census 
Bureau significantly increased the 
hourly pay rates of its intermittent 

work force relative to the 1990 
Census (adjusted for inflation). As 
a result, Census 2000 experienced 
dramatic improvements in LCO 
recruiting performance, enumera:
tor retention, and NRFU completion 
time when compared to the 1990 
Census. 

At the Census Bureau’s request, 
Westat (Jacobson and Petta 2003) 
also examined the effects of pay 
and frontloading on how quickly 
NRFU was completed in Census 
2000. The primary focus of 
Westat’s work was on whether 
increasing enumerator wages and 
frontloading had the desired effect 
of allowing the Census Bureau to 
quickly complete NRFU. Of sec:
ondary interest, the Census Bureau 
also wanted to know whether there 
were systematic differences in 
NRFU performance that could be 
linked to the characteristics of enu:
merators, the areas in which they 
worked, their pay, or the way in 
which they were managed. If so, 
these variables would be important 
when planning the 2010 Census. 

4.1.6 Pay and frontloading study 
methodology 

Westat’s analysis of factors affect:
ing Census 2000 NRFU pay rates 
was modeled on their earlier work 
done in 1977. To assess NRFU per:
formance, Westat used published 
reports plus tabulations developed 
from administrative data to make 
comparisons between 1990 
Census and Census 2000 NRFU 
performance, administrative data-
bases coupled with published sta:
tistics describing area characteris:
tics to compare performance 
across 5107 Census 2000 LCOs, 
and five Westat-executed surveys 
to compare enumerator perform:
ance across 27 LCOs. 

7 The Window Rock, Arizona LCO and 
nine LCOs in Puerto Rico were omitted due 
to insufficient administrative data. 
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4.1.7 Pay and frontloading study 
limitations 

Westat’s methodology had two limi:
tations. First, a lack of data on the 
number, timing, and refusal rate of 
applicants to accept positions, and 
on the intentions of census man:
agers, prohibited Westat from 
definitively sorting out the relative 
importance of alternate explana:
tions for why some LCOMs did not 
meet frontloading goals. 
Additionally, with respect to identi:
fying an optimal NRFU schedule for 
the 2010 Census, Westat’s analysis 
examined only Census 2000 NRFU 
completion speed. It did not 
address the effects of speed on 
accuracy and cost. 

4.1.8 Pay and frontloading study 
results 

Westat (Jacobson and Petta 2002) 
reported numerous findings 
regarding pay and frontloading. 
This report highlights only some of 
the major findings. 

Westat found that setting pay com:
petitively was essential to recruit:
ing sufficient numbers of well-qual:
ified applicants and to retain 
enumerators as long as they were 
needed. For Census 2000, hourly 
pay was increased by 37.8 percent 
on average relative to the 1990 
Census (adjusted for inflation) and 
enumerator retention was 
increased by 22.6 percent. The 
increase in retention coupled with 
frontloading permitted the average 
LCO to complete NRFU in 7.19 
weeks compared to 9.72 weeks in 
the 1990 Census. Significantly, the 
slowest performing LCOs complet:
ed their work about 1.5 weeks 
faster than the fastest performing 
LCO in 1990. 

Based on the results of Westat’s 
study, we believe that when basic 
pay, recruiting, and frontloading 
plans were followed, LCOs suc:

ceeded in securing and retaining a 
sufficient number of applicants to 
staff NRFU with highly competent 
enumerators who also were strong:
ly motivated to work as long as 
needed. The degree to which 
LCOs exceeded operational sched:
ules was largely a function of the 
amount of frontloading that was 
achieved by a particular LCO. 
About 80 percent of the LCOs met 
or exceeded their frontloading 
goals. 

4.1.9 Pay and frontloading 
recommendations for the 2010 
Census 

• ;Consider reassessing how test 
scores and the availability to 
work many hours are used as 
hiring screens. Westat’s analysis 
suggests that the capacity to 
complete NRFU would have 
been enhanced had test scores 
of about 82 percent been used 
as the first selecting criteria 
(unless applicants had a special 
language skill) and the order of 
contacting applicants had been 
based on the hours of availabili:
ty (at least 20 hours per week) 
as reported on their job applica-
tions.8 

• ;Further expand upon Westat’s 
findings to establish the NRFU 
schedule and degree of front-
loading for the 2010 Census 
that would substantially reduce 
costs without reducing the likeli:
hood of meeting the operational 
schedule. 

8 Within the applicant groupings on 
selection certificates (preference and non-
preference candidates), applicants were pri:
oritized in test score order with the highest 
test score applicants appearing at the top of 
each grouping of candidates. Unless a lan:
guage or other special skill was needed, the 
LCOs hired applicants using test score as the 
primary selecting criteria. Westat’s analysis 
indicates that applicants with test scores 
above 82 completed NRFU no sooner than 
applicants with a test score of 82. 

• ;Implement a plan that uses the 
full six weeks to reach the 95 
percent level if the Census 2000 
goal of completing 95 percent 
of the NRFU cases in the first six 
weeks is retained for the 2010 
Census. Westat opined that 
increasing NRFU speed is costly 
because the less time that is 
allocated, the more staff are 
needed and this reduces the 
flexibility crew leaders have in 
assigning work to the most pro:
ductive enumerators. Increasing 
enumerator staffing is also cost:
ly because about one-third of all 
compensation is spent on train:
ing and supervision. Not allo:
cating work to the most produc:
tive enumerators is also costly 
because, within any given LCO, 
above average enumerators 
complete about twice as many 
cases per hour as below average 
enumerators. Thus, Westat 
believes that using a full six:
week period to reach the 95 
percent completion goal would 
have a positive effect on NRFU 
costs. 

4.2 Field verification 

For the 1990 Census and Census 
2000, source information comes 
from Tenebaum (2001a). 

• 1990 Census 

For the 1990 Census, the Census 
Bureau relied on a series of clerical 
processes and the United States 
Postal Service (USPS) to confirm 
that an address was valid before 
adding it to the census files. 
Forms generated from the Were 
You Counted campaign and Whole 
Household Usual Residence 
Elsewhere were processed through 
a clerical search/match procedure 
after first being geocoded to a cen:
sus block. When addresses could 
be geocoded and were not on the 
Census Bureau’s Address Control 
File (ACF), they were sent to the 
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USPS for verification that the 
address was complete and deliver-
able. About 35,000 HUs were 
added to the ACF as a result of the 
search/match operations. 

• Census 2000 

For Census 2000, the Census 
Bureau had enumerators conduct a 
field verification rather than relying 
on the USPS to verify the status of 
potentially missed addresses. This 
decision was based on the fact that 
the Census Bureau had already 

Table 2. 
Field Verification Workload 

Type of case Number Percent 

Be Counted (Non-ID) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  195,812 22.13 
Telephone Questionnaire Assistance (Non-ID) . . . . . . . .  155,148 17.53 
Individual Census Report (Non-ID) . . . . . . . . . . . . . . . . . .  101,458 11.47 
Military Census Report (Non-ID) . . . . . . . . . . . . . . . . . . . .  16,131 1.82 
Double-Deletes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  416,347 47.05 
Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  884,896 100.00 

Source: (Tenebaum 2001a) 

Table 3. 
Field Verification Workload by TEA 

used the USPS’s Delivery Sequence 
File to help build the Census 2000 
MAF. 

Field Verification was one compo:
nent of a multi-faceted operation 
for handling non-ID questionnaires 
in Census 2000.9 During Be 
Counted/Telephone Questionnaire 
Assistance (BC/TQA) Field 
Verification, enumerators visited 
the location of units without an 
assigned census identification 
number to verify their existence 
prior to including their addresses 
in Census 2000. 

Potential cases for BC/TQA Field 
Verification included those from 
the Be Counted program, 
Telephone Questionnaire 
Assistance, Service-Based 
Enumeration, Group Quarters 
Enumeration, Military/Maritime 
Crews of Vessels Enumeration, 
Military Unit Enumeration, and In:
Movers/Whole Households pro-
grams. 

In addition, units that were deleted 
in two or more previous operations 
(double deletes), but for which the 
Census Bureau received a mail 

9 The discussion of field verification is 
limited to the Be Counted/Telephone 
Questionnaire Assistance Field Verification 
(BC/TQA) operation and does not include 
any pre-census field verification activities 
such as the Local Update of Census 
Addresses (LUCA) Field Verification program. 

TEA 
Cases sent to field verification 

Number Percent 

Mailout/Mailback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  759,187 85.79 
Update/Leave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  111,467 12.60 
List/Enumerate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,973 0.34 
Remote Alaska . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  33 0.00 
Rural Update/Enumerate . . . . . . . . . . . . . . . . . . . . . . . . . .  3,328 0.38 
Military in Update/Leave . . . . . . . . . . . . . . . . . . . . . . . . . .  2,209 0.25 
Urban Update/Leave . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,111 0.24 
Urban Update/Enumerate . . . . . . . . . . . . . . . . . . . . . . . . . .  279 0.03 
Update/Leave Converted From MO/MB. . . . . . . . . . . . . .  3,309 0.37 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  884,896 100.00 

Source: (Tenebaum 2001a) 

return, also were included in 

BC/TQA Field Verification. The 

Field Verification workload consist:

ed of 884,896 addresses. Tables 2 

and 3, respectively, show the 

workload by type of case and the 

distribution of the workload by 

type of enumeration area (TEA). 

4.2.1 Field verification study 

methodology 

To assess the effectiveness of 

BC/TQA Field Verification, the 

Census Bureau used data from var:

ious files. These files identified 

such information as the types of 

cases that were sent to BC/TQA 

Field Verification, summary tallies 

of the results of automated and 

clerical geocoding, Operations 

Control System (OCS) workloads, 

and characteristics of addresses 

included in the census and are 

documented in (Tenebaum 2001a). 

4.2.2 Field verification study 
limitations 

The non-ID questionnaire process 
for Census 2000 was complex and 
consisted of several components 
including automated matching and 
clerical geocoding. However, this 
evaluation was limited only to the 
verification of geocoded addresses 
which did not match the MAF. 
Thus, the data cannot be used to 
draw conclusions about any other 
components of the non-ID ques:
tionnaire process. Further, the 
study is unable to state any con:
clusions about how accurately enu:
merators identified duplicate 
addresses because insufficient 
information was captured for the 
addresses to properly link the 
duplicate addresses. Lastly, 
although quality assurance con:
ducted on enumerators’ work sug:
gests that the work was of an 
acceptable level, there was no 
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independent validation of the 
process to confirm that the field 
work improved the census files. 

4.2.3 Field verification study 
results 

Results of the Census Bureau’s 
assessment of the BC/TQA Field 
Verification indicate that the opera:
tion was conducted on schedule 
and within budget, and that the 
operation improved the accuracy 
of the MAF. The study results also 
show that there were no quality or 
operational problems associated 
with the BC/TQA Field Verification 
program. 

More than 50 percent of the 
assigned addresses were coded as 
valid living quarters. In addition, 
about 14 percent of the assigned 
addresses were coded as dupli:
cates of another address while 
nearly 35 percent of the assigned 
addresses were coded as deletes. 
(The deletes included 1,113 cases 
that enumerators returned with 
status unknown.) Of the 416,347 
double delete cases included in 
BC/TQA Field Verification, about 53 
percent were determined to be 
valid HUs. 

4.2.4 Field verification recommen
dations for the 2010 Census 

• ;Capture information on dupli:
cate addresses for use during 
quality assurance and for future 
research into the causes of 
duplicate addresses. 

• ;Consider ways to independently 
validate the results of the Field 
Verification operation to deter-
mine whether the process 
improves the census files. 

• ;Assess the impact of additional 
response options for the 2010 
Census on the Field Verification 
workload. 

4.3 Update/leave and 
urban update/leave 
(stateside) 

4.3.1Update/leave 

For the 1990 Census, source infor:
mation comes from U.S. 
Department of Commerce (1993) 
and, for Census 2000, from 
Pennington (2003). 

• 1990 Census 

The 1990 Census Update/Leave 
(U/L) methodology employed a 
combination of a dependent can:
vass for coverage, questionnaire 
delivery by enumerators, and self-
enumeration and mailback census-
taking. Despite some significant 
delays in completing the 1990 
Census U/L field work, U/L enu:
merators added almost 400,000 
valid addresses to the Census 
Bureau’s address control file while 
delivering questionnaires to 10.4 
million HUs. 

• Census 2000 

The Census 2000 U/L operation 
was conducted in areas where the 
addresses used for mail delivery 
were predominately noncity-style 
(e.g., PO Box or Rural Route). 
These areas typically lacked mail:
ing addresses that identified their 
exact geographic location. The 
locations of HUs and SP/GQs in the 
U/L universe were captured during 
the Address Listing operation. 
Address Listing and U/L were 
included in TEA 2. All of Puerto 
Rico, including military bases, was 
also included in TEA 2. 

For Census 2000, TEAs reflected 
not only the type of enumeration, 
but also the method used to com:
pile the census address list that 
controlled the enumeration 
process. The addresses used for 
U/L were derived from information 
collected during Address Listing 
and updated during the Local 

Update of Census Addresses 
(LUCA) 1999 Recanvassing opera:
tion. The Geography and Field 
(FLD) divisions identified some 
blocks in TEA 1 (city-style address:
es) that contained a significant 
number of living quarters with 
noncity-style addresses. These 
blocks were removed from TEA 1, 
assigned a TEA code of 9, and 
included in U/L. This, coupled 
with the conversion of some for:
mer List/Enumerate areas to 
Update/Leave areas, significantly 
increased the U/L universe during 
Census 2000. 

U/L was conducted during the peri:
od March 3 to March 30, 2000. 
Three hundred and sixty-three of 
the 520 LCOs had U/L work 
assignments. By the conclusion of 
the field work, U/L enumerators 
had updated their assignment 
maps and address binders and 
dropped off questionnaires at 
approximately 23.5 million occu:
pied and vacant HUs. Increase 
from the 1990 U/L workload (10.4 
million HUs) is due to changes in 
the criteria for defining TEAs. The 
1990 TEA for prelist mailout/mail:
back was eliminated and some HUs 
were converted to U/L. 

4.3.2 Urban update/leave 

For the 1990 Census and Census 
2000, source information comes 
from Rosenthal (2002b). 

• 1990 Census 

The Urban Update/Leave (UU/L) 
methodology was used in selected 
inner-city district offices to enu:
merate census blocks that con:
tained mostly public housing 
developments. One of the major 
features of the UU/L was the 
promotion activity that preceded 
the enumeration. These promotion 
programs publicized the census 
and were designed to foster 
the understanding that census 
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information was confidential. 
Enumerators were hired from 
among the residents from the tar:
geted housing projects. These 
enumerators were specially trained 
to hang posters in area buildings, 
distribute census pamphlets to 
respondents, and attend various 
community functions and tenant 
association meetings. 

• Census 2000 

The UU/L operation was conducted 
in targeted urban areas where the 
Census Bureau was not confident 
that the USPS would deliver census 
questionnaires to the correct HUs. 
The areas included known multi-
unit apartment buildings where 
tenants received mail at a common 
drop point, locations that did not 
have house number/street name 
addresses used for mail delivery, 
and HUs whose occupants received 
mail at a post office box. 

The locations of HUs and SP/GQs 
in blocks covered by the UU/L TEA 
were identified during the Block 
Canvassing operation and a field 
re-canvass of targeted blocks from 
the LUCA operation. UU/L was 
included in TEA 7. Puerto Rico had 
no UU/L workload. For Census 
2000, TEAs reflected not only the 
type of enumeration, but also the 
method used to compile the cen:
sus address list that controlled the 
enumeration process. As these 
residences had city-style address:
es, there was no need for enumer:
ators to assign map spots to assist 
enumerators in locating these units 
during subsequent census opera:
tions. 

The scope of UU/L was relatively 
limited with a national workload of 
310,114 HUs that was broken 
down into slightly less than 
13,000 assignment areas (AAs). 
The UU/L operation was conducted 
from March 3 to March 31, 2000. 

Using their census maps, UU/L 
enumerators canvassed their 
assigned area, one block at a time, 
and identified each HU. 
Enumerators then verified or 
updated the location of each HU, 
obtained the name of the house-
hold at each address, and left a 
census questionnaire. Census 
questionnaires were left at both 
occupied and vacant HUs. 

4.4 Update/leave in Puerto 
Rico 

For the 1990 Census, source infor:
mation comes from U.S. 
Department of Commerce (1996) 
and, for Census 2000, from 
McNally (2003). 

• 1990 Census 

The 1990 Census represented the 
first time that the Topologically 
Integrated Geographic Encoding 
and Referencing (TIGER) system 
was used to produce products to 
control the enumeration and tabu:
lation process. Questionnaires 
generally followed the stateside 
versions; however, given socioeco:
nomic, cultural, and climatic differ:
ences between Puerto Rico and the 
States, the Census Bureau tailored 
questionnaire content to fulfill the 
specific data needs of the 
Commonwealth. Data were collect:
ed using the L/E methodology. 

• Census 2000 

Census 2000 marked the first time 
in the history of census-taking in 
Puerto Rico that a conventional 
(List/Enumerate) methodology was 
not employed. Following the 1990 
Census, the Census Bureau recog:
nized that a growing part of Puerto 
Rico was becoming urbanized 
enough to use a mail census 
methodology to enumerate its resi:
dents. Unfortunately, the lack of a 
comprehensive and accurate 
address mailing list for these 

urban areas negated any possibili:

ty of using a mailout/mailback 

methodology in Puerto Rico for 

Census 2000. 

In 1996, the Census Bureau decid:

ed to use a modified U/L method:

ology for the entire island of 

Puerto Rico. Although this deci:

sion would require that a precen:

sus address listing operation be 

conducted for all of Puerto Rico, 

three important benefits would 

result: (1) a single enumeration 

methodology could be used which 

presumably would be less expen:

sive than using multiple method:

ologies, (2) residents would, for 

the first time, assume responsibili:

ty for returning their census form 

by mail, and (3) the mailing list 

resulting from the precensus 

address listing operation could be 

used as the basis for using a 

mailout/mailback methodology in 

urban areas for the 2010 Census. 

It could also be used as a basis for 

U/L without address listing in 2010 

as well. 

During U/L, enumerators can:

vassed their assigned areas and 

updated their address lists and 

census maps. They also added 

addresses of HUs that were found 

on the ground but not included on 

their address lists and deleted 

addresses for units that did not 

qualify to be included in the cen:

sus, e.g., units that were demol:

ished, condemned, converted to a 

business, and so forth. The U/L 

operation was conducted during 

the period March 3 to 31, 2000. 

The LCO was able to recruit and 

hire qualified field staff the majori:

ty of the time. 
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4.5 Update/enumerate and 
list/enumerate 

4.5.1 Update/enumerate 

For the 1990 Census and Census 
2000, source information comes 
from Rosenthal (2002a). 

• 1990 Census 

For the 1990 Census, an urban 
Update/Enumerate (UU/E) method:
ology was used in New York and 
Detroit to enumerate whole pre-
identified census blocks of board:
ed-up buildings. UU/E question:
naires followed the same process:
ing route as regular question:
naires, except that the UU/E ques:
tionnaires were excluded from tele:
phone followup, NRFU, and the 
vacant/delete check portion of the 
Field Followup operation. Data are 
not available to draw any conclu:
sions about the effectiveness of 
the 1990 UU/E operation. 

• Census 2000 

The targeted UU/E methodology 
used for boarded up buildings in 
selected cities during the 1990 
Census was dropped for Census 
2000. In its place, the Census 
Bureau employed an Update/ 
Enumerate (U/E) methodology for 
targeted areas with special enu:
meration needs, in areas where 
most HUs may not have had house 
number and street name mailing 
addresses, and where it was not 
likely that respondents would mail 
back their census questionnaires. 

U/E areas included resort areas 
with high concentrations of sea:
sonally vacant HUs, selected 
American Indian reservations and 
the colonias. The colonias are usu:
ally small towns near the border 
with Mexico. Many of these small 
towns do not have mail delivery. 
U/E was the preferred method of 
enumeration in these areas 
because of concerns about the 

possibility of low response rates 
and poor address integrity. 

U/E was conducted during the peri:
od March 13 to June 5, 2000 in 35 
states which included all Regional 
Census Center (RCC) areas except 
Detroit. Similar to U/L, U/E enu:
merators updated address listings 
and census maps, adding and 
deleting addresses as appropriate. 
However, rather than dropping off 
a census questionnaire for the resi:
dents to complete and return by 
mail, U/E enumerators conducted 
interviews and completed ques:
tionnaires for the household living 
at the units. 

4.5.2 List/enumerate 

For the 1990 Census, source 
information comes from U.S. 
Department of Commerce (1993) 
and, for Census 2000, from Zajac 
(2002). 

• 1990 Census 

For the 1990 Census, List/Enumer:
ate (L/E) was conducted in all 70 
type 3 census district offices. 
These 70 district offices, with 
about 215,000 HUs each, were in 
sparsely settled parts of the West 
and North, where the primary data 
collection methods varied from 
mailout/mailback to L/E. The 
national L/E workload for the 1990 
Census was 5.5 million HUs. 

Several days prior to the start of 
the L/E operation, USPS letter carri:
ers delivered Advance Census 
Reports (ACRs) to all known resi:
dential addresses in sparsely popu:
lated rural areas. All ACRs were 
unaddressed, short-form question:
naires. A member of the house-
hold was asked to complete the 
questionnaire and hold it for pick 
up by an enumerator. L/E enumer:
ators canvassed their assigned 
area, listed the address of each HU, 
marked the location of each unit 
on a census block map, and 

entered a map spot number for the 
unit on the map and on the corre:
sponding line on the address regis:
ter page. L/E enumerators picked 
up the respondent-completed 
questionnaire or completed a ques:
tionnaire when the respondent did 
not have a completed form ready 
for pick up. For households that 
were designated on the address 
listing page to receive a long-form 
questionnaire, L/E enumerators 
collected the completed ACR and 
transcribed the information onto a 
long-form enumerator question:
naire. They then conducted an 
interview to obtain the remaining 
long-form information. 

• Census 2000 

For Census 2000, the L/E method:
ology was again used in sparsely 
populated areas; however, the 
Census Bureau decided to use the 
Update/Enumerate (U/E) methodol:
ogy rather than L/E for most of the 
1990 L/E areas. Thus, the national 
L/E workload dropped from 5.5 
million HUs in 1990 to 392,368 
HUs during Census 2000. 

The use of ACRs was discontinued 
because L/E areas had been delin:
eated at the block level. Addition-
ally, USPS carrier routes did not 
necessarily fall into entire ZIP 
codes so it was not possible to tell 
the post office where to deliver the 
ACRs. 

Procedurally, L/E enumerators list:
ed addresses within their assign:
ment area in an address binder, 
spotted the location of HUs on cen:
sus maps, assigned each unit a 
unique map spot number, and con:
ducted an interview to collect cen:
sus information for each address. 
L/E, which included reinterview 
and field followup components, 
was conducted from mid-March 
through the beginning of July 
2000. 
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The L/E operation was followed by 
L/E Field Followup (FFU). L/E FFU 
was a quality assurance operation 
that was conducted to recheck the 
status of units that were classified 
as vacant during L/E, to re-enumer:
ate HUs whose original question:
naires were not data captured, and 
to convert short-form question:
naire interviews at designated HUs 
to long-form questionnaires. 

4.6 Nonresponse followup 
(and tool kit methods) 

For the 1990 Census, source infor:
mation comes from U.S. 
Department of Commerce (1993) 
and, for Census 2000, from Moul 
(2002) and Monaco (2002). With 
the exception of certain cost infor:
mation from Monaco (2002), the 
statistical data related to NRFU 
were obtained from Moul (2002). 

• 1990 Census 

NRFU was the largest field data 
collection activity conducted dur:
ing the 1990 Census and it took 
place in all district offices except 
for two entirely L/E offices 
(Window Rock, Arizona and 
Hyannis, Massachusetts). The 
NRFU universe consisted of HUs for 
which mail-return questionnaires 
were not checked in by April 22, 
1990. These HUs originated from 
the initial mailout, as well as late 
adds from other precensus opera:
tions. 

All type 1 district offices (large, 
central-city and metropolitan areas) 
were scheduled to start NRFU on 
April 26, 1990. The remaining dis:
trict offices were supposed to 
begin NRFU on May 3, 1990. All 
district offices were to finish NRFU 
by June 6, 1990. The NRFU opera:
tion was not completed as 
planned. As of June 4, 1990, only 
70 percent of the workload was 
completed. By this date, only 33 
percent of the district offices had 

begun closeout procedures and 
only two district offices had actual:
ly completed NRFU. 

Most delays were attributed to 
larger-than-expected workloads,10 

staffing difficulties, employee 
turnover, and more part-time work:
ers than anticipated. In response 
to these problems, the Census 
Bureau initiated a pay rate increase 
in June of 1990 in an effort to 
attract additional workers by com:
peting more favorably with other 
employers in these areas and to 
motivate existing staff to increase 
hours and production. 
Additionally, the Census Bureau 
extended its supplemental pay pro-
gram and implemented a piece-rate 
program for each completed ques:
tionnaire. (See section 4.1.5). By 
July 19, 1990, 98 percent of all 
district offices had finished NRFU, 
with the remaining 2 percent by 
July 30. Approximately 200,000 
persons worked on the NRFU oper:
ation, which enumerated more 
than 34 million HUs. 

• Census 2000 

The objective of Census 2000 
NRFU was to obtain a completed 
questionnaire from households in 
mailback areas that did not 
respond to the Census. The poten:
tial universe for NRFU included 
119,090,016 HUs in mailback 
areas (including Puerto Rico). Of 
this total, almost 45 million HUs 
(37.7 percent) were identified as 
NRFU cases. 

The NRFU addresses were identi:
fied on a flow basis and distrib:
uted to the LCOs.11 Although the 
NRFU operation was scheduled to 
be conducted during the period 

10 NRFU operational plans were based 
on a 70 percent mail-response rate. When 
the 1990 Census mail- response rate turned 
out to be 63 percent, the workload was 
notably increased and more field staff were 
needed. 

April 27 through July 7, 2000, the 
operation began as planned, but 
ended ten days ahead of schedule 
on June 26, 2000.12 

Table 4 shows the weekly check-in 
rates of NRFU enumerator ques:
tionnaires by form type. The ques:
tionnaire check-in activity shown in 
the table was taken from the 
DMAF. 

Although the official start and fin:
ish dates for NRFU were April 27 
and June 26, two discrepancies 
were noted. According to 
OCS200013 data, the LCOs started 
NRFU as early as April 21 and fin:
ished as late as September 7. The 
start and end dates were defined 
as the date the first and last NRFU 
questionnaires were checked into 
the OCS2000. Also, according to 
OCS2000 data, the range of start 
dates for NRFU was from April 21 
to May 5, and the range of NRFU 
end dates was from May 5 to 
September 7. 

Approximately 1.6 percent of the 
NRFU workload (677,967 cases) 
was checked in after June 26, 2000 
- the official end of the NRFU oper:
ation. These were primarily NRFU 

11 A late mail return (LMR) operation 
subsequently identified about 2.5 million 
HUs that were checked in after the initial 
NRFU universe was identified. These specif:
ic addresses were manually removed from 
the NRFU workload at the appropriate LCOs. 
As a result of the LMR operation, the nation:
al NRFU workload was reduced to 42.3 mil-
lion HUs or 35.6 percent of the eligible uni:
verse. 

12 More than 98 percent of NRFU enu:
merator questionnaires were checked-in 
sometime during the official NRFU start and 
end dates. About 1.6 percent of the NRFU 
workload was checked-in after the end of 
NRFU. These were primarily population 
unknown (code 99) cases or lost question:
naires that were recontacted during the 
Residual NRFU operation. 

13 The Operations Control System (OCS) 
was an automated database that resided at 
each LCO. It’s primary use was to make ini:
tial enumerator work assignments, control 
and monitor the flow of work between the 
LCO and the field staff, capture limited data 
from completed questionnaires, and prepare 
shipping documents/tracking numbers for 
materials shipped from the LCOs. 
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cases with unknown population 
counts (POP99s) or lost NRFU 
enumerator returns that were con:
tacted in the Residual Nonresponse 
Followup operation. According to 
the DMAF data, however, there 
were no check-in actions for NRFU 
questionnaires after August 25. 

4.6.1 NRFU study methodology 

To assess the effectiveness of the 
Census 2000 NRFU operation, the 
Census Bureau used the DMAF to 
identify the NRFU eligible universe, 
the initial NRFU universe, the late 
mail return (LMR) universe, the 
final NRFU universe, and the March 
2001 MAF extract. They were 
used to identify addresses added 
during NRFU and to classify them 
into one of the following five cate:
gories: complete city-style, com:
plete rural route, complete P.O. 

box, incomplete address, and no 
address information. 

The Decennial Response File :
Stage 2 (DRF2), which represents 
the capture of questionnaire data 
from Census 2000, was used as 
the source for NRFU enumerator 
questionnaire responses. 

The Hundred Percent Census 
Edited File with the Reinstated HUs 
(HCEF_D’), which contained the 
edited and imputed 100 percent 
data from census HUs and group 
quarters, was used as the source 
for the demographics for the NRFU 
and self-enumerated HUs and 
households. 

The Technologies Management 
Office’s Decennial Data Warehouse, 
which is a repository for data from 
OCS2000 and the Pre-Appointment 
Management System/Automated 

Decennial Administrative 
Management System 
(PAMS/ADAMS), was used to obtain 
NRFU start and end dates for the 
LCOs. 

4.6.2 NRFU study limitations 

There was no official cut-off day 
for the initial NRFU universe. The 
Census Bureau’s processing divi:
sion, the Decennial Systems and 
Contracts Management Office 
(DSCMO), used a range of dates, 
covering just over a week, to per-
form the NRFU selection process 
on a state/LCO basis. Prior to 
beginning the NRFU selection 
process for a state, DSCMO ran a 
DMAF update based on all current:
ly available checked-in question:
naires. These updates reflected 
questionnaires checked in as of the 
previous day. Since the initial 

Table 4. 
Distribution of NRFU Questionnaires Checked-in by Week and by Form Type * 

Week14 Date 
Total forms 

Form type 

Short forms Long forms 

Number Percent Number Percent Number Percent 

Total 42,365,816 100.0 33,050,538 100.0 9,315,278 100.0 

Apr 21 - Apr 29 119,685 0.3 104,218 0.3 15,467 0.2 
Apr 30 - May 06 5,132,662 12.1 4,228,079 12.8 904,583 9.7 
May 07 - May 13 8,924,593 21.1 7,131,363 21.6 1,793,230 19.3 
May 14 - May 20 8,927,344 21.1 7,046,837 21.3 1,880,507 20.2 
May 21 - May 27 8,054,555 19.0 6,264,203 19 1,790,352 19.2 
May 28 - Jun 03 5,196,605 12.3 3,941,718 11.9 1,254,887 13.5 
Jun 04 - Jun 10 3,586,604 8.5 2,616,687 7.9 969,917 10.4 
Jun 11 - Jun 17 1,442,652 3.4 1,020,808 3.1 421,844 4.5 
Jun 18 - Jun 24 261,289 0.6 183,151 0.6 78,138 0.8 
Jun 25 - Jul 01 11,958 0.0 9,057 0.0 2,901 0.0 

11 Jul 02 - Jul 08 2,061 0.0 1,693 0.0 368 0.0 
12 Jul 09 - Jul 15 1,375 0.0 1,077 0.0 298 0.0 
13 Jul 16 - Jul 22 58,512 0.1 41,421 0.1 17,091 0.2 
14 Jul 23 - Jul 29 426,098 1.0 300,118 0.9 125,980 1.4 
15 Jul 30 - Aug 05 155,946 0.4 112,051 0.3 43,895 0.5 
16 Aug 06 - Aug 12 38,922 0.1 28,733 0.1 10,189 0.1 
17 Aug 13 - Aug 19 20,008 0.0 15,547 0.0 4,461 0.0 
18 Aug 20 - Aug 25 4,947 0.0 3,777 0.0 1,170 0.0 

* Table includes data for Puerto Rico but excludes data for Hialeah, FL (LCO 2928). 

Source: (Moul 2002) 

14 Weeks 2 through 18 are seven day weeks - Sunday through Saturday.  To be consistent 
with the other weeks, Week 1 should have started April 23. Since there were only 37 NRFU 
questionnaires checked in on April 21 and no questionnaires checked in on April 22, these days 
were included with Week 1. 
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NRFU universe was created on a 
flow basis, data users should be 
aware of the possibility of noise in 
the data with respect to the initial 
universe and the LMR universe. 

The meaningfulness of data analy:
sis that relies on the interview 
summary section on the enumera:
tor questionnaire is limited due to 
enumerator errors in completing 
these items. 

As a result of enumeration prob:
lems in the Hialeah, Florida LCO, 
enumeration data for this LCO 
were removed from all tabulations. 

4.6.3 Overview of NRFU procedures 

Enumerators visited each address 
designated for NRFU to determine 
the Census Day status of the HU. 
Census Day, or April 1, 2000, was 
the fixed reference date for the col:
lection of census information. 
Determining the Census Day status 
of followup addresses not only 
determined which sections and/or 
questions on the questionnaire to 
complete, but it also served as a 
reminder that the information col:
lected would be as of April 1, 
2000. 

All NRFU addresses had one of the 
following statuses as of April 1, 
2000. 

• Occupied15 

• Vacant16 

15 This status included addresses that 
were occupied on Census Day by the same 
household living there at the time of the 
enumerator’s visit and those that were occu:
pied by a different household on Census 
Day. Once enumerators determined the cor:
rect household for which to complete the 
questionnaire, the mechanics of completing 
the questionnaire was the same for all occu:
pied units. 

16 This status included both regular 
vacants such as for sale, for rent, etc., and 
vacant - usual home elsewhere (UHE) situa:
tions. A vacant UHE occurs when the NRFU 
unit is occupied on Census Day, but the 
household reports having a UHE. 

• Nonexistent17 

Although NRFU enumerators were 
expected to obtain complete inter-
views, in some instances, partial 
interviews were accepted. When 
enumerators could not contact a 
household member at a followup 
address after making at least three 
personal visits and three telephone 
attempts, enumerators attempted 
to obtain the required census infor:
mation by contacting a knowledge-
able nonhousehold (proxy) respon:
dent. 

When 95 percent of the NRFU 
workload was completed in a crew 
leader district (CLD), final attempt 
procedures were implemented in 
that CLD. Final attempt was an 
intense effort, conducted in a short 
period of time, to obtain a com:
pleted questionnaire for each unre:
solved case. 

During this phase of NRFU, enu:
merators made one final visit to 
each remaining NRFU address to 
obtain a complete interview or, at a 
minimum, the unit status and pop:
ulation count for the unit. 

Completed NRFU cases were 
returned to the LCO on a flow 
basis where assignment control 
clerks reviewed the incoming 
forms to ensure that critical ques:
tionnaire items were completed. 
Clerks returned questionnaires that 
failed the review to the field for 
correction. Questionnaires that 
passed the review were forwarded 
to OCS2000 check-in. During the 
check-in process, OCS2000 auto:
matically selected certain question-

17 Also known as deletes, these are 
NRFU addresses that are removed from the 
enumeration process because the address no 
longer qualifies to be included in the inven:
tory of residential addresses for the census. 
Examples of nonexistent units include units 
that have been demolished or burned down, 
duplicates of other addresses, nonresidential 
addresses, and vacant units that have been 
condemned. 

naires for the NRFU Reinterview 
program. These questionnaires 
were temporarily routed to another 
section within the LCO where 
clerks transcribed questionnaire 
data onto reinterview forms. Upon 
completion of the transcription 
process, the original question:
naires were returned to the flow of 
forms for OCS2000 check-in. All 
questionnaires were eventually 
assigned a check-out status and 
shipped to the appropriate Data 
Capture Center (DCC). 

4.6.4 NRFU study results 

The key NRFU results from Moul 
(2002) are summarized here. 

Regarding the NRFU universe, the 
evaluation found that approximate:
ly 78 percent of the 42.4 million 
forms comprising the NRFU work-
load were short-form question:
naires while 22 percent were long-
form questionnaires (see Table 5). 
The majority (62.3 percent) of the 
enumerated units were occupied 
and the occupancy rate for long-
form households was greater than 
for households who received a 
short form. About 470,000 NRFU 
questionnaires (1.2 percent) were 
completed in Spanish. 

Of the 26.4 million occupied units, 
117,730 (0.4 percent) were classi:
fied by enumerators as Code 99 -
Pop Unknown. This classification 
indicates that the enumerator was 
unable to determine the population 
count of the household. Approxi:
mately 6 million HUs (14.3 per-
cent) of the NRFU universe were 
classified by enumerators as non:
existent. 

With respect to the characteristics 
of NRFU questionnaires by form 
type,18 the NRFU evaluation 

18 The DRF2 was used to obtain data 
from the Respondent Information and 
Interview Summary sections of the enumera:
tor questionnaire. 
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Table 5. 
NRFU HU Status by Form Type 

NRFU status 
Total forms 

Form type 

Short forms Long forms 

Number Percent Number Percent Number Percent 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  42,372,965 100.0 33,056,635 78.00 9,316,330 22.00 
Occupied . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  26,418,357 62.35 20,397,349 61.70 6,021,008 64.63 
Vacant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9,893,046 23.35 7,799,783 23.60 2,093,263 22.47 
Delete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6,054,399 14.29 4,853,394 14.68 1,201,005 12.89 
Undetermined . . . . . . . . . . . . . . . . . . . . . . . . . . .  7,163 0.02 6,109 0.02 1,054 0.01 

Note: Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928). 

Source: (Moul 2002); Data Source: DMAF. 

Table 6. 
Characteristics of NRFU Enumerator Questionnaires by Form Type20 

Return responses 
Total forms 

Form type 

Short forms Long forms 

Number Percent21 Number Percent Number Percent 

Total returns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  38,636,451 100.0 29,987,599 77.6 8,648,852 22.4 
Proxy Interviews . . . . . . . . . . . . . . . . . . . . . . . . .  14,474,361 100.0 11,401,120 78.8 3,073,241 21.2 
Final Attempt . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,042,715 100.0 703,605 67.5 339,110 32.5 
Partial Interviews . . . . . . . . . . . . . . . . . . . . . . . .  2,061,930 100.0 1,064,696 51.6 997,234 48.4 
Refusals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  771,002 100.0 433,448 56.2 337,554 43.8 
Spanish . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  470,184 100.0 366,399 77.9 103,785 22.1 
Replacement . . . . . . . . . . . . . . . . . . . . . . . . . . . .  705,936 100.0 507,570 71.9 198,366 28.1 

Source: (Moul 2002). 

findings indicate that almost 14.5 
million of the 38.6 million19 ques:
tionnaires in the DRF2 were con:
ducted with proxy respondents. 
This represented about 37.5 per-
cent of all questionnaires. About 
31.1 percent (4.5 million) of the 
proxy interviews were for occupied 
HUs. Approximately 63.8 percent 
(9.2 million) of the 14.5 million 
proxies were for vacant units. 

Approximately 771,000 (2.0 per-
cent) of the NRFU questionnaires 

19 The DRF2 consisted of 38.6 million 
NRFU enumerator questionnaires which rep:
resented 37.4 million unique HUs. The dif:
ference in the preceding two numbers is the 
result of multiple questionnaire receipts from 
about 1.2 million units. While there were 
42.4 million HUs in the NRFU universe fol:
lowing the removal of Late Mail Returns, the 
difference between the 42.4 million field 
NRFU workload and the 38.6 million records 
in the DRF2 is the result of the DRF2 cre:
ation process which linked forms and imple:
mented the primary selection algorithm. 

were classified as respondent 
refusals. About 56.2 percent of 
the total NRFU refusals were for 
short-form questionnaires; 43.8 
percent were for long-form ques:
tionnaires. The 43.8 percent rate 
of refusals that were long forms is 
substantially higher than the per-
cent of total forms that were long 
forms (22.4 percent). This sug:
gests poorer long-form quality. 

The NRFU evaluation also exam:
ined the distribution of respondent 
type for long-form and short- form 
NRFU questionnaires (see Table 7). 
Question R3, on the back cover of 
the questionnaire, identifies the 
type of respondent who provided 
census information to NRFU enu:
merators. Question R3 identified 
respondents who lived at the unit 
on April 1, 2000, moved into the 
unit after April 1, 2000, or who 

were a neighbor or other non-
household member. 

A respondent who lived at the fol:
lowup unit on April 1 was consid:
ered a household member. 
Respondents who moved into the 
followup unit after April 1 were 
classified as in-movers. Neighbors 
and others who provided informa:
tion about the followup unit and 
its occupants were classified as 

20 The DRF2 was used to obtain data 
from the Respondent Information and 
Interview Summary sections of the enumera:
tor questionnaire. The table includes data 
for Puerto Rico and excludes data for the 
Hialeah, LCO. 

21 Note that the percentage of occur:
rences for each category in the table is not 
totaled under the Total Forms column. This 
is because the categories are not mutually 
exclusive. For example, an enumerator-filled 
questionnaire could be a partial interview 
completed in Spanish, or a proxy interview 
that was completed during the Final Attempt 
phase of NRFU. 
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Table 7. 
Distribution of Respondent Type by Form Type 

Respondent type 
Total forms 

Form type 

Short forms Long forms 

Number Percent Number Percent Number Percent 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  38,636,451 100.0 29,987,599 100.0 8,648,852 100.0 
HH member . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  22,078,073 57.1 17,045,202 56.8 5,032,871 58.2 
Proxy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14,474,361 37.5 11,401,120 38.0 3,073,241 35.5 

In-mover . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  837,728 2.2 666,760 2.2 170,968 2.0 
Neighbor/Other . . . . . . . . . . . . . . . . . . . . . . .  13,636,633 35.3 10,734,360 35.8 2,902,273 33.6 

No Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,084,017 5.4 1,541,277 5.1 542,740 6.3 

Note: Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928). 

Source: (Moul 2002); Data Source: DRF2. 

Table 8. 
Distribution of Respondent Type by HU Status for Partial Interviews 

HU status 
Total 

Respondent type 

Proxy HH member No response 

Total partial interviews . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,061,930 1,105.365 873,257 83,308 
Percent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (100.0 %) (100.0 %) (100.0%) (100.0%) 

Occupied . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,927,647 986,908 866,806 73,933 
Percent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (93.5%) (89.3%) (99.3%) (88.7 %) 

Vacant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  123,043 111,537 3,621 7,885 
Percent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6.0%) (10.1%) (0.4%) (9.5%) 

Delete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11,172 6,902 2,811 1,459 
Percent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (0.5%) (0.6%) (0.3%) (1.8 %) 

Undetermined . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  68 18 19 31 
Percent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (0.0 %) (0.0%) (0.0%) (0.0%) 

Total returns for respondent type* . . . . . . . . . . . . . . . . . . . . . . .  38,636,451 14,474,361 22,078,073 2,084,017 

*From Table 7.

Note: Table includes data for Puerto Rico and excludes the data for Hialeah, FL (LCO 2928)

Source: (Moul 2002); Data Source: DRF2. 

nonhousehold members. For pur:
poses of the study, in-movers, 
neighbors, and others were consid:
ered proxy respondents. 

The study findings reveal that 
about 57 percent of all NRFU 
respondents were household mem:
bers. Long-form questionnaires 
had a slightly higher percentage 
(1.4 percentage points) of house-
hold member respondents than 
short-form questionnaires. 

Almost 14.5 million (37.5 percent) 
of the 38.6 million NRFU question:
naires were completed using proxy 
respondents. The category is a 
Neighbor or Other accounted for 
about 94 percent of the proxy 
respondents for both short and 
long-form questionnaires. About 

4.5 million of the 14.5 million 
proxy interviews were for occupied 
units while 63.8 percent (9.2 mil-
lion) of the total proxy interviews 
were for vacant units.22 

The study also compared the com:
pleteness of interviews obtained 
from household respondents with 
proxy respondents by examining 
the proportion of each that were 
partial interviews. A partial inter-
view is one in which an enumera:
tor collects less than the minimum 
amount of information for a com:
plete interview, but at least Unit 
Status and HU Population (POP) 
Count. Table 8 provides counts of 

22 Refer to Moul (2002) for detailed 
breakdowns of respondent type information 
by form type for occupied and vacant units. 

respondent types (proxy, a house-
hold member, no response) by HU 
status (occupied, vacant, delete, 
undetermined) for the partial inter-
views. 

The study results indicate a dispro:
portionate number of partial inter-
views for the proxy respondents 
compared to household respon:
dents. Specifically, the data reveal 
that of the 14.5 million interviews 
completed with proxy respondents, 
about 1.1 million (7.6 percent) 
were classified as a partial inter-
view. This is contrasted to the 22 
million interviews completed with 
household respondents of which 
about 873,000 (4.0 percent) 
were classified as a partial inter-
view. With respect to the use of 
continuation questionnaires for 
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Table 9. 
Total Cost for Field and Office Operations 

Percent of 
Workload Cost per case Total cost total cost 

Total field and office operations . . . . . . . . . . . . . . . . . . . . . . . .  44,897,97127 $27.09 $1,261,707,341 100.00% 
Total field operations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  44,897,971 $26.09 $1,171,205,039 96.27% 
NRFU and POP 99s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  42,269,216 $26.58 $1,123,563,961 89.05% 
R-NRFU. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  120,919 $28.39 $3,433,211 0.27% 
Reinterview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,507,836 $17.63 $44,207,867 3.50% 
Total office operations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  44,897,971 $1.01 $45,251,151 3.73% 
Assignment preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  44,897,971 $0.56 $25,356,645 2.01% 
Assignment control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  44,897,971 $0.44 $19,894,506 1.65% 

Source: (Monaco 2002). 

households containing more than 
five persons, the study data show 
that almost 1.3 million continua:
tion questionnaires were used dur:
ing NRFU. This represents about 
3.2 percent of the total NRFU 
returns (38,636,451). As expect:
ed, about 93.6 percent of continua:
tion questionnaire usage involved 
one continuation form. 

4.6.5 Effects of added and deleted 
units on the DMAF 

The NRFU evaluation also exam:
ined the distribution of added and 
deleted addresses in NRFU by 
TEA.23 The majority of added and 
deleted addresses were in 
mailout/mailback areas. Of the 
688,944 added units in TEAs 
where NRFU occurred,24 all address:
es met the criteria to be included 
on the DMAF. Slightly more than 6 
million addresses were deleted 
during NRFU. 

The distribution of deleted 
addresses was similar to the work-
load distribution across the TEAs, 
but there was a disproportionate 
number of added units in U/L 
areas (31.9 percent) compared to 

23 Refer to Moul ( 2002) for additional 
data pertaining to the distributions of added 
and deleted addresses by type of address 
and unit type. 

24 NRFU occurred in TEA 1 (mailout/ 
mailback), TEA 2 (Update/Leave), TEA 6 (mili:
tary in Update/Leave), TEA 7 (Urban 
Update/Leave), and TEA 9 (Update/Leave 
converted from mailout/mailback). 

Table 10. 
Summary of Field Operation Cost for NRFU (including POP99s) 

Cost component Dollars Percent 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  $1,123,563,961 100.0 
Production salary cost . . . . . . . . . . . . . . . . . . . . . . . . . .  757,756,402 67.4 
Training salary cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  182,201,464 16.2 
Mileage cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  107,500,627 9.6 
Other objects cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  76,105,468 6.8 

Data Source: U.S. Bureau of the Census, 2001c. 

Source: (Monaco 2002). 

the percentage of the NRFU work-
load (21.7) in U/L areas.25 

4.6.6 NRFU costs 

Source information on costs comes 
from Monaco (2002). 

NRFU field operations were com:
pleted within 7.23 percent of the 
$1.1 billion budget. The total cost 
of NRFU field and office operations 
was derived from PAMS/ADAMS -
the payroll and administrative sys:
tem used to support Census 2000 
(see Table 9). The almost $1.2 bil:
lion cost of NRFU field operations 
included the following compo:
nents: NRFU, POP99, Residual 
NRFU (R- NRFU), and Reinterview.26 

25 HUs added during U/L (March 2000) 
were not processed in time to update the 
NRFU address registers. Consequently, NRFU 
enumerators may have added the same 
addresses again and thus inflated the per:
centage of added addresses in TEAs 2 and 9. 

26 The field operations expense does 
not include Census HQ, regional infrastruc:
ture costs, or Puerto Rico and it excludes 
any re-worked cases. 

The POP99 operation was conduct:
ed to obtain population counts for 
occupied units that were classified 
as population unknown during 
NRFU. Residual NRFU was con:
ducted for questionnaires that had 
been checked in, but could not be 
processed such as for blank, lost, 
or damaged questionnaires. 

The cost component of the $1.12 
billion expense for conducting 
NRFU and POP99 are shown in 
Table 10. POP99 costs are includ:
ed with NRFU because both opera:
tions used the same task code. 
The mileage cost includes produc:
tion work and travel to and from 
training sessions. The other 
objects cost includes civilian per:
sonnel benefits, telecommunication 
services, and other costs. 

27 These data, which were obtained 
from Monaco (2002), include NRFU, POP99, 
Residual NRFU, and Reinterview cases. They 
do not contain any re-worked cases. 
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Table 11. 
Percent of Variance 
(NRFU, R-NRFU, POP 99s, Reinterview) 

Percent Variance Percent of total 
Variance of budget variance 

Total. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  $78,946,983 –7.23% 100.00% 
NRFU, POP 99s, R-NRFU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ($64,649,666) –6.56% 81.89% 
Enumerators & Crew Leader Assistants . . . . . . . . . . . . . . . . . . . . . . . . . . .  ($2,934,975) –0.36% 4.54% 
Crew Leaders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ($56,043,487) –44.05% 86.69% 
Field Operations Supervisor, Office Operations Supervisor, Special 
Place Operations Supervisor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  $1,137,892 3.32% –1.76% 
Clerks & Recruiting Assist. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ($6,753,196) N/A 10.45% 
Other Employees. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ($55,900) N/A 0.09% 
Reinterview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ($19,543,013) –79.23% 24.75% 
Miscellaneous. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ($5,245,696) 6.43% –6.64% 

Source: (Monaco 2002) 

The final NRFU costs showed some 
variance between actual spending 
and budgeted amounts (see Table 
11). Three areas of overspending 
for Census 2000 resulted from 
higher staffing (especially crew 
leader) costs, lower production 
rates, and larger Reinterview work-
loads. 

The largest overspending (86.69 
percent) or $56 million was for 
crew leader expenditures. Crew 
leader expenditures exceeded the 
budget for all LCO types, but espe:
cially for Type C offices 
($42,364,336).28 The large deficit 
in crew leader costs is attributed 
to the fact that crew leaders were 
modeled at 33,401 positions 
(which includes a 50 percent 
replacement training rate), but a 
total of 49,694 crew leaders were 
actually hired. Although crew lead:
ers were not the largest percentage 
of hirees, they worked more pro:
duction days and hours at a higher 
pay rate than other staff and 
exceeded the frontloading limit. 

When actual costs for NRFU and 
POP99 were compared to the 
Census 2000 allocation model 

28 This was not the final Census 2000 
model used for budget formulation. The 
allocation model contained a contingency 
reserve held by the Decennial Management 
Division to support variable pay rates and 
variability in workload size for LCOs. 

dated March 30, 2000,29 the analy:
sis indicated that the actual pro:
duction rate of NRFU enumerators 
was 1.04 cases per hour compared 
to the allocation model production 
rate of 1.35 cases per hour. 

The Decennial Management 
Division (DMD) suggests that the 
lower production rate may have 
been in part due to enumerators 
not being on the job long enough 
to develop strategies that could 
result in production efficiencies 
which characterize longer term 
employees (Monaco 2002). 

The NRFU Reinterview was difficult 
to analyze. According to DMD’s 
analysis, the NRFU Reinterview 
workload appeared to be 121 per-
cent larger than planned, and the 
cost was greater by 79.23 percent. 
The budget, which modeled only 
for personal visit followup, 
assumed a Reinterview workload 
of 1.1 million cases, but the 
OCS2000 actual workload of 2.5 
million Reinterview cases included 
both personal visit and telephone 
followup. The PAMS/ADAMS data 
are for both personal visit and tele-

29 This was not the final Census 2000 
model used for budget formulation. The 
allocation model contained a contingency 
reserve held by the Decennial Management 
Division to support variable pay rates and 
variability in workload size for LCOs. 

phone followup, but separate task 
codes were not assigned; there-
fore, the costs for personal visit 
and telephone could not be distin:
guished. 

4.6.7 Operational Challenges 

Although NRFU was completed 
ahead of schedule, some opera:
tional challenges were encoun:
tered. Errors in the software used 
to create the initial NRFU files 
resulted in some address listings 
being omitted for responding 
households. The address register 
listings should have contained the 
addresses of HUs for both respond:
ing and nonresponding house-
holds.30 

Additionally, the surnames of 
responding households in 
mailout/mailback areas were erro:
neously omitted in the initial pro:
duction of NRFU files. In U/L 
areas, surname information was 
incorrectly taken from an incorrect 
file field.31 The address listings 
also had an incorrect starting 
address. The address listings 

30 The DSCMO redelivered corrected 
NRFU files without causing any delay in the 
NRFU operations schedule. 

31 NRFU enumerators were given supple:
mentary DSCMO-produced address listings 
containing surname data. The enumerators 
received additional training on how to best 
use these listings in the field. 
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started with the address of the 
first NRFU case in each block and 
omitted the addresses of any 
responding HUs that should have 
appeared prior to the first listing 
designated for NRFU. 

The NRFU evaluation reported 
numerous other operational chal:
lenges including HUs added during 
U/L not being reflected on the 
NRFU listings, major enumeration 
problems in the Hialeah, Florida 
LCO, delays in the identification of 
the NRFU universe, slow implemen:
tation and poor management of 
NRFU Reinterview, inconsistent 
cost and progress data, multiple 
enumerations, and failure by enu:
merators to obtain a population 
count.32 

4.6.8 Factors contributing to the 
early completion of NRFU 

There were three factors that con:
tributed to the early completion of 
NRFU. Locally competitive pay 
rates allowed the regions to 
attract, recruit, and retain staff in 
its LCOs. Early, aggressive front-
loading of field staff coupled with 
timely replacement training 
ensured sufficient staff levels to 
begin the operation with a full 
compliment of workers and to 
replenish it as needed. (See 
Section 4.1 for additional details 
regarding the effects of frontload:
ing and pay on the completion of 
NRFU.) Improved information tech:
nology such as the OCS2000, 
Master Activity Schedule, and map 
printing capability in the LCOs also 
played an important role in the 
success of NRFU. 

4.6.9 NRFU recommendations for 
the 2010 Census33 

32 Of the 26.4 million occupied HUs, 
117,730 (0.4 percent) had no population 
count in OCS2000. For the entire Census 
2000, there were 193,753 HUs that required 
total imputation. 

• ;Continue to offer locally com:
petitive pay rates to allow 
regions to attract, recruit, and 
retain both office and field staff 
in their LCOs. 

• ;Continue the practice of front-
loading field staff and combine 
it with replacement training to 
ensure sufficient staff levels 
throughout the operation. 

• ;Identify and remove Late Mail 
Returns periodically from the 
NRFU workload to reduce the 
workload and the number of 
HUs with multiple data captures. 

Because of the planned intro:
duction of mobile computing 
devices34 in the 2010 Census, 
enumerators will be able to 
transmit data directly to head-
quarters for processing and 
receive daily-updated field 
assignments (Decennial 
Management Division 2003). 
This potentially will improve the 
accuracy of the NRFU universe 
listings and reduce multiple enu:
merations. 

• ;Provide field offices with DMAF 
maintenance capabilities and 
real time, up-to-the minute 
access. 

• ;Make NRFU Reinterview an inde:
pendent operation managed by 
someone other than the 
Assistant Manager for Field 
Operations. 

• ;Include Residual NRFU and 
POP99 operations in the census 
design and plan. 

33 Included are recommendations from 
Moul (2002) and Monaco (2002). 

34 “An MCD [mobile computing device] 
is a small electronic device that has self-con:
tained processing units, contains wireless 
telecommunications capabilities, and is easi:
ly transportable. These devices also are 
referred to as personal digital assistants, 
palm tops, and hand-held computers.” (Gore 
2002). 

•Rethink the assignment area 
structure and delineation process 
to make use of new technology 
and an integrated system design. 

•Develop and implement an inte:
grated tracking database system 
for planning, tracking, property 
management, procurement, kit pro:
duction, shipping and receiving. 

4.6.10 Use of tool kit methods 

Evaluation source information 
comes from Tenebaum (2001b). 

The Census 2000 Operational Plan 
(U.S. Department of Commerce 
2000) provided for the use of tar:
geted special enumeration meth:
ods to improve the count of popu:
lation groups and geographic areas 
which historically have a dispro:
portionate share of people missed 
in the census. The plan included 
the implementation of a limited 
number of special tool kit strate:
gies to overcome barriers to suc:
cessful enumeration and to 
address concerns about the per:
sonal safety of enumerators, 
improve respondent cooperation, 
gain access, and improve cover-
age. 

The three tool kit strategies used 
successfully during Census 2000 
NRFU field operations were blitz 
enumeration, paired enumeration, 
and local facilitators. 

During blitz enumeration, a crew 
of enumerators conducted enumer:
ation activities in a very com:
pressed time schedule (generally 
two or three days) under the close 
personal supervision of a crew 
leader. The crew leader remained 
on site to resolve problems and to 
assist with respondents who were 
reluctant to participate in the cen:
sus. Blitz enumeration proved to 
be successful in areas with com:
plex households, low levels of 
cooperation, multi-unit buildings, a 
larger number of renters, and/or 
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low enumerator productivity. 

Paired enumeration was used 
mostly to provide support in areas 
where there were concerns about 
the safety of enumerators. One 
enumerator conducted the actual 
interview while the other enumera:
tor, keeping an eye on the sur:
rounding environment, provided 
support functions as needed. 
Paired enumeration was used also 
in rural areas containing hard-to-
locate HUs. In this situation, one 
member of the team served as a 
navigator while the other person 
drove the car. 

Local facilitators, also known as 
cultural facilitators, were generally 
well known residents of the partic:
ular area being enumerated. They 
were sworn to protect the confi:
dentiality of census information 
and provided assistance such as 
introducing enumerators to 
respondents, providing translation 
services, convincing residents to 
cooperate, and helping enumera:
tors to find hidden living quarters. 
Local facilitators were paid on a 
contract basis at the rate of an 
enumerator’s hourly pay. 

4.6.11 Tool kit methods 
assessment findings 

While Tenebaum (2001b) notes 
numerous limitations to assessing 
the effectiveness of the tool kit 
methods employed during NRFU, 
the report does provide some 
insight into the use of the special 
enumeration procedures and their 
impact on the level of refusals, 
partial interviews, final attempts, 
and enumerator questionnaires 
without a population count. The 
report also cites some anecdotal 
feedback from enumerators 
regarding the use of the tool kit 
methods. 

The findings reveal that about 1.7 
million (4 percent) NRFU cases 

were enumerated using one of the 
special tool kit enumeration meth:
ods. The completeness of data for 
census tracts in which special tool 
kit enumeration methods were 
employed was comparable to non-
targeted areas. Overall, 6.64 per-
cent of tool kit enumerated 
addresses were something other 
than complete interviews com:
pared to 5.93 percent for the regu:
larly enumerated addresses. This 
may suggest that the special enu:
meration methods were effective 
because the expectation was that 
targeted areas would have less 
complete data since they were 
identified as difficult-to-enumerate 
areas. 

Additional findings shows that 
blitzed units had a higher rate of 
refusals, partial interviews, final 
attempts, and population unknown 
cases than the regularly enumerat:
ed units. Blitzed units also had a 
higher rate of refusals, partial 
interviews, final attempts, and 
population unknown cases than 
did units which received paired or 
locally facilitated enumeration. 

Paired enumeration had lower 
refusals, partial interviews, and 
final attempts, but slightly higher 
rates of population unknown cases 
than addresses enumerated with 
regular procedures. Locally facili:
tated enumeration had lower 
refusal rates, partial interviews, 
and population unknown rates, but 
much higher final attempt rates 
than regularly enumerated units. 

Although the report by Tenebaum 
(2001b) did not collect detailed 
feedback from enumerators and 
crew leaders who implemented 
tool kit enumeration methods dur:
ing NRFU, enough information was 
gathered from routine debriefing 
questionnaires and anecdotal infor:
mation to report that most enu:
merators who conducted blitz enu:

meration thought it was very bene:
ficial and that it improved the 
overall enumeration in the targeted 
areas. Similarly, most enumerators 
who conducted paired enumeration 
reported increased feelings of per:
sonal safety and other benefits of 
doing the enumeration in pairs. 

4.6.12 Tool kit methods 
recommendations for the 
2010 Census 

• ;Continue to target difficult-to-
enumerate areas for special enu:
meration methods in the 2010 
Census. 

• ;Design controlled experiments 
for use in census pretests to 
measure the effectiveness of 
using special enumeration meth:
ods on data content and cover-
age. 

• ;Continue to refine the targeting 
algorithms using the planning 
database. 

• ;Obtain detailed feedback on 
enumerator productivity and 
retention as a result of imple:
menting special enumeration 
methods. 

4.7 Nonresponse followup 
enumerator training and 
administering the question	
naire 

Evaluation source information for 
the subsections of 4.7 comes from 
Burt and Mangaroo (2003). 

4.7.1 Description of NRFU 
enumerator training 

NRFU enumerator training began 
nationally on April 24, 2000. All 
initial NRFU classroom training ses:
sions were frontloaded. 
Frontloading an operation quickly 
got the operation off to a fast 
start. It reduced the effects of 
staff attrition on production and 
somewhat lessened the urgency 
for the training of replacement 
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enumerators. As needed, enumer:
ator replacement training sessions 
were conducted to keep crew 
leader districts, to the maximum 
extent possible, at their full front-
loaded staffing levels. At least one 
enumerator replacement training 
session was mandated. 

Upon arrival at the training ses:
sion, trainees received a trainee kit 
containing an enumerator’s manu:
al, a classroom workbook, several 
job aids, and a supply of needed 
forms and materials. Although the 
NRFU enumerator manual provided 
detailed job instructions on all 
facets of the enumerator’s duties 
and responsibilities, the job aids 
served as quick references to spe:
cific procedures while enumerators 
were working in the field. 
Additionally, the NRFU enumerators 
were given flashcards to show to 
respondents when asking specific 
questions during the interview. 

NRFU training sessions were gener:
ally conducted by a crew leader 
who would later serve as the 
trainee’s first line supervisor during 
the field data collection effort. 
Crew leaders, like their enumerator 
trainees, generally were recent 
hires and had little or no previous 
knowledge of census operations 
and procedures. Their effective:
ness as trainers was varied and 
those who excelled as trainers 
clearly had acquired the requisite 
skills, abilities, and knowledge 
from prior work experience. 

To help ensure uniformity and con:
sistency in the presentation of 
information, the NRFU training 
used verbatim lectures and stan:
dardized videos. Paired-practice 
interviewing and roleplay situa:
tions were incorporated through-
out the training. The paired-prac:
tice interviews and roleplay 
scenarios focused largely on the 
importance for trainees to use 

established interviewing tech:
niques while administering the 
questionnaire. 

An important component of the 
NRFU training was “live” practice 
interviewing. The trainer gave 
each of the trainees an actual work 
assignment. For approximately a 
four-hour period, the trainees were 
sent out into the community to 
conduct live interviews. When the 
trainees returned to the training 
session, they discussed their field 
experiences and sought guidance 
from the trainer as needed. At the 
conclusion of training, the trainees 
completed a multiple choice test to 
assess their understanding of the 
procedures and job responsibili:
ties. The answers to the test were 
then discussed, and the trainees 
were graded on their performance. 
Following training, the NRFU enu:
merators were immediately sent 
out to collect census data from 
approximately 42 million nonre:
sponding households. 

4.7.2 Building an effective NRFU 
training program 

The Census Bureau has long recog:
nized that a successful NRFU oper:
ation initially depends upon 
recruiting sufficient numbers of 
candidates in each LCO area and 
implementing a training program 
that adequately teaches the 
trainees to perform the duties of a 
NRFU enumerator. 

In preparation for the Census 
2000 Dress Rehearsal, the Census 
Bureau invested extensive resources 
to design and implement a quality 
NRFU enumerator training program. 
Additionally, the Census Bureau 
hired an outside contractor to 
review, assess, and evaluate the 
effectiveness of the Census 2000 
Dress Rehearsal NRFU training pro-
gram. Although the findings of the 
evaluation indicated that the Dress 
Rehearsal NRFU enumerators were 

successfully and effectively 
trained, the study results did note 
several areas for improvements in 
composition and delivery that 
would help ensure a highly suc:
cessful enumeration effort during 
Census 2000. 

4.7.3 Evaluating the effectiveness 
of NRFU enumerator training 

The effectiveness of the Census 
2000 NRFU enumerator training 
program was evaluated using the 
Kirkpatrick model of training evalu:
ation. The Kirkpatrick model 
assesses employee training pro-
grams on four levels: reaction to 
training, learning, application (on:
the-job performance), and organi:
zational performance.35 

The purpose of the evaluation was 
twofold: (1) to examine the quality 
of the Census 2000 NRFU enumer:
ator training program, and (2) to 
assess how well prepared the 
trainees were, following training, 
to perform the NRFU enumeration. 

4.7.4 NRFU training study 
methodology 

A major component of the Census 
2000 evaluation methodology 
included an analysis and thorough 
review of the Census 2000 training 
materials in conjunction with the 
Census 2000 Dress Rehearsal eval:
uation report recommendations by 
Broadnax (1999). 

The four evaluation levels of the 
Kirkpatrick Evaluation Model for 
assessing training effectiveness are 
shown in Table 12 (Burt and 
Mangaroo 2003). 

The Census Bureau developed mul:
tiple observation guides for use by 
staff who observed the classroom 

35 By design, the impact of training 
effectiveness on organization performance 
(level four) was not included in the evalua:
tion. 
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Table 12. 
Evaluation Levels of Kirkpatrick Model 

KIRKPATRICK WHAT DO WE WANT TO KNOW? MEASURES DATA SOURCEEVALUATION LEVEL 

REACTION . . . . . . . . . . . . . . . . . . .  Did trainees find the training effective, - attitude about the job 
useful, and enjoyable? - reactions to the trainer 

- reactions to the training 
materials 

- reactions to the training 
- satisfaction with knowledge 

gained 

LEARNING . . . . . . . . . . . . . . . . . . .  Did the trainees gain the knowledge - knowledge of Census concepts 
intended? Were training objectives met? - knowledge of Census 

procedures 
- attitudes toward a job 
- knowledge of effective 

interviewing skills 

APPLICATION/ ON-THE-JOB Can the trainees effectively do the job - productivity 
BEHAVIOR . . . . . . . . . . . . . . . . . . .  after completing training?	 - on-the-job performance 

- operation completion rates 

ORGANIZATIONAL What impact has the training had on 

enumerator debriefings 
post-employment telephone 
survey 

crew leader debriefings 
classroom training observations 

classroom training observations 
enumeration observations 
enumerator debriefings 
crew leader debriefings 
tests 

enumeration observations 
enumerator debriefings 
crew leader debriefings 
employee performance records 

PERFORMANCE. . . . . . . . . . . . . .  the agency's overall performance N/A N/A 

Source: (Burt and Mangaroo 2003). 

training and/or field enumeration ing, additional data on reactions to and consistency of the observers’ 
activities. Observers used the the training were obtained from skills as observers, and also, to 
training observation protocol to enumerator and crew leader some extent, on their knowledge 
report their perceptions of trainer debriefing questionnaires and of the NRFU operation (Burt and 
effectiveness, training delivery, and focus groups. Mangaroo 2003). 
training materials. Observers used 
the enumeration protocol to record 
their perceptions of enumerators’ 
on-the-job performance, attitudes 
toward their work, and feelings 
about how well the training pre-
pared them to perform their job.36 

Using the collected observation 
data, the Census Bureau produced 

Finally, the Census Bureau supple-
mented observation and debriefing 
data through the use of a post-
employment telephone interview 
of NRFU enumerators and crew 
leaders and reviewed performance 
data for a sample of NRFU enumer-
ators. 

The observations were not based 
on a scientifically selected sample. 
Because the training classes and 
individual enumerators observed 
were informal rather than prede-
fined statistically representative 
samples, the ability to generalize 
evaluation results is limited. 

measures of adequacy of the train- 4.7.5 NRFU training study limita- Additionally, it is likely that enu-
ing content and format, measures tions merators were on their best behav-
of enumerators’ knowledge of 
Census 2000 concepts and proce-
dures, and enumerator perform-
ance statistics. 

The methodology used to evaluate 
Census 2000 NRFU enumerator 
training was limited in several 

ior while being observed.37 Thus, 
it is possible that the observation 
process influenced the enumera-
tors’ performance which might 

In addition to the formal Census 
ways. 

impact the overall reliability of the 

2000 Evaluation Program examina-
tion into NRFU enumerator train-

Despite the use of structured 
observation guides, the final 

results. 

assessments of the quality of enu-
merator training and on-the-job 
performance were based on the 37 Observers told enumerators they 

36 Both protocols were developed by subjective judgments of individual were being observed as part of an evaluation 
staff from the Center for Survey Methods 
Research (CSMR), Field Training and Career observers. The reliability and of NRFU training and that the results would 

not be used to evaluate their performance. 
Development Office (FTCDO), and FLD based validity of these judgments are Additionally, enumerators observed by HQ 
on input from the decennial areas regarding 
which work behaviors would have the great- highly correlated with the accuracy staff and external contractors were told that 

the observation results would not be shared 
est impact on census data quality. with their crew leader or other LCO staff. 
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4.7.6 Measures of NRFU 
enumerator training effectiveness 

The best measure of the effective:
ness of employee training pro-
grams is the degree to which the 
skills taught in training are demon:
strated on the job. Burt and 
Mangaroo (2003) indicate that the 
Census 2000 NRFU enumerator 
training program adequately pre-
pared trainees to effectively per-
form the tasks of the NRFU enu:
merator position. Additionally, 
about three fourths of the NRFU 
enumerators who participated in a 
survey of training satisfaction 
reported that they were satisfied 
with the training they received. 

Evaluation results reveal that 
almost all of the enumerators 
properly identified themselves at 
the followup address, showed their 
ID card, stated the purpose of their 
visit, and determined the HU’s 
Census Day status. Additionally, 
most enumerators verified that 
they were at the correct address 
and provided respondents with a 
Privacy Act Notice. While the 
majority of enumerators recorded 
responses accurately and legibly, a 
significant number of enumerators 
did not always read questionnaire 
items as written and often did not 
use the flashcards provided. In 
particular, enumerators seemed 
less likely to follow the procedures 
taught in training when asking the 
Hispanic origin and race questions. 
About half of the recommendations 
from the Census 2000 Dress 
Rehearsal evaluation were incorpo:
rated, either completely or partial:
ly, into the Census 2000 NRFU enu:
merator training program. The 
incorporated recommendations 
contributed to an improved train:
ing program. 

4.7.7 NRFU training recommenda
tions for the 2010 Census 

Although the results of Burt and 
Mangaroo (2003) indicate that the 
Census 2000 NRFU enumerator 
training program was viewed 
favorably by the trainees and did 
produce enumerators who could 
effectively obtain census data from 
nonresponding households, the 
results also suggest some areas 
the Census Bureau should focus on 
when developing NRFU enumerator 
training for the 2010 Census. 
Some key recommendations 
include: 

• ;Continue to provide an opportu:
nity for the field work compo:
nent of NRFU training and 
enforce inclusion of field work 
in all training sessions. 

• ;Continue to place emphasis on 
reading all of the questions 
exactly as worded, adding addi:
tional explanations on why read:
ing questions verbatim is so 
important to data quality. 
Consider the use of a video that 
focuses on the importance of 
reading the Hispanic origin 
and race questions exactly as 
worded. 

• ;Increase the use of role playing, 
varying the situations to include 
reluctant respondents and 
refusals. 

4.7.8 Administering the enumera
tor questionnaire 

The purpose of the NRFU operation 
was to collect census information 
at specific addresses for which a 
census questionnaire was not 
returned to the Census Bureau. 
Before conducting an interview for 
the household at the followup 
address, enumerators were 
required to introduce themselves 
by stating their name, show their 
census ID, explain the purpose for 
their visit and the approximate 
length of time required to com:
plete the interview, and hand the 

respondent a Privacy Act Notice, 
D-31. 

Once these introductory activities 
were complete, NRFU enumerators 
were required to answer two key 
questions before conducting the 
interview to collect census infor:
mation for the household members 
and the HU. 

4.7.9 Interviewing at the correct 
address 

A crucial job task was for NRFU 
enumerators to ensure that they 
were at the specific address desig:
nated for a followup interview. 
Typically, enumerators confirmed 
this by reading the address on the 
questionnaire label to the respon:
dent and asking if they were at the 
correct address. Of a total of 474 
enumerator observations,38 Burt 
and Mangaroo (2003) reveal that 
enumerators confirmed that they 
were at the correct address 92.5 
percent of the time. In only seven 
percent of the observed interviews 
did enumerators fail to consistent:
ly verify that they were at the des:
ignated followup address. 
Administering enumerator ques:
tionnaires at addresses not desig:
nated for followup could affect the 
overall quality of census data. 

4.7.10 Determining the Census 
Day status of the followup unit 

One of the most critical responsi:
bilities of NRFU enumerators was 
to determine the Census Day sta:
tus of the HU at the followup 
address. Census Day, or April 1, 
2000, was the fixed reference date 
for the collection of census infor:
mation. Determining the Census 

38 The references to observations in 
Sections 4.7.9 through 4.7.15 pertain to 
field observers who used observation proto:
cols developed by the Center for Survey 
Methods Research (CSMR), Field Training and 
Career Development Office (FTCDO), and FLD 
to observe and record the performance of 
NRFU enumerators. 
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Day status of followup addresses 
not only determined which sec:
tions and/or questions on the 
instrument to complete, but it also 
served as a reminder that the 
information collected would be as 
of April 1, 2000. All NRFU 
addresses had one of the following 
statuses as of April 1, 2000 - occu:
pied, vacant, or nonexistent. 

Evaluation results indicate in about 
97 percent of the observed inter-
views enumerators correctly asked 
question S2, “Did you or anyone in 
this household live here on 
Saturday, April 1, 2000?” 

Additionally, in almost 91 percent 
of the observed interviews, enu:
merators asked followup screening 
questions, as appropriate, to deter-
mine the unit’s Census Day status. 
For units that were determined to 
have been occupied on Census 
Day, study results reveal that in 
about 94 percent of the observed 
interviews, enumerators properly 
asked the question in order to 
record a Census Day population 
count for the unit in question S5. 

4.7.11 Asking about relationships 
to the reference person 

Question 2 on the enumerator 
questionnaire asks for the relation-
ship of each household member to 
the reference person. The refer:
ence person is defined as the 
household member who owns or 
rents the HU and who, according 
to procedure, is listed as Person 1 
on the household roster in ques:
tion 1. Failure to list the 
owner/renter as Person 1 and/or 
incorrectly asking about the refer:
ence person’s relationship to the 
other household members rather 
than asking for the relationship of 
each household member to the ref:
erence person, would result in 
faulty data collection. 

Evaluation results show that enu:
merators correctly asked the rela:
tionship question in about 81 per-
cent of the observed interviews, 
but seldom used the relationship 
flashcard. Several observers noted 
that the enumerators who did not 
show the relationship flashcard to 
respondents appeared to have dif:
ficulty recording the relationship of 
a common-law spouse and/or a 
live-in boyfriend or girlfriend. 
When respondents reported that 
the relationship of a household 
member to Person 1 was a 
son/daughter/child, enumerators 
were supposed to probe for a more 
precise relationship such as natural 
born, adopted, or foster. 
Observation data reveal that enu:
merators probed for more specific 
relationship information for chil:
dren in about 74 percent of the 
observed interviews. 

4.7.12 Asking about Hispanic 
origin 

During NRFU enumerator training, 
considerable emphasis was placed 
on the proper procedure for asking 
the Hispanic origin question. This 
was accomplished through a com:
bination of verbatim training, 
paired-practice interviews, and an 
interviewer skills video. The 
trainees were repeatedly told not 
to make assumptions about a per:
son’s origin and never to complete 
the question by observation. 

Rather, enumerators were to show 
respondents the Hispanic origin 
flashcard, which listed all of the 
response categories on the ques:
tionnaire, and ask: “Are any of the 
persons that I have listed Mexican, 
Puerto Rican, Cuban, or of another 
Hispanic or Latino group?” 

Evaluation results indicate that 
enumerators showed the Hispanic 
origin flashcard to respondents in 
about 42 percent of the observed 
interviews. 

Enumerators were supposed to 
mark a response box for each 
household member to indicate 
whether or not the household 
member was of Spanish, Hispanic, 
or Latino origin. If the household 
member was of Spanish, Hispanic, 
or Latino origin, enumerators were 
to mark the specific group to 
which the household member 
belonged. 

Despite the emphasis placed on 
how to ask this question, NRFU 
enumerators read the Hispanic ori:
gin question exactly as worded in 
only about 75 percent of the 
observed interviews. In about 84 
percent of the observed interviews, 
enumerators inquired about 
Hispanic origin for each household 
member, but did not necessarily 
read the question exactly as word:
ed. 

4.7.13 Asking about race 

As with the Hispanic origin ques:
tion, the NRFU enumerator training 
placed considerable emphasis on 
the proper procedure for asking 
the race question. Trainees were 
told that race was based on self-
identification and that observation 
should never be used to complete 
the race question. Additionally, 
trainees were instructed to show 
the race flashcard to respondents 
and ask: “Now choose one or more 
races for each person.” Census 
2000 was the first time that 
respondents could identify the race 
of each household member by 
choosing more than one response 
category. Thus, it was essential 
for enumerators to read the race 
question exactly as worded so 
respondents would clearly under-
stand that one or more races could 
be chosen for a household mem:
ber, if applicable. 

When respondents reported 
American Indian or Alaska Native 
as a household member’s race, 
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enumerators were trained to ask 
for and write in the name of the 
person’s enrolled or principal tribe. 
Similarly, when respondents chose 
other Asian, other Pacific Islander, 
or some other race as the house-
hold member’s race, enumerators 
were trained to probe for and write 
in the specific name of the race. 

Observation reports of the NRFU 
enumerator training reveal that 
many trainees had difficulty asking 
about race. Thus, it was not sur:
prising that data from enumerator 
field observations indicate that 
enumerators were less likely to fol:
low correct procedures when ask:
ing about race than any other cen:
sus question. Study results 
indicate that enumerators showed 
respondents the race flashcard in 
about 46 percent of the observed 
interviews and read the race ques:
tion exactly as worded in 63 per-
cent of the observed interviews. In 
about 41 percent of the observed 
interviews, enumerators read all of 
the race categories to the respon:
dent. 

When enumerators were required 
to probe for the name of an 
enrolled or principal tribe for the 
American Indian and Alaska Native 
race categories, they did so in 70 
percent of the observed interviews. 
Similarly, when enumerators need:
ed to probe for the name of a spe:
cific race for the other Asian, other 
Pacific Islander, and some other 
race categories, they asked for the 
race in 81 percent of the observed 
interviews. 

4.7.14 Checking household 
coverage 

Another important enumerator 
responsibility was to verify the 
completeness and accuracy of the 
household roster in question 1. 
Question 1 was supposed to list all 
household members at the fol:
lowup address as of Census Day. 

Coverage question C1 asked: “I 
need to make sure I have counted 
everyone who lived or stayed here 
on April 1, 2000. Did I miss – any 
children, including foster children? 
— anyone away on business or 
vacation? – any roomers or house:
mates? – anyone else who had no 
other home? “ 

Coverage question C2 asked: “The 
Census Bureau has already counted 
certain people so I don’t want to 
count them again here. On April 1, 
2000, were any of the people you 
told me about –away at college? 
–away in the armed forces, – in a 
nursing home, – in correctional 
facility?” 

Asking both coverage questions 
was important to Census coverage 
and the failure by enumerators to 
always ask these questions could 
affect within household coverage 
measurements. 

Evaluation results indicate that 
enumerators asked if they had 
missed anyone who should have 
been included on the household 
roster in 85 percent of the 
observed interviews. The results 
also show that, in 82 percent of 
the observed interviews, enumera:
tors asked if anyone who had been 
included on the household roster 
should not have been included. 

4.7.15 Obtaining other household 
data 

The field observation protocol also 
provided data about the collection 
of household member names, their 
ages and dates of birth, and the 
use of household or proxy respon:
dents. Information about these 
data items was not only important 
to the maintenance of data quality, 
but it provided additional insight 
into how effectively enumerators 
administered the instrument. 

Study results indicate that enumer:
ators asked respondents for the 

names of all household members 
living at the followup unit in about 
94 percent of the observed inter-
views. Additionally, the data show 
that enumerators were observed to 
have asked the age/date of birth 
question for each household mem:
ber in about 91 percent of the 
interviews. 

4.8 Questionnaire 
assistance centers 

For the 1990 Census, source infor:
mation comes from U.S. 
Department of Commerce (1993) 
and, for Census 2000, from Jones 
and Barrett (2003). 

• 1990 Census 

The 1990 Census had two types of 
questionnaire assistance - tele:
phone assistance and walk-in 
assistance. Telephone assistance 
was provided in all district offices, 
except type 1 offices (large, cen:
tral-city and metropolitan areas) 
which had walk-in assistance cen:
ters. Telephone assistance in type 
1 district offices was provided by 
the servicing processing office 
based on the caller’s originating 
area code and exchange. 

Questionnaire assistance was avail-
able in English as well as 
Cambodian, Chinese, Korean, 
Laotian, Spanish, Thai, and 
Vietnamese where appropriate. 
The walk-in centers were staffed 
by unaffiliated, bilingual (when 
appropriate) volunteer personnel 
who answered respondents’ ques:
tions concerning the census and/or 
the completion of their question:
naires. 

The program suffered staffing 
problems from the start and never 
realized its goal of rendering assis:
tance in all type 1 district offices, 
although the walk-in centers that 
were staffed provided valuable 
information to the public. 
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• Census 2000 
Table 13. 

More than 14,000 questionnaire; Number of Census 2000 Questionnaire Assistance Centers and 
Types of Census Tracts with Questionnaire Assistance Centers 

assistance centers were staffed 
during Census 2000 to provide: 1) Number Percent 

general help to respondents who Total number of Census Tracts in 2000. . . . . . . . . . . .  61,258 

had questions or difficulty com-
pleting their census questionnaire; 

Number of Questionnaire Assistance Centers . . . . . 
Number of Questionnaire Assistance Centers 
(from keyed data) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

23,556 

14,222 

100.0 

60.4 

2) language assistance guides for 
respondents who had language 

Number of Census Tracts with QACs (from 
keyed data) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Number of Flagged Census Tracts with 

8,952* 100.0 

barriers to completing their ques-
tionnaire; and 3) Be Counted forms 

QACs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Number of Non Flagged Census Tracts with 
QACs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

8,725 

227 

97.5 

2.5 

to respondents who believed they 
did not receive a questionnaire or 
were not included on the question:
naire for their household. For each 
respondent contact at a question:
naire assistance center, census 
clerks or volunteers, as appropri:
ate, completed a D-399, Record of 
Contact, to document the reason(s) 
for the visit. 

Table 13 provides the number of 
QACs established, the number of 
QACs that had Record of Contact 
questionnaires keyed, and the 
number and type of census tracts 
that the keyed data represents. 

There were a total of 23,556 QACs, 
nationwide. Data was keyed from 
14,222 (60.4 percent) of these 
QACs. The 14,222 QACs were 
established in 8,952 census tracts. 
Flagged census tracts are defined 
to be those tracts known to be dif:
ficult to enumerate, those that are 
heavily populated by racial and 
ethnic groups, or those that are lin:
guistically isolated. About 97.5 
percent of the census tracts from 
which we have QAC data were 
flagged. The remaining 2.5 per-
cent of census tracts from which 
we have QAC data were not 
flagged. Non-flagged tracts are 
defined to be those difficult to 
enumerate tracts that did not meet 
the flagged criteria. 

4.8.1 Questionnaire assistance 
center study methodology 

*D-399 keyed data is available from QACs in these tracts. The actual number of tracts 
with QACs is unknown. 

Source: (Jones and Barrett 2003). 

To assess the scope of the ques:
tionnaire assistance operation and 
to determine the type of assistance 
requested, the Census Bureau 
relied exclusively on the data con:
tained on the D-399, Record of 
Contact. 

4.8.2 Questionnaire assistance 
center study limitations 

Since most D-399s, Record of 
Contact, were filled out by volun:
teers rather than paid Census 
Bureau clerks, there may be a 
potential for reduced data quality. 
Also, errors in keying data from 
the D-399s affect the accuracy of 
the results. 

4.8.3 Questionnaire assistance 
center study results 

A total of 559,027 respondents 
visited questionnaire assistance 
centers for some type of help com:
pleting their Census 2000 ques:
tionnaire. As expected, the majori:
ty of respondents requested 
assistance with completing the 
short-form English-language ques:
tionnaire. 

Of the 94,639 respondents who 
asked for a language assistance 
guide, 53 percent (50,158) 
requested a Spanish-language 
guide. Language assistance guides 
in Russian (5.2 percent) and 

Chinese (5.1) were the next two 
most requested guides after 
Spanish. 

Almost 40 percent of respondents 
visiting questionnaire assistance 
centers were given a Be Counted 
form because they did not receive 
a questionnaire or thought they 
were missed in the census. Be 
Counted forms were available in 
six languages (English, Spanish, 
Chinese, Korean, Vietnamese, and 
Tagalog). Of the 220,489 people 
who requested Be Counted forms 
at the Questionnaire Assistance 
Centers, most requested them in 
English (69.8 percent) or Spanish 
(24.4 percent). 

4.8.4 Questionnaire assistance 
center recommendations for the 
2010 Census 

Two important recommendations 
for future questionnaire assistance 
center operations were: 

• ;Assess the number of languages 
in which we print the Be 
Counted form for the 2010 
Census in light of the Census 
2000 evaluation results and the 
potential cost of providing addi:
tional languages. The authors 
of the Questionnaire Assistance 
Centers evaluation (Jones and 
Barrett 2003) recommended that 
we increase the number of 
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languages in which we provide 
the Be Counted form for the 
2010 Census. They based this 
recommendation on data that 
respondents requested more 
that 1,000 Language Assistance 
Guides in each of six languages 
for which the Be Counted form 
was not available. However, 
according to the evaluation of 
the Be Count Campaign (Carter 
2002a), overall only 4.9 percent 
of the Be Counted forms that 
were printed were returned to 
the Census Bureau. 

• ;Continue to establish question:
naire assistance centers in cen:
sus tracts which are document:
ed to have residents with 
language barriers to completing 
the census questionnaire or 
which are otherwise known to 
be difficult to enumerate. 

4.9 Census Day (April 1, 
2000) as the reference date 

Evaluation source information 
comes from Carter (2002b). 

A key concept of census-taking is 
the collection of person and HU 
information as of a fixed date. For 
decennial censuses, this fixed or 
reference date for data collection 
has traditionally been April 1. For 
Census 2000, the Census Bureau 
conducted an evaluation to deter-
mine how well respondents 
adhered to the April 1 reference 
date when responding to the cen:
sus. 

4.9.1 Date of reference for 
age/date of birth 

The Census Bureau’s investigation 
into respondent adherence to April 
1, 2000 as the reference date 
focused on how respondents 
answered the age/date of birth 
questions on the Census 2000 
questionnaire. The way respon:
dents answer these questions can 

be influenced by whether or not 
they are using Census Day as their 
date of reference. By including a 
reference to April 1 on the Census 
2000 age question, the Census 
Bureau hoped to reduce the dis:
crepancy between respondents’ 
reported ages and actual ages. 
Additionally, the Census 2000 
age/date of birth question asked 
respondents to report a full date of 
birth for all household members 
rather than just the person’s birth 
year. 

4.9.2 Date of reference study 
methodology 

The study methodology consisted 
of using the Hundred-Percent 
Census Unedited File (HCUF) 39 so 
analysis could be done solely on 
data provided by respondents prior 
to the editing and imputation 
process. The Census Bureau also 
calculated each person’s age, as of 
April 1, 2000, using the date of 
birth provided by the respondent. 
A person’s age was considered to 
be misreported if the age reported 
for that person differed from the 
age calculated from the date of 
birth. A person’s age added to his 
or her year of birth shows whether 
or not that person’s age had incre:
mented (implies having had a 
birthday) for that year. The sum of 
2000 indicates the age having 
been incremented for the year of 
2000, while the sum of 1999 
shows that the age has not yet 
been incremented for the year. 
The Census Bureau calculated the 
sum for every person in the analy:
sis. 

If every person’s age was correctly 
reported, the proportion of sums 

39 After removing duplicate HUs and 
persons who reported blank or other invalid 
data for their age/date of birth, the base 
universe for the evaluation consisted of 
approximately 252.5 million persons, or 
about 93 percent of HU persons on the 
HCUF. 

that equaled 2000 would be equal 
to the proportion of persons who 
have a birthday between January 1 
and April 1. If the proportion is 
different, it indicates that some 
date other than April 1, 2000 was 
used as a reference date. If the 
proportion is matched to a distri:
bution of dates of birth throughout 
the year, the day corresponding to 
the percentage would indicate the 
average date of reference (Carter 
2002b). 

The Census Bureau also examined 
final mail return rates. The mail 
return rate is a measure of respon:
dent cooperation in mailback 
areas.40 The mail return rate repre:
sents the number of occupied HUs 
with corresponding nonblank ques-
tionnaires41 checked in through the 
end of the year, December 31, 
2000, divided by the total number 
of occupied HUs in the mailback 
universe.42 

4.9.3 Date of reference study 
limitations 

Obtaining complete and accurate 
data from respondents, while a key 
goal of all data collection efforts, is 
particularly difficult to measure. 
For purposes of the evaluation of 
respondents’ answers to the 
age/date of birth questions, the 
Census Bureau assumed that 
respondents correctly reported 
dates of births for all household 
members. Thus, all reported 

40 These areas included the following 
types of enumeration (TEA) areas: 
mailout/mailback (TEA1), Update/Leave 
(TEA2), Military (TEA6), Urban Update/Leave 
(TEA7), and mailout/mailback converted to 
Update/Leave (TEA9). 

41 Includes actual mail return question:
naires, Be Counted forms, Internet returns, 
and responses from Telephone Questionnaire 
Assistance, and Coverage Edit Followup. 

42 Undeliverable as addressed (UAA) ques:
tionnaires as well as deleted addresses from 
TEA2 and TEA7 areas were excluded from 
the denominator. To be included in the 
denominator, addresses must have been 
added to the DMAF through an operation 
that occurred prior to NRFU. 
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discrepancies are attributed to 
respondents failing to correctly 
report the ages of household mem:
bers. 

4.9.4 Census movement or average 
date of reference 

Calculating the sum of all person 
ages and dates of birth (either 
2000 or 1999)43 revealed that 29.9 
percent of persons had an 
observed sum of 2000. These are 
persons whose age had increment:
ed for the year, meaning that their 
age reflected having had a birthday 
sometime between January 1 and 
April 1, 2000. The remaining 70.1 
percent of persons had an 
observed sum of 1999, meaning 
that their age reflected that their 
birthday was after Census Day. 

To determine the Census move:
ment or average date of reference, 
the Census Bureau compared the 
29.9 percent against a distribution 
of dates of birth for the entire 
year.44 The results of this analysis 
revealed that April 20 was the 
average date of reference for 
Census 2000. This was a notable 
improvement compared to the May 
5 average date of reference for the 
1990 Census. 

The movement of the average ref:
erence date to April 20 may be 
attributed to including a specific 
reference to April 1, 2000 on the 
age question, delivering Census 
2000 questionnaires earlier than in 
the 1990 Census, and completing 
the Census 2000 NRFU operation 
earlier than in 1990. 

43 Persons whose age and year of birth 
totaled something other than 2000 or 1999 
were eliminated from the analysis. This 
reduced the universe for the analysis phase 
to about 244.2 million persons. 

44 Because the Census 2000 age/date of 
birth question asked for each person’s full 
date of birth, the Census Bureau was able to 
develop a distribution of dates of birth for 
each day of calendar year 2000. 

Additionally, there was a consider-
able difference in the average date 
of reference between households 
who self-enumerated and those 
who were enumerated by a census 
enumerator. The average date of 
reference for self-enumeration 
questionnaires was April 12 com:
pared to May 18 for enumerator 
completed returns (Carter 2002b). 

Evaluation results show that a 
state’s mail return rate seems to be 
correlated with the date of refer:
ence for the state. As a state’s 
mail return rate increases, the date 
of reference for the state gets clos:
er to April 1, 2000. This is attrib:
uted to the fact that a higher mail 
return rate means that more 
respondents are completing their 
questionnaires and returning the 
forms in the mail. It is also likely 
that these respondents will not be 
part of NRFU as they are enumerat:
ed closer to April 1. Thus, these 
respondents are less likely to mis:
report their ages. 

4.9.5 Date of reference recommen
dations for the 2010 Census 

• ;Include a reference to Census 
Day, April 1, 2010 when asking 
respondents to provide the ages 
of household members. 

• ;Consider a compressed enumer:
ation time frame which may aid 
respondents to correctly report 
age. 

• ;Stress the importance for enu:
merators to state the April 1 ref:
erence date when asking the 
age question during NRFU. 

4.10 Coverage improve	
ment followup 

For the 1990 Census, source infor:
mation Coverage Improvement 
Followup (CIFU) comes from U.S. 
Department of Commerce (1993) 
and, for Census 2000, from Clark 
and Moul (2003). 

• 1990 Census 

The objectives of the Field 
Followup operation were to 
improve data quality and census 
coverage by following up on ques:
tionnaires with inconsistent or 
missing data. This was accom:
plished by enumerators who: 1) 
verified the status of units report:
ed during NRFU as vacant or 
delete; 2) followed up on question:
naires that were checked in, but 
were not data captured (missing or 
misplaced); 3) checked addresses 
on the ACF for which no question:
naires were checked in and; 4) 
revisited units with coverage/con-
tent edit failures. 

• Census 2000 

The program designed to improve 
coverage of HUs in mailback areas 
following the completion of NRFU 
was changed from Field Followup 
(used during the 1990 Census) to 
CIFU. While the majority of the 
CIFU workload consisted of units 
classified as vacant or nonexistent 
(delete)45 during NRFU, some addi:
tional components of CIFU includ:
ed new construction adds from 
local officials, blank mail return 
forms, and HU adds from various 
sources that could not be included 
in the mail delivery or in NRFU. 

While the primary focus of CIFU 
was coverage improvement, the 
nature of the CIFU field work was 
similar to other data collection 
operations. The effectiveness of 
CIFU and its value to the overall 
census-taking process is noted in 
several operational results. Most 
notably, more than 5 million 
people were enumerated. Similar 
to NRFU, CIFU enumerated a higher 

45 Units that were identified as vacant or 
delete in two previous census operations, 
units identified as seasonal vacants, and 
units identified as undeliverable as 
addressed were excluded from the CIFU 
workload. 
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percentage of the groups that are and Some Other Race. Importantly, units resulted in a gain of 3.1 mil-
typically undercounted, such as more than 1.5 million vacant/ lion people. 
males, young people (34 years old delete units were converted to
and younger), Hispanics, Blacks, occupied units. These converted
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5. 	Synthesis of Findings and 
Recommendations for Future Study 

This report highlighted the results 
of Census 2000 evaluations, 
assessments, and auxiliary reports 
pertaining to field data collection 
activities. Its examination of the 
major challenges and successes of 
several data collection operations, 
coupled with the analysis of study 
data and/or findings from field 
observations, reveals that the over-
all data collection program was 
operationally successful. 

Two components of the Census 
2000 data collection effort that 
contributed to its successful and 
timely completion were the Census 
Bureau’s recruiting campaign and 
pay rate program. The Westat 
study found a higher than expect:
ed correlation between high cen:
sus pay (relative to prevailing pay 
rates) and above average recruiting 
performance. A robust national 
recruiting program, carefully moni:
tored and nurtured by Census 
Bureau headquarters and the 
Regional Census Centers, yielded 
more than enough applicants to 
efficiently conduct all field data 
collection activities. 

Recruiting - Although there were 
considerable differences in recruit:
ing performance across all 520 
local census offices, most local 
census offices significantly exceed:
ed their recruiting goals. Westat 
(Jacobson, Petta, and Yudd 2002), 
who examined the factors affecting 
Census 2000 recruiting perform:
ance, opined that the local census 
offices regarded recruiting goals as 
minimums. Notably, by April 2000, 
82 percent of the local census 
offices exceeded recruiting goals, 
usually by considerable amounts. 

Pay Rates - Census 2000 recruit:
ing efforts were greatly facilitated 
by increases in enumerator pay to 
more than 75 percent of the 
Bureau of Labor Statistics prevail:
ing wage rate. Specifically, hourly 
pay was increased by almost 38 
percent on average relative to the 
1990 Census pay rate (adjusted for 
inflation). We believe this increase 
in pay also had a corresponding 
effect on enumerator retention 
which was improved nearly 23 per-
cent from 1990. 

Frontloading - Frontloading was 
an innovative strategy in which 
slightly more than twice the num:
ber of enumerators actually need:
ed for field production work were 
invited to training with the expec:
tation that most trainees could be 
given a work assignment immedi:
ately following training. 
Frontloading was facilitated by the 
Census Bureau’s highly successful 
recruiting program which, in most 
cases, provided sufficient numbers 
of qualified applicants. The 
increase in enumerator retention, 
coupled with the frontloading of 
enumerator training sessions and 
work assignments, were instru:
mental in keeping major opera:
tions on schedule and for main:
taining the efficiency with which 
field operations were conducted. 
These results were evidenced in all 
operations that were frontloaded, 
but none more dramatically than 
Nonresponse Followup, which was 
completed in the average LCO in 
about seven weeks during Census 
2000 as compared to nearly ten 
weeks in the 1990 Census. It 
appears that the degree to which 

local census offices exceeded oper:
ational schedules was a function of 
the amount of frontloading that 
they were able to achieve. 
Importantly, about 80 percent of 
the local census offices met or 
exceeded their frontloading goals. 
In Census 2000, the slowest per-
forming local census offices com:
pleted their work about 1.5 weeks 
faster than the fastest performing 
local census office in 1990. 

NRFU Enumerator Training :
The Census 2000 Evaluation H.7, 
Study of Nonresponse Followup 
(NRFU) Enumerator Training (Burt 
and Mangaroo 2003), indicates 
that the Census 2000 NRFU enu:
merator training program ade:
quately prepared trainees to effec:
tively perform the tasks of the 
NRFU enumerator position. About 
three-fourths of the NRFU enumer:
ators who participated in a survey 
of training satisfaction reported 
that they were satisfied with the 
training they received. This evalu:
ation also reveals that almost all of 
the enumerators properly identi:
fied themselves at the followup 
address, showed their ID card, 
stated the purpose of their visit, 
and determined the HU’s Census 
Day status. Additionally, most 
enumerators verified that they 
were at the correct address and 
provided respondents with a 
Privacy Act Notice. While the 
majority of enumerators recorded 
responses accurately and legibly, a 
significant number of enumerators 
did not always read questionnaire 
items as written and often did not 
use the flashcards provided. 
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Tool Kit - The use of special tool 

kit enumeration techniques (blitz 

enumeration, paired enumeration, 

and local facilitators) during 

Nonresponse Followup also con:

tributed to the efficiency of field 

data collection operations. The 

Assessment of Non-TEA Tool Kit 

Methods (Tenebaum 2001b), 

reported that the field staff 

thought the tool kit enumeration 

techniques simplified their jobs, 

made them feel safer, improved 

supervision, reduced respondent 

reluctance to cooperate, and 

increased productivity. 

Better than expected local census 

office recruiting performance, 

increased enumerator pay and 

retention, frontloading, tool kit 

strategies, and effective regional 

census center management all 

worked together to provide syner:

gy that resulted in an operationally 
successful data collection effort. 

Recommendations for future 

study and/or implementation: 

• ;Continue the practice of offering 
locally competitive pay rates to 
allow regions to attract, recruit, 
and retain staff in their local 
census offices. 

• ;Assess the optimal NRFU sched:
ule and degree of frontloading 
field staff (combined with 
replacement training) that would 
substantially reduce cost with-
out reducing the likelihood of 
meeting the operations sched:
ule. 

• ;Periodically identify and remove 
late mail returns from the 
Nonresponse Followup workload 
to reduce the workload and the 
number of housing units with 
multiple data captures. The 

planned use of mobile comput:

ing devices in the 2010 Census 

potentially will improve the con:

trol and tracking of the NRFU 

universe by accounting for Late 

Mail Returns and, therefore, 

reduce multiple enumerations. 

• ;Consider reassessing how test 

scores and the availability to 

work many hours are used as 

hiring screens. Data analysis 

suggests that the capacity to 

complete Nonresponse Followup 

would have been enhanced had 

test scores of about 82 percent 

been used as the first selecting 

criteria (unless applicants had a 

special language skill) and the 

order of contacting applicants 

had been based on the hours of 

availability (at least 20 hours 

per week) as reported on their 

job applications. 
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  www.census.gov/pred/www/.
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1.1 Introduction

The Data Processing Topic Report
provides a synthesis of the results,
recommendations and lessons
learned from the Census 2000
post-data capture data processing.
The Census 2000 incorporated var-
ied methods of data collection and
data capture.  Once census data
were collected and captured a col-
lection of interdependent process-
es were implemented to organize
and integrate the data.  These
processes accomplished the tasks
of organizing and integrating indi-
vidual responses to the census,
editing and coding data, integrat-
ing geographic data with census
response data, identifying and
geocoding addresses added
through enumeration activities,
identifying the best data to repre-
sent each household and group
quarters, determining the final
Census housing universe and ulti-
mately the Census population
based on all available data.  

1.2  Data processing
background

1.2.1  Non-ID processing

Most of the information in this sec-
tion comes from Medina (2001).

Every address in the census has a
unique identifier, the Master
Address File (MAF) identification
(ID) number.  This ID number is
used to link each census response
to its address.  Most census
addresses are assigned an ID num-
ber prior to the census enumera-
tion operations and most census
responses had a MAF ID preprinted
on the questionnaire.  However,

some operations generated

responses without a preassigned

MAF ID.  The Non-ID operation

attempted to assign a MAF ID to

those responses.   

Response records without a MAF ID

were divided into three groups.  A

description of these groups and

the Non-ID processes follows:

•  Type A Records - This group

included housing unit addresses

for responses from the Be

Counted program, the

Telephone Questionnaire

Assistance (TQA) operation and

Service-Based Enumeration (SBE)

operation, Usual Home

Elsewhere (UHE)1 addresses pro-

vided on Group Quarters (GQ)

questionnaires (GQ/UHE

addresses) and UHE addresses

provided on enumerator ques-

tionnaire responses in response

to the In-Mover and Whole

Household UHE coverage

improvement probes.

•  Type B Records - This group

included responses, from the Be

Counted program, that indicated

the respondent had no usual

home on April 1, 2000.  These

responses could be included in

the GQ universe if the

Geography Division (GEO) identi-

fied the Local Census Office

(LCO) geography that contained

the address.

•  Type C Records - This group
included housing unit addresses
that were added to the census
through the Update/Leave (U/L),
Urban Update/Leave (UU/L),
Nonresponse Followup (NRFU),
Coverage Improvement
Followup (CIFU), Transient-night
(T-night), or GQ enumeration
programs.  

The Decennial Systems and
Contracts Management Office
(DSCMO) identified the Non-ID
records and forwarded them to the
GEO for processing.  The GEO pro-
vided a Census ID number (MAF ID)
for each address it could either
match or geocode.  It updated the
MAF with any new housing unit
addresses found among the Non-ID
responses.  The GEO forwarded the
results of the Non-ID process to
the DSCMO who added the new
addresses to the Decennial Master
Address File (DMAF).   

Type A record processing 

The GEO conducted an automated
match of city style (i.e., house
number and street name) and non-
city style addresses to the MAF.  It
also carried out an automated
process to geocode city- style
addresses that could not be
matched to the MAF in the auto-
mated process.

The GEO also carried out an inter-
active telephone and computer
assisted operation in National
Processing Center (NPC) to match
and geocode records that could
not be matched or geocoded in the
automated processes.  If the initial
attempt to clerically match or
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geocode an address failed, the
address was compared to a com-
mercial database of addresses in
order to obtain a telephone num-
ber and/or correct any deficiencies
in the address.  If appropriate, a
second attempt was made to cleri-
cally match or geocode the
address based on updated address
information.  If still unsuccessful,
the clerical staff used the tele-
phone number to contact the
respondent and correct any errors
in the address information.  If cor-
rections were made, another
attempt was then made to match
or geocode the address. 

New addresses (i.e., those not
matched to the MAF) that could be
geocoded were added to the
Decennial Master Address File
(DMAF).  Census plans specified
that existence of new Type A
addresses added to the DMAF
through the Non-ID process would
be confirmed by the Field
Verification (FV) operation.
Enumerators visited the location of
the new addresses in the FV opera-
tion to determine whether or not
the address existed as a Census
housing unit on April 1, 2000.

Type B record processing

The Type B addresses were
geocoded only to the geographic
area of the LCO since only geo-
graphic information collected was
the place and county where the
person without a usual residence
stayed on Census Day.  New Type
B address locations geocoded to
the LCO geography were added to
the DMAF. 

Type C record processing 

The GEO assigned a MAF ID to all
Type C addresses.  The GEO
attempted to first match the
address to an existing address on
the MAF.  If no match was found

and it could be geocoded the
address was added to the DMAF.   

1.2.2 Decennial response file 
processing 

The Decennial Response File (DRF)
processing merged, organized and
edited various data response files
produced from the paper data cap-
ture processes, and Internet and
telephone data collection process-
es.  Each response for a Census
address was represented on the
DRF  by a return level record
(housing unit level data).  The DRF
contained one person level record
for each person reported on cen-
sus questionnaires each of which
was linked to the appropriate
return level record.  There could be
more than one response for an
address and thus more than one
return level record and associated
set of person level records.   

The DRF processing encompassed
the following major tasks: merging
response data from the data cap-
ture output databases with the
DMAF to create an initial database
of in-scope responses, reformatting
and editing the in-scope response
data, assigning a housing unit sta-
tus to each return level record and
selecting the response data that
would be accepted as the response
for each address in subsequent
processing.   

All of this was carried out in two
phases.  Each phase is discussed in
a separate section below.

1.2.2.1 Decennial response file -
Phase 1 (DRF1)

Much of the information in this
section comes from Fowler (2003).

The Decennial Response File -
Phase 1 (DRF1) process included
the following functions:

•  standardizing data formats 

•  merging data capture response
data with the DMAF to create an
initial file of in-scope responses

•  interfacing with the Non-ID
process and DMAF updates.

•  interfacing with the Automated
General Coding operations and
the Coverage Edit Followup
operation.    

•  initial editing of the response
data to blank illegal characters

•  identifying data defined person
records2 and formatting genera-
tional name suffixes

The primary inputs to the DRF1
processing were the Decennial
Capture System 2000 (DCS2000)
output files of data capture
response records transmitted to
the DSCMO.  The DRF input files
also included data from the auto-
mated TQA response file and
response data received via Internet
responses.  These files contained
records for 82 different types of
questionnaires in 15 different for-
mats.  The data on these files were
reformatted into one standard for-
mat for all questionnaire types.
This process created the normal-
ized data capture files.  The nor-
malized data capture files were
then merged with the DMAF.  The
product of this merge was the ini-
tial DRF1, a database consisting of
a collection of 559 files containing
data response records for census
housing units.  There was one
DRF1 file for each LCO.  Only data
response records for addresses
represented on the DMAF at the
time of the merge operation were
included on the DRF1. 

2 Data Processing in Census 2000 U.S. Census Bureau

2 Data defined person records are
records with at least minimum data for two
or more of the 100 percent census data
items - name, gender, relationship, age/date
of birth, race and Hispanic origin.  



1.2.2.2 Decennial response file -
Phase 2 (DRF2)

Much of the information in this
section comes from Rosenthal
(2003).

The second stage of the DRF pro-
cessing consisted of the following
steps: 

•  reformatting data

•  linking response records (e.g.,
linking response records repre-
senting enumerator forms with
those representing the corre-
sponding continuation forms)

•  determining the housing unit
status and household size
implied by the data on each
housing unit return

•  running the Primary Selection
Algorithm process which select-
ed the most appropriate hous-
ing unit return(s) for each
address

Linking response records

The linking of response records
refers to the process of combining
response records to form housing
unit returns.  Each housing unit
return could be made up of one or
more response records (i.e., the
data capture records for census
forms).   When response records
were linked, the resulting housing
unit return included the demo-
graphic data for all persons from
the linked response records.  One
response record was identified as
the parent record which con-
tributed the housing unit level data
to the housing unit return that was
formed.  

This linking component of the
DRF2 was primarily aimed at link-
ing the response records for the
Simplified Enumerator Question-
naire (Forms D-1(E), D-2(E)) with
the response records for enumera-
tor continuation forms (Forms D-

1(E)Supp and D-2(E)Supp).  The
Simplified Enumerator Question-
naire provided space to list data
for five persons.  At a household
with six or more persons, an enu-
merator used a continuation form
to complete the enumeration of
persons in the household.

The control information on this
continuation form identified the
Census address for which the
questionnaire was associated but
did not indicate to which question-
naire it was associated.  When
there was only one response for an
address the linking of the response
record for enumerator question-
naires to the response record of
the appropriate continuation form
was a simple matter.  When there
were response records for two or
more enumerator questionnaires
and one or more continuation
forms the linking was not trivial.
We used information about the
household size reported on the
enumerator questionnaires and the
number of persons enumerated on
the continuation form(s) to identify
the most likely linkage between
response records.

We also designed the linking
process to handle cases where
enumerators and mail respondents
used questionnaires other than a
continuation form to complete the
enumeration of a large household
and cases where the enumerators
used the continuation form to
complete the enumeration begun
on a mail return.  Criteria similar to
those used to link response
records for enumerator question-
naires to continuation forms were
used to link questionnaires in
these other types of cases.

When two response records were
linked on the DRF2, the question-
naire to which the continuation
form was linked was designated as
the parent record.  The response

record for the continuation form
was deleted from the file and the
control information on the associ-
ated person records was updated
so that the person records would
be associated with the parent
record.   

Assigning housing unit status and
household size

Once the DRF2 linking process was
completed, the housing unit status
and household size of each return
was assigned.  The information
used to assign the housing unit
status and household size included
the number of person records
associated with a return, the num-
ber of names listed in the ques-
tionnaire roster, the household size
reported by the respondent, and
the occupancy status and house-
hold size summary information
completed by Census enumerators.
These data were compared within
a return for consistency and exam-
ined for sufficiency.  

If the data were sufficient and rea-
sonably consistent, the housing
unit status and household size
were resolved according to a pre-
specified set of rules.  Small incon-
sistencies in the data were permit-
ted as long as there was
convincing evidence of the status
and household size.  In each case
the status was supported by more
than one of the response data
items.  For example, the number of
persons enumerated on a mail
return could differ from the house-
hold size reported by the respon-
dent.  The housing unit is obvious-
ly occupied.  If in this case, the
household size reported by the
respondent was five or less, the
household size assigned was the
maximum of the values indicated
by the questionnaire response
data.  

Each return was given one of the
following six occupancy statuses:
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Occupied, Vacant, Delete,
Occupied/Unresolved Household
Size, Occupancy Status Unknown
and Status Undetermined.   

The Occupied and Vacant statuses
were assigned when the return
clearly showed that the address
was an occupied or vacant housing
unit.  If the data clearly showed
that the address was not a  Census
housing unit or was nonexistent,
the Delete status was assigned.  

Each housing unit return assigned
a status of Occupied was assigned
a household size based on all
available information including the
total number of person records
associated with the return, the
number of names on the question-
naire roster, the respondent report-
ed household size, and the house-
hold size reported by an
enumerator in the Interviewer
Summary section of the Simplified
Enumerator Questionnaire.  

The latter three statuses were
assigned whenever the housing
unit return contained insufficient
or conflicting data about housing
unit status.  They indicate the vari-
ous levels of an unresolved hous-
ing status and/or household size.

•  Occupied with Unresolved
Household Size - This status
was assigned whenever the
response data indicated the
address was occupied but the
information on household size
was insufficient.   

•  Occupancy Status Unknown -
This status was assigned when-
ever the information on house-
hold status indicated that the
address was a Census housing
unit but due to conflicts or defi-
ciencies in the response data we
could not determine whether or
not the housing unit was occu-
pied or vacant.

•  Status Undetermined - This sta-
tus was assigned whenever we
could not determine whether or
not the address was a housing
unit because the response data
provided  extremely conflicting
information or were extremely
deficient.

Primary selection algorithm 

Most of the information in this sec-
tion comes from Baumgardner
(2002).

The Primary Selection Algorithm
(PSA) process was designed to
resolve the receipt of multiple
responses to the Census 2000 for
an individual housing unit address.
More than one response could be
received for an address because
there were several ways to
respond to Census 2000.  These
included responding via mail,
responding via the Internet or tele-
phone, completing a BCF, or being
enumerated by a census enumera-
tor as part of the List Enumerate
(LE), the NRFU, CIFU or GQ enumer-
ation operations.  

It operated on housing unit returns
after the housing unit status and
household size were assigned.
When the DRF2 contained multiple
housing unit returns for a census
address, the PSA selected the hous-
ing unit return(s) along with the
associated set(s) of person level
records that best represented the
household at that address.    

The PSA formed PSA households by
combining housing unit returns
which represented the same cen-
sus household.  When multiple
returns were present for a single
address, the PSA matched the
names of household members
across the returns (within an
address) to determine which
responses represented the same
household.  Names and demo-
graphic characteristics were used

to identify duplicate records for
the same person.  The presence of
duplicate household members
across two returns was evidence
that two census responses were
completed for the same household.
When duplicate household mem-
bers were identified, the two hous-
ing unit returns were combined to
form one PSA household. 

A PSA household consisted of just
one return if there was only one
return for the address or if a return
had no household members in
common with any other returns at
the address.  It consisted of two or
more returns if matching person
records were found across the
returns.  All returns with a status
of vacant were combined to form
one PSA household.

When a PSA household was formed
from two or more returns, one of
the returns was designated as the
Basic Return.  All of the data on
the Basic Return were associated
with the PSA household while only
the demographic data for selected
household members from the
other return(s) were associated
with the PSA household in subse-
quent data processing.

Once the PSA households were
formed, selection criteria were
applied to all PSA households at an
address to identify the most appro-
priate PSA household to represent
the enumeration at that address.
The selected PSA household was
designated as the Primary PSA
Household.  At each address, per-
sons from questionnaires with a
Respondent Provided Address
(RPA)3 could be added to the
Primary PSA Household if they
were not matched in the earlier
steps of the PSA.  The data  that
made up the Primary PSA

4 Data Processing in Census 2000 U.S. Census Bureau

3 BCFs, and GQ questionnaires with a
GQ/UHE address. 
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Household were then used as the

input to the Hundred Percent

Census Unedited File (HCUF) and

other subsequent data processing

activities.

1.2.3 Hundred percent census

unedited file for housing units

Much of the information in this

section comes from Jonas (2003).

The processing of housing unit

data and group quarters data was

conducted independently on paral-

lel tracks.  The HCUF processing of

housing unit data is discussed

below.  The processing of group

quarter data is discussed separate-

ly in Section 1.2.4, below.  Once

both processes were completed,

the data were combined to form

the final HCUF.    

The preliminary Census housing

unit universe was determined

through the HCUF process applied

to potential housing unit addresses

on the DMAF.  The HCUF housing

unit universe was preliminary

because it contained records repre-

senting duplicate housing units.

Potential duplicate HCUF records

were identified and retained on the

HCUF.  The final determine of

duplicate records was completed

after the HCUF processing.  The

duplicate records were subsequent-

ly removed during of the process-

ing of the Hundred Percent Census

Edited File (HCEF).

The HCUF process for housing unit

data brought together the data

from the DMAF and the DRF2.  The

process determined which address-

es on the DMAF represented a cen-

sus housing unit.  The occupancy

status of each housing unit was

then assigned and the size of the

household in each occupied unit

was determined.

1.2.3.1 Identifying ‘Kills’

The first step in the HCUF process-
ing for housing unit data was to
identify addresses on the DMAF
that do not represent a housing
unit.  The addresses eliminated
from the housing unit universe at
this stage of processing were
referred to as ‘Kills’.  The determi-
nation of ‘Kills’ was based on
source of addresses, status of
addresses in the U.S. Postal Service
Delivery Sequence Files, results of
the Local Update of Census
Addresses (LUCA), the postal deliv-
ery statuses and results of field
address listing and housing unit
enumeration operations.   

1.2.3.2 Integrating the DMAF and
DRF2

The next step in the HCUF process
was to bring together data for the
remaining DMAF addresses and
DRF2 data.  At this stage of the
process one of the following hous-
ing unit statuses was assigned to
each address on the DMAF:
Occupied, Vacant, Delete, Occupied
with Unresolved  Household Size,
Occupancy Status Unknown, and
Status Unknown.  These statuses
correspond to those assigned to
individual returns during the DRF2
processing.  The latter three cate-
gories represent addresses with
incomplete information on housing
status and/or household size.

The source of the data that deter-
mined the housing status and
household size of occupied units
could be the status and household
size assigned to the DRF2 housing
unit return selected by the PSA as
the Primary PSA Household, or the
results of  the Nonresponse
Followup, the Coverage
Improvement Followup or the Field
Verification Followup operations as
recorded on the DMAF.  

1.2.3.3 Count imputation

The count imputation process
imputed the housing status and/or
household size to addresses as
necessary in the next step.
Imputation processes were con-
ducted independently for the three
groups of addresses with incom-
plete information. 

•  Occupied with Unresolved
Household Size (Household Size
Imputation) - A household size
of one or greater was imputed
to housing units at these
addresses.    

•  Occupancy Status Unknown
(Occupancy Imputation) - A
housing unit status of Occupied
or Vacant was imputed to these
addresses.  Addresses in the
Occupancy Status Unknown cat-
egory were determined to exist
as a housing unit but it could
not be determined if the unit
was occupied or vacant.  A
household size was imputed to
households given an imputed
status of Occupied.

•  Status Unknown (Status
Imputation) - The imputed sta-
tus of these units could be
Occupied, Vacant or Delete.
Status Unknown was assigned
whenever we could not deter-
mine whether or not the address
existed as a Census housing
unit because of the lack of suffi-
cient data.  Addresses assigned
an imputed status of delete
were eliminated from the HCUF. 

The imputation method used to
impute housing status and house-
hold size to addresses from each
group was a nearest neighbor hot
deck imputation method.  Donor
households were identified for
each group from among the
addresses with a resolved status
and household size.  The nearest
neighbor housing unit in the donor



pool was selected to fill in the
housing status and/or household
size for the address with incom-
plete information.  The imputation
for each group was carried out
independently within each LCO.       

1.2.3.4 Duplicate Delete Operation

The final step in the HCUF process
for housing units was the identifi-
cation of duplicate addresses.  The
operations to identify duplicate
addresses were designed and con-
ducted in the summer and fall of
2000 to correct a potential over-
count of housing units.   Two pri-
mary methods were used to identi-
fy potential duplicate addresses: 
1) address matching based on
characteristics of the address
derived from MAF data and 2) per-
son matching based on name and
date of birth.  

The identification of duplicate
addresses was carried out in two
phases in order to meet the sched-
ule for Accuracy and Coverage
Evaluation (A.C.E.).   In Phase 1 a
provisional list of duplicate
addresses was identified.  In this
phase, address and person match-
ing were carried out independently.
Matching  addresses were paired.
Addresses with one or more exact
person matches and similar house-
holds were paired.  After identify-
ing Kills and addresses given a sta-
tus of Delete, one address was
selected from each remaining pair.
The addresses not selected were
considered provisional deletions.

No addresses were eliminated from
the HCUF as a result of Phase 1 of
the duplicate identification
process.  Phase 2 was implement-
ed after the creation of the HCUF
and the results that phase were
used to identify which provisional
deletions from Phase 1 would be
retained on the HCEF.  In Phase 2
additional information on address
matching and person matching

was combined to decide which of
the provisional deletions to rein-
state.  Additional person matching
used a modified version of the
Census Bureau’s probabilistic
matching methods.  At the comple-
tion of Phase 2, a total of
1,392,686 HCUF addresses were
identified as duplicate addresses
and not retained on the HCEF. 

1.2.4 Group quarters 

Most of the information in this sec-
tion comes from Jonas (2002).

The report covers two aspects of
the processing of data for GQ.  The
first aspect addresses how the
population count for GQs was
determined and the second
addresses the processing of GQ
questionnaires with a reported UHE
address.  

The GQ response data were
processed separately from the
housing unit data until the final
step of the HCUF processing when
data from both universes were col-
lected on the same file for the first
time.   

The Census Bureau relied heavily
on the number of GQ question-
naires completed and captured by
the DCS2000 to determine the
population of each GQ.  Individual
GQ questionnaires were not
tracked during the enumeration
processes.  Clerical counts of the
number of questionnaires at sever-
al points of field processing and a
count of records by the DCS2000
were recorded.  The count of the
number of questionnaires was
recorded at five points in the post-
enumeration processing:

•  By the enumerator immediately
following the enumeration of a
GQ

•  By the LCO staff when the ques-
tionnaires were received

•  By the LCO staff when the ques-
tionnaires were shipped to the
NPC

•  By the NPC staff when the ques-
tionnaires were received

•  By the DCS2000 during the data
capture of questionnaires

The counts listed above formed
the basis for determining the final
population count for each GQ.
Other processes that contributed
data to determining the population
count for GQ were:

•  The results of telephone fol-
lowup interviews with GQ estab-
lishments that initially refused
to be enumerated.  No question-
naires were returned for these
GQs.  The Census Day popula-
tion of each GQ was ascertained
by the followup interview

•  Identification of BCF question-
naires with a GQ address

•  Identification of housing unit
questionnaires with a reported
UHE address for a GQ

•  Unduplication of persons at SBE
Facilities

•  Identification of GQ question-
naires with a reported UHE
address for a housing unit

Although residents of all types of
GQs were allowed to report UHE
(i.e., a Census Day residence other
than the GQ at which they were
enumerated) only questionnaire
data for eligible UHE responses
were to be sent to the Non-ID
processes.  Only persons with eli-
gible  UHE responses could be
removed from the GQ universe and
included in the housing unit uni-
verse.  Eligibility was determined
by the type of GQ from which the
questionnaire was received and
response to a screening question
which identified a person’s primary
residence.  
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The information for this topic
report was obtained primarily from
the Decennial Management
Division (DMD) Operational
Assessments and the Census 2000
Evaluation studies that address
topics associated with Census
2000 data processing.  The major
resources for information come
from the documents discussed
below.  For a complete list of
resources, see the list of references
at the end of the document.

2.1 Decennial Management
Division operational
assessments 

The purpose of the operational
assessments was to document the
successes and lessons learned
from the planning and implementa-
tion of Census 2000 data process-
ing operations.  They provided rec-
ommendations for consideration
by the research and development,
and working groups that will plan
similar operations in the future.    

The primary source information
came from a combination of inputs
by all divisions responsible for
decennial operations planning and
implementation.  The recommen-
dations reflect the opinions of the
contributors to the assessments
and do not necessarily represent
the official position of the Census
Bureau.  The development of the
recommendations focused on the
individual operation, without an
attempt to assess the implications

across the entire census process.

The DMD operational assessments

referenced in this topic report are:

•  Assessment Report for

Decennial Response Files DRF1,

DRF2, PSA

•  Assessment Report for Non-ID

Questionnaire Processing

(including BCF/TQA Field

Verification)

2.2 Census 2000
evaluations

Results from the following Census

2000 Evaluation studies con-

tributed to this topic report:

•  Group Quarters Enumeration,

E.5

•  Evaluation of Nonresponse

Followup - Whole Household

Usual Home\Elsewhere Probe,

I.2

•  Operational Analysis of the

Decennial Response File Linking

and Setting of Housing  Unit

Status and Expected Household

Size, L.2

•  Analysis of the Primary Selection

Algorithm, L.3.a

•  Resolution of Multiple Census

Returns Using a Re-interview,

L.3.b

•  Census Unedited File Creation,

L.4

2.2.1 Evaluations E.5, L.2, L.3.a,

L.4, I.2 

These evaluations provide descrip-

tive statistics summarizing the out-

come of the Census processes.

The results were derived from data

files available as products of the

Census 2000 processes.  These

files include:

•  Decennial Response File

•  Hundred Percent Unedited

Census File

•  Special Place/Group Quarter

Control File

•  Normalized file of matching and

geocoding results for enumera-

tor questionnaires from the Non-

ID processing

2.2.2 Evaluation L.3.b

The evaluation relies on data from

a national sample of addresses

affected by the PSA.  A post-census

interview was conducted at each

sample address with someone

familiar with the household(s) enu-

merated on Census question-

naire(s) captured for the address.

The residency status of each

household member was ascer-

tained through the interview.  The

data collected were used to judge

the accuracy of the decision made

by PSA with respect to selection of

household members.    
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3.1 General limitations

The lack of documentation for the
Census data processing procedures
was an impediment not only for
this topic report but for many of
the evaluations.  The lack of docu-
mentation in some cases limited
the scope of the evaluations and
the details of what we can learn
about the processes.  It put the
evaluations and assessments at
risk of conveying false conclu-
sions.  

3.2 Evaluation L.2 -
Operational Analysis of the
Decennial Response File
Linking and Setting of
Housing Unit Status and
Expected Household Size

This evaluation discusses a possi-
ble coding error with respect to

Simplified Enumerator Question-
naire Interview Summary Item B
field on the DRF.  The schedule did
not allow time to investigate the
true extent this error by visually
examining the responses on the
questionnaire images.  The evalua-
tion could only assess the extent
of the effect of the error based on
related data.  

3.3 Evaluation L.4 - Census
Unedited file creation

An exact tally of the “Kill” address-
es was not possible.  The DMAF
did not provide the information
necessary to identify which
addresses were identified as a
“Kill”.  As part of a quality assur-
ance on procedures to identify the
“Kills”, the Decennial Statistical
Studies Division (DSSD) implement-

ed software to independently veri-

fy the identification.  At the time of

production the results of the DSSD

identification matched exactly the

DSCMO production results.  The

DSSD software was subsequently

applied to the current DMAF in

order to identify the “Kill” address-

es for the evaluation L.4.  However,

there were approximately 14,000

addresses not identified as a “Kill”

that are strongly suspected to be

“Kills”.  This conclusion is based on

the data for the results of the field

followup operations and the fact

that they were not included the

Census.  These addresses were

assumed to be “Kills” for the pur-

pose of the evaluation.   

3.  Limitations



This page intentionally left blank.



U.S. Census Bureau Data Processing in Census 2000  11

4.1 Decennial response file
processing - overall
operational issues

Much of the information in this
section comes from Fowler (2003).

The construction of the Decennial
Response File (DRF) is considered a
successful element of the Census
2000 data processing operations.
The DSCMO successfully collected
and processed response data to
produce a complete and integrated
DRF.  The completion of the DRF
process was the result of a suc-
cessful integration of many diverse
processing components employed
to edit and identify a complete set
of response data for each housing
unit in the Census 2000. 

4.1.1.Requirements development 

Complete documentation of
requirements was not developed
for the DRF processing or related
Quality Assurance (QA) and testing
procedures.  Requirements were
developed for some individual
components of the DRF process
but not for others. 

•  Requirements were developed
for the process of reformatting
data capture input into a stan-
dard format (file normalization),
the Coverage Edit Followup pro-
cessing and coding extraction,
the linking of continuation
forms, the determination of
housing status and household
size, and the PSA process. 

•  Requirements were lacking for
the other critical steps including
interfaces with Non-ID question-
naire processing, and the initial
edits of the response data to

blank illegal characters, and
identifying data defined persons
and formatting generational
name suffixes.  

Late changes to requirements were
a challenge for the DSCMO to
review and implement.  Two exam-
ples of changes to requirements
that occurred late in the software
development cycle were the deci-
sion to include Large Households
in the Coverage Edit Followup and
changes to DRF input data from
the Data Capture Audit Resolution
processes. 

The technical requirements of the
questionnaire designs were exten-
sive and the demographic area
struggled to finalize questionnaire
formats and content within the
allotted time frame.  A total of  82
different form types were designed
for the Census 2000 which result-
ed in 15 different formats for data
capture.  The large number of dif-
ferent form types and file formats
required greatly increased the
schedule and complexity of
designing procedures for reformat-
ting the data capture file input into
a standard format and for design-
ing the initial edit of the response
data.     

The lack of timely development of
requirements for questionnaire
data capture output and the Non-ID
process output hindered the review
of documentation and the planning
of file testing and QA procedures.  

The PSA was the most successfully
developed component of the DRF
processes.  Sufficient staff was
dedicated to the development of

PSA requirements.  The require-
ments were adequately developed
and documented.

4.1.2 Quality assurance 

Appropriate quality assurance safe-
guards were undertaken and docu-
mented in the development of the
PSA software development, but
were not developed or document-
ed as well for the other  compo-
nents of the DRF processing.  

Formal walkthroughs of all PSA
specifications were conducted to
examine the completeness and
identify necessary modifications.
The PSA software underwent a
very thorough formal testing pro-
gram.  The initial contractor hired
to assist in the development of the
testing process contributed greatly
to the process because he had an
abundant knowledge of software
testing and a sufficient under-
standing of the PSA and the DRF
process.  Midway through the
development of software testing
the initial contractor was replaced
by a contractor who did not have
an adequate knowledge of the PSA
and the DRF.   This became prob-
lematic and the remainder of the
software testing development was
completed by Census Bureau staff.
This effort was successful but
introduced risks to the success of
the testing plan and redirected
scarce resources away from other
critical operations. 

The software testing of other com-
ponents of the DRF was much
more informal.  Due to the lack of
staff resources and time, there was
no formal QA or testing plan for

4.  Major Findings
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any other component of the DRF.
Informal testing was conducted for
the processes of linking continua-
tion forms, and  determining
household status and expected
household size.  During these
steps, problems with related DRF
processes were discovered and
corrected.

4.1.3 Documentation 

Complete documentation of
requirements for all DRF compo-
nents was not accomplished.  In
some instances it was not evident
which staff was primarily responsi-
ble for developing requirements.
Some of these requirements were
not listed on planning schedules
and the deliverables were not
tracked.  The documentation and
review of these requirements were
not adequate for ensuring their
completeness and appropriateness
to the task.

4.1.4 Scheduling 

The DRF development compensat-
ed successfully for late developing
data requirements.

Due to scheduling constraints, it
was necessary to complete the DRF
processing before all inputs were
available.  More than 207,000
housing unit addresses on DMAF
were not included on the DRF.
These addresses were added to the
DMAF after the DRF1 process
merged the data capture file with
the DMAF.  The housing unit status
was subsequently imputed for
these addresses in the HCUF
process. 

4.1.5 Recommendations

These recommendations come
from Fowler (2003).

•  Design and implement a formal
process to develop complete
DRF requirements.  Planning is
needed to ensure sufficient
staffing resources are available

to adequately plan and develop
the requirements. 

•  Reduce the number of different
questionnaire formats to reduce
the number of different output
formats.  This will simplify the
data processing. 

•  Complete the final forms design
much earlier in the planning
cycle, desirably prior to the
Dress Rehearsal.  This will allow
sufficient time to develop, docu-
ment and test specifications for
DRF1 processing. 

•  Improve the planning of soft-
ware testing and quality assur-
ance (QA) procedures. The test-
ing and QA procedures
implemented for the PSA are an
example of what we should aim
to achieve.

•  Reduce the risk associated with
placing large responsibilities on
a few staff members or one con-
tractor by developing inter-divi-
sional teams.  Teams, made up
of representatives from various
divisions, should develop an
early and cooperative partner-
ship.  They can ensure that ade-
quate requirements, staffing
assessments, and documenta-
tion are developed.  The struc-
ture used for development of
the PSA requirements and soft-
ware is a good example of effec-
tive program development. 

4.2 Decennial response file
processing - Phase 2 (DRF2)
processes

4.2.1 Linking returns

The information in this section
comes from Rosenthal (2003)

The DRF included about 1.5 million
enumerator continuation returns.
All but about 2.3 percent could be
linked to a Simplified Enumerator
Questionnaire (SEQ).  At the com-

pletion of the linking process,

33,472 continuation returns

remained unlinked to another

response record (a parent record).  

Few (126) enumerator continuation

forms from List Enumerate (LE)

areas were included on the DRF.

The DCS 2000 captured many

more continuation forms from LE

areas but they were not included

on the DRF due to an undocument-

ed processing error.  The impact of

this error on the population cover-

age is mitigated by fact that the

total household size was recorded

by enumerators on most SEQs.    

The linking process resulted in

1,387,085 DRF returns that were

made up of more than one

response record.  

The linking process looked for

SEQs, mail return questionnaires

and BCF questionnaires that were

used in the place of enumerator

continuation forms and attempted

to link any of those found to a par-

ent record.  Few were found to be

used this way.  

After the linking process was com-

pleted, there were 129,389,529

housing unit returns on the DRF2,

excluding returns that were ineligi-

ble to receive a status.  Returns

that were ineligible for status

assignment  include 197,091 blank

returns and 696,691 replaced SEQ

returns.  Replaced SEQ returns are

returns replaced by another SEQ as

a result of a field operations quali-

ty assurance check of enumerators’

work.  Table 1 shows the number

of eligible returns after the linking

process was completed.  For the

results shown in this table,

addresses are grouped by the num-

ber of response records that con-

tributed to a return.
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4.2.2 Assigning housing unit status
and household size

Table 2 below shows the housing
unit statuses assigned to the
129,389,529 returns on DRF.   

•  About 62.7 percent of the
returns were self response
returns which includes all mail
back questionnaire returns,
internet responses and respons-
es received through the TQA
operation. 

•  About 36.4 percent of the
returns were SEQ returns.  

•  The DRF2 also included 604,954
returns for individuals enumer-
ated at a GQ claiming a usual
home elsewhere in the housing
unit universe (0.5 percent of the
DRF returns), and 604,713 BCF

returns (0.5 percent of the DRF

returns).  The GQ returns were

all assigned a status of

Occupied/Unresolved Household

Size and the BCF returns were

all assigned a status of

Occupied.

4.2.2.1 Unresolved housing unit

status among enumerator response

returns 

The key data items from enumera-

tor returns used to assign the

housing unit status are the 

following:

•  The number of  persons enu-

merated on the questionnaire

•  The value of the respondent

reported household size

•  The response to the SEQ
Interview Summary Item A
(Status on April 1, 2000)

•  The response to the SEQ
Interview Summary Item B (POP
on April 1, 2000)

•  The response to the SEQ
Interview Summary Item C (Type
of vacant unit)

Occupied/unresolved household
size

On most of the 329,895 enumera-
tor returns assigned the Occupied/
Unresolved Household Size status,
the enumerator clearly indicated
that the unit was occupied but that
the household size could not be
determined.  Almost 72 percent of
these returns had an Interview
Summary Item A value of
‘Occupied’ and an Interview
Summary Item B value of ‘POP
Unknown’.  

Responses on nearly all of the
remaining returns clearly indicated
that the housing unit was occupied
but the return lacked sufficient
data on the size of the household.
Almost all (98 percent) of these
returns had an Interview Summary

Table 1.
Number of Response Records Comprising a Return

Response Records Per Return Number of Returns Percent

1 (No continuation forms) . . . . . . . . . . . . . . . . . . . . . . . . . . 128,002,444 98.9
2 (1+ continuation forms) . . . . . . . . . . . . . . . . . . . . . . . . . . 1,347,977 1.04
3 or more (2+ continuation forms). . . . . . . . . . . . . . . . . . . 39,108 0.03

Total Returns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129,389,529 100.00

Source: Rosenthal (2003) Table 4.

Table 2.
Housing Unit Status by Type of Return

Housing Unit Status

Type of Return
Number

(Column Percent)

Total Self Response
Enumerator

Response GQ/BCF

Occupied . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112,150,512 81,080,662 30,465,137 604,713
(86.7) (100.0) (64.7) (50.0)

Vacant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14,141,843 18,504 14,123,339 0
(10.9) (0.0) (30.0) (0.0)

Delete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,778,824 0 1,778,824 0
(1.4) (0.0) (3.8) (0.0)

Occupied/Unresolved Household Size . . . . . . . . . . . . . . . . . . . 934,849 0 329,895 604,954
(0.7) (0.0) (0.7) (50.0)

Occupancy Status Unknown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329,804 538 329,266 0
(0.3) (0.0) (0.7) (0.0)

Status Undetermined . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53,697 0 53,697 0
(0.0) (0.0) (0.0) (0.0)

Total. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129,389,529 81,099,704 47,080,158 1,209,667

Source: Rosenthal (2003)



14 Data Processing in Census 2000 U.S. Census Bureau

Item A value of ‘Occupied’ and an
Interview Summary Item B value of
1 to 97, but there were no persons
enumerated on the questionnaire
and the respondent reported
household size was 0 or missing.
The responses to Interview
Summary Item B were numeric val-
ues captured by an optical charac-
ter recognition methodology.  This
method can introduce error in the
response captured, there were no
data that confirmed the household
size captured for the Interview
Summary Item B.  

Occupancy status unknown

The responses to as many as
258,963 (78.5 percent) of the
returns given a housing status of
Occupancy Status Unknown may
have been incorrectly coded in the
DRF2 during a data editing
process.  Responses of ‘0’ to
Interviewer Summary Item B were
incorrectly recoded as ‘missing’ by
the edits of the DRF2 data.  This
error caused many returns to be
erroneously given a status of
Occupancy Status Unknown
instead of a status of Vacant.  

It is impossible to know for sure
how many of the 258,963 were
affected by the coding error.
However, there is convincing evi-
dence that nearly all of them were
affected by the coding error.  More
than 94 percent of these returns
had a response to the Interview
Summary Item C which allowed the
enumerator to report the type of
vacancy of the address.  Interview
Summary Item C was only filled for
vacant units.  This suggests that
enumerators took care to fill
Interview Summary Item B with ‘0’
as well as filling Interview
Summary Item C for almost all of
these cases.  

The DRF2 returns potentially
affected by the coding error were a
large portion of the addresses

placed in the Occupancy Impu-
tation category during the HCUF
processing and given an imputed
housing unit status.  They account-
ed for about 74 percent of the
195,245 housing units on the
HCUF placed in the Occupancy
Imputation category.  As such, the
coding error contributed to an
undercount of vacant housing
units and an over count of occu-
pied housing units.    

Status undetermined 

Almost 91 percent of the 53,697
returns given a housing status of
Status Undetermined had no per-
sons enumerated on the question-
naire and an Interviewer Summary
Item A value of ‘Delete’, but they
had a conflicting value in the
Interviewer Summary Item B.  The
Interview Summary Item B response
for these cases was 1 to 97, or Pop
Unknown.   

4.2.2.2 Resolution of housing unit
status by NRFU vs. CIFU

About 2.3 percent of the enumera-
tor returns received from the CIFU
were assigned one of the three
unresolved housing unit statuses
discussed above, while only 1.34
percent of the NRFU enumerator
returns had one of these statuses.

The rate that enumerator returns
were assigned an Occupied/
Unresolved Household Size status
was twice as large for CIFU com-
pare to NRFU, 1.3 percent vs. 0.6
percent, respectively.

There were more than 4.8 million
addresses visited in both the NRFU
and CIFU operations.  However,
data on only 4,233 of these
addresses visited in both opera-
tions were so insufficient that they
resulted in the assignment of an
unresolved housing unit status.
This shows that a census enumera-
tor completed an enumeration at

all but small number of housing
units included in the NRFU.  

4.2.2.3 Proxy responses for 
enumerator returns

The respondents for about 17.4
percent of the occupied enumera-
tor returns were proxy respon-
dents (i.e., the respondent did not
belong to the household enumerat-
ed on the return).  This rate does
not include cases for which the
type of respondent is unknown.
Vacant and Delete returns are, by
default, all said to have a proxy
respondent because there is no
household respondent in these
cases.  

The returns given an Occupied
/Unresolved Household Size hous-
ing unit status had a much higher
rate of proxy respondents (30.8
percent) as would be expected.  

The returns in the two other unre-
solved housing unit status cate-
gories (Occupancy Status
Unknown, Status Undetermined)
had a very high rate of proxy
respondents.  About 76.5 percent
of the respondents for these
returns were proxy respondents.
This high rate is misleading
because more than 67 percent of
these returns may have been erro-
neously given an Occupancy Status
Unknown instead of Vacant, as
noted in an earlier discussion.
Respondents for vacant housing
units are expected to be proxy
respondents, thus the high rate of
proxy respondents for these cases.  

4.2.2.4 Setting of expected 
household size 

There was a high level of consis-
tency on each return among the
key data items used to assign the
expected household size.  Among
both mail and enumerator returns
there was agreement between keys
items for over 93 percent of the
returns.  On mail returns the key
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items were the respondent provid-
ed household size and the number
of person enumerated on the
return.  The key items on enumera-
tor returns were the Interviewer
Summary Item B  (POP on April 1,
2000) and the number of persons
enumerated on the return.

4.2.3 Primary selection algorithm

Most of these results come from
Baumgardner (2002).

The PSA was applied to
127,610,705 eligible returns at
118,360,443 census addresses. 

•  About 7.6 percent of the
addresses on the DRF2 had two
or more returns with 7.4 per-
cent of all addresses having just
two returns.   

•  There were another 158,530
addresses that had only returns
not eligible for the PSA.  The
returns ineligible for the PSA
included blank returns, those
assigned the status of Delete
and enumerator returns that are
unusable because they were
replaced by another SEQ as a
result of a quality assurance
check of enumerators’ work.  

Formation and selection PSA 
households at addresses with two
or more returns

A total of 11,426,952 PSA house-
holds were formed at 8,960,245
addresses with two or more eligi-
ble returns.   

Only one PSA Household was
formed at 6,564,116 (73.3 percent)
of these addresses.

•  About 40.4 percent of these PSA
Households were vacant hous-
ing units.

Two or more PSA Households were
formed at 2,396,129 addresses.

•  These addresses make up just
2.0 percent of all DRF2 address-
es.

•  Three or more PSA Households
were formed at just 46,141
addresses.

•  A total of 1,235,327 addresses
(51.6 percent) had one vacant
PSA Household and one or more
non-vacant PSA Household.  The
PSA selected the vacant PSA
household over the non-vacant
household(s) at only 194,596 of
these addresses. 

In order to identify the Primary PSA
Household, the PSA applied,
sequentially, an ordered list of
seven criteria.  Two criteria caused
a return with a resolved housing
unit status to be selected over

returns with an unresolved hous-

ing unit status (POP Count Status

criterion) and selected the return

that was the highest in a hier-

archy of questionnaire form 

types (Return Type criterion),

respectively.  

•  The Return Type criterion was

the criterion that selected the

Primary Household  about 74

percent of the time.

•  The POP Count Status criterion

was the selection criterion about

16 percent of the time.

•  No other criterion triggered the

selection of more than 3.2 per-

cent of the Primary Households.

Formation of primary selection

algorithm households at addresses

with two returns

About 97.3 percent of the address-

es with two or more returns had

just two eligible returns.  Among

these 8,716,359 addresses, the

two returns were combined to

form one PSA household 74 per-

cent of the time.

Table 3 shows the results of form-

ing PSA households at those

addresses with just two eligible

returns.

Table 3.
Formation of PSA Households at Addresses with Two Returns

Outcome of PSA Household Formation Number Percent of total

One PSA Household Formed . . . . . . . . . . . . . . . . . . . . . . . . . . . 6,463,756 74.1
Both returns are Vacant . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,634,322 30.2
The Basic Return contains all of the persons on the
other return. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3,469,789 38.8

The returns have person(s) in common but the
Basic Return does not contain all of the persons on
the other return . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359,645 4.1

Two PSA Households Formed . . . . . . . . . . . . . . . . . . . . . . . . . . 2,252,603 25.8
One Non-Vacant4 and One Vacant . . . . . . . . . . . . . . . . . . . 1,162,675 13.3
Both Non-Vacant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1,089,928 12.5

Total. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8,716,359

Source: Baumgardner (2003) Table 14

 The term Non-Vacant includes Occupied returns and returns with an unresolved housing unit status.4
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There were 3,829,434 addresses at
which only one occupied PSA
household was formed. 

•  Only about 9 percent of these
are cases where the Basic Return
did not contain all of the per-
sons enumerated on the other
return.  

•  An estimated 82 percent of
these PSA Households were cor-
rectly formed, i.e., each of the
returns that made up the house-
hold had at least one census
resident. 

There are 1,089,928 addresses
where two returns for an occupied
household could not be combined
into one PSA household.  

•  At an estimated 38 percent of
the addresses with two occu-
pied returns and two PSA
Households, both returns repre-
sented the same household.
That is, there were residents in
both returns.  

•  The PSA had no chance of com-
bining an estimated 75.1 per-
cent of these by matching per-
sons because there were no
duplicate persons between the
two forms.

•  The PSA performed matching
and failed to identify duplicate
persons at an estimated 16 per-
cent of these addresses.

•  At an estimated 58 percent of
the addresses with two occu-
pied returns and two PSA
Households there were census
residents on only one return.  

•  PSA chose the correct PSA
Household in about 65 percent
of these cases.

Primary selection algorithm house-
hold formed from two returns

A total of 6,561,984 PSA
Households (57.4 percent of all
PSA Households) were comprised
of  two returns.  Table 4. below
shows the combination of return
types for these PSA households.

The large proportion of PSA house-
holds that contain two enumerator
returns is primarily the result of
the CIFU operation design.  Most
addresses that were determined to
be vacant by the NRFU were
included in the CIFU.  Whenever
CIFU determined that one of these
as occupied or vacant at least two
enumerator returns were captured
for the census address.    

The large proportion of PSA house-
holds made up of a mail and an
enumerator return is primarily due
to mail returns that were received
after the identification of the NRFU
universe.

Only a small proportion (14 per-
cent) of the PSA households with
two mail returns is the result of a

request for a foreign language
questionnaire.  Mail returns include
paper mail back returns, internet
responses and TQA reverse-
Computer Assisted Telephone
Interview (CATI) responses.  It
appears that the remainder of
these PSA households represent
duplicate attempts by respondents
to report their households using
two of these three methods.

The PSA automatically adds indi-
viduals from some returns for an
RPA address to the Primary PSA
household.  Evaluation L.3.b. esti-
mated that at least 60 percent of
the individuals added from RPAs in
this fashion were correctly includ-
ed in the Census.

4.2.4 Recommendations

These recommendations come
from Rosenthal (2003) and
Baumgardner (2002). 

4.2.4.1 Linking returns

Attempt to link only enumerator
questionnaires and enumerator
continuation forms, if these forms
are used in the future.  Doing so
would greatly simplify the require-
ments of the linking process while
causing negligible loss of data and
possibly no effect on population
count.

Ensure that all continuation forms
are included on the DRF.  

Table 4.
Combinations of Return Types for PSA Households with Two Returns

Combination of Returns Number of Addresses Percent of Addresses

Mail/Mail . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196,751 3.0
Mail/Enumerator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,732,392 41.6
Enumerator/Enumerator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2,845,843 43.4
Mail/RPA5 & Enumerator /RPA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 782,906 11.9
RPA/RPA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4,092 0.1

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6,561,984

Source: Baumgardner (2003) Table 9

RPA (Respondent Provided Address) returns -These include GQ returns with a Usual Home Elsewhere housing unit address, BCF returns, 
NRFU returns for a Whole Household Usual Elsewhere and In-Mover address.

5



U.S. Census Bureau Data Processing in Census 2000  17

4.2.4.2 Determining housing unit
status and household size

Construct more comprehensives
instructions for enumerators to
assist them in completing 
questionnaires for complicated and
unusual interviews. 

Pursue the use of computer assist-
ed personal interviews through the
use of hand held computer
devices.

4.2.4.3 Primary selection algorithm

Define a simpler PSA process that
relies more on type of return,
source of return, and status of
return and less on person match-
ing.  Person matching added much
complexity to the process but
affected the selection of a Primary
PSA household at only a very small
number of addresses.

Plan for the PSA to address only
those combinations of returns that
can be predicted by the design of
the census operations.  The PSA
was robust and was designed to
handle a large variety of cases
including combinations of returns
not anticipated by the design of

census operations.  Few  combina-
tions of returns occurred that were
not anticipated by the census
design. 

Conduct research on the feasibility
of integrating the PSA with
processes to identify duplicate
addresses and persons duplicated
at more than one address.

Pursue methods to reduce the
inclusion of mail response house-
holds in the NRFU.  Mail returns
were received for more than 3.4
million addresses after the identifi-
cation of the NRFU universe.  As a
result, the DRF had both a mail
return and an enumerator ques-
tionnaire for these addresses. 

4.3 Hundred percent
census unedited file for
housing units

Most of these results come from
Jonas (2003).

4.3.1 The hundred percent census
unedited file processing

The first step in the Hundred
Percent Census Unedited File (HCUF)
processing for housing unit data
was to identify addresses on the

DMAF that did not represent a cen-
sus housing unit.  The addresses
eliminated from the housing unit
universe at this stage of processing
were referred to as ‘Kills’.  ‘Kills’
were almost entirely address loca-
tion confirmed not to be housing
units by the many address develop
operations in the census.    

•  There are 127,828,778 addresses
on the DMAF of which 9,057,195
(7.1 percent) were identified as a
“Kill”.

The DMAF addresses that remained
in-scope after the ‘Kills’ were identi-
fied were merged with the DRF2.  At
this stage of processing one of the
following housing unit statuses was
assigned to each address on the
DMAF: Occupied, Vacant, Delete,
Occupied with Unresolved
Household Size, Occupancy Status
Unknown, and Status Unknown.
These statuses correspond to those
assigned to individual census
returns during the DRF2 processing. 

Table 5 shows the final status
assigned to each address that was
in-scope at this stage. 

Table 5.
Source of Housing Unit Status for DMAF Addresses

Housing Unit Status

Source of Status Data

Self
Response

Enumerator
Response

Respondent
Provided

Response No Data Total Percent

Resolved Occupancy Status:

Occupied . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80,781,126 26,636,881 197,778 0 107,615,785 90.6
Vacant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16,277 10,438,871 0 0 10,455,148 8.8
Delete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0 8,653 0 1 8,654 0.0

Occupied/Unresolved Household Size . . . . . . . 0 169,902 30,232 0 200,134 0.2
(Household Size Imputation)

Unresolved Occupancy Status:
Occupancy Status Unknown . . . . . . . . . . . . . . . . 506 194,739 0 0 195,245 0.2
(Occupancy Imputation)
Status Undetermined . . . . . . . . . . . . . . . . . . . . . . 0 45,113 27 251,477 296,617 0.2
(Status Imputation)

Total. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80,797,909 37,494,159 228,037 251,478 118,771,583 100.0

Percent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68.0 31.6 0.2 0.2 100.0

Source: Jonas (2003) Table 2
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The source of the status for each
address could be either the status
assigned to the DRF return selected
by the PSA or the DMAF data on
the outcome of the NRFU, CIFU or
Field Verification (FV) operations.
The categories for the source of
the data on which the housing unit
status was assigned are defined
below:

•  Self Response -  the source was
a DRF2 return for a paper mail
return questionnaire, internet
response or a reverse CATI
response.

•  Enumerator Response - the
source was a DRF2 return for a
Simple Enumerator
Questionnaire return, an enu-
merator continuation form, or
the DMAF data on the outcome
of the NRFU, CIFU or FV. 

•  Respondent Provided Address -
the source was a DRF2 return
for a paper BCF return or a GQ
return. 

•  No Data - This source indicates
that there was no return on the
DRF2 for the address, and that
there were no data on the DMAF
from the NRFU, CIFU or FV oper-
ations.

During the imputation of housing
unit status to addresses in the
Status Imputation category, a total
of 47,126 addresses were given a
housing unit status of Delete and
removed from the HCUF.

No Data for a Housing Unit - There
were no data for almost 85 percent
of the addresses assigned a hous-
ing unit status of Status Unknown.  

•  Over 82 percent of these are
addresses added to the DMAF
from updates that occurred in
August 2000 or later.  

Those addresses added late in the
processing schedule were added to
the DMAF after the merge of the

DMAF and DRF2 data.  Thus, the
data capture responses for these
addresses were not included on
the DRF2.  None of these were
addresses pre-assigned to the
NRFU, CIFU or FV operations
although a large proportion of
these were added to the Census
during these operations.  Since the
results of these followup opera-
tions were only recorded on the
DMAF for addresses pre-assigned
to the operation, no data on hous-
ing unit status are available on the
DMAF for these addresses.  

4.3.2 Duplicate delete processing

The Duplicate Delete process iden-
tified 1,392,686 duplicate housing
units that were deleted at the time
the HCEF creation.   

•   About 2.9 percent of the delet-
ed housing units had a Vacant
housing unit status.

•  About 0.6 percent of the deleted
housing units had a pre-imputa-
tion housing unit status of
Occupancy Status Unknown or
Status Unknown.

4.3.3 Recommendation

•  Reexamine the timing and coor-
dination of data processing
operations in order to ensure
that the responses captured for
all addresses can be included in
the final census files (Jonas,
2003).

4.4 Non-ID addresses
processing 

Most of these results come from
Medina (2001).

4.4.1 Non-ID processing results

The geocoding and matching oper-
ations were effective and efficient
processes.

•  The clerical geocoding operation
utilizing the Interactive Mapping
and Geocoding System, an inter-

active clerical matching and
geocoding operation which
involves calling respondents
while allowing clerical staff to
simultaneously see both the
MAF and TIGER databases, is a
viable and effective operation. 

•  The clerical staff was able to
match and geocode addresses at
a much faster rate than estimat-
ed.  These faster production
rates significantly contributed to
lower staffing levels than
planned for this clerical opera-
tion. 

•  The automated non-city-style
matching was an effective tool
for reducing the workload for
clerical matching and geocod-
ing.  Based on the clerical
geocoding rate, the matching
saved approximately 300 per-
son days clerical staff time. 

The workload of Type A and Type B
records for the Non-ID process was
more than two times as large as it
should have been.  Almost 2.3 mil-
lion of the 4.2 million Type A and
Type B Non-ID cases were included
in error.  The DSCMO did not apply
the filter to exclude ineligible GQ
UHE returns from the Non-ID
process prior to identifying returns
that required the assignment of a
MAFID through the Non-ID process.
As a result, 2,281,712 GQ returns
were erroneously included in the
Non-ID process while only 659,566
GQ returns were legitimately
included.

The GEO received more than one
million records too late to be
appropriately processed in subse-
quent Census 2000 operations.
Although we do not have direct
measurements of the errors caused
by the tardy transfer of records, an
examination of how these records
were treated in Census processes
illustrates the potential for serious
coverage errors and loss of data. 
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•  The DSCMO delivered over
830,000 Type A and Type B
records to the GEO after the
June 14, 2000 processing cut-off
date for identifying Type A
addresses that should be includ-
ed in the FV operation.  The
records were received too late
for the Non-ID process to com-
plete them prior to the deadline
for identifying the FV universe.   

Any of these records for eligible
GQ UHE addresses that could be
geocoded but not matched to
the MAF were eligible for the FV
operation.  Since they were
processed too late to be includ-
ed in the FV, they were added to
the DMAF without verification.

•  More than 78,000 such address-
es were added to the Census
without having been included in
the FV operations.  Most of
these addresses were obtained
during the NRFU interview
through the UHE and In-Mover
probes.  

•  Most of these addresses were
obtained through the NRFU
UHE probe.  A total of
approximately 55,000
addresses obtained through
this probe should have been
sent to FV.  Only one percent
of these were sent to the FV.
The remainder were added to
the Census without verifica-
tion (Viator, 2003). 

Most of the added addresses
obtained through the NRFU
UHE probe are suspicious
additions to the Census
2000.  More than 70 percent
of the approximately 54,000
addresses obtained through
this UHE probe were reported
to be vacant on April 1,
2000.  A report of a vacant
housing unit is contrary to
the concept of the usual
home elsewhere. 

Furthermore, the FV opera-
tion found that about half of
the UHE addresses that were
included in the field opera-
tion were not housing units.
This rate is consistent with
the overall FV operation
which found about only one-
half of the cases processed
were census housing units.   

•  The GEO received over 6,800
Type A and Type B records from
the DSCMO after the August 4,
2000 processing cut-off date for
the August 15, 2000 delivery of
MAF updates to the DMAF.
Response for addresses added
to the MAF after this update
were not included on the DRF. 

•  The GEO received more than
124,000 UHE addresses for
Individual Census
Questionnaires (ICQs) and
Shipboard Census Reports
(SCRs) after the July 23, 2000
suspension of the clerical
geocoding processing.  As a
result, no attempt was made to
clerically geocode any of these
addresses that failed the auto-
mated matching and geocoding
process.  Thus, new addresses
could not be identified and
included in the Census.

•  More than 207,000 Type C
records were processed too late
for their response data to be
included on the DRF or included
in the FV process.  All of the
Type C addresses identified as
having been processed too late
were addresses that were new
to the MAF.  The DMAF was
updated with these new
addresses after the DRF2 was
created.

4.4.2 Recommendation 

•  Continue to refine and test the
Interactive Matching and
Geocoding System (IMAGS) soft-

ware as a product to clerically
match and geocode addresses
(Medina, 2001).

4.5 Group quarters
processing

Most of these results come from
Jonas (2002).

4.5.1 Resolution of missing data

The GQ processing successfully
dealt with difficulties surrounding
a potentially large amount of miss-
ing data.  In May 2000, the NPC
reported that a large number of GQ
questionnaires did not have GQ
Identification (ID) numbers on
them and/or had no associated
control sheet.  Procedures were
quickly designed and implemented
by Census Bureau Headquarters
staff to clerically review these
questionnaires and, if possible,
identify them with the correct GQ.
An estimated 700,000 question-
naires were reviewed during this
operation.  This operation appears
to have been highly successful
although no official accounting
was made of the outcome of this
review.  

A unique barcode and number
were printed on each GQ question-
naire in the Census 2000.
However, the barcode was not
used to track GQ questionnaires
from enumeration through data
capture.  Census enumerators were
required to transcribe the 14 digit
GQ identification number to each
GQ questionnaire.  When this was
not done or was done incorrectly it
was difficult and sometimes impos-
sible to identify the GQ at which
the respondent was enumerated.     

After GQ questionnaires were cap-
tured by the DCS2000, the counts
of captured questionnaires were
examined by an inter-divisional
team of staff knowledgeable of the
GQ enumeration and processing
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operations.  This review was not

originally part of the design for GQ

processing.   The team found that

the data capture was incomplete in

several ways:

•  No questionnaires were received

for a number of GQs which were

believed to have refused our

attempts to enumerate them.

•  The count of questionnaires for

a number of GQs was far less

than projected by pre-enumera-

tion operations.

•  A number of GQs had a higher

count of questionnaires sent to

NPC by the LCOs than were cap-

tured by the DCS2000.

(A portion of the missing ques-

tionnaires can be attributed to

the missing GQ ID numbers on

some forms and our inability to

identify them with the appropri-

ate GQ.) 

A previously unplanned telephone

followup operation was implement-

ed to address the first two of the

count deficiencies described

above.  This followup ascertained

the Census Day population count

for GQs but did not collect the

demographic data of residents.  

•  A total count of 101,598 per-

sons was added to the GQ pop-

ulation as result of this fol-

lowup.  This was 1.3 percent of

the total Census 2000 GQ popu-

lation. 

•  About 4.4 percent of GQ resi-
dents at hospitals were enumer-
ated by this followup.

The DSSD designed a procedure to
derive a count of the expected
number of persons enumerated at
GQs to mitigate the problems
posed by the last of the three
count discrepancies.  When the
aggregate count of forms shipped
to the NPC for a Special Place was
higher than the aggregate count of
forms captured, the difference in
these two counts was allocated to
the GQs within the Special Place
proportional to the differences in
the two counts for each GQ. 

Collectively, all these operations
added about 200,000 persons to
the Census 2000 GQ population of
7,825,407.  As a result, it was nec-
essary to impute demographic data
for 2.6 percent of the Census 2000
GQ population.

4.5.2 Processing of responses with
a usual home elsewhere address

The GQ processing successfully
recovered from the erroneous rout-
ing of returns for GQ residents
reporting UHE addresses to the
Non-ID process.  The GQ responses
sent to the Non-ID process could
be removed from the GQ universe
and placed in the housing unit uni-
verse if the UHE address was con-
firmed to be a housing unit so it
was important that we successfully
identified ineligible GQ UHE
responses thereby preventing them
from being erroneously removed
from the GQ universe.   

•  A total of 659,566 responses
with a UHE housing unit address
were correctly removed from
the GQ universe.

•  A total of 150,315 responses
were incorrectly removed from
the GQ universe because they
were incorrectly identified as
having a UHE address.

•  GQ processing erroneously sent
nearly 2.3 million GQ responses
to the Non-ID process. 

•  There were 1,892,742
responses with a UHE address
collected from those  types of
GQs that made them ineligi-
ble to be sent to the Non-ID
process.

•  There were 388,970 respons-
es that were incorrectly iden-
tified as having a UHE
address.

4.5.3 Recommendations

These recommendations come
from Jonas (2002).

•  Track GQ questionnaires
throughout the operation, from
enumeration through data cap-
ture.  A unique barcode and
number printed on each GQ
questionnaire can be used for
this purpose using existing
products to record and manage
a database of these identifica-
tion numbers.

•  Institute more effective software
quality assurance programs
involving representatives from
more than one division.
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5.1 Processing systems
design architecture

•  No critical failures of the pro-
cessing system design were
reported during the implementa-
tion of the census.  The design
of the census processing sys-
tems for housing unit responses
was adequate for the required
tasks.  The processing systems
handled millions of census
responses from a large variety
of data collection methods and
data collection systems.
Enumeration results, demo-
graphic data, housing unit data,
and geographic information
were successfully integrated, on
time, into the critical Census
databases such as the DRF, the
HCUF and the DMAF. 

5.2 Development and
documentation of
requirements 

•  A common thread in all of the
studies was the need for well
documented processing require-
ments.  It has been suggested
that more time be allocated to
the development and design of
requirements.  

According to Fowler (2003) the
requirements development for
the DRF1 and DRF2 were lack-
ing.  Complete integrated
requirements development was
not available to address all com-
ponents as necessary to pro-
duce adequate DRF1 and DRF2
documentation, and design
quality assurance processes and
software testing.  Instead,
requirement documents were

produced piecemeal, which
resulted in processing complica-
tions. 

The DRF1 requirements docu-
mentation existed for some
components of the file creation
process, such as creation of the
normalized data response files,
the interface with the Coverage
Edit Followup (CEFU) operation
and coding extraction, but did
not exist for other critical steps
such as interfaces with the Non-
ID process, and the editing and
coding of the response data.
Late changes to requirements to
address the inclusion of large
households in the CEFU and
changes to the Data Capture
Audit resolution process were
challenging for DSCMO to imple-
ment.  There are no document-
ed software testing or QA
processes for these operations.

The steps undertaken to devel-
op and implement requirements
for the Primary Selection
Algorithm (PSA) was an exem-
plary and successful process.
Considerable staff resources
were devoted to the develop-
ment of requirements and soft-
ware for the PSA which was
applied to less than ten percent
of the Census 2000 housing
unit addresses.  As stated by
Fowler (2003), the development
of requirements for the PSA was
adequate to the task.  The dedi-
cation of sufficient staff to this
task contributed to the success-
ful development of require-
ments.  The requirements for
the PSA software consisted of a
very complex set of criteria and

person matching.  The timely
development and documenta-
tion of these requirements
allowed for the design and
implementation of more com-
plete and effective software
testing and QA procedures.      

Processing requirements were
also fully developed for the
processes of linking question-
naire and continuation form
response data, and assigning
housing unit status and house-
hold size.  However, the soft-
ware testing for these processes
was much more informal than
for the PSA.  Insufficient
resources and the lateness of
requirements development did
not allow adequate time to
develop formal software testing
and QA procedures.

•  A complete identification of the
requirements needed was not
accomplished prior to the imple-
mentation of census operations.
Some requirements documents
were not listed in the Master
Activity Schedule.  The responsi-
bility for these requirement
specifications was not assigned
with sufficient time to complete
all steps of a full process devel-
opment and the deliverables
could not be tracked.    

There are several examples of
processes for which the need
for requirements and for which
the assignment of the responsi-
bility for specifying require-
ments was not identified in a
timely manner.  These include
the DRF2 processing (require-
ments for linking response

5.  Conclusions
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records and requirements for
assigning housing unit status),
and the CUF processing (require-
ments for identifying ‘Kills’, inte-
grating of the DMAF and DRF2).

5.3 Quality assurance
processes 

•  The lack of quality process con-
trol and quality assurance soft-
ware testing put many of the
processing steps at risk.  The
overall success of the Census
2000 processing is apparent
from the studies that con-
tributed to this report.
However, some missteps did
occur that had important effects
on Census data.  These may
have been preventable through
more formal and thorough quali-
ty assurance and control proce-
dures.

•  A well designed and formal QA
program was carried out for the
PSA.  The PSA used inter-divi-
sional teams to develop require-
ments and software testing pro-
cedures.  Formal walkthrough
and testing were conducted for
all software components.  

Primary responsibility for the
design of testing procedures for
the PSA software was initially
given to contractors.  This
worked well in the beginning
because the contractor had
expertise in software testing
and had gained sufficient knowl-
edge of the PSA process through
the Census 2000 Dress
Rehearsal experience.  Midway
through the development
process, this contractor left and
was replaced by others who did
not have an adequate under-
standing of the PSA software
requirements.  From that point
on, it became necessary for
Census Bureau staff from the
DSSD to assume primary respon-
sibility for the design of the

software testing.  By this stage
of development the Census
Bureau staff had gained suffi-
cient knowledge of the princi-
ples of software testing.  The
software testing was successful
but the transition of responsibil-
ities put the testing process at
great risk.     

5.4 Non-ID process

•  The geocoding and matching
operations of the Non-ID
process were effective and effi-
cient processes, yet Non-ID pro-
cessing was not completed in
time so that the data form all
cases could be integrated into
the DRF2 and the HCUF. 

It appears that the Non-ID
process was overwhelmed with
the enormous number of GQ
UHE addresses erroneously
included the process by the
DSCMO.  Jonas (2002) reported
that the GQ processing opera-
tion erroneously sent nearly 2.3
million UHE addresses to the
Non-ID process.  This was over
half of the Non-ID workload.  It
appears that due to this large
workload, many Non-ID records
were delivered to the GEO after
important processing cutoff
dates (Medina, 2001).  Medina
(2001) points out that the GEO
received more than 830,000
Type A and B addresses from
the DSCMO later than the June
14, 2000 processing cutoff date
for the identification of the FV
workload.  Many of these  were
delivered to the GEO, after the a
cutoff for inclusion of the
response data into the DRF2.
Although Medina (2001) does
not discuss Type C addresses in
the Non-ID processes, the late
delivery of such a large number
of Type A and B records almost
certainly delayed the processing
of Type C records.   

The need to adhere to a tight
processing schedule meant that
other processing took priority
over the processing of Non-ID
records by the DSCMO.  All Non-
ID records were ultimately deliv-
ered by the DSCMO to the GEO,
processed by the GEO and
returned to the DSCMO process-
ing queue.  All Non-ID addresses
geocoded by the GEO were
included in the DMAF.

The completion of  Non-ID pro-
cessing late in the Census
schedule had two important
impacts on the Census enumera-
tions.  The first is that the
response data from more than
207,000 housing units were not
included in the Census.  Some
of these housing units were
deleted from the Census by the
count imputation process.  The
second is that it may have
added many nonexistent hous-
ing units to the Census.  The
late timing of Non-ID processing
meant that more than 78,000
housing units were added to the
census without having been ver-
ified by the FV operation.  An
evaluation of the FV found that
only about half of the addresses
processed by the FV were veri-
fied as valid housing units.

5.5 Count imputation of
housing unit status 

•  It was noted by Fay (2001) that
the Census 2000 experienced a
higher rate of whole person
imputations than the 1990
Census.  The count imputation
process accounted for 0.42 per-
cent of the total Census 2000
population, a rate several times
higher than experienced in the
1990 Census.  

Count imputation included the
three categories of whole house-
hold imputation in which a
housing unit status and/or
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household size were imputed to
census addresses.  These three
categories include a total of
691,996 addresses: 1) 200,134
for Household Size Imputation,
2) 195,245 for Occupancy
Imputation and 3) 296,617 for
Status Imputation.

It appears that processing errors
caused the missing data for a
significant portion of the
addresses in the latter two
imputation categories.  These
errors may have tripled the
number of Census housing units
for which the occupancy status
was imputed.  How the number
of addresses in each of these
two categories was affected by
deviations from specifications is
discussed below.

Status Imputation - The Status
Imputation category includes a
total of 251,477 addresses for
which there was no return on
the DRF.   More than 80 percent
(207,283) of these addresses
have been identified as Type C
addresses processed very late
by the Non-ID process and
added to the DMAF in August
2000 or later.  These were part
of the updates to the DMAF that
occurred as late as November
2000.  These updates to the
DMAF occurred so late that the
response data for these added

addresses could not be included
on the DRF2.  As a result it was
necessary  to impute the hous-
ing unit status and household
size for these addresses.   

Occupancy Imputation - The
Occupancy Imputation category
includes 145,367 Census
addresses which are suspected
to be vacant housing units but
were included in this imputation
category.  Rosenthal (2003)
states that responses of ‘0’ to
the Interviewer Summary Item B
(POP on April 1, 2000) were mis-
takenly coded as a blank entry.
This processing error occurred
on as many as 258,963 returns
assigned the housing status of
Occupancy Status Unknown.
Almost 95 percent of these
returns had the Interview
Summary Item C (Type of
Vacancy) filled.  Enumerators
were instructed to fill Interview
Summary Item C only for vacant
housing units.  This suggests
that enumerators took care to
enter ‘0’ in Interview Summary
Item B as well as filling
Interview Summary Item C for
almost all of the 258,963
responses with a suspected
error.  The PSA chose these
returns as the Primary PSA
Household at 145,367 address-
es included on the HCUF before

the imputation of housing unit
status.

5.6 Primary selection
algorithm

•  For addresses with two returns,
the outcome of the PSA could
have differed for fewer than an
estimated 500,000 addresses
had it not included a within
address person matching func-
tion.  This number includes an
estimated 104,000 addresses
with two returns for the same
household that the PSA failed to
match.  This does not imply that
the results would have necessar-
ily been different or that they
would have been less correct.    

More than ninety-seven of all
addresses with multiple returns
had just two returns.  One of
the following situations exists
for all of the addresses with two
returns: 1) all Vacant returns, 2)
one Vacant return and one
Occupied return, 3) a Basic
Return that included all of the
persons on the other return, 4)
two returns for two different
households, or 5) two returns
with matching persons and each
having unique persons not
found on the other return.  Only
for the last scenario could the
person matching have affected
the accuracy of enumerations
resulting from the PSA outcome. 
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6.  Recommendations

•  Ensure timely and complete doc-
umentation of processing
requirements and design.
Timely processing requirements
will reduce the time required for
software development, allow for
adequate software testing, and
allow for the design and imple-
mentation of quality assurance
processes.  The timely develop-
ment of documentation will
allow for complete and accurate
assessments of the interdepen-
dencies between procedures.
Preferably, complete documenta-
tion would be achieved for a
Census dress rehearsal.  In most
cases the final Census documen-
tation would evolve directly
from the dress rehearsal docu-
mentation reflecting small
changes based on lessons
learned in a dress rehearsal.
Having full documentation com-
pleted for the dress rehearsal
would ensure that the impact of
modifications to one procedure
on related activities could be
adequately evaluated. 

•  Identify the staffs with the criti-
cal skills and knowledge needed
to develop all requirements

early in the development
process. 

•  Ensure that effective QA proce-
dures are in place for all census
data processing operations.
Allow flexibility in the standards
on which the QA procedures are
based.  The scope of QA proce-
dures and resources required to
implement them should be com-
mensurate with the level of
risks associated with processing
errors. 

•  Incorporate the use of interac-
tive geocoding software such as
the Interactive Matching and
Geocoding Systems (IMAGS)
software again for the 2010
Census.  Continue to develop
and test software such as this
as a product to clerically match
and geocode addresses.  The
use of this software resulted in
an efficient clerical geocoding
operation with respect to timing
and outcome.  The process took
much less time than expected.  

The addresses geocoded using
this software were addresses
that could not be geocoded by
an automated process.  Yet, the

proportion of clerically geocod-
ed addresses found by FV in the
block to which they were coded
was similar to the proportion for
addresses that could be geocod-
ed by the completely automated
process.  This indicates that an
adequate level of accuracy was
achieved for the clerical geocod-
ing process using the interactive
geocoding software.

•  Eliminate the within address
person matching function from
the PSA.  Define a simpler within
address return selection process
that relies more on type of
return and status of return and
less on person matching.  In the
Census 2000, the elimination of
within address person matching
would not have significantly
degraded coverage or the quali-
ty of Census data.  Extensive
resources in the Census 2000
were devoted to designing and
implementing a PSA that relied
on within address person
matching.  In the 2010 Census,
these resources may be 
better directed toward the 
unduplication of persons across
addresses. 
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EXECUTIVE SUMMARY 

This evaluation compares the classification of special places, also known as special place type 
coding, collected at three different times during Census 2000. It specifically includes 
comparisons of the special place type code recorded during the: 

1. Special Place Facility Questionnaire operation 
2.	 Reinterview (also known as the Special Place Facility Evaluation) that the Planning 

Research and Evaluation Division conducted 
3. Special Place Advance Visit operation 

Special place type coding is conducted in order to determine the path the remainder of the 
interview will follow in the Special Place Facility Questionnaire operation and Special Place 
Advanced Visit operation. In addition, subsequent operations of data collection are dependent 
on it. For example, Field Division may use the special place type code to make future 
interviewer assignments in the Group Quarters Enumeration. This evaluation answers two 
questions related to special place type coding. The questions help describe the consistency of 
the special place type coding across the three operations listed above. 

Please note that, although the Special Place Facility Questionnaire and Special Place Advance 
Visit operations recorded special place type codes, the primary purpose of these operations was 
to collect group quarters type codes. This evaluation focuses on special place type codes, and, 
the conclusions in this report should not be applied to group quarters type codes. 

Additionally, the 2010 Census special place/group quarters data collection plans are to 
emphasize group quarters type codes rather than special place type codes. Therefore, special 
place type coding results from this evaluation may not be influential to the 2010 design. 

Additional limitations include differences between the Special Place/Census operations to the 
reinterview in terms of mode, respondent and data collection instrument. In addition, true 
organizational change (i.e. valid Special Place code differences) are not differentiated from 
coding discrepancies. 

How often did change occur in the special place type code from the Special Place 
Facility Questionnaire, to the Reinterview, and to the Special Place Advance Visit? 

About 25 percent of the special place codes changed from the Special Place Facility 
Questionnaire to the Reinterview and 38 percent of the special place type codes changed from 
the Reinterview to the Special Place Advance Visit. Omitting the Reinterview operation, 25 
percent of the special place type codes changed from the Special Place Facility Questionnaire to 
the Special Place Advance Visit. However, of the 25 percent that changed from the Special 
Place Facility Questionnaire to the Special Place Advance Visit, 93.5 percent are different 
because they were deleted from the Census in the Special Place Advance Visit. Therefore, most 
of the differences that occurred between the SPFQ and the SP Advance Visit are because the 
special place was deleted from the census and not because of a change in the coding of the 
special place. 
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Do discrepancies in the special place type code differ by type of special place? 

Discrepancies in the special place type code do differ somewhat by type of special place. 
Specifically, large/complex special places are more likely to have a discrepancy in the special 
place type code than all other special places. However, this difference may not be of practical 
significance since the odds of a small/non-complex special place having the same special place 
type code in all three operations is 1.27 times the odds of a large/complex special place having 
the same special place type code. 

Recommendations 

Please note that, although the Special Place Facility Questionnaire and Special Place Advance 
Visit operations recorded special place type codes, the primary purpose of these operations was 
to collect group quarters type codes. This evaluation focuses on special place type codes, and, 
the conclusions in this report should not be applied to group quarters type codes. 

Additionally, the 2010 Census special place/group quarters data collection plans are to 
emphasize group quarters type codes rather than special place type codes. Therefore, special 
place type coding results from this evaluation may not be influential to the 2010 design. 

We recommend that future evaluations base the comparison on the group quarters type code 
instead of or in addition to the special place type code. A group quarters type code comparison 
is more appropriate since it is the classification by which data are tabulated in census products. 
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1. BACKGROUND 

This evaluation compares information collected about special places at three different times 
during Census 2000. It specifically includes comparisons of the special places type code 
recorded during (1) the Census 2000 Special Place Facility Questionnaire (SPFQ) operation, (2) 
the Reinterview operation (also referred to as the Special Place Facility Evaluation) that the 
Planning, Research, and Evaluation Division (PRED) conducted, and (3) the Special Place (SP) 
Advanced Visit operation. 

Special place type coding is conducted in order to determine the path the remainder of the 
interview will follow in the Special Place Facility Questionnaire operation and Special Place 
Advanced Visit operation. In addition, subsequent operations of data collection are dependent 
on it. For example, Field Division (FLD) may use the special place type code to make future 
interviewer assignments in the Group Quarters (GQ) Enumeration. Coding the special place type 
is challenging because ‘it is neither easy nor straightforward to develop standardized definitions 
of “facility1” and “facility type” to guide respondents to define and select the right reporting 
units.’ (Schwede 1998). 

1.1 Definitions 

A special place is a facility containing one or more group quarters where people live or stay, 
such as a college or university, nursing home, hospital, prison, hotel, migrant or seasonal farm 
worker camp, or military installation or ship. 

A special place can include one or more GQs. A GQ is a living quarter in which unrelated 
people live or stay other than the usual house, apartment, or mobile home. A GQ is a special 
place or part of a special place. 

1.2 Data Sources 

Two of the three sources of data required for this evaluation came from extracts of production 
data from two Census 2000 operations. The SPFQ operation and the SP Advance Visit 
operation, which updated the SP/GQ Master File. This file of special places, associated GQs, 
and accompanying information assisted in the conducting of the GQ Enumeration. The GQ 
Enumeration could not have been conducted effectively without the use of the list of special 
places and their associated GQs created during the SPFQ operation and the SP Advance Visit. 

The third source of data was the Reinterview which was an evaluation of special place type 
coding in the SPFQ operation and SP Advance Visit and was not used for production purposes. 

The SPFQ operation occurred from November 1998 to November 1999. The Reinterview was 
conducted in January and February 2000. Coinciding slightly with the Reinterview, the SP 

1Special place type coding in some literature is also referred to as facility type coding. 
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Advance Visit took place in February and March 2000. The results of the SPFQ operation and 
SP Advance Visit enabled the GQ Enumeration to be conducted in April and May 2000. 

1.2.1 Special Place Facility Questionnaire operation 

During the 1990 census, the District Office staff involved in the SP Prelist Operation updated, 
added, and deleted special places from the SP Master Listing. This operation produced too many 
changes to be processed in time to update the SP Master Listing for enumeration operations. 
Because of the 1990 experience and improvements in technology, the SPFQ Team planned and 
implemented the SPFQ operation to update and correct the SP/GQ Master File for Census 2000. 
The SPFQ Team developed a paper questionnaire prototype for the SPFQ which was tested in 
telephone interviews during the summer of 1994 in preparation for the 1995 Census Test. The 
team used the results of that test to develop the SPFQ for the Census 2000 Dress Rehearsal [both 
Computer Assisted Telephone Interview (CATI) and paper questionnaire versions]. They based 
the final SPFQ for Census 2000 on the Census 2000 Dress Rehearsal SPFQ with minor changes 
(Schoch, 2001). 

The Census 2000 SPFQ operation gathered information about each living quarter including the 
type of GQ, the contact person, the expected population on Census Day (4/1/00), geographic, 
and other pertinent information. The list of special places and their GQs was created from the 
1990 SP/GQ Master File and many other sources, including the federal government, the Federal-
State Cooperative Program for Population Estimates agencies, and private sector sources. The 
Census Bureau used the resulting updated list as the address list for GQ enumeration and control 
file for recording items like the GQ type codes, maximum population, etc. 

There were three stages of interviewing in the SPFQ operation. The first stage was a CATI 
operation2 conducted from November 1998 to August 1999. Second, a non-CATI telephone 
interview took place in the Local Census Offices (LCOs) for special places added as a result of 
LCO review. Finally, for facilities in which a telephone interview was not obtained, 
interviewers administered a personal visit interview from April to November 1999. The SPFQ 
used for the personal visit interview matched the SPFQ used for CATI. 

1.2.2 Special Place Advance Visit operation 

During Census 2000, enumerators conducted the SP Advance Visit for all special places to 
confirm and/or update information collected during the SPFQ operation and to discuss with the 
contact person the best time and method of enumeration. The SP Advance Visit operation 
occurred from February 2 to March 10, 2000. 

2 This was the first census where special place operations were automated using a CATI 
instrument to conduct the SPFQ operation. 
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1.2.3 Reinterview operation 

PRED designed and managed the Reinterview survey. This work included developing the 
questionnaire and the associated interviewer and training materials, working with FLD staff to 
conduct interviews; and, working with National Processing Center staff to key the questionnaire 
data. Specially trained interviewers administered a redesigned personal visit SPFQ for the 
reinterview operation. 

This independent operation occurred between the SPFQ operation and the SP Advance Visit 
operation. Unlike the SP Advance Visit, the interviewers working on the Reinterview did not 
have any knowledge of the special place type code chosen during the SPFQ operation. The 
Reinterview operation was not used for any production purposes and the data collected were 
only used for the purpose of this evaluation. 

1.3 Special place type codes 

In Census 2000, decennial census staff defined codes to categorize both special places and their 
associated GQs. This coding often described the service provided by the special place or GQ. 
They defined 12 special place type codes and 67 GQ codes. This evaluation focuses on the 
special place type codes. 

Table 1 gives a list of the special place type codes. Notice that at the bottom of the list there are 
two codes that we added during our analysis. We added these codes to assist in the evaluation of 
cases that were possibly out of scope or deleted from the census (determined to not be a special 
place). 

•	 For the Reinterview operation, we gave a special place type code of 14 to special places 
that had a missing special place type code and the interview status section on the 
questionnaire indicated the case was not a special place, didn’t exist, or was a housing 
unit, that is, out of scope. 

•	 For the SP Advance Visit, we gave a special place type code of 14 to those special places 
that were no longer in the census as a special place. 

•	 For some cases in the Reinterview operation, we questioned the accuracy of the special 
place type code. The interviewer in the Reinterview operation recorded a special place 
type code on the questionnaire, but also indicated that the place was not a special place, 
didn’t exist, or was a housing unit. Therefore, we gave these cases a special place type 
code of 15. For the purpose of determining whether or not a code changed from the 
Reinterview operation to the SP Advance Visit operation, we assumed that a code of 15 
in the Reinterview operation was the same as a special place type code of 14 in the SP 
Advance Visit operation. 
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Table 1. List of special place type codes 
Special place type code and description 

01 – Correctional institutions 

02 – Juvenile institutions 

03 – Nursing homes 

04 – Hospitals, hospices, schools for handicapped 

05 – College/University with dormitories 

06* – Military group quarters 

07 – Emergency shelters 

08 – Group homes / halfway houses 

09 – YMCAs, YWCAs, hostels, convents, monasteries, worker dormitories 

10 – Camps, campgrounds, marinas, campgrounds at racetracks 

11 – Hotels and motels 

12 – Other 

14** –	 For the Reinterview operation, this was a special place that had a missing special place 
type code from the Reinterview operation and the interview status from the reinterview 
operation indicated the case was not a special place, didn’t exist, or was a housing unit. 
For the SP Advance Visit, this was a special place that was no longer in the census as a 
special place. 

– This code was not used for the SPFQ operation. 

15** –	 For the Reinterview operation, this was a special place that had a special place type 
code from the Reinterview operation but the interview status from the Reinterview 
operation indicates the case was not a special place, didn’t exist, or was a housing unit. 
Therefore, there was some confusion as to the actual status of these special places. 

– This code was not used for the SPFQ operation and the SP Advance Visit operation. 
* We excluded military group quarters in the sample design of this evaluation. 
** We added these codes for analysis purposes. 

1.4 Questions to answer 

With this evaluation we hope to answer two questions about the special place type code: 

•	 How often did change occur in the special place type code from the SPFQ operation, to 
the Reinterview, and to the SP Advanced Visit operation? 

•	 Do discrepancies in the special place type code differ by type of special place? 
Specifically, by large/complex (universities/colleges and hospitals) special places versus 
all other types of special places. 
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2. METHODS 

This section describes the sample design, the weights to account for the sample design and 
nonresponse, the statistical methods used to analyze the data, and the quality assurance 
procedures applied throughout the creation of the report. 

2.1 Sample design 

We selected a sample of Reinterview cases using a multistage sample design. A summary of the 
sample design is found in Table 2. 

•	 In Stage I, we selected six Regional Census Centers (RCCs) including Charlotte, 
Chicago, Dallas, New York, Philadelphia, and Seattle. Within the Seattle RCC, we 
excluded all Alaska Local Census Offices (LCOs) to contain costs. 

•	 In Stage II, or within each of the six RCCs, we selected eight LCOs. The number of 
LCOs per RCC from which we selected our sample ranged from 37 to 50. 

•	 In Stage III, we selected approximately 42 special places from each of our selected 
LCOs. In this stage, there are two strata of special places, (1) large and complex special 
places and (2) others. Large and complex special places consisted of universities and 
hospitals (special place type codes of 04 and 05). Per LCO, we selected approximately 
17 large and complex special places and 25 other special places, except in the New York 
RCC, where we selected approximately six large and complex special places and 36 other 
special places.3 (Within each LCO, the number of facilities from which we selected our 
sample ranged from 1 to 435). 

We aimed for a final sample size of approximately 2,000 special places. In actuality, we had a 
sample size of 1,980 special places. We obtained a 90.6 percent response rate because we did not 
receive completed interviews from 187 special places in the Reinterview operation. 

3We distributed the sample cases in the New York RCC differently from all other RCCs 
because this RCC had low counts of hospitals and universities per LCO. By reducing the 
number of sample cases for hospitals and universities and increasing all other, we better insured 
that we had a more constant resultant sample size of 42 cases per LCO. 
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Table 2. Sample design summary 
Stage of Sample Type of selection 
selection units procedures 

Number in 
universe 

Number 
in sample 

Stratification? 

I RCCs simple random sample 
without replacement 

NI = 12 nI = 6 None 

II LCOs systematic 37 # NIIk $ 50 nIIk = 8 None, but ordered where 
LCOs were contiguous 

III Facilities stratified and systematic 1 # NIIIk $ 435 nIIk = 42 By “large” and “small” 
within strata facilities 

2.2 Weighting 

Because weighted estimates help give an unbiased estimate of the population, we used weights 
to take into account the sample design and nonresponse. We used sample weights to take into 
account the three stages of sampling and nonresponse weights to take into account the special 
places that did not respond in the Reinterview operation. 

2.3 Statistical Methods 

To answer the questions in this evaluation, we used percentages and their associated standard 
errors to show how the special place type codes changed from operation to operation. We 
calculated these percentages using the weights that account for the sample design and 
nonresponse. We calculated the standard errors using the Jackknife replication method. When 
we calculate the standard errors, we only used the first stage of sample selection (the selection of 
the six RCCs) for replication purposes. Therefore, we only accounted for the variance due to 
sampling of the RCCs in the standard error. We did not account for the variance due to sampling 
of the LCOs within each RCC and the sampling of the special places within each LCO in the 
standard error. We have disregarded the finite population correction, so the standard errors are 
an overestimate and this should help compensate for only using the first stage of sample 
selection. 

We used the chi-square test to determine if there was an association between the size/complexity 
of a special place and whether the special place type code differed among the three operations. 
We used the odds ratio to determine the strength of the association. The only limit to using the 
chi-square test is that we were unable to account for the complex sample design when 
calculating this statistic and the associated p-value. Therefore, the test may show a significant 
difference in the odds ratio when there actually isn’t a significant difference. 
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2.4 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. 

3. LIMITS 

There are five main limits to this evaluation: 

•	 Although the Special Place Facility Questionnaire and Special Place Advance Visit 
operations recorded special place type codes, the primary purpose of these operations 
was to collect group quarters type codes. Special place type coding was designed to 
identify a broad type of facility, and was not intended to be a precise classification. 
Special place type coding results from this evaluation should not be applied to the quality 
of group quarters coding. 

•	 We cannot directly compare the SPFQ special place coding for Personal Visit versus 
CATI. We originally planned to implement an experimental design during the SPFQ 
phase by sending half of our sample to Personal Visit and the other half to CATI. Timing 
issues prevented this from occurring and all cases in the SPFQ phase were sent to the 
CATI operation and unresolved cases sent for Personal Visit. Alternatively, all cases in 
the Reinterview phase were completed with a Personal Visit. This evaluation cannot 
definitively separate the effects of mode (personal visit versus CATI) from the changes 
made to the redesigned questionnaire. 

•	 We cannot account for changes in special place type coding that are the result of an 
organizational change. For example, if a special place discontinued a service or provided 
additional services that were not in place during the early collection period, our analysis 
treats this as a discrepancy. 

•	 Results include special place type codes potentially provided by different respondents 
(across each operation). The perception of the special place type may not be consistent 
among different respondents at a special place, and may be the cause of some of the 
differences observed. 

•	 We are unable to determine the impact of our redesigned questionnaire used during the 
Reinterview because there is no control questionnaire to compare against the redesigned 
questionnaire. It was not possible to incorporate a control questionnaire during the 
Reinterview because of case management issues and insufficient knowledge about the 
cases to make assignments based on similar facility characteristics. 
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4. RESULTS 

4.1 How often did change occur in the special place type code from the SPFQ, to the 
Reinterview, and to the SP Advance Visit? 

When we include the Reinterveiw operation in the comparison of special place type codes, Table 
3 shows that 25.1 percent of the special place codes changed from the SPFQ operation to the 
Reinterview and 37.8 percent of the special place type codes changed from the Reinterview to 
the SP Advance Visit. 

For the Reinterview operation, the interviewers had to determine the best code to describe the 
special place. However, unlike the SPFQ and SP Advance Visit operation, the interviewers also 
asked if there were any other special place type codes that described the special place. In the 
Reinterview, 23.5 percent of the special places (standard error = 1.33) chose at least one “other” 
special place type code in addition to the “best” special place type code. It is interesting to note 
that for the 25.1 percent of special place codes that had different codes between the SPFQ and 
the Reinterview, 21.3 percent (standard error = 2.38) chose the SPFQ special place code as an 
“other” special place type code in the Reinterview. 

If we don’t include the results of the Reinterview operation, Table 3 shows that 25.4 percent of 
the special place type codes changed from the SPFQ to the SP Advance Visit. However, of these 
special places, 93.5 percent (standard error = 2.42) are different because they were deleted from 
the census in the SP Advance Visit. Therefore, most of the differences that occurred between the 
SPFQ and the SP Advance Visit are because the special place was deleted from the census and 
not because of a change in the coding of the special place. 

Table 3. Comparison of the special place type code in the SPFQ, Reinterview, and SP 
Advance Visit 

Comparison of the Comparison of the Comparison of the 
special place type code between special place type code between special place type code between 

SPFQ and Reinterview Reinterview and SP Advance SPFQ and SP Advance Visit 
Visit 

Code 
Comparison 

Percent s.e. Code 
Comparison 

Percent s.e. Code 
Comparison 

Percent s.e. 

Same 74.9 2.45 Same 62.2 2.03 Same 74.6 1.96 

Different 25.1 2.45 Different 37.8 2.03 Different 25.4 1.96 
Note: s.e. is standard error and n = 1,793 
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Table 4 shows that 58.5 percent of the special place type codes stayed the same between the 
SPFQ, the Reinterview, and the SP Advance Visit. As shown in the second to last row of Table 
4, we can see that 16.1 percent of the special place type codes changed from the SPFQ to the 
Reinterview and from the Reinterview to the SP Advance Visit, but the code actually stayed the 
same during the production operations (SPFQ and SP Advance Visit). 

Table 4. Comparison of the special place type code across the SPFQ, Reinterview, and SP 
Advance Visit 

Comparison of the Comparison of the Comparison of the 
special place type code 

for SPFQ and 
special place type code 
for Reinterview and 

special place type code 
for SPFQ and Percent Standard 

Error 
Reinterview SP Advance Visit SP Advance Visit 

Same Same Same 58.5 2.36 

Same Different Different 16.4 0.82 

Different Same Different 3.7 0.89 

Different Different Same 16.1 1.13 

Different Different Different 5.3 1.30 
Note: n = 1,793 

To see how much influence the Reinterview special place type codes of 14 and 15 and SP 
Advance Visit special place type code of 14 had on the comparison of special place codes in the 
SPFQ, Reinterview, and SP Advance Visit, we separated these special place type codes from the 
rest of the special place type codes. We used the special place type codes of 14 and 15 to 
identify special places that had an interview status from the Reinterview operation indicating the 
case was not a special place, didn’t exist, or was a housing unit. We also used the special place 
type code of 14 to identify a special place that no longer existed after the SP Advance Visit. 

Tables 5 and 6 give a comparison of special places with a special place type code of 14 or 15 in 
the Reinterview operation and/or SP Advance Visit versus those without this code. From Table 
6, we can see that without these special place type codes, 80.4 percent of the special places are 
the same among the three operations. This indicates that the coding across the three operations 
was highly consistent. However, we see that 17.5 percent of the special places had the same 
code between the SPFQ and SP Advance Visit, but it differed from the Reinterview special place 
type code, indicating that the Reinterview phase was not as consistent as the SPFQ and SP 
Advance Visit. 
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Table 5. Comparison of special place type codes for special places with a code of 14 or 15 
in the Reinterview and/or SP Advance Visit 

Comparison of the Comparison of the Comparison of the 
special place type code special place type code special place type code Percent Standard 

for SPFQ and for Reinterview and for SPFQ and Error 
Reinterview SP Advance Visit 

Same Same 

Same Different 

Different Same 

Different Different 

Different Different 
Note: NA indicates not applicable. n = 520 

SP Advance Visit 

Same NA NA 

Different 56.7 5.42 

Different 12.2 2.61 

Same 12.2 1.98 

Different 19.0 3.72 

Table 6. Comparison of special place type codes for special places without a code of 14 or 
15 in the Reinterview and/or SP Advance Visit 

Comparison of the Comparison of the Comparison of the 
special place type code special place type code special place type code Percent Standard 

for SPFQ and for Reinterview and for SPFQ and Error 
Reinterview SP Advance Visit 

Same Same 

Same Different 

Different Same 

Different Different 

Different Different 
Note: n = 1,273 

SP Advance Visit 

Same 80.4 1.79 

Different 1.3 0.42 

Different 0.5 0.25 

Same 17.5 1.75 

Different 0.3 0.12 

For additional information on how each special place type code recorded in the SPFQ operation 
and SP Advance Visit changed in the Reinterview operation, refer to Tables 8 and 9 of Appendix 
A. Also, for each “best” special place type code reported in the Reinterview operation, Table 10 
of Appendix B shows the “other” special place type codes chosen in the Reinterview operation. 

4.2 Do discrepancies in the special place type code differ by type of special place? 

Discrepancies that occur in the special place type do differ by type of special place. We used the 
chi-square test to determine if there was an association between the size/complexity of a special 
place and whether the special place type code differed among the three operations. We used the 
odds ratio to determine the strength of the association. The chi-square statistic and the 
associated p-value (Chi-square = 177.9, p-value <0.0001) indicates there is an association 
between the size/complexity of a special place and whether the special place type code differed 
among the three operations. 
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The odds ratio of 1.27 indicates that the odds of a small/non-complex special place having the 
same special place type code in all three operations is 1.27 times the odds of a large/complex 
special place having the same special place type code. Therefore large/complex special places 
are more likely to have a discrepancy in the special place type code than all other special places, 
although this may not be of practical significance. 

Table 7 shows where the differences in special place type codes occurred between large/complex 
special places and all other types of special places. 

Table 7. Comparison of the special place type code* in the SPFQ, Reinterview, and SP 
Advance Visit for large/complex special places** versus all other types of special places 

Comparison of special place type code for Comparison of special place type code for all 
large/complex special places** in the . . . other types of special places combined in the . . . 

SPFQ 
and 

Reinterview 

Reinterview 
and 

SP Advance 
Visit 

Percent s.e. SPFQ 
and 

Reinterview 

Reinterview 
and 

SP Advance 
Visit 

Percent s.e. 

Same Same 53.3 4.61 Same Same 59.2 2.65 

Same Different 25.4 4.53 Same Different 15.2  0.79 

Different Same 4.1 1.04 Different Same 3.7 0.93 

Different Different 17.2 2.76 Different Different 21.9 2.17 
* Includes special places with a Reinterview special place type code of 14 and 15 and/or a SP Advance Visit special

place type code of 14

** Large/complex special places include hospitals and universities (special place type code of 04 and 05)

Note: s.e. is standard error

n = 590 for large/complex special places and n = 1,203 for all other types of special places


5. Recommendations 

Please note that, although the Special Place Facility Questionnaire and Special Place Advance 
Visit operations recorded special place type codes, the primary purpose of these operations was 
to collect group quarters type codes. This evaluation focuses on special place type codes, and, 
the conclusions in this report should not be applied to group quarters type codes. 

Additionally, the 2010 Census special place/group quarters data collection plans are to 
emphasize group quarters type codes rather than special place type codes. Therefore, special 
place type coding results from this evaluation may not be influential to the 2010 design. 

We recommend that future evaluations base the comparison on the group quarters type code 
instead of or in addition to the special place type code. A group quarters type code comparison 
is more appropriate since it is the classification by which data are tabulated in census products. 
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Appendix A 

Comparison of the special place type codes chosen during the 
SPFQ and SP Advance Visit to the Reinterview 

Table 8. Comparison of the SPFQ special place type code to the Reinterview special place 
type code 

Chose same special place 
type code in the Reinterview 

Chose “other” special place type 
in the Reinterview **Special place type code 

in the SPFQ 
Percent Standard 

Error 
Special place Percent Standard 

type code Error 

01 Correctional institutions 92.4 3.45 *** *** *** 

02 Juvenile institutions 58.9 19.17 *** *** *** 

04 6.1 1.38 
03 Nursing homes 83.2 2.99 

08 6.4 2.19 

03 4.8 1.52 

04 Hospitals, hospices, schools for 
handicapped 75.5 4.75 08 8.3 2.09 

14 4.6 2.15 

05 College/University with 
dormitories 85.3 4.05 *** *** *** 

07 Emergency shelters 79.3 2.09 08 6.2 1.83 

03 11.1 3.47 

04 2.6 1.09 

07 2.6 0.73 
08 Group homes / halfway houses 65.9 3.10 

12 3.5 1.10 

14 3.0 0.94 

15 4.4 1.41 

07 4.3 1.85 
YMCAs, YWCAs, hostels, 12 4.0 1.95 

09 convents, monasteries, worker 
dormitories 

74.8 5.29 
14 5.0 3.45 

15 4.4 1.87 

10 Camps, campgrounds, marinas, 
campgrounds at racetracks 67.5 1.82 *** *** *** 

11 Hotels and motels *** *** *** *** *** 

12 Other* *** *** *** *** *** 
* No one chose the special place code of 12 in the SPFQ operation. 
** Not all of the special place type codes chosen in the Reinterview are included due to insufficient sample size. 
*** Data withheld due to insufficient sample size 
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Table 9. Comparison of the SP Advance Visit special place type code to the Reinterview 
special place type code chosen 

Chose same special place Chose “other” special place type 
Special place type code type code in the Reinterview in Reinterview ** 
in the SP Advance Visit 

Percent Standard Special place Percent Standard 
Error type code Error 

01 Correctional institutions 92.5 2.55 *** *** *** 

02 Juvenile institutions *** *** *** *** *** 

04 4.9 1.65 
03 Nursing homes 86.0 3.56 

08 4.9 2.44 

04 Hospitals, hospices, schools for 
handicapped 75.5 5.94 

03 

08 

7.4 

8.4 

2.25 

2.23 

05 College/University with 
dormitories 87.3 3.83 *** *** *** 

07 Emergency shelters 83.0 2.24 *** *** *** 

03 11.7 3.94 

08 Group homes / halfway houses 66.0 3.21 07 4.2 1.17 

15 3.4 1.11 

YMCAs, YWCAs, hostels, 
09 convents, monasteries, worker 78.7 3.65 07 4.5 1.62 

dormitories 

10 Camps, campgrounds, marinas, 
campgrounds at racetracks 76.5 6.49 *** *** *** 

11 Hotels and motels *** *** *** *** *** 

12 Other *** *** *** *** *** 

01 4.6 1.52 

03 11.7 2.19 

04 10.5 2.26 

05 3.0 0.82 

14 Deleted from the Census as a 
special place 8.3 3.12 

07 

08 

12.3 

19.2 

3.73 

1.41 

09 10.7 2.56 

10 4.3 1.11 

12 6.7 1.34 

15 5.7 2.11 
** Not all of the special place type codes chosen in the Reinterview are included due to insufficient sample size. 
*** Data withheld due to insufficient sample size 
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Appendix B 

Table 10. Comparison of the “best” Reinterview special place type code to the “other” 
Reinterview special place type codes 

No “other” Reinterview 
special place type chosen 

Chose “other” special place type 
in Reinterview **“Best” Reinterview 

special place type code 
Percent Standard 

Error 
Special place Percent Standard 

type code Error 

01 Correctional institutions 92.7 3.00 *** *** *** 

02 Juvenile institutions 80.7 10.37 *** *** *** 

03 Nursing homes 79.0 4.37 04 15.5 4.94 

04 Hospitals, hospices, schools for 
handicapped 70.4 5.18 03 17.7 3.71 

05 College/University with 
dormitories 93.9 2.10 *** *** *** 

08 7.1 3.10 
07 Emergency shelters 70.4 4.00 

09 11.6 1.65 

02 3.4 0.53 

08 Group homes / halfway houses 78.7 1.92 03 5.5 1.49 

04 5.8 2.06 

YMCAs, YWCAs, hostels, 
09 convents, monasteries, worker 86.0 0.86 07 8.4 2.96 

dormitories 

10 Camps, campgrounds, marinas, 
campgrounds at racetracks 94.7 2.52 *** *** *** 

11 Hotels and motels 58.3 10.85 *** *** *** 

12 Other 82.8 5.85 *** *** *** 
** Not all of the special place type codes chosen in the Reinterview are included due to insufficient sample size. 
*** Data withheld due to insufficient sample size 
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EXECUTIVE SUMMARY 

The Group Quarters population consists of all persons residing in the United States who do not 
live in housing units such as single-family houses, apartments, and mobile homes, but rather in 
group situations such as college dormitories, nursing homes, military barracks, prisons, juvenile 
institutions, migrant worker dormitories, convents, and group homes. Group Quarters 
populations differ greatly from the housing unit population, so Group Quarters enumeration is 
very different from housing unit enumeration. 

The various types of Group Quarters and the Special Places that contain them1 are very different 
from one another. Some types of Special Places tend toward having many Group Quarters and/or 
large populations; other types of Special Places almost always have a single Group Quarters or 
very few people. Some types of Group Quarters relied heavily on enumeration through 
administrative data in Census 2000; in others, respondent-filled forms were more common. 
Certain types of Group Quarters were more likely to have persons from household questionnaires 
included in their final tabulations, were more likely to have persons counted twice within a 
Group Quarters, or had a greater proportion of persons imputed due to differences in 
questionnaire counts at different stages of processing. 

Group Quarters enumeration in Census 2000 succeeded in its underlying mission of gaining a 
fundamentally accurate count of the Group Quarters population.  Beyond that, it provided enough 
additional information to give a more nuanced sense of what the Group Quarters universe and its 
components are like. 

The major findings of this evaluation are: 

•	 Universities, military bases, and correctional institutions were the most sizable 
special places, as measured by both population and number of Group Quarters. 

•	 More Group Quarters questionnaires were filled out from administrative data than 
by any other method, with nursing homes, hospitals, group homes, and 
correctional institutions using administrative data most frequently. 

•	 Over 200,000 Group Quarters person records (2.6 percent of all Group Quarters 
person records) had all characteristics imputed. 

•	 Over 55,000 Group Quarters questionnaires were not tabulated because the hand-
transcribed Group Quarters Identification Number was either left blank or could 
not be identified with a Group Quarters. 

•	 Nearly 2.3 million Group Quarters person records were erroneously included in 
the Non-ID Process. (In the case of Group Quarters questionnaires, the Non-ID 
Process matches questionnaires claiming a Usual Home Elsewhere with Census 
residences.) 

1A Special Place is an administrative and geographical entity containing one or more 
Group Quarters, and the Group Quarters are where people sleep. For instance, a university is a 
Special Place, and each dormitory there is a Group Quarters. 
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� 

�	 Of the 2.3 million, nearly 1.9 million were persons in types of Group 
Quarters that did not allow residents to claim a Usual Home Elsewhere. 
These were ultimately tabulated correctly in the Census. 

�	 The remaining 400,000 were person records that did not legitimately have 
a Usual Home Elsewhere. While approximately 250,0000 of these were 
ultimately tabulated in the Group Quarters universe, this still resulted in 
the Census not counting over 30,000 person records, and incorrectly 
counting nearly 120,000 Group Quarters residents in the housing unit 
population. 

•	 An estimated 4.4 percent of all persons counted in group homes and religious 
Group Quarters were within Group Quarters duplicates: that is, records of persons 
already enumerated on another questionnaire at that Group Quarters. We believe 
this was primarily due to persons being enumerated on housing unit 
questionnaires at small Group Quarters. 

•	 Nearly 150,000 housing units were identified by Group Quarters enumerators at 
Group Quarters and at transient locations such as recreational vehicle parks. 
These housing units contributed over 260,000 persons to the Census. For almost 
half of these units, it was necessary to impute the housing status (occupied, 
vacant, or delete). 

We recommend a number of changes to Group Quarters enumeration for 2010, especially: 

•	 Using available off-the-shelf technology to track individual questionnaires from 
enumeration to data capture. 

•	 Improve the address list creation process by: 
� Gathering data on Special Places from Web-based sources; 
� Giving large Special Places the option of providing Group Quarters data 

by electronic and printed records, rather than by telephone and in-person 
interviews; 
Reducing duplication between the address files for Group Quarters and 
housing units. 

• Be more prepared for use of administrative data in enumeration. 
• Track the population counts of individual T-Night sites. 
•	 Tailor address list creation and enumeration strategies to each major category of 

Group Quarters. 
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1. BACKGROUND 

1.1 The Purpose of Group Quarters Enumeration 

The vast majority of United States residents live in housing units such as single-family houses, 
apartments, and mobile homes. However, several million people in the United States live in 
group situations such as college dormitories, nursing homes, prisons, migrant worker 
dormitories, convents, and group homes, collectively known as ‘group quarters’ (GQs). The 
purpose of Group Quarters Enumeration is to enumerate these people. 

Group Quarters enumeration methods are distinct from housing unit (HU) enumeration methods. 
A distinct operation is needed because the means used to enumerate households are not 
appropriate for this universe. The household questionnaires that work well for people in a 
housing unit (usually a small group of related persons), are insufficient and inappropriate for 
enumerating larger groups of unrelated persons in a college dormitory or a nursing home. And 
the mailout approach to enumerating housing units would not work well with most of the GQ 
population. 

1.2 The History of Group Quarters Enumeration 

Before 1970 (the first Census which made significant use of mailout/mailback), the Census 
Bureau identified special places very simply: large Special Places (SPs) such as military 
installations, penitentiaries, and the like were located on maps and designated as separate 
enumeration districts. Census-takers added others as they made their door-to-door rounds. 

When mailout/mailback enumeration of households became the backbone of the Decennial 
Census beginning in 1970, the enumeration of group quarters became a separate operation, as the 
mailback operation and housing unit questionnaires were ill-suited for the task of enumerating 
the larger and more disparate populations of dormitories, prisons, military barracks, nursing 
homes, and the like. A list of Special Places was constructed prior to Census Day. The Special 
Places on the list were enumerated on or about Census Day. 

In order to provide a clear picture of the GQ universe, both for stakeholders and for the Census 
Bureau’s own needs, different kinds of GQs have been given different typecodes by which data is 
grouped for publication. In Census 2000, there were nine major categories of GQs: correctional 
institutions, juvenile institutions, nursing homes, hospitals, college dormitories, military 
barracks, service-based facilities, group homes, and other GQs not fitting into the other eight 
categories. (Appendix A contains a complete list of GQ types used in Census 2000.) Each 
category contained between one and eleven distinct GQ types. There were 59 GQ types 
altogether. 

By 1980, the broad outline of the GQ type code classification system was more or less the same 
as in Census 2000, and most of the individual GQ types were the same as well. Some 
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classifications present in the 1980 published data that no longer have a dedicated typecode (but 
are still part of the GQ universe) include tuberculosis hospitals, homes for unwed mothers, and 
communes. In contrast, rooming houses and low-cost transient quarters were enumerated as GQs 
in the 1980 and 1990 Censuses, but became part of the HU universe in Census 2000. 

Group quarters have historically been broadly categorized as institutional and noninstitutional. 
Institutional GQs consist of correctional and juvenile institutions, nursing homes and hospital 
facilities. All other GQs are noninstitutional. 

In 1980 and 1990, any residential unit with 10 or more unrelated persons was tabulated as a GQ. 
This requirement was eliminated prior to Census 2000. 

In 1980 and 1990, the list of GQs to be enumerated was created in a two-step process: (1) the 
creation of the SP inventory, and (2) the SP Prelist. The SP Inventory in those Censuses was 
compiled in essentially the same manner as in Census 2000, described below in Section 1.3.2. 
The SP Prelist for the 1990 Census took place in January 1990. It was a field operation 
conducted out of the District Offices that lasted for a week and a half. Its purpose was to verify 
the existence and location of each SP, and otherwise accomplish the same tasks as Census 2000's 
Facility Questionnaire (FQ) operation (see Section 1.3.2) which superseded the SP Prelist. 
Prototype versions of the Facility Questionnaire were field tested in 1994 and 1995, and it 
underwent a thorough test in the Census 2000 Dress Rehearsal conducted in 1998. 

1.3 Group Quarters Enumeration in Census 2000 

1.3.1 Typing of Group Quarters 

The system of GQ typecodes included nearly sixty distinct three-digit GQ types, which were 
effectively classified into nine broad categories, as discussed in Section 1.2. The following chart 
details the classification: 

Types of Group Quarters Used In Census 2000 GQ Tabulation (Table 1.3) 

Type of Facility 

1: Correctional Institutions 

2: Juvenile Institutions 

3: Nursing Homes 

4: Hospitals 

5: Colleges and Universities 

6: Military Facilities 

7: Service-Based (SBE) Facilities 

8: Group Homes 

9: Other 

GQ Types 

101-107 

201-209 

301-307 

400-410 

501 

601-603 

701-706 

801-805 

900-906, 908, 909,911 
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Appendix A contains a complete list of GQ typecodes used in Census 2000 tabulation. 

In addition to these types, two GQ types existed for the purpose of classifying facilities whose 
residences were treated as housing units. These were: 

•	 GQ type 910, which were reserved for T-Night facilities (recreational vehicle (RV) parks, 
marinas, campgrounds, workers’ housing at racetracks, fairs, and carnivals); and 

• GQ type 913, dangerous encampments. 

1.3.2 Address List Creation 

The Special Place Inventory 

From 1996 through 1998, the Census Bureau’s Population Division (POP) did extensive research 
to identify prospective Special Places, combing reference materials and inventories compiled by 
trade associations, private concerns, the Census Bureau (including the Special Place inventory 
from the 1990 Census), and other governmental agencies. The resulting inventory formed the 
basis of the file variously known as the SP/GQ Control File, the SP/GQ Master File, or simply 
the SP/GQ File, which is what it will be called in this evaluation. Additional SPs gleaned from 
other pre-Census operations such as Address Listing and Block Canvassing were added to the 
SP/GQ file. 

The SP/GQ File 

The SP/GQ File, which was maintained by the Decennial Systems and Contracts Management 
Office (DSCMO), was the main repository of what was known about each SP and each GQ, and 
it was the hub of the information flow involving all SPs and GQs. Electronic files were 
developed from the SP/GQ File to support updating operations involving GQs, and the 
information gained was added to the SP/GQ File. The SP/GQ File updates were sent to the 
Geography Division (GEO) to update the Master Address File (MAF) and assign MAF IDs2. The 
SP/GQ File, updated with the addition of the MAF IDs, was then the basis for the next Census 
operation. 

The Facility Questionnaire Operation 

The Facility Questionnaire (FQ) operation was the means for gathering information about GQs 
and housing units in each Special Place. For each GQ, the Facility Questionnaire collected 
information on: 

• where the GQ was 
• what type of GQ it was 
• approximately how many people would be living there on Census Day (the expected 

2MAF IDs were 14-digit numbers that uniquely identified every address on the MAF. 
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population of the GQ) and its capacity (or maximum population) 
• if there were times when enumeration would not be possible 
• if the GQ contained any housing units. 

The Facility Questionnaire operation was implemented in two distinct phases: 

•	 the Facility Questionnaire Computer Assisted Telephone Interview (FQ-CATI), which 
gathered as much information as possible about each SP by telephone, and 

•	 the Facility Questionnaire Personal Visit (FQPV), in which field workers conducted 
personal visit interviews with the contact persons of SPs that the CATI operation was 
unable to complete an interview with. 

The CATI operation began in November 1998, and continued through August 1999. The 
Personal Visit operation ran from April to November 1999. Because of this overlap, and 
because the SP/GQ File was still being updated with lists of SPs from other sources as late as the 
summer of 1999, these operations were implemented in waves. There was never a single 
delivery of the entire file from the SP/GQ file to these operations, or vice versa. 

Each wave originated from the SP/GQ File. A file was prepared for transfer to the CATI 
operation which was run by the Technologies Management Office (TMO). Working from that 
file, the callers in the telephone centers contacted the individual SPs and attempted to gather the 
necessary information, which they entered into the computerized system. Once a wave was 
finished in CATI, the captured data was transferred back to the DSCMO, who updated the 
SP/GQ File; from there, the records in that wave went to the GEO, who updated the MAF and 
returned the records with MAF IDs. The records in each wave were returned to TMO for 
inclusion in the Operational Control System 2000 (OCS 2000) system. The OCS 2000 system 
was used to track the workload in the Personal Visit phase of the Facility Questionnaire 
operation. 

Field workers received their Facility Questionnaire Personal Visit assignments from the OCS 
2000 system. They interviewed contact persons at the SPs and recorded the answers on paper 
Facility Questionnaires. The questionnaire data was then keyed into a data entry system and 
added to the SP/GQ File. 

Between the Facility Questionnaire Operation and Enumeration 

In November 1999, after completion of the FQPV operation, the entire SP/GQ file was 
unduplicated to the extent practicable and edited by the DSCMO. The file was transferred to the 
GEO to update the MAF, and then returned to the DSCMO with MAF IDs. This file, as adapted 
to the format of OCS 2000, is the file that was used to control the following Census field 
operations: 

• Special Place Local Update of Census Addresses (SP LUCA) 
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• Local Knowledge Update 
• Special Place Advance Visit 
• GQ Enumeration 

The SP LUCA operation (December 1999 - April 2000) allowed local governments to examine 
and add to the Census’ list of Special Places and GQs.  In Local Knowledge Update (January-
February 2000), enumerators in each Local Census Office (LCO) were instructed to do so as 
well. Special Place Advance Visit enumerators visited Special Places already on the address list 
in February and March 2000 to verify and correct the information on OCS 2000 for each of the 
GQs at those Special Places.  Adds and changes from these operations were entered into OCS 
2000 in the LCOs (for Local Knowledge Update and Advance Visit) and the Regional Census 
Centers (RCCs) (for SP LUCA). 

The SP/GQ File was not updated again until after the completion of all these operations; all 
changes in the interim were recorded on the OCS 2000 tracking system used in the field. 

1.3.3 Group Quarters Enumeration 

There were four main types of GQ questionnaires: the Individual Census Report (ICR), the 
Individual Census Questionnaire (ICQ), the Military Census Report (MCR), and the Shipboard 
Census Report (SCR). The ICR was the form used to enumerate the vast majority of the GQ 
population. The MCR, as the name implies, was used solely to enumerate armed forces 
personnel; the SCR was used to enumerate both military and civilian shipboard residents. The 
ICQ was used solely for enumerations at soup kitchens and mobile food vans. 

The enumeration procedures differed with each form, and are described below. 

Enumeration With ICRs and ICQs 

From the OCS 2000 tracking system, GQ enumerators received a computer-generated control 
form3 for each GQ. This form listed the name, the address, the control ID (the GQID4) of the 
GQ, and its expected population. The enumerator also was provided with blank questionnaires to 
enumerate the GQ residents. 

When ICRs were used, the preferred method of response was for the respondents to fill out the 
questionnaires themselves, but many were filled out from the Special Place’s administrative data, 
and some were filled out by the enumerator as he interviewed the respondent. (See Section 6.) 
In enumeration at soup kitchens and mobile food vans, where ICQs were used, 

3The Form D-352 Enumeration Record. 

4The GQID was a 14-digit number that uniquely identified each GQ on the SP/GQ File 
and in the OCS 2000 control system. 
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enumerators normally interviewed the respondents, but if a client of the facility declined to be 
interviewed, the enumerator’s fallback method was to collect person data by observation. 

People counted at certain kinds of GQs could declare a ‘usual home elsewhere’ (UHE). That is, 
they could state on their questionnaire that their primary residence was not the GQ but a housing 
unit, and they could write in the address. (See Section 8.) 

The enumerator collected the questionnaires and reviewed them for completeness. He/she 
transcribed the fourteen-digit GQID and a four-digit person number (PN) from the control form 
into the appropriate boxes on each Census questionnaire, wrote down the number of completed 
questionnaires on the control form, and returned everything to the LCO in a large envelope. 

Enumeration With MCRs and SCRs 

Military bases, and military and civilian ships, were self-enumerating facilities in Census 2000, 
as they had been in previous Censuses. Enumeration on each military base was supervised by a 
Project Officer for that base, and conducted by Unit Representatives of each military unit. The 
Project Officer and Unit Representatives were armed forces personnel; they (along with clerks 
who handled the questionnaires on base) were sworn in and trained by a Census Representative 
from the LCO. 

The MCR questionnaires5 and other enumeration materials were brought to the base by the 
Census Representative, and distributed to the Unit Representatives by the Project Officer. The 
Unit Representatives distributed the questionnaires to the personnel in their units, collected the 
questionnaires and reviewed them for completeness, followed up on missing and incomplete 
questionnaires, and returned the completed materials to the Project Officer. After another review 
by on-base clerks, the Project Officer returned the questionnaires and other enumeration 
materials to the Census Representative, who reviewed them and returned them to the LCO. At 
this point, the questionnaires were still grouped by military working unit. At the LCO, the forms 
were divided into stacks, one for each GQ. The appropriate GQID was transcribed onto the 
individual questionnaires in each such stack. All MCRs claiming a UHE were placed in a 
separate stack. No GQID was transcribed onto the questionnaires in that stack. 

The procedures for enumeration using SCRs were similar but simpler. The Census Bureau’s 
National Processing Center (NPC) mailed questionnaires and other enumeration materials to 
each military and civilian ship enumerated, and the completed questionnaires and materials were 
mailed back, bypassing the LCOs. Since each ship was a single GQ, no re-sorting by GQ was 
required. Otherwise the procedures for SCR enumeration were closely analogous to those for 
MCR enumeration. 

5 ICRs were used to enumerate civilians living on military bases. 
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1.3.4 Data Collection and Processing 

From the Enumerator to Data Capture: Tracking the Questionnaire Count 

Individual GQ questionnaires were not tracked during processing between enumeration and data 
capture. Only a count of the total number of questionnaires associated with each GQ was 
recorded. This was done at five points along their route through post-enumeration processing: 

•	 By the enumerator, immediately after enumeration (recorded on the control sheet; see 
Section 1.3.3) 

• By the LCO staff, when the GQ materials6 were checked in from the field 
•	 By the LCO staff, when the GQ materials were checked out to be sent to the NPC in 

Jeffersonville, IN 
• By the NPC staff, when the GQ materials were checked in on arrival from the LCO 
•	 By the data capture system, when the questionnaires were scanned and turned into 

electronic images. 

From the Enumerator to Data Capture: Opportunities for Questionnaire Loss 

There are reports from the field of GQ questionnaires being returned to the LCOs long after 
enumeration took place, which suggests that some small but undetermined number of completed 
questionnaires were not returned to the LCO at all. 

LCO check-in and checkout counts of questionnaires indicate that questionnaires occasionally 
were misallocated. Those count discrepancies suggest that most of the count discrepancies were 
caused by questionnaires counted with different GQs at check-in and checkout. 

There were four Data Capture Centers (DCCs) in Census 2000, but all GQ questionnaires were 
sent to the DCC at the NPC in Jeffersonville. Sometimes GQ questionnaires were erroneously 
shipped from an LCO to another DCC, and were then forwarded to the NPC. 

In May 2000, as enumeration was nearing completion, the NPC reported that a considerable 
number of GQ questionnaires did not have GQIDs on them, and/or had no associated control 
sheet. A team of Census HQ staff who were familiar with GQ enumeration went to 
Jeffersonville and identified as many of the questionnaires as possible with a GQ. An estimated 
700,000 questionnaires were handled by this process. No official records were kept of this 
special operation. 

6The GQ materials checked into and out of the LCO, and checked in at the NPC, 
consisted of the GQ questionnaires, the Form D-352, and other materials used in enumeration. 
The Form D-352 had an identifying barcode. At check-in and checkout, the barcode was 
wanded, and the questionnaires counted. 
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From Data Capture to the Final Counts: Offpop 

After all the GQ questionnaires were data captured at the NPC and the captured data transmitted 
to Census headquarters, the SP/GQ File was updated with the counts listed at the beginning of 
Section 1.3.4, as well as with updates from the pre-Census operations (such as Advance Visit) 
listed at the end of Section 1.3.2. Examination of the counts by the interdivisional SP/GQ team 
at Census headquarters suggested that the data capture count was incomplete in various ways: 

•	 A number of GQs had no recorded population, and were believed to have refused to be 
enumerated. 

•	 A number of GQs had data capture population that fell far below the expected population 
recorded from the Facility Questionnaire and Advance Visit operations. 

• A number of GQs had higher population counts at LCO checkout than at data capture. 

In order to accommodate the changed counts, a temporary count called the “Offpop,” short for 
“Official Population,” was created for each GQ. For the vast majority of GQs, their Offpop was 
their data capture count. But for those that received a higher count as a result of the operations 
discussed in the following paragraphs, the Offpop was the new, higher count. 

Two telephone operations were undertaken in July 2000 to address the problems listed in the first 
two causes listed earlier. The ‘refusal’ GQs, and the GQs with lower-than-expected data capture 
counts, were asked for their Census Day populations over the telephone, and unless that count 
was lower than the number of forms that were data captured from that GQ, the count received 
over the phone was accepted as the Offpop. 

For the GQs that had higher counts at LCO checkout than at data capture, no new information 
was needed. The Special Places containing such GQs were considered as a whole, and if the SP 
had a higher count at LCO checkout than at data capture, then that difference was added to the 
count of the SP as a whole7. The difference was allocated among the SP’s component GQs 
proportionately to the difference between the two counts for each GQ.8 

7Count differences were resolved at the SP level because inspection of the SP/GQ File 
had found SPs for which the data capture count and LCO checkout count were identical, but were 
unequal for their individual GQs. We assumed that questionnaires counted with one GQ at LCO 
checkout were attributed to another at data capture. If GQ A at a SP had counts of 300 at 
checkout and 500 at data capture, while GQ B at the same SP had 500 at checkout and 300 at 
data capture, then there was no reason to conclude that any records were missed. 

8Full details of the allocation are in Decennial Statistical Studies Division (DSSD) Census 
2000 Procedures and Operations Memorandum Series #O-14, Specification for Setting the 
Official Population for Each Group Quarters in the Special Place/Group Quarters Universe, 
March 20, 2001. 
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From Data Capture to the Final Counts: Household and BCF Adds, SBE Unduplication 

The Offpop was not the final count. It was the best reflection of the number of people present at 
each GQ on the day of enumeration. But this count was updated by additional processing 
involving data captured person records that added persons to and subtracted persons from the GQ 
universe, mostly the latter. 

•	 Adds to the GQ population came from: 
Be Counted Forms (BCFs) 
Household Questionnaires 

•	 Subtractions left as a result of: 
Unduplication of Service-Based Enumeration (SBE) Facilities 
Persons declaring a Usual Home Elsewhere (UHE) 

Persons with no usual residence were encouraged to fill out BCFs. Such persons were allocated 
to the shelters and other SBE locations in the LCOs where they turned in their forms. If there 
were no SBE locations in the LCO, these persons were allocated to other GQs in the LCO. 

Some housing units had been in both the Housing Unit (HU) universe and the GQ universe in 
early versions of the Decennial MAF. These duplications were identified after the Census 
mailout list was compiled. Thus, these units were mailed a Census household questionnaire. If 
the HU questionnaire was returned, the persons listed on them were included in the count for the 
GQ at that address. No procedure existed to unduplicate persons who were consequently counted 
twice. 

The SBE enumeration involved a number of opportunities for persons to be counted multiple 
times, and an unduplication process removed double-counts of duplicate enumerations from the 
Census. 

Respondents at certain types of GQs could declare a ‘Usual Home Elsewhere’: that is, they could 
check a box to indicate that the GQ was not their usual residence, and provide the address of 
their usual residence.9  If the Census was able to verify that a HU was at the given address, then 
the respondent was counted at that residence, and not in the GQ. 

The handling of UHEs in Census 2000 is a fairly complex topic, and a more detailed treatment 
follows. 

9The types of GQs not eligible to declare a UHE: residents of prisons, juvenile facilities, 
hospital facilities, nursing homes, college dormitories, emergency shelters, and those enumerated 
at targeted nonsheltered outdoor locations. All others who filled out GQ questionnaires were 
eligible to declare a UHE, including armed forces personnel, those enumerated at soup kitchens 
and mobile food vans, residents of group homes, worker dormitories, civilian ships, and religious 
GQs. 
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From Data Capture to the Final Counts: Usual Homes Elsewhere and the Non-ID Process 

The Non-ID process was the mechanism for placing a person claiming a Usual Home Elsewhere 
in the appropriate non-GQ residence. In order for a person record to be included in the Non-ID 
process, three conditions were required: 

•	 The person record had to be from a GQ of an appropriate type, one of the following: 
Military GQs 
Group homes 
Workers’ dormitories 
Religious GQs 
Other miscellaneous GQs 

•	 In response to a screening question, the respondent had to have checked a box indicating 
that he had another residence where he lived or stayed most of the time; and 

• the respondent had to provide an address of that residence. 

Records that were included in the Non-ID process were geocoded and matched to the MAF. ICR 
and ICQ person records that could not be geocoded were returned to their GQs; nongeocodable 
MCR and SCR person records were dropped from the Census. (Analysis of 1990 Search/Match 
add rates showed only an eight percent add rate for MCRs which declared a UHE - less than half 
that for ICRs - indicating that military UHEs were much more likely than civilian UHEs to 
already appear on a HU questionnaire.10 ) 

If a geocoded record also could be matched to a housing unit on the MAF, then the person was 
tabulated at that HU. If the record could not be matched to the MAF, then it went into the Non-
ID process’ Field Verification (FV) operation. If the address provided by the respondent on the 
questionnaire was confirmed as a valid housing unit, then the respondent was tabulated at that 
housing unit. If not, the record was returned to the GQ universe. 

How records were actually identified for inclusion into the Non-ID Process, however, differed 
from how they were supposed to be identified. Initially, all records that included a UHE address 
were included in the Non-ID process - regardless of what type of GQ they came from, or how the 
respondent had answered the screening question. The identification of records ineligible for the 
Non-ID Process because of inappropriate GQ type was done after the records were geocoded and 
matched to the MAF. 

But the answers to the screening question were never used to exclude the records from the Non-
ID Process. As a result, a substantial number of questionnaires were pulled out of the GQ 
universe that should have stayed in the GQ universe. See discussion in Section 8. 

10Results from the 1990 Search/Match Operation: Add Rates and Erroneous Enumeration 
Rates by Search Form Type, 1990 Decennial Census Preliminary Research and Evaluation 
Memorandum No. 214 (1993). Search/Match was the predecessor to the Non-ID Process. 
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1.3.5 T-Night and Embedded Housing Units 

Embedded and Free-Standing Housing Units 

One challenging aspect of GQ enumeration was the existence of HUs on the grounds of Special 
Places, some of which were physically inside of facilities. For instance, a college might have a 
free-standing house for the college president on its grounds, and it also might have, within a 
dormitory, an apartment for a ‘dorm mother.’ The former would be known as a “free-standing 
housing unit,” and the latter as an “embedded housing unit.” 

Housing units of both kinds were identified at Special Places through the Facility Questionnaire 
operation. The addresses and locations of the free-standing HUs at SPs were included in HU 
enumeration in Census 2000, and GQ enumerators had lists of these HUs at the SPs. 

Embedded HUs, on the other hand, were enumerated as part of GQ enumeration. Enumerators 
also had lists of known embedded HUs, and were given HU questionnaires to enumerate the 
residents of embedded HUs with. They also had extra HU questionnaires to enumerate any HUs 
they encountered that were not on their lists. 

T-Night Housing Units 

Locations such as RV parks, campgrounds, marinas, racetracks, fairs, and carnivals, were known 
as transient locations since persons living or staying there on Census Day were not likely to be at 
that location year-round. Persons at these locations were enumerated by the T-Night (short for 
“transient night”) operation if they indicated they had no other usual home. 

At RV parks, marinas, and campgrounds, the object was to enumerate persons who primarily 
lived in RVs and houseboats, or other mobile or temporary housing. At racetracks, fairs, and 
carnivals, the population being enumerated was the resident workforce. Housing unit 
questionnaires were used to enumerate all such persons. 

These locations were identified as part of the Facility Questionnaire operation, but were not 
included in the Special Place Advance Visit operation. No record was kept of the number of HU 
questionnaires filled out at each location, and no linkage was preserved between the 
questionnaires and the T-Night locations. 

Enumerators were instructed to write a two-digit code in a box on the HU questionnaire to 
identify it as a questionnaire from a T-Night location. The questionnaires coded in this manner 
were identified and tabulated for this evaluation. (See Section 10.) 
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2. METHODS 

2.1 Files Used in This Evaluation 

2.1.1 Introduction 

Four data sources were used to produce the numbers in this study: 

• the SP/GQ File 
• the Hundred Percent Census Unedited File (HCUF) 
• the Hundred Percent Census Edited File (HCEF) 
• the Non-ID File. 

2.1.2 The SP/GQ File 

The SP/GQ File, also known as the SP/GQ Master File or the SP/GQ Control File, was initially 
developed in 1997-98 from the Special Place Inventory compiled by Population Division. It was 
(and is still) maintained by the DSCMO. Its purpose was to keep a record of each Special Place, 
each Group Quarters, and each housing unit at a SP or GQ. The file was updated periodically, as 
the Facility Questionnaire and other operations caused SP and GQ records to be added to and 
deleted from the file. As a result, ‘snapshots’ of the SP/GQ File were kept as it had existed at 
different points in its development. The snapshots used in this evaluation were: 

• The final file, including only those GQs that were on the HCUF and HCEF; 
• The pre-Census snapshot; 
• The post-Census, pre-cleanup snapshot. 

The final file is used throughout this evaluation. When “the SP/GQ File” is cited without 
modification, it is the final file that is being cited. 

The pre-Census snapshot, used only in Chapter 5 and Section 3.2.6, is the file as it existed in 
January 2000, at the time that the SP and GQ records on OCS 2000 were created from the SP/GQ 
file for use in the Census 2000 field operations. 

The post-Census, pre-cleanup snapshot, used only in Section 3.2.6, is the file as it existed after 
the Census, when the changes resulting from all operations had been added to each record, but 
before any records were deleted for any reason. 

2.1.3 The HCUF and HCEF 

The HCUF and the HCEF were the official Census 2000 unedited and edited files. 
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2.1.4 The Non-ID File 

The Non-ID File is a file of GQ person records that listed a Usual Home Elsewhere (UHE). It 
was created by the DSCMO for use in DSSD evaluations. 

2.2 Geography Included in This Evaluation 

All group quarters in the fifty states, the District of Columbia, and Puerto Rico are included in 
the summary statistics in this evaluation. State-by-state breakdowns of the GQ population, and 
the number of GQs, are provided in Appendices C and D. 

2.3 Group Quarters and Special Place Types 

The typecoding of Special Places for this evaluation went as follows: each Special Place on the 
SP/GQ File was assigned a typecode between 001 and 012 on the basis of its answers to the 
Facility Questionnaire. Types 001-008 on the SP/GQ File corresponded naturally with the GQ 
types: Correctional GQs were typecoded in the 100s, and correctional SPs were typecoded 001; 
juvenile facility GQs and SPs, 200s and 002, respectively; and so forth through group home GQs 
and SPs, 800s and 008, respectively. 

Special Place types 010 and 011 on the SP/GQ File were reserved for T-Night locations and 
hotel/motels, respectively, neither of which contained any GQs. And SP types 009 and 012 on 
the SP/GQ File were assigned to SPs with GQs in the 900s. 

However, the GQ types of over 20,000 of the 192,286 GQs in Census 2000 did not correspond 
with their SPs’ types as recorded on the SP/GQ File. Consequently, a new typecoding of SPs 
was created to more closely reflect the GQs in the SP, for purposes of this study. 

In doing so, the basic structure of the SP typecoding system remained largely unchanged. The SP 
types for this study are SP types 1-9. Types 1-8 correspond with types 001-008 on the SP/GQ 
File, and Type 9 corresponds with Types 009 and 012 combined. (In theory, there should have 
been no GQs in SPs of types 010 and 011, so no type was created for this evaluation to 
correspond with those types on the SP/GQ File.) 

SP types from 1 to 9 were assigned to each SP by a two-step process. The first step was to assign 
an SP type to each GQ. Then the SP was assigned a type on the basis of the SP types of its 
component GQs. 

Giving an SP type to each GQ was straightforward: 
•	 For most GQ types, the SP type was the first digit of the GQ type. 

For instance, if the GQ type was 304, the SP type was 3. 
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•	 GQs with types 105, 401, 410, and 904 were given SP type 6. (These were military 
prisons, hospitals, and staff dormitories. Military bases were to have SP type 6.) 

Once each GQ was assigned an SP type, the SP type assigned to the SP was the mode of the SP 
types assigned to its component GQs, that is, the SP type that appeared most frequently among 
the component GQs. These are the SP types used throughout this evaluation. 

2.4 Use of JIC3 ‘Just-In-Case’ Box 

2.4.1 In Determining How GQ Questionnaires Were Filled Out 

At GQ enumeration, enumerators were supposed to mark ‘11’, ‘12’, or ‘13’ in the JIC3 box on 
each GQ questionnaire. The second digit was to indicate the means of filling out the 
questionnaire: ‘1’, ‘2’, or ‘3’ if the questionnaire was filled out by the respondent, by the 
enumerator from interviewing the respondent, or from administrative data, respectively. The 
initial ‘1’ was to indicate that the source of the questionnaire was GQ enumeration, even though 
this was apparent from the questionnaire. 

Since the first digit of the response was superfluous, only the second digit in the JIC3 box was 
used to determine how each questionnaire was filled out. 

2.4.2 In Determining That a HU Questionnaire Was from T-Night 

At T-Night enumeration, enumerators were supposed to mark ‘22’ in the JIC3 box on each HU 
questionnaire. The initial ‘2’ was to indicate that the source of the questionnaire was T-Night 
enumeration. All T-Night questionnaires were to be filled out by the enumerator through an 
interview with the respondent. 

Since the second digit of the response was superfluous, only the first digit in the JIC3 box was 
used to determine whether a questionnaire was a T-Night questionnaire. 

2.5 Sampling 

In Section 8.4.2, the results are based on statistical estimates of the number of duplicate person 
records within the GQ universe. The sample, and the method on which these estimates are 
based, are described here. 

2.5.1 The Sample Universe and Sample Strata 

The sample universe consisted of all GQs other than military, correctional, and service-based 
facilities. This created a sample universe of 154,042 GQs containing 5,156,168 person records. 
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The sample was motivated by the discovery that a number of small GQs, particularly group 
homes and religious GQs, had doubled in population between the GQ data capture count and the 
HCUF. Inspection of the person records showed that many of these GQs had been enumerated 
twice, once on the GQ questionnaires and again on the mail return HU questionnaires. Persons 
on both types of questionnaires were included in the total count for the GQ on the HCUF. 

The sample strata were designed to estimate the level of duplicate enumeration in the sampling 
universe. The sampling universe was divided into five strata: 

• Group homes and religious GQs whose population count increased from Offpop to HCUF 
• Other GQs whose population count increased from Offpop to HCUF 
• GQs whose population count stayed the same from Offpop to HCUF 
•	 Group homes and religious GQs whose population count decreased from Offpop to 

HCUF 
• Other GQs whose population count decreased from Offpop to HCUF. 

These strata are referred to below as Strata 1-5, respectively. 

2.5.2 The Sample 

Based on error estimates and available clerical resources, it was decided to sample 100 GQs each 
from each of Strata 1, 2, and 4, and 50 each from Strata 3 and 5. Within each stratum, the GQs 
were listed in the order of their GQIDs, which began with their LCO number. A systematic 
random sample of GQs was then drawn from each stratum. We oversampled the group home and 
religious GQs so that we could produce reliable estimates separately for this stratum. 

2.5.3 Matching 

Within each GQ in the sample, the person records were ordered in alphabetical order by last 
name and first name. Rules for identifying duplicate persons were provided to DSSD clerical 
staff, who reviewed the ordered lists of persons and identified matches. Matching was done 
clerically by name, sex, and age/date of birth. A hundred percent review of the matching was 
conducted by a second person. The complete matching rules are in Appendix B. 
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2.5.4 Determination of Statistical Estimates 

Within each of the strata listed in Section 2.5.1, a sample of GQs was chosen.  All persons in 
each selected GQ were included in the sample. 

Let N and n be the number of GQs in the sampled population, and in the sample, respectively. 
Then let Nh be the number of GQs in stratum h, and let nh be the number of sample GQs in that 
stratum. 

Given the jth person record in the ith GQ of a stratum, let yij equal 1 or 0, depending on whether 
that person record matches a previous person record in that GQ. Let yi be the number of matches 
(the sum of the yij’s) in the ith GQ, and let Mi be the number of person records in that GQ. And 

let = yi/Mi, the proportion of duplicate person records in GQ I. 

Then the best point estimate for the proportion of duplicated person records in stratum h is 

= �yi/�Mi . The estimate of the sampling variance for is: 

where . 

For the sampled population as a whole, the best point estimate is 

and the sample variance is  . 
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3. LIMITATIONS 

3.1 Global Limitations 

3.1.1 Introduction 

There were two global limitations that affected this evaluation as a whole. These were: 
•	 The absence of a system for tracking individual questionnaires through the enumeration 

process, and 
•	 The limitations of the system designed to track Special Places and Group Quarters from 

the beginning of the Facility Questionnaire process through tabulation. 

3.1.2 The Absence of Tracking Information for Individual Questionnaires 

Individual GQ questionnaires contained a space where enumerators recorded the GQID and the 
person number (PN) at the time of enumeration. No GQID or bar-coded information was 
preprinted on the GQ questionnaires. As Section 7.4 will discuss, there was room for error and 
omission at this step. This tracking information was not used to track the progress of individual 
forms from enumeration to data capture. Information on which questionnaires were captured for 
each GQ was not available for this report. So prior to HCUF creation, we cannot say which 
person records were in a GQ. 

This deficiency affected Chapters 7 and 8 of this evaluation in particular, making it impossible in 
Sections 7.2, 7.3, and 7.5 to develop an exact correspondence between changes in Official 
Population with imputed person records, and making Section 7.4 necessary in the first place. In 
Section 8.1, the ability to track individual questionnaires would have resulted in an exact count 
of person records added to and subtracted from the GQ universe, rather than a net per GQ. In 
Section 8.2, that ability would have enabled a direct comparison of the data capture and HCUF 
files to identify which person records were lost to the GQ universe in the UHE process, instead 
of having to rely on very indirect means of comparison to ascertain what happened during 
processing. 

3.1.3 The Limitations of the System That Tracked Special Places and Group Quarters 

The deletion of Special Places and GQs was accomplished by deleting a record from the SP/GQ 
File. If an SP or GQ record was deleted from the universe in the CATI phase of the Facility 
Questionnaire operation, its record was deleted from the database. Similarly, if records were 
deleted during the Personal Visit phase of the Facility Questionnaire operation, they were 
dropped from the SP/GQ File before it was reconciled with the MAF in November 1999. As a 
result, there are no counts of the potential Special Places contacted in CATI but found not to be 
SPs at that stage, nor are there counts of SPs visited but eliminated from the universe in the 
Personal Visit phase. All we have are the survivors. This reduced the number of comparisons 
we could draw between the SP/GQ universe as it was seen in the Facility Questionnaire 
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operation, and the universe as it existed after enumeration. 

Furthermore, if SPs and GQs were deleted and later re-added during enumeration, they received 
new IDs when they were re-added, rather than re-acquiring their original IDs. As a result, 
comparing snapshots of the SP/GQ file at different times does not allow a record of a SP from 
the Facility Questionnaire operation to be identified with a record of the same SP at enumeration, 
if it was deleted and re-added during enumeration. (According to headquarters personnel 
involved in the GQ field operations in Census 2000, there were a significant percentage of such 
deletes and re-adds.) This made our comparison of the Facility Questionnaire and enumeration 
universe problematic in Section 5.1, and shrank the universe we had to work with when 
comparing the expected populations from the Facility Questionnaire operation with the actual 
population of each GQ at enumeration. 

3.2 Specific Limitations 

3.2.1 There Is No Pre-Enumeration SP/GQ File with Adds from 2000 Pre-Enumeration 

Operations. 

The absence of such a file removes the possibility of distinguishing adds from Local Knowledge 
Update and Advance Visit from adds at the time of enumeration. 

3.2.2 Most GQs Did not Have a Recorded Maximum Population on the SP/GQ file. 

This fact made it impossible in Section 5.2.1 to answer the question about the efficacy of 
acquiring maximum population projections from Special Place representatives. 

3.2.3 The Coding of GQ Questionnaires to Indicate How They Were Filled Out, 

Depended on the Diligence of the Individual Enumerators. 

As indicated in Chapter 6, one out of every eight ICRs was either left uncoded in this respect, or 
given a code that was out of range. (Higher percentages of absent/erroneous codes were recorded 
for the other GQ questionnaire types.) The degree of error in the within-range codes is unknown, 
but it would be prudent not to divine too much importance in small differences in the tallies in 
Chapter 6. 

3.2.4 The Non-ID File Omitted Short Form ICQ Records Which Were Included in the 

Non-ID Process. 

The Non-ID File made available by DSCMO includes short and long form ICR records, but only 
long form ICQ records. The original data files from which the Non-ID File was created are no 
longer available. However, one out of every six ICQs should have been a long form, so the 
number of ICQ records missing from the Non-ID counts is easily estimated. 
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3.2.5 Identification of T-Night Questionnaires Is Entirely Dependent on Coding by 

Enumerators. 

The percentage of T-Night questionnaires that were not coded properly, or not coded at all, is 
unknown. As a result, how many household questionnaires in the Census are T-Night 
questionnaires, but are not identified as such, is unknown. This is a limitation on the accuracy of 
the numbers in Section 10.1 and 10.2. 

3.2.6 It Is Unclear How Many SPs and GQs Were on the SP/GQ File That Did Not 

Contribute to the Final Census Tally. 

The Facility Questionnaire operation resulted in a file of 137,584 Special Places, and 270,009 
GQs. There were 100,358 Special Places and 192,286 GQs were on the final file resulting from 
enumeration. There were 71,851 Special Places and 120,446 GQs were on both files. 

There were 191,258 Special Places on the final version of the SP/GQ file before all facilities 
without population were cleaned from the file.  All but 75 of the SPs from the Facility 
Questionnaire operation were on the final file, so a total of 191,333 potential SPs are known to 
have been on the SP/GQ file during 2000, and were presumably visited during Advance Visit or 
during enumeration itself. 

A large number of SPs and GQs are believed to have been deleted and re-added in the LCOs in 
order to meet deadlines. But with just under 72,000 SPs that are on both the pre-census SP/GQ 
File and the final version of the file, fewer than 29,000 SPs could have been deleted and re-added 
to appear under different Special Place IDs on the file. And we had a net loss of 37,000 SPs 
between the pre-census SP/GQ File and the final version of the file. With 72,000 SPs present 
throughout Census 2000, 37,000 deletes, and 29,000 counted twice, we can explain 
approximately 167,000 SPs. Since it is difficult to believe that SP LUCA and Local Knowledge 
Update added 24,000 SPs to the rolls, it is hard to account for the total number of distinct Special 
Place IDs on the file. 

File counts suggest that the forms of residents at some GQs were data captured at other GQs in 
the same SP. It is possible that in some cases, all of the residents of a GQ were data captured at 
another GQ. This could have resulted in valid GQs not appearing in the Census. If so, this 
would have caused the GQ counts in Chapter 4 to be slightly understated. 
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RESULTS 

4. THE GROUP QUARTERS UNIVERSE: STATISTICAL SUMMARY 

4.1 	 Composition of the GQ Universe: Number of Special Places, Group Quarters, 

Population 

Tables 4.1a and 4.1b, below, show the overall composition of the GQ universe, as enumerated in 
Census 2000. 

Number of Special Places Enumerated (Table 4.1a) 

Special Place Type 

1: Correctional Institutions 

2: Juvenile Institutions 

3: Nursing Homes 

4: Hospitals 

5: Colleges and Universities 

6: Military Facilities 

7: Service-Based Facilities and Other GQs 

8: Group Homes 

Totals 
Sources: HCEF, SP/GQ File 

Special Places 

Number 

5,420 

2,440 

21,051 

3,552 

3,528 

916 

38,783 

24,668 

100,358 

Percent 

5.4 

2.4 

21.0 

3.5 

3.5 

0.9 

38.7 

24.6 

100.0 

Number of Group Quarters Enumerated (Table 4.1b) 

Group Quarters Population 

Group Quarters Category Number Percent Number Percent 

1: Correctional Institutions 15,775 8.2 1,993,302 25.5 

2: Juvenile Institutions 6,335 3.3 129,132 1.7 

3: Nursing Homes 29,736 15.5 1,727,811 22.1 

4: Hospitals 9,289 4.8 237,597 3.0 

5: Colleges and Universities 23,842 12.4 2,066,302 26.4 

6: Military Facilities 6,104 3.2 356,354 4.6 

7: Service-Based Facilities and Other GQs 56,092 29.1 854,435 10.9 

8: Group Homes 45,113 23.5 460,474 5.9 

Totals 192,286 100.0 7,825,407 100.0 
Source: HCEF 

Some quick facts about the GQ universe enumerated in Census 2000: 

• The GQ universe was home to 7.8 million people in 2000. 
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•	 Colleges (2.1 million), prisons (2 million), and nursing homes (1.7 million) had the most 
people in 2000. Population-wise, the GQ universe divides into four nearly equal pieces: 
colleges, prisons, nursing homes, and all other GQs. 

• 192,286 GQs were enumerated in 100,358 Special Places. 

4.2 	 How Many GQs Did Each Special Place Contain?  What Proportion of GQs 

Were in Large SPs, and What Proportion Were in Small SPs? 

The following table sheds some light on which types of Special Places had many GQs, and which 
did not. But first, two quick facts to put the table in context: 

• Roughly 78 percent of the Special Places enumerated consisted of only one GQ. 
• Over 98 percent of SPs contained fewer than 10 GQs. 

Distribution of GQs, by Size of SP (Table 4.2) 

Number of GQs in SPs with: 

Special Place Type More than 10 GQs More than 50 GQs All GQs 

Number Percent of Number Percent of 
SP Type SP Type 

1: Correctional Institutions 6,280 39.8 652 4.1 15,775 

2: Juvenile Institutions 1,392 22.0 184 2.9 6,335 

3: Nursing Homes 825 2.8 7 0.0 29,736 

4: Hospitals 2,984 32.1 333 3.6 9,289 

5: Colleges and Universities 16,457 69.0 3,488 14.6 23,842 

6: Military Facilities 4,932 80.8 2,880 47.2 6,104 

7: Service-Based Fac./Other GQs 4,303 7.7 217 0.4 56,092 

8: Group Homes 11,612 25.7 1,402 3.1 45,113 

Totals 48,785 25.4 9,163 4.8 192,286 
Note: percentages are of the right-hand column numbers. They do not sum vertically, and do not sum to 100 percent

horizontally.

Sources: HCEF, SP/GQ File


But as the table shows: 

•	 Two percent of the SPs are ‘large’ SPs (having 10 or more GQs) and contain over 25 
percent of the GQs. 

•	 Types having the largest proportion of GQs in large SPs: 
-- Military bases (81 percent) 
-- Colleges and universities (69 percent) 
-- Correctional institutions (40 percent). 

•	 Types having the smallest proportion of GQs in large SPs: 
-- Nursing homes (three percent) 
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-- Service-based facilities and other GQs (eight percent). 

4.3 	 How Many People Were Enumerated at Each Special Place? Each GQ? What 

Proportion of the GQ Population Were in Large SPs, and What Proportion 

Were in Small SPs? 

The following table shows the distribution of Special Places by size of SP as measured by 
population. It also shows the distribution of the population of those SPs. 

Distribution of Special Places, by Population (Table 4.3) 

Special Places  Population 

Number of Residents Number Percentage Number Percentage 

10-24


25-49


50-99


100-249


250-499


500-999


1000 or more


All 

40,516 40.4 178,335 2.3 

20,504 20.4 312,644 4.0 

12,182 12.1 436,562 5.6 

12,867 12.8 923,811 11.8 

9,884 9.8 1,434,274 18.3 

1,956 2.0 675,723 8.6 

1,154 1.2 821,605 10.5 

1,295 1.3 3,042,453 38.9 

100,358 100.0 7,825,407 100.0 
Sources: HCEF, SP/GQ File 

Different types of SPs have different size distributions, which is why the chart shows two distinct 
population peaks. In particular: 

• Nearly 99 percent of the residents in Special Places with 1000 or more people were in 
colleges, prisons, and military bases: 

61 percent of the prison population is in correctional facilities with over 1000 
residents. 

72 percent of the college population is at colleges and universities with over 1000 
residents. 

78 percent of the on-base military population in the Census lives on military bases 
with over 

1000 GQ residents. 
•	 Excluding colleges, prisons, and military bases, only one percent of the rest of the GQ 

population was counted in SPs with 1000 or more residents. 
•	 The bulk of the population in Special Places with between 50-99 residents, and between 

100-249 residents, is attributable to nursing homes: 
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-- 78 percent of nursing home residents live in nursing home SPs with between 50 and 
250 residents. 

90 percent of group home residents live in group home SPs with fewer than 250 
residents. 

• Forty percent of SPs had less than 10 residents, and 61 percent had less than 25 residents. 
These were mostly: 
-- Group homes 
-- SBEs and Other SPs 

•	 The 40 percent of SPs with less than 10 residents had only 2.3 percent of the GQ 
population. 
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5. THE FACILITY QUESTIONNAIRE AND ENUMERATION 

How did the actual GQ population counts compare with the expected and maximum 
population counts reported from the Facility Questionnaire and the Advance Visit 
operations? 

As part of the Facility Questionnaire operation, the GQ contact person was asked, “how many 
residents do you expect to have on Census Day?” and “what is the maximum number of residents 
that can stay at (building name)?” The answers given to these questions were the expected 
population and maximum population, respectively, for the GQ. In the Advance Visit operation 
(in February and March of 2000), the contact person was asked whether the expected population 
given in response to the Facility Questionnaire was still valid, and given the opportunity to 
provide an updated estimate. 

In this section, we will not be comparing the expected population with the population of the GQ 
shown on the HCEF, but rather with the “Offpop,” the count of the persons at each GQ before 
persons claiming a UHE were removed from the population count of each applicable GQ. The 
purpose of the expected population was not to estimate the final tally, but to estimate the Census 
Day workload. The Offpop is the count on the SP/GQ file that best measures how many people 
actually filled out Census forms at the GQ when it was enumerated, regardless of how many of 
them may have ultimately been counted elsewhere. 

5.1.1 Maximum Population 

The maximum population count was reported in too spotty a manner to be of much use: of the 
192,286 GQs enumerated, only 7,597 have a nonzero maximum capacity recorded on the file. 

5.1.2 Expected Population on the Facility Questionnaire 

Of the GQs canvassed in the Facility Questionnaire operation, 120,446 were ultimately 
enumerated. Of these GQs, 71 percent (85,397) had Offpop counts that were within 10 persons, 
or within 10 percent, whichever was larger, of the expected population. 

5.1.3 Expected Population on the Advance Visit 

For 84 percent of all GQs enumerated (161,529 out of 192,286), the expected population on the 
file at the time of enumeration (that is, after the Advance Visit) was within 10 or 10 percent, 
whichever was larger, of the Offpop. So for the vast majority of GQs, the post-Advance Visit 
expected population was a good predictor of workload. 
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5.1.4 Conclusions 

In Census 2000, the revised workload estimates provided by the Advance Visit substantially 
improved the usefulness of the expected population as a predictor of enumeration workload. 
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6. ENUMERATION 

How many GQ residents filled out their forms themselves, and how many forms 
were filled out by other means? 

On each GQ questionnaire, the enumerator was supposed to record how the form was filled out 
by coding the second character of the JIC3 box on the back of the form with a ‘1,’ a ‘2,’ or a ‘3,’ 
depending on whether the respondent had filled out the form him/herself, the enumerator had 
filled it out by interviewing the respondent, or the form had been filled out from administrative 
data. 

The following table shows the results of the enumerators’ coding. 

How GQ Questionnaires Were Filled Out (Table 6.1a) 

Method Number Percent 

Respondent filled out form him/herself 1,872,951 24.8 

Enumerator filled out form by interviewing respondent 727,759 

Form filled out from administrative data 3,681,456 48.9 

Blank or invalid response 1,249,502 16.6 

Total 7,531,668 100.0 
Note: the totals above exclude the household and Be Counted forms that were counted as part of the GQ universe. 
Source: HCUF 

•	 One-sixth of the forms either were not coded at all by the enumerators, or were given an 
invalid code. 

• Of the forms that were coded within range (that is, the code supplied was not invalid or 
left blank): 

Some 58.6 percent were filled out from administrative data. 
Some 29.8 percent were filled out by the respondent. 
Some 11.6 percent were filled out by enumerator interview of the respondent. 

Since 7.1 million of the 7.5 million GQ questionnaires in the Census were ICRs, they are worth 
looking at by themselves: 
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How ICRs Were Filled Out: Percent by Source for Each GQ Type (Table 6.1b) 

Group Quarters Category Admin Records Respondent Interview No Response Number 

1: Correctional Institutions 56.3 15.3 4.4 24.0 1,930,233 

2: Juvenile Institutions 48.8 23.8 9.9 17.5 122,291 

3: Nursing Homes 72.8 5.0 15.1 7.1 1,707,039 

4: Hospitals 65.8 8.8 9.8 15.6 216,403 

5: Colleges and Universities 30.2 57.5 5.5 6.7 2,028,150 

6: Military Facilities 37.6 36.9 5.7 19.7 279 

7: Service-Based Fac./Other GQs 41.3 25.3 23.3 10.1 669,702 

8: Group Homes 59.5 9.4 16.0 15.1 415,205 

Totals 51.7 25.8 10.0 12.5 7,089,302

Note: Percentages sum up to 100 percent by row. (Subject to rounding.)

Source: HCUF


•	 At most types of GQs, use of administrative data was clearly the primary means of 
completing the questionnaires. 
-- Most ICRs filled out at correctional institutions (56 percent), hospitals (66 percent), 
nursing homes (73 percent), and group homes (60 percent), were filled out by 
administrative data. 
-- At juvenile institutions, more than half of the forms that were coded within range, were 
filled out from administrative data. 

•	 Colleges and universities were the only facility where respondents filled out most of the 
ICRs completed (58 percent). 

27




7. 	FROM LCO AND DATA CAPTURE COUNTS TO ‘OFFICIAL 
POPULATION’ 

7.1 Introduction 

The Census Bureau successfully captured 8,303,771 GQ questionnaires. However, the Official 
Population (Offpop) set on the SP/GQ file, the Census Bureau’s intermediate assessment on how 
many people were present at the GQs on Census Day, was 8,515,020. This was 211,249 more 
than the number of captured questionnaires. This difference resulted in the imputation of 206,671 
GQ person records. In the following sections of this chapter, we will show in more detail what 
the sources of the imputation are. But in a nutshell, the difference (and the resulting imputation) 
came from two sources: 

•	 Two telephone followup operations, which added a count of 101,598 persons to the GQ 
universe; and 

•	 The reconciliation of the multiple and often differing population counts for each GQ, 
which added a count of 109,651 persons to the GQ universe. 

7.2 Effect of Telephone Operations on the GQ Population Counts 

In July 2000, after GQ data capture was completed, two special review/followup operations were 
undertaken, one out of the RCCs to contact ‘refusals’ that would not allow enumeration to take 
place at their facilities, and another at the NPC to contact facilities whose data capture population 
of a GQ was substantially lower than expected. Telephone operations were put in place to ask 
the contact persons at facilities in both of these categories what their Census Day population had 
actually been. If the facility provided a count of its population on April 1, 2000, that count was 
accepted as definitive for that facility, unless that count was lower than the actual number of 
forms captured for that facility. The number of forms captured was an inviolable floor for the 
Offpop of a GQ. 

Together, these operations accounted for 101,598 persons in the GQ universe that were not 
included in the data capture count. The following chart shows the combined results of these two 
operations, by SP type: 
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Effect of Phone Operations on Population of Affected GQs (Table 7.2) 
Data Capture Population from Percent of GQ 

Group Quarters Category GQs Population Phone Ops Increase Category Pop 

1: Correctional Institutions 486 36,042 57,199 21,157 1.1 

2: Juvenile Institutions 137 1,660 2,951 1,291 1.0 

3: Nursing Homes 550 23,255 41,205 17,950 1.0 

4: Hospitals 169 2,599 13,096 10,497 4.4 

5: Colleges and Universities 351 37,328 55,332 18,004 0.9 

6: Military Facilities 1 166 200 34 0.0 

7: Service-Based Fac./Other GQs 1,373 15,412 38,735 23,323 2.7 

8: Group Homes 598 4,702 14,044 9,342 2.0 

Totals 3,665 121,164 222,762 101,598 1.3 
Source: SP/GQ File. 

• Most of these added person records were in prisons, nursing homes, and colleges. 
•	 Each of those three GQ categories had between 17,000 and 21,000 person records added 

to their rolls through these operations. 
•	 As a percentage of Census population, hospitals (4.4 percent), SBEs and other GQs (2.7 

percent), and Group Homes (2.0 percent) were the big gainers from these operations. 

7.3 Resolution of LCO Checkout and Data Capture Count Differences 

Group quarters were tracked through the enumeration and data capture process, but the 
individual questionnaires were not tracked. Counts of the GQ questionnaires were recorded on 
each GQ control sheet at several points between enumeration and data capture. In August 2000, 
an effort was made to reconcile two of these counts – the count of questionnaires checked out of 
the LCO, and the number of questionnaires data captured for that GQ. To avoid problems caused 
by forms from one GQ at a SP being incorrectly counted with those from another GQ at the same 
SP, the reconciliation was done at the SP level. 

The reconciliation consisted of taking the larger of the total LCO checkout pop (copop) and the 
total data capture pop (dcpop) for each SP as the “official population,” or Offpop, for that SP. 
This reconciliation excluded the facilities that had their populations set by the telephone 
followup operations discussed in section 7.2. More detail is contained in the specification for 
this reconciliation, DSSD Census 2000 Procedures and Operations Memorandum Series #O-14, 
Specification for Setting the Official Population for Each Group Quarters in the Special 
Place/Group Quarters Universe (March 20,2001). The reconciliation accounted for 109,651 
persons between the GQ Offpop total and the data capture count. 

The following table shows the results of this reconciliation, by GQ category: 
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Effect of Checkout/Data Capture Pop Reconciliation on Affected GQs (Table 7.3) 
Group Quarters Category GQs  Data Capture Population after Increase Percent of GQ 

Population Reconciliation Category Pop 

1: Correctional Institutions 1,758 504,373 527,279 22,906 1.1 

2: Juvenile Institutions 336 11,397 13,661 2,264 1.8 

3: Nursing Homes 2,847 225,784 243,956 18,172 1.1 

4: Hospitals 575 27,536 30,494 2,958 1.2 

5: Colleges and Universities 2,386 310,047 331,765 21,718 1.1 

6: Military Facilities 955 151,017 167,704 16,687 4.7 

7: Service-Based Fac./Other GQs 3,445 104,122 120,963 16,841 2.0 

8: Group Homes 2,269 31,389 39,494 8,105 1.8 

Totals 14,571 1,365,665 1,475,316 109,651 1.4 
Source: SP/GQ File 

•	 The percentage increase in the military population is artificially high, since this 
reconciliation took place prior to Usual Homes Elsewhere being removed from the GQ 
universe. The increase represents only 1.7 percent of the pre-UHE military population. 

•	 Prisons, colleges, nursing homes, and military bases were the big gainers from the 
reconciliation in terms of numbers. 

7.4 Questionnaires With Blank or Insufficient GQ IDs 

As the following table shows, 141,055 questionnaires (1.7 percent) out of the over 8.3 million 
captured did not have a GQID that matched a legitimate GQID on the file. Most of these were 
found to be shifts or transpositions of legitimate GQIDs, and could be matched by undoing the 
shift or transpose.  This left 55,222 questionnaires, or 0.7 percent of all GQ questionnaires, 
whose GQIDs could not be fixed. 

Invalid GQIDs on Data-Captured GQ Person Records (Table 7.4) 

Quality of GQID Number of Questionnaires Percent 
Fixable IDs 85,833 60.9 

Blank IDs 33,711 23.9 

Other Unfixable IDs 21,511 15.2 

Total 141,055 100.0 
Source: Email from DSCMO 

The person counts added in the telephone operations were making up in large part for refusals 
and enumerations that, for one reason or another, failed to enumerate much of a GQ’s population. 
As a result, it is not believed that there are lost questionnaires for many of the persons counted in 
the telephone operations. 
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However, counts added in the reconciliation between LCO checkout population and data capture 
population were once backed by questionnaires, if the LCO checkout count is to be trusted. The 
55,222 questionnaires that were data captured, but not identified with a GQ, represent over half 
of these missing questionnaires. This at least in part supports the use of the count reconciliation 
procedure described in section 7.3. 

7.5 Imputed Person Records 

The table below shows the number of imputed person records, by SP type. Each percentage 
shown is the percentage of the Census population for that SP type that was imputed. 

Number of Imputed Person Records, by GQ Category (Table 7.5) 

Group Quarters Category 

1: Correctional Institutions 

2: Juvenile Institutions 

3: Nursing Homes 

4: Hospitals 

5: Colleges and Universities 

6: Military Facilities 

7: Service-Based Facilities and Other GQs 

8: Group Homes 

All 
Source: HCUF 

Imputed Person Records 

Number Percent 

44,019 2.2 

3,544 2.7 

35,935 2.1 

13,400 5.6 

39,577 1.9 

16,637 4.7 

37,391 4.4 

16,168 3.5 

206,671 2.6 

• Approximately 5.6 percent of the hospital population was imputed. 
•	 SBEs and other GQs, and military bases, had between 4.3 percent and 4.7 percent of their 

populations imputed. 
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8. FROM ‘OFFICIAL POPULATION’ TO HCUF COUNTS 

8.1 Introduction 

The GQ population count decreased from roughly 8.5 million to just over 7.8 million between 
the Offpop (which reflected the number of people found at the GQs at the time of the Census) 
and the final Census count (which reflected the number of people actually residing there). 

Persons were both added to and subtracted from the GQ universe, as the following table 
indicates. 

Change in GQ Population Between Offpop and the HCUF, by SP Type (Table 8.1) 

Group Quarters Category Offpop GQs that gained- GQs that lost- HCUF Pop 
increase (decrease) 

1: Correctional Institutions 1,994,748 3,723 (3,421) 1,995,050 

2: Juvenile Institutions 125,930 762 (280) 126,412 

3: Nursing Homes 1,741,562 10,815 (3,104) 1,749,273 

4: Hospitals 239,807 1,557 (465) 240,899 

5: Colleges and Universities 2,067,255 7,634 (3,395) 2,071,494 

6: Military Facilities 1,007,267 194 (651,034) 356,427 

7: Service-Based Fac./Other GQs 872,310 37,480 (84,412) 825,378 

8: Group Homes 466,141 29,559 (35,226) 460,474 

Total 8,515,020 91,724 (781,337) 7,825,407 
Source: HCUF, SP/GQ File 

•	 Roughly five-sixths of the decrease is due to the military population. Military 
enumeration was conducted by working unit rather than by barracks. Most persons 
serving in the armed forces live in housing units. They were required to fill out 
questionnaires when their units were enumerated, and were removed from the GQ 
universe between Offpop creation and HCUF creation if they listed a Usual Home 
Elsewhere (UHE) on their questionnaire. 

•	 The numbers on the table do not show the total number of persons added to and 
subtracted from the GQ universe. The status of individual GQ questionnaires were not 
tracked by this evaluation. Accordingly, the numbers reflect the net gain or loss for each 
GQ. If a GQ gained two people, and lost seven, between the Offpop count and HCUF 
creation, all that is known is that there was a net loss of five people, and this is what is 
reflected on this table. 
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There are two main sources of both the adds and the subtractions: 

•	 Adds: 
Be Counted Forms (36,608 persons) 
Household Questionnaires (50,460 persons) 

•	 Subtractions: 
Persons declaring a Usual Home Elsewhere (793,544 persons) 
SBE Unduplication (16,787 persons) 

These numbers imply a loss of roughly 30,000 more people between Offpop and HCUF than 
actually occurred. This difference is addressed in Section 8.2.4. 

8.2 GQ Questionnaires Reporting a Usual Home Elsewhere 

How many GQ residents were taken out of the GQ universe as part of the Non-ID Process? How 
many persons were taken out that should have stayed? We have answered these questions in this 
section, on the basis of the Non-ID File provided by the DSCMO. 

8.2.1 The Screening Process 

The process designed to deal with all Census forms without a MAF ID, including GQ person 
records claiming a UHE, was called the Non-ID Process. 

•	 Not all GQ records providing the address of a claimed UHE were supposed to go into the 
Non-ID Process. 

•	 Records with a UHE address were to be screened for exclusion: 
By GQ type 
By the outcome of a screening question on each GQ questionnaire. 

• How screening was done: 
Screening by GQ type was done after the clerical part of the non-ID process 

(geocoding and matching to the MAF) was completed, but before field verification. 
Screening according to the outcome of the screening questions was not done. 

•	 The failure to screen beforehand added 2.3 million questionnaires to the Non-ID Process’ 
clerical workload, doubling its workload. 

The screening by GQ type was done after the initial Non-ID processing, returning 1,892,742 
records to their original GQs. Excluding UHEs from the Non-ID Process for certain GQ types 
was done to prevent people in certain UHE-ineligible types of GQs (for example, prisons) from 
being improperly enumerated at a residence other than their GQ. 

GQ questionnaires also were supposed to be screened from inclusion in the Non-ID Process by 
their responses to the residence question on each type of questionnaire. (For example, “Do you 
live or stay here most of the time?” on the ICR.) This screening was intended to ensure that if 
persons whose primary residence was the GQ also provided a UHE address, they would not be 
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enumerated elsewhere on that basis. Excluding cases from the Non-ID Process based on the 
residence screening questions never took place.  Of the 1,048,536 records that underwent the full 
Non-ID process, another 388,970 would have been excluded if the residence screening questions 
had been used as intended. 

Because the procedures to screen GQ questionnaires out of the Non-ID Process were applied 
incorrectly, 37 percent of the GQ questionnaires ultimately resolved by the Non-ID process were 
in that process inappropriately. 

GQ Records in the Non-ID Process, by Form Type (Table 8.2a) 

ICQs ICRs MCRs SCRs All 

GQ records that went into the Non-ID Process 8,551 2,232,674 630,252 69,801 2,941,278 

Records removed from Non-ID Process, 

due to invalid GQ T ype: (222) (1,862,295) (30,225) (0) (1,892,742) 

GQ records that remained in the Non-ID Process 8,329 370,379 600,027 69,801 1,048,536 

Records that were not removed but should have been, 

due to the answers to the screening questions: (1,432) (345,524) (39,251) (2,763) (388,970) 

GQ records that belonged in the Non-ID Process 6,897 24,855 560,776 67,038 659,566 
Source: Non-ID File 

8.2.2 Once a GQ record was in the Non-ID Process, what happened to it? 

Once in the Non-ID Process, a nonmilitary (ICQ or ICR) GQ record was geocoded. If geocoding 
was unsuccessful, the record was returned to the GQ from which it had come. After successful 
geocoding, the UHE address was matched to the addresses on the MAF. If a match was found, 
then the GQ record was included in the Census at that address. (It did not matter whether that 
address was for a housing unit or a GQ.) If geocoding was successful but the record could not be 
matched to a known MAF unit, it went to Field Verification to determine if the address given by 
the respondent was a valid address. If it was, then the GQ record got included in the Census at 
that address; otherwise, it was returned to the GQ from which it originated. 

Records from military or shipboard enumeration (on MCRs and SCRs) were treated in the same 
manner, with one major distinction: if they could not be geocoded, they were dropped from the 
Census. The results of the process on GQ questionnaires is shown below: 
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Comparing Non-ID Outcomes: 

UHEs That Belonged v. UHEs That Should Have Been Screened Out (Table 8.2b)


Military UHEs UHEs Returned UHEs Matched 

Dropped to GQs to HUs  All 

Number Pct. Number Pct. Number Pct. Number 

Should have been screened out 31,041 8.0 238,655 61.3 119,274 30.7 388,970 

Correctly included in Non-ID Process 187,744 28.5 16,337 2.5 455,485 

54.8 1,048,536 

69.0 659,566 

All 218,785 20.9 254,992 24.3 574,759 
Note: Percentages sum to 100 percent by row. 
Source: Non-ID File 

Of the 1,048,536 GQ person records that were ultimately included in the Non-ID Process: 

•	 Some 54.8 percent were matched to a housing unit. (These represent 69.0 percent of 
those that belonged in the process; 30.7 percent of those that did not.) 

•	 Some 24.3 percent were either returned to the GQs from which they came, or matched to 
a GQ in the matching and geocoding process. (These represent 2.5 percent of those that 
belonged in the process; 61.3 percent of those that did not.) 

•	 Some 20.9 percent were dropped from the Census. (These represent 28.5 percent of those 
that belonged in the process; 8.0 percent of those that did not.) 

•	 A record that should have been excluded from the Non-ID Process based on the 
questionnaire screening question, was much more likely to be returned to the GQ 
universe. (Though Table 8.2b does not show it, this was true for each form type.) And 
61.3 percent of records that should have been kept out of the Non-ID Process were put 
back in the GQ universe, as opposed to only 2.5 percent of the records that belonged in 
the process. 

•	 By a margin of 69 percent to 30.7 percent, a record that should have been excluded also 
was less likely to be matched to a housing unit. (This was true for all form types except 
for ICQs.) 

•	 The GQ population was reduced by over 150,000 by the failure to exclude records from 
entering the Non-ID Process. While most of these persons were counted in the HU 
universe, over 31,000 were lost to the Census altogether. 

Records that were not geocoded were returned to the GQ (if an ICR or ICQ) or dropped from the 
Census (if an MCR or SCR). This applied to 103,253 of the former and 195,655 of the latter. 

8.2.3 What happened when person records were returned to the GQ universe? 

As indicated in Table 8.2b, 254,992 person records were returned to the GQ universe. Of these, 
103,253 were ICQ and ICR records with UHE addresses that could not be geocoded, and were 
returned to their GQs because they could not go any further in the Non-ID process. Another 
73,857 were returned to their GQs because they were either matched to late MAF adds that 

35




ultimately were not accepted as Census HUs, or went to Field Verification but could not be 
matched to a HU in the field. 

The remaining 77,882 person records that were returned to the GQ universe were records that 
were geocoded and matched to the address of a GQ. Of these, 64,351 (83 percent) were matched 
to the very same GQ that the respondent had originally been enumerated at. In these cases, the 
respondent had written the address of the GQ in the space given for writing a (UHE) address, and 
the process succeeded in putting the respondent back in his original GQ. 

Of the 77,882 records geocoded and matched to a GQ address, only 779 were properly in the 
Non-ID process; the rest should have been excluded by their answers to the screening questions. 

8.2.4 Did all the GQ person records that were supposed to be redirected to the HU 

universe by the Non-ID Process, leave the GQ universe? 

An unknown number of GQ person records that should have been redirected to the HU universe 
apparently remained in the GQ universe. However, the inability to track individual GQ person 
records through the enumeration process stands in the way of any certainty on this score. 

Of the 574,759 person records that were believed to have been redirected from the GQ universe 
to the HU universe as a result of the Non-ID Process, 125,855 of them were ICR records from 
GQs other than military bases or SBEs. These records came from 24,785 GQs. Of those GQs, 
we considered the 5,502 GQs that included no HU or BCF records. This pool of GQs had no 
apparent reason to change count between the Offpop and the HCUF, other than due to the Non-
ID Process. 

According to the Non-ID File, these GQs contained 32,158 person records that were matched to 
HUs through the Non-ID Process. But the count of persons in these GQs dropped by only 8,849 
between the Offpop and the HCUF, seemingly leaving 23,309 persons that stayed in the GQ 
universe that, in theory, should have been moved to the HU universe. 

At the end of Section 8.1, we mentioned that the counts of the GQ universe’s gains and losses 
from specific sources between Offpop and HCUF, including the Non-ID process, amounted to a 
loss that was about 30,000 greater than the total drop in the GQ person record tally between 
Offpop and HCUF. The results of this section seem to explain most of that difference. The 
remainder of that difference may well be accounted for by similar events to those described in 
this section, but in the GQs other than the 5,502 GQs that our study examined in this section. 

8.3 	 Household Questionnaires and Be Counted Forms Included in GQ 

Enumeration 

The following numbers of persons were added to GQs in each of the following SP types from 
household and Be Counted Forms: 
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Persons in GQs from Household and Be Counted Forms (Table 8.3) 

Group Quarters Category BCFs HU Records Total Percent 

1: Correctional Institutions 30 136 166 0.0 

2: Juvenile Institutions 1 494 495 0.4 

3: Nursing Homes 1,925 3,902 5,827 0.3 

4: Hospitals 140 681 821 0.3 

5: Colleges and Universities 514 3,011 3,525 0.2 

6: Military Facilities 10 11 21 0.0 

7: Service-Based Facilities/Other GQs 33,264 14,246 47,510 5.6 

8: Group Homes 724 27,979 28,703 6.2 

Totals 36,608 50,460 87,068 1.1 
Source: HCUF 

•	 Approximately 6.2 percent of the Group Homes population came from BCFs and 
household questionnaires, primarily the latter. 

•	 Approximately 5.6 percent of the population in SBEs and other GQs came from Be 
Counted and household questionnaires. 

•	 Approximately 55 percent of the person records from household questionnaires in the GQ 
universe were counted in group homes. 

8.4 Within-GQ Person Duplication 

Early non-systematic observations of Census data suggested that there were a significant number 
of duplicate person records within GQs, particularly group homes and other small GQs, 
especially religious GQs, which had an average population of less than 7. A stratified sample of 
400 GQs in five strata was designed to estimate the magnitude of duplication within the GQ 
population. It excluded correctional institutions, military bases, and service-based facilities11, but 
included the rest of the GQ universe. The portion of the GQ universe from which the sample 
was drawn included 154,042 GQs containing 5,156,168 person records, or 66 percent of the GQ 
population. The 400 GQs in the sample contained 18,650 person records. 

The person records in each GQ were clerically examined to identify duplicates. Records with the 
same name, sex, and age/date of birth were considered duplicates. The clerical review identified 
549 person records that fit the definition of duplicate records. 

We obtained a 95 percent confidence interval for the number of duplicate person records in this 
portion of the GQ universe. The best point estimate for the number of duplicate person records is 
56,416, and the 95 percent confidence interval for the number of duplicate person records is 

11Service-based facilities were excluded because unduplication was already being done on 
the service-based population; correctional facilities and military GQs were excluded because of 
the unlikelihood of matching housing units to prisons and barracks on the Master Address File. 
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56,416 ± 34,409, which is 1.1 percent ± 0.7 percent of the persons in GQs from which the sample 
was drawn. 

Group homes and religious GQs were found to be by far the largest single source of duplication, 
apparently because many such facilities returned household questionnaires in addition to being 
counted by GQ enumerators. There were 57,348 group homes and religious GQs in Census 
2000, with 539,938 person records. The restriction of the sample strata to group homes and 
religious GQs had 163 GQs with 2,290 person records, of which 191 were found to be 
duplicates. The best point estimate for the number of duplicate person records in the sub-
universe of group homes and religious GQs is 23,491, and the 95 percent confidence interval for 
the number of duplicate person records is 23,491 ± 4,750, which is 4.4 percent ± 0.9 percent of 
the persons in these GQs. 

8.5 SBE Unduplication 

Because the process of Service-Based Enumeration made it possible for a single individual to be 
enumerated multiple times (for example, at a shelter one night, then at a soup kitchen the 
following day), an unduplication process was included in its design. According to Evaluation 
E.6, Service-Based Enumeration, 16,787 person records were removed from the counts of 
service-based facilities as a result of the unduplication. More detailed information is provided in 

that evaluation. 
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9. FROM HCUF COUNTS TO HCEF COUNTS 

After the HCUF file was created, the Census analyzed the age distribution of the respondents at 
each GQ to ensure that the ages of the residents were consistent with the type of GQ. If the 
median age of a GQ’s respondents was inconsistent with its GQ type, then at HCEF creation, that 
GQ was assigned a new GQ type on the basis of its median age. 

The criteria for determining whether the GQ’s median age was inconsistent with its GQ type 
differed by GQ type. For instance, if the median age of a nursing home was 49 or lower, or if the 
median age of a college dormitory was either less than 16 or greater than 45, it was regarded as 
inconsistent with its GQ type. 

For any GQ whose median age was determined to be inconsistent with its GQ type, the following 
rules applied to reclassify it to a new GQ type: 

• if its median age was 17 or below, it was assigned a GQ type of a juvenile institution. 
• if its median age was 65 or above, it was classified as a nursing home. 
•	 if its median age was between 18 and 64, it was assigned the GQ type of 908, “other 

nonhousehold living situations,” the GQ type assigned to GQs that did not fit in any other 
category. 

As the following tables show, 4,067 of the more than 192,000 GQs, containing 65,000 residents, 
had different typecodes on the HCEF than the HCUF. This represents 2.1 percent of GQs in 
Census 2000, and 0.8 percent of the GQ population. 

GQs Changing Type Between Initial and Final Tabulation Due to Age Edits (Table 9a) 

GQ Category: On Final Tabulation (HCEF)


On Initial Tabulation (HCUF) Juvenile Insts. Nursing Homes Other  Total Pct.


1: Correctional Institutions 79 53 0 132 3.2 

2: Juvenile Institutions  0 23 325 348 8.6 

3: Nursing Homes 148 0 1,678 1,826 44.9 

4: Hospitals 11 96 0 107 2.6 

5: Colleges and Universities 156 108 212 476 11.7 

6: Military Facilities 9 2 25 36 0.9 

7: Service-Based Fac./Other GQs  575 429 138 1,142 28.1 

8: Group Homes 0 0 0 0 0.0 

Total 978 711 2,378 4,067 100.0 

Percentages 24.0 17.5 58.5 100.0 
Sources: HCUF, HCEF 

•	 Juvenile institutions gained a net of 630 GQs between initial and final tabulation due to 
the age edits. 
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•	 Nursing homes lost a net of 1,115 GQs between initial and final tabulation due to the age 
edits. 

•	 One hundred forty-eight facilities that had been identified as nursing homes by the 
Facility Questionnaire were classified as juvenile institutions on the HCEF. 

•	 Twenty-three facilities that had been identified as juvenile institutions by the Facility 
Questionnaire were classified as nursing homes on the HCEF. 

Population of GQs That Changed Type Due To Age Edits (Table 9b) 

People in GQs reclassified into: 
People in GQs reclassified from: Juvenile Insts. Nursing Homes Other Total Pct. 

1: Correctional Institutions 917 831 0 1,748 2.7 

2: Juvenile Institutions 0 151 6,533 6,684 10.3 

3: Nursing Homes 2,898 0 32,152 35,050 54.0 

4: Hospitals 92 3,210 0 3,302 5.1 

5: Colleges and Universities 1,806 1,916 1,470 5,192 8.0 

6: Military Facilities 22 4 47 73 0.1 

7: Service-Based Fac./Other GQs 3,669 7,476 1,761 12,906 19.8 

8: Group Homes 0 0 0 0 0.0 

Totals 9,404 13,588 41,963 64,955 100.0 

Percentages 14.5 20.9 64.6 100.0 
Sources: HCUF, HCEF 

•	 Nursing home population decreased by a net of 21,462 between initial and final 
tabulation due to the age edits. 

40




10. 	HOUSING UNITS IN THE GROUP QUARTERS UNIVERSE: 
T-NIGHT AND EMBEDDED HOUSING UNITS 

10.1 Introduction 

10.1.1 How many persons were enumerated at T-Night locations and at embedded 

housing units? How many of each kind of household were there? 

The short answer is in Table 10.1: 

Number and Population of T-Night and Embedded Housing Units (Table 10.1) 

HU Records Percent Census Pop Percent 

Records Identified as Embedded HU records 59,076 40.3 139,875 52.3 

Records Identified as T-Night Records 87,338 59.7 127,766 47.7 

All 146,414 100.0 267,641 100.0 
Sources: HCUF, SP/GQ File 

10.1.2 How did we identify housing units as part of the universe of T-Night and 

embedded housing units? 

All but one of the housing unit records tabulated above were distinguished as having to do with 
the SP/GQ universe in one of two ways: (i) the MAF listed ‘SP/GQ Enumeration’ as the highest-
confidence source for the address (108,313 records), or (ii) the enumerator filled out the JIC3 box 
on the questionnaire in a manner that identified the return as a T-Night return (40,123 records). 
There were 2,023 records that were identified by both means. 

A third means of identifying housing unit records also was used: records of embedded housing 
units and T-Night locations on the SP/GQ master file were matched against the HCUF. This 
process found 76,663 housing unit records. All but one of them also had been identified by way 
(i) above. 

10.1.3  How did we distinguish between T-Night records and embedded housing unit 

records? 

Two means were used here as well: (i) as noted above, 40,123 records were identified as T-Night 
returns in the JIC3 box by the enumerator. And (ii) of the 76,663 housing unit records identified 
by matching the HCUF with the SP/GQ master file (as discussed in the previous paragraph), 
49,154 were matched with T-Night locations on the SP/GQ master file; the rest were matched 
with embedded housing units. (There were 1,939 records that were identified as T-Night records 
by both means.) 
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10.2 Imputation of Embedded and T-Night Housing Units 

Imputation Status of Embedded and T-Night Housing Units (Table 10.2) 

Imputed Pct. Not Imputed Pct.  All 

Embedded HU Records 15,645 26.5 43,431 73.5 59,076 

T-Night Returns (Identified from SP/GQ File) 54,992 63.0 32,346 37.0 87,338 

All 70,637 48.2 75,777 51.8 146,414 
Percentages sum to 100 percent by row. 
Source: HCUF 

It was necessary to impute the housing unit status (occupied, vacant, or delete) of nearly half of 
the embedded and T-Night housing units that we were able to identify for this evaluation. A 
group of 56,510 SP/GQ housing unit addresses were added to the Decennial Master Address File 
(DMAF) in August 2000. The timing of the DMAF update prevented the data captured records 
for these housing units from being included in the Decennial Response File (DRF). Because 
these housing records were not on the DRF, Census data was imputed for all of these records. 
These records made up 80 percent of the imputed T-Night and embedded HU records. It is 
unclear why it was necessary to impute Census data for the remainder of the imputed records. 

10.3 Geographical Distribution of Persons Enumerated in T-Night 

The following table gives some insight into the geographical distribution of the T-Night 
population: 

States With Largest Proportions of T-Night Location Residents (Table 10.3) 

State T-Night Households T-Night Population T-Night Residents 
Per 1000 People 

Nevada 5,021 7,996 3.99 

Arizona 18,113 20,315 3.95 

Oregon 4,754 8,529 2.49 

New Mexico 3,084 4,337 2.38 

Alaska 564 873 1.39 

Idaho 1,059 1,784 1.38 

Washington 3,709 6,513 1.10 

Florida 13,286 15,430 0.96 

Virginia 2,951 6,513 0.92 

Montana 377 646 0.71 

Texas 8,070 14,081 0.67 

California 14,925 22,592 0.67 

Hawaii 369 769 0.63 

Arkansas 995 1,497 0.56 

Mississippi 708 1,279 0.45 

Wyoming 176 202 0.41 
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 All Other States 9,177 14,410 0.08 

Total 87,338 127,766 0.45 
Source: HCUF 

•	 Approximately 63 percent of the T-Night population was enumerated in five Sun Belt 
states: California, Nevada, Arizona, Texas, and Florida. 

•	 The Northwest (both Pacific and Rocky Mountain Northwest, including Alaska) also had 
a high proportion of persons counted at T-Night locations. Approximately 15 percent of 
the T-Night population was counted in this group of states. 
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11. RECOMMENDATIONS 

Group Quarters enumeration in Census 2000 succeeded in its underlying mission of gaining a 
fundamentally accurate count of the Group Quarters population.12 Beyond that, it provided 
enough additional information to give a more nuanced sense of what the GQ universe and its 
components are like. 

There are still a number of ways in which GQ enumeration could be improved, and some of these 
are discussed in this chapter. 

11.1 	 Study Whether GQ Enumeration Can Benefit from Different Strategies for 

Different Special Place and Group Quarters Types 

This study contains a great deal of information delineated by Special Place types. Some types of 
Special Places tend toward having many GQs and/or large populations; other types of Special 
Places almost always have a single GQ or very few people. Some relied heavily on enumeration 
through administrative data in Census 2000; in others, respondent-filled forms were more 
common. Certain types of GQs were more likely to have persons from household questionnaires 
included in their final tabulations, and were more likely to have persons counted twice within a 
GQ. 

Our first recommendation, then, is that this information - along with information from other 
sources - be used to evaluate whether there are benefits to be gained in using different procedures 
for different categories of GQs in 2010, in building the address list, in the enumeration itself, and 
in post-enumeration processing. We further recommend that the Census Bureau develop persons 
who would become category experts in the different Special Place types, to aid in this evaluation 
process. 

11.2 Recommendations Concerning the SP/GQ File 

11.2.1 Collect GQ D ata Via Electronic Means in Address List Creation 

Most Special Places consist of a single GQ. But (as shown in Chapter 4) a handful of SPs 
contain dozens or even hundreds of GQs, and those SPs contain tens of thousands of GQs 
altogether. Collecting GQ information one GQ at a time via telephone or personal interview, as 
was done in Census 2000's Facility Questionnaire operation, is time-consuming and burdensome 
to the contact persons at such SPs, making them reluctant to cooperate, and making the pre-
Census roster of GQs less than complete. 

12Annetta C. Smith (2002), “Population in Group Quarters in Census 2000,” Internal 
Census Bureau memorandum (January 9, 2002). 
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We recommend that the option be given for facilities with 10 or more GQs to provide GQ 
information by electronic or paper records during the Facility Questionnaire operation (or its 
successor) in 2010. 

11.2.2 Make Use of Facility Web Sites in Address List Creation 

Many types of facilities already have Web sites containing much of the information we gathered 
through the Facility Questionnaire in Census 2000.  For instance, the typical college website 
provides a list of its dormitories, a map showing where they are located, and frequently the 
capacity of each dorm.  such information about a facility is available and more current than the If
list of GQs on the SP/GQ Master File from the previous Census, we should incorporate that 
information into our database and confirm it with the Special Place contact person, rather than 
initially collecting it from the contact person, to minimize respondent burden. 

We recommend that a study be done of the best way to use such information sources to enhance 
the GQ address list development operations in 2010. 

11.2.3 Reduce Duplication Between the GQ and HU Address Lists 

As discussed in Chapter 8, tens of thousands of people were counted twice at GQs, frequently 
when small GQs received HU mailback questionnaires and were enumerated as GQs. One likely 
cause of this was that many small GQs are indistinguishable in appearance from single-family 
residences. As a result, some found their way into both the HU and GQ universes before being 
identified as the same place. 

We recommend that new measures be taken in 2010 to avoid such duplication between HU and 
GQ units. This could take one or more of several forms. One possible approach is to give 
Facility Questionnaire workers access to the MAF, to enable them to provisionally identify such 
a GQ with a particular housing unit’s MAF ID at the time it is added to the SP/GQ File. 

Any successful means of reducing the duplication between the two universes would help reduce 
the within-GQ person duplication discussed in Section 8.4. 

11.2.4 Maintain All Special Place and GQ Records Throughout the Census 

In the address list development phase of Census 2000, the SP/GQ File was periodically ‘cleaned 
up’ to eliminate potential Special Places from the electronic file that were shown not to be 
Special Places after all. This complicated evaluation from a number of vantage points, 
particularly in terms of measuring the effectiveness of the Facility Questionnaire CATI and 
Personal Visit operations. It also foreclosed the possibility of tracking such things as whether 
SPs remained in existence, but moved from one location to another, or whether a particular 
address was home to different SPs over time. A continuous SP/GQ File that uses flags to 
indicate deletes (as is the case for the DMAF), rather than permanently removing records from 
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the file, would provide much more complete information about the SP/GQ universe over time. 

As mentioned in the Limitations, a substantial number of SPs and GQs were deleted and then re-
added in the field under new GQIDs in order to comply with Census deadlines. Needless to say, 
this also detracted from the continuity of the GQ database. 

Therefore, we recommend that, for Census 2010: 
• SP/GQ File use delete flags, rather than physical deletes; and 
•	 safeguards be instituted to make it more likely that if the same SP or GQ is deleted and 

re-added, it is identified as the same entity and identified by the same Census 
identification numbers. 

11.2.5 Do not Overwrite Earlier Counts With Later Counts 

In Census 2000, expected population counts obtained later (in the Advance Visit) overwrote 
those that were obtained earlier (in the Facility Questionnaire operation) on the SP/GQ File. We 
recommend that multiple fields be provided on the file where multiple iterations of a count are 
possible, so that such overwriting will be avoided for all recorded counts in 2010. 

11.3 Recommendations for Enumeration 

11.3.1 Track Individual Forms from Enumeration through Data Capture 

The problems created by tracking the number of questionnaires from each GQ, rather than the 
questionnaires themselves, are documented in Chapter 7. Differing counts of the number of 
completed GQ questionnaires were obtained for many GQs, but in many cases the true count was 
impossible to know. The differing counts resulted in the imputation of over 100,000 person 
records. 

We recommend that the Census track individual GQ questionnaires through post-enumeration 
processing, from enumeration through data capture. In Census 2000, each GQ questionnaire had 
a unique barcoded number printed on it; however, the barcode was not used to track GQ 
questionnaires before they were data captured. 

If enumerators working from the LCOs had been equipped with bar code readers in Census 2000, 
the questionnaires could have been tracked in this manner, and there would have been no doubt 
as to whether a questionnaire initially counted with one GQ was later counted with another, or 
whether - and at what point - it was lost to the Census altogether. If such technology is employed 
in 2010, the result will be a much more exact and trustworthy GQ population count. 

11.3.2  Anticipate and Accommodate Use of Administrative Data 

As shown in Chapter 6 of this study, more GQ questionnaires were filled out from administrative 
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data than by any other means. In addition, the proportion of questionnaires filled out from 
administrative data varied greatly by type of GQ. 

We recommend that the Census prepare its enumerators for heavy use of administrative data at 
certain types of GQs in 2010, and to work with organizations representing correctional 
institutions, nursing homes, and other GQs with high rates of use of administrative data in 
Census 2000, to evaluate how best to work together to gain as complete information as possible 
for each GQ resident in an environment where heavy use of administrative data may be 
unavoidable. 

We further recommend that more efficient means of collection of administrative record data, 
including electronic means, be tested for feasibility in one of the intercensal tests in order to be 
made available on an optional basis in 2010. 

11.4 Other Recommendations 

11.4.1 Institute More Effective Software Quality Assurance Programs 

We recommend that the software used to process GQ records in 2010 undergo a quality 
assurance review involving representatives from more than one Census division. 

As discussed in Section 8.2.1, the software used for Non-ID processing in Census 2000 failed in 
two different ways to screen GQ questionnaires from inclusion in the Non-ID process. This 
failure doubled the workload of that process. An independent review might have caught this 
omission. 

11.4.2  Track T-Night Sites and Their Population Counts 

We recommend that the Census track the population of each T-Night site in 2010. 

In Census 2000, T-Night sites were a hybrid, containing transient HUs rather than GQs, but 
enumerated by GQ enumerators. As a result, the population of each T-Night location was zero, 
for purposes of GQ enumeration. There is no linkage between the T-Night questionnaires and 
the T-Night locations. It may be possible to identify T-Night questionnaires and locations by use 
of Census 2000 address data, but with what degree of accuracy and completeness is not yet 
known. 

If T-Night enumerators in 2010 carry handheld bar code readers, they can record the bar codes 
from each HU questionnaire filled out at each T-Night location, and those bar code IDs can later 
be used to identify the T-Night questionnaire records from each location on the Census data files, 
and re-create the count from each T-Night location. 
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APPENDICES 

Appendix A: Group Quarters Classifications Used on the HCEF 

1.	 Correctional institutions

101. Federal detention centers

102. Federal Prisons

103. State Prisons 

104. Local jails and other confinement facilities

105. Halfway houses (correctional)

106. Military disciplinary barracks and jails.

107. Other types of correctional institutions


2. 	 Juvenile institutions

201. Homes for abused, dependent, and neglected children (publicly owned)

202. Homes for abused, dependent, and neglected children (privately owned)

203. Homes for abused, dependent, and neglected children (ownership type unknown)

204. Residential treatment centers (for emotionally disturbed children)

205. Training schools for juvenile delinquents (publicly owned)

206. Training schools for juvenile delinquents (privately owned)

207. Training schools for juvenile delinquents (ownership type unknown)

208. Detention centers (Diagnostic centers and short-term care facilities)

209. Juvenile institution (type unknown)


3.	 Nursing homes

301. Nursing homes (federally owned)

302. Nursing homes (state/local ownership)

303. Nursing homes (publicly owned, undetermined)

304. Nursing homes (privately owned, nonprofit)

305. Nursing homes (privately owned, for profit)

306. Nursing homes (privately owned, undetermined)

307. Nursing homes (type of ownership unknown)


4. 	 Hospitals/wards, hospices, and schools for the handicapped

400. Hospitals and wards for drug/alcohol abuse

401. Hospitals or wards for chronically ill (military hospitals)

402. Hospitals or wards for chronically ill (civilian hospitals)

403. Hospices

404. Mental (psychiatric) hospitals

405. Schools, hospitals, or wards for the mentally retarded

406. Institutions for the deaf

407. Institutions for the blind

408. Orthopedic wards and institutions for the physically handicapped


51




409. Wards in general hospitals for patients who have no usual home elsewhere

410. Wards in military hospitals for patients who have no usual home elsewhere


5. 	 College dormitories (includes college quarters off campus)

501. College dormitories, fraternity and sorority houses


6. 	 Military Quarters

601. Barracks and unaccompanied personnel housing

602. Transient quarters for military personnel

603. Military ships


7. 	 Service-Based Facilities

701. Emergency and transitional shelters (with sleeping facilities)

702. Shelters for children who are runaways, neglected, or without conventional housing

703. Shelters for abused women (shelters against domestic violence)

704. Soup kitchens

705. Regularly scheduled mobile food vans

706. Targeted nonsheltered outdoor locations


8. 	 Group homes/Halfway houses

801. Homes or halfway houses for drug/alcohol abuse

802. Homes for the mentally ill

803. Homes for the mentally retarded

804. Homes for the physically handicapped

805. Other group homes (communes, foster homes, homes for unwed mothers)


9. 	 Dormitories and Other Group Quarters

900. Crews of maritime vessels

901. Agriculture workers’ dormitories

902. Other workers’ dormitories

903. Job Corps and vocational training facilities

904. Dormitories for staff at military institutional group quarters

905. Dormitories for staff at civilian institutional group quarters

906. Religious group quarters

908. Other nonhousehold living situations ( includes hostels, YMCAs, YWCAs)

909. Natural disaster emergency shelters

911. Residential facilities providing “protective oversight”
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Appendix B: Complete Matching Rules for the Person Duplication Sample 

Clerical person matching within each GQ was done by name, sex, and age/date of birth. 

The clerical matching had two components: first, a DSSD staffer reviewed the person rosters of 
each GQ, which had been printed out alphabetically, by last name followed by first name, and 
indicated matches and possible matches according to the instructions that follow. 

Second, a reviewer (a DSSD mathematical statistician) examined the staffer’s work for accuracy, 
and counted the possible matches as matches or nonmatches according to the guidelines that 
follow the instructions for the staffer. 

The staffer’s instructions: 

Instructions for Matching 

Purpose:	 We are trying to estimate how many people living in group quarters may 
have been counted twice in that group quarters (GQs). 

Your task:	 You will decide whether or not pairs of person records from group 
quarters enumeration are close enough to be considered the same person. 
We will give you rules for making these decisions. 

Materials:	 You’ll be given a roster of each GQ you’ll match people in, with name, 
sex, age, and date of birth for each person. (Assuming they provided all of 
the above.) The names of the people will be in alphabetical order for ease 
of comparison. You will be given the rosters of 400 GQs altogether. 

Matching Rules:	 You’ll be matching names on the basis of three categories: name, sex, and 
age/date of birth. A pair of person records will be a match if: 

• they match in all three categories, or 
•	 they match on two out of three, but ca not be compared on the third 

because the information for one or both records is blank. 

Name Match: First and last names, taken together, differ by no more than two typos. 

• An additional letter is one typo (Gardner v. Gardener) 
•	 A substitution of one letter for another is one typo (Gardner v. 

Gartner) 
• A transposition of two letters is one typo (Gardner v. Gradner). 

Sex Match: 1 = Male; 2 = Female. Either they match or they don’t. 

53




Age/DOB Match: • If the ages are the same, or differ by only a year, they’re a match. 
•	 Where age is blank for one or both records, but both dates of birth 

are available, match by date of birth. 
You’ve got a date-of-birth match if, out of month/day/year, two out 
of three match exactly, and the year is off by at most one year. 

•	 If you’ve got age for one and date of birth for the other, they’re a 
match if the difference is no more than a year. 

Exceptions: 1.	 If there’s an exact date-of-birth match, then we’ll allow a three-
typo difference on names. 

2.	 If one of the names is entirely missing, we need an exact date-of-
birth match, as well as a sex match. 

When you find matches in a GQ: 

Mark matched pairs on the roster, and put the number of matched pairs in 
the blank at the bottom of the roster. 

Nonmatches that could be the same person: 

Some GQs will have pairs of records that look like they could be the same 
person, but will flunk the tests for being a match. I’ll want to look at 
those. If you find any, mark them on the roster (in some distinct fashion: 
asterisks? Another color of pen?), and circle the ‘Y’ at the bottom of the 
roster. 

Keep an eye out for pairs of names that aren’t together on the list. 

The reviewer’s additional guidelines: 

Additional Matching Exceptions 

1. Disagreements in age are overruled by exact DOB match. 
2. 2-year YOB difference will be allowable as an age match if day and month agree. 
3. Exact match on name and DOB will overrule sex disagreement. 
4. First name/last name reversal will count as one typo. 
5. Familiar variants of first names (Jim/James, Elizabeth/Liz, etc.) will count as matches. 
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Appendix C: State-by-State Group Quarters Population, by GQ Category 
. 

Correctional Juvenile Nursing Colleges/ Military Group Service-Based 
State Institutions Institutions Homes Hospitals Universities Facilities Homes and Other GQs Total 
AK 3,331 427 803 263 1,748 3,970 1,776 7,031 19,349 
AL 33,542 1,885 26,697 3,239 31,086 5,370 4,424 8,477 114,720 
AR 20,565 1,061 21,379 2,147 18,280 1,290 3,317 5,869 73,908 
AZ 45,783 1,955 13,607 2,423 17,340 5,256 8,058 15,428 109,850 
CA 248,516 17,900 120,724 26,516 126,715 58,810 71,447 149,126 819,754 
CO 30,136 2,446 18,495 1,664 23,631 8,512 4,173 13,898 102,955 
CT 20,023 916 32,223 2,094 38,051 2,097 4,824 7,711 107,939 
DC 2,838 67 3,759 1,300 19,322 927 2,807 4,542 35,562 
DE 5,965 98 4,852 595 9,394 381 1,170 2,128 24,583 
FL 139,148 7,330 88,828 13,044 54,085 13,457 19,093 53,960 388,945 
GA 81,773 4,360 34,812 5,078 47,910 25,461 9,500 24,928 233,822 
HI 3,233 216 2,949 1,292 4,716 13,992 4,305 5,079 35,782 
IA 11,771 1,264 33,428 3,793 41,171 4 4,809 7,929 104,169 
ID 7,401 668 5,735 3,913 8,006 673 1,064 4,036 31,496 
IL 67,820 4,653 91,887 10,367 90,463 10,865 15,785 29,941 321,781 
IN 34,676 3,074 48,745 4,390 69,147 7 6,961 11,154 178,154 
KS 16,703 1,307 25,248 2,138 24,492 4,580 3,014 4,468 81,950 
KY 28,388 1,686 29,266 2,717 31,883 7,277 3,667 9,920 114,804 
LA 49,854 2,781 31,521 5,846 26,959 3,877 6,382 8,745 135,965 
MA 23,513 2,443 55,837 6,660 103,583 472 10,605 18,103 221,216 
MD 35,698 2,039 26,716 4,865 35,371 7,412 7,815 14,140 134,056 
ME 2,864 424 9,339 464 13,793 688 2,849 4,491 34,912 
MI 65,330 5,083 50,113 5,606 69,854 112 24,289 29,502 249,889 
MN 16,999 2,032 40,506 3,521 44,835 12 16,661 11,317 135,883 
MO 35,206 2,604 48,708 3,912 44,587 5,435 6,538 15,068 162,058 
MS 25,778 1,530 18,382 5,136 29,238 5,722 4,180 5,448 95,414 
MT 4,124 373 6,470 1,101 7,035 404 1,668 3,587 24,762 
NC 46,614 2,275 50,892 6,878 76,018 37,022 9,267 24,915 253,881 
ND 1,518 341 7,254 575 10,137 1,244 1,269 1,293 23,631 
NE 6,060 1,500 16,195 2,256 18,376 590 2,012 3,829 50,818 
NH 3,468 438 9,316 562 17,574 95 1,133 2,953 35,539 
NJ 47,941 2,610 51,493 8,125 45,222 3,291 12,252 23,887 194,821 
NM 10,940 707 6,810 721 7,921 1,827 2,433 4,948 36,307 
NV 15,940 949 4,895 389 2,498 1,312 1,436 6,256 33,675 
NY 108,088 8,126 123,852 22,196 174,111 8,598 50,909 84,581 580,461 
OH 68,873 4,593 93,157 5,745 91,713 369 12,761 21,910 299,121 
OK 33,919 1,613 28,021 3,193 26,643 7,616 3,137 8,233 112,375 
OR 19,523 1,961 14,677 1,740 18,831 95 7,923 12,741 77,491 
PA 76,553 6,987 114,113 16,137 147,542 758 27,446 43,765 433,301 
RI 3,576 429 9,222 574 20,551 870 1,626 1,968 38,816 
SC 34,909 1,847 20,867 2,910 39,360 17,102 6,485 11,557 135,037 
SD 4,479 1,016 7,791 1,101 8,998 566 2,139 2,328 28,418 
TN 38,481 2,818 36,994 5,104 45,030 2,593 6,961 9,965 147,946 
TX 244,363 8,909 105,052 16,380 92,246 34,056 24,163 35,940 561,109 
UT 9,921 1,336 6,853 1,357 9,837 1,760 1,382 8,034 40,480 
VA 64,036 3,552 38,865 5,031 65,557 33,752 5,490 15,115 231,398 
VT 1,219 167 4,037 240 12,863 22 470 1,742 20,760 
WA 28,871 2,596 23,275 2,476 30,858 13,868 10,679 23,759 136,382 
WI 31,068 1,925 41,370 4,710 51,397 82 8,778 16,628 155,958 
WV 10,505 558 11,601 1,345 14,300 59 1,969 2,810 43,147 
WY 4,176 404 2,869 412 3,850 545 754 1,073 14,083 
USA 1,976,019 128,279 1,720,500 234,241 2,064,128 355,155 454,055 846,256 7,778,633 
PR 17,283 853 7,311 3,356 2,174 1,199 6,419 8,179 46,774 
Sum 1,993,302  129,132 1,727,811 237,597 2,066,302 356,354 460,474 854,435 7,825,407 
Source: HCEF 
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EXECUTIVE SUMMARY 

The goal of Service-Based Enumeration is to provide people without conventional housing an 
opportunity to be included in the census. We developed a specialized operation to enumerate 
selected service locations that serve people without conventional housing. It is important to note 
that the Census 2000 count of the Service-Based Enumeration population does not represent a 
complete count of people experiencing homelessness. 

In the 1995 Census Test, we enumerated people at soup kitchens to test procedures for 
enumerating people without conventional housing. In September of 1996, we conducted a 
small-scale test in New York City to simplify the soup kitchen procedures and adapt them to 
mobile food van enumeration. We expanded the list of enumeration sites in Census 2000 
Dress Rehearsal to include targeted non-sheltered outdoor locations. 

Census 2000 Operational Procedures: 

•	 We conducted an advance visit to Service-Based Enumeration locations several weeks before 
the enumeration to explain Census 2000 and to verify administrative information. 

•	 On March 27, 2000 we enumerated people at emergency shelters. A separate Individual 
Census Report was used to enumerate each person, including children. We gave every sixth 
person a long form questionnaire to complete. Respondents were asked to complete the 
questionnaire and return it to the enumerator in a sealed envelope. 

•	 On March 28, 2000, we enumerated people at soup kitchens during the meal that served the 
largest number of clients. Enumerators were instructed to interview each person using the 
Individual Census Questionnaire. A separate Individual Census Questionnaire was used to 
enumerate each person, including children. Every sixth person was enumerated on a long 
form questionnaire. 

•	 On the evening of March 28, 2000, we also conducted an enumeration at regularly scheduled 
mobile food vans. Enumerators were instructed to interview each person using the Individual 
Census Questionnaire. A separate Individual Census Questionnaire was used to enumerate 
each person, including children. There was no long-form sample. 

•	 On March 29, 2000 we enumerated people at targeted nonsheltered outdoor locations. 
Through partnerships, targeted nonsheltered outdoor locations should have had a contact 
person or gatekeeper who was familiar with the location and accompanied the enumerators 
during the enumeration. Enumerators were instructed to list each person on a Group Quarters 
Listing Sheet, hand the respondent a Privacy Act notice, and interview each person using the 
Individual Census Report. A separate Individual Census Report was used to enumerate each 
person, including children. There was no long-form sample. 

People on Be Counted forms who marked the “No Address on April 1, 2000" box or indicated 
they were homeless in the address section also were included in the Service-Based Enumeration 
universe. 
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Because the Service-Based Enumeration only accounted for people at these facilities on the day 
of enumeration, we planned to apply multiplicity estimation to account for people who did not use 
them on the days of the enumeration. Due to data quality concerns a decision was made not to 
correct the count of persons actually enumerated using the multiplicity estimation. 

Census 2000 Results: 

There were 14,817 Service-Based Enumeration sites in the Census 2000. More than one-half

(51 percent) of the locations were shelters. 


There were a total of 258,728 person records data captured from shelters, soup kitchens, regularly

scheduled mobile food vans, and targeted nonsheltered outdoor locations. Most of the data

captured person records (90 percent) were from shelters, soup kitchens and regularly scheduled

mobile food vans.


Almost all (99 percent) of the data captured person records had at least two or more data

characteristics (name, sex, age and/or date of birth, Hispanic origin, and race). 


Approximately nine out of ten persons enumerated (87 percent) completed the questionnaires

with enough information that the questionnaire could be included in the unduplication process. 

That is, the questionnaire had a first and last name with combined fields containing at least three

alphabetic characters and at least two person characteristics, one of which was date of birth or

age.  We were able to match and unduplicate 16,787 (6.5 percent) person records during data

processing. 


A total of 38,415 people completed a Be Counted form and marked the “No Address on 

April 1, 2000" box on that form or indicated they were homeless in the address section. Of these,

we were able to match and unduplicate three percent to people we had enumerated during the

Service-Based Enumeration operation. Exactly 35,121 people were added to the Service-Based

Enumeration population as a result of the Be Counted Program.


A total of 283,898 people were tabulated in the Census 2000 as a result of the Service-Based

Enumeration operation. The majority (65 percent) were enumerated at shelters while 27 percent

of the people were enumerated at soup kitchens and regularly scheduled mobile food vans. 

Targeted nonsheltered outdoor locations accounted for eight percent of the people tabulated.


Recommendations: 

The Service-Based Enumeration operation appears to be a successful method of including people 
without conventional housing in the census. A total of 283,898 people were tabulated in the 
Census 2000 as a result of the Service-Based Enumeration operation, most of whom would not 
have been counted without the SBE operation. 

Nearly sixty percent (59.2 percent) of the emergency and transitional shelter population reported 
one or more races other than white. Therefore, we strongly recommend that the Census Bureau 
continue supporting Service-Based Enumeration for the 2010 Census to reduce the differential 
undercount. 
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1. BACKGROUND 

This evaluation provides an operational assessment of the Service-Based Enumeration (SBE) for 
Census 2000. The goal of Service-Based Enumeration is to provide people without conventional 
housing an opportunity to be included in the census. It is important to note that the Census 2000 
count of the Service-Based Enumeration population does not represent a complete count of 
people experiencing homelessness. 

1.1 History of the Service-Based Enumeration in the Decennial Census 

1980 Census 

The 1980 Census included homeless and highly transient people in two operations similar to the 
Census 2000 Service-Based Enumeration. 

The Census Bureau conducted a one-night operation called Mission Night to enumerate people 
around midnight in shelters, low-cost transient quarters, all night movie houses, bus and railroad 
stations and local jails. This operation did not target people living on the streets or in open public 
places, and the 1980 Census had no procedures specifically designed to count such persons. 

During the summer of 1980 we conducted a daytime operation called “Casual Count” in selected 
large central cities. Enumerators interviewed people in pool halls, food stamp centers, 
employment offices, welfare offices, and designated street corners. Enumerators asked people 
aged 15 years or older if they had a usual residence outside of the city; if they said “yes” the 
interview was ended. If they said they did not, enumerators asked if they had been counted in the 
1980 Census; if they said “no” they were asked to fill out a census form. 

1990 Census 

We conducted a one-night shelter and street enumeration (S-Night) in the 1990 Census to include 
people not covered by regular census procedures. 

•	 The shelter phase took place on March 20, 1990 from 6:00 p.m. until midnight. We 
enumerated people in shelters pre-identified by local governments as places where homeless 
people stayed. 

•	 The street phase occurred on March 21, 1990 from 2 a.m. to 4 a.m.  We enumerated people at 
pre-identified street locations, public facilities such as bus depots, train stations, all night 
restaurants, parks, and vacant lots, as well as other places where homeless people may have 
spent the night. We also counted people leaving abandoned buildings from 4 a.m. until 8 a.m. 
on March 21, 1990 as part of the street phase. 
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1995 Census Test 

The 1995 Census Test was the first attempt since the 1990 Census at a fundamentally different 
approach to enumerating people with no usual residence. The Census Bureau developed a 
specialized operation to enumerate selected service locations that serve people without 
conventional housing. We anticipated that by enumerating people where they receive services, 
we had additional opportunities that insured us contact with the target population. 

In the 1995 Census Test, we enumerated people at shelters on the evening of March 6, 1995 using 
an Individual Census Report (ICR). On March 7, 1995, we enumerated people at soup kitchens 
during the meal serving the largest number of clients. We enumerated people at the soup kitchens 
on an Individual Census Questionnaire (ICQ). 

Soup kitchen respondents who indicated they had a usual residence were counted at the address 
they provided. We tabulated respondents who did not provide an address at the soup kitchen 
where they were enumerated. 

We also distributed Be Counted questionnaires at service locations that were not identified as 
enumeration sites, such as drop-in centers for the homeless and clothing distribution centers. If a 
Be Counted questionnaire was marked to indicate that the respondent did not have an address on 
Census Day, the person was included in the census as part of the SBE universe. 

Results from the 1995 Census Test indicated the SBE methodology was feasible within the census 
environment, but some refinements were needed, such as simplified procedures and improved 
enumerator training. 

Small Scale Test 

To further refine the methodology, we conducted a small-scale test of procedures in 
September 1996 in New York City. The goals of the test were to simplify the procedures and 
adapt them to the enumeration of people visiting regularly scheduled mobile food vans. 

Census 2000 Dress Rehearsal 

In the Census 2000 Dress Rehearsal we expanded the list of enumeration sites to include targeted 
nonsheltered outdoor locations, such as outdoor encampments where groups of people with no 
usual residence live and/or stay and who do not usually receive services provided for the 
homeless. 

The Census Bureau also distributed Be Counted forms (BCFs) at targeted locations in the Census 
2000 Dress Rehearsal. People who indicated on a BCF that they had no address were included in 
the SBE universe. 
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1.2 Census 2000 Service-Based Enumeration Site Definitions 

Census 2000 included the following SBE enumeration sites: 

•	 Emergency shelters include shelters that operate on a first-come, first-served basis where 
people must leave in the morning and have no guaranteed beds for the next night or where 
people are guaranteed they have a bed for a short period of time (even if they leave the 
building every day). These also include facilities that provide temporary shelter during 
extremely cold weather (such as churches) and facilities that provide emergency shelter for 
abused women. 

•	 Transitional shelters include shelters providing a maximum stay for clients of up to 
two years and offering support services to promote self-sufficiency and to help clients obtain 
permanent housing. 

•	 Shelters for children who are runaways, neglected, or without housing include shelters 
and group homes that provide temporary sleeping facilities for juveniles. 

•	 Hotels, motels, or other facilities include establishments for which vouchers are provided or 
that operate under contract to provide shelter to people without housing. 

•	 Soup kitchens include soup kitchens, food lines, and programs that distribute prepared 
breakfasts, lunches, or dinners. These programs may be organized as food service lines, 
serving bag or box lunches, or tables where people are seated, then served by program 
personnel. These programs may or may not have a place for clients to sit and eat the meal. 

•	 Regularly scheduled mobile food vans include mobile food vans that are regularly 
scheduled to visit designated street locations for the primary purpose of providing food to 
people without housing. 

•	 Targeted nonsheltered outdoor locations were geographically identifiable outdoor locations 
open to the elements where people who do not usually receive services at soup kitchens, 
shelters, and regularly scheduled mobile food vans were living in March 2000 without paying 
to stay there. These sites were identified by local government officials and local advocates. 
These sites needed to have a specific location description that allowed a census enumeration 
team to physically locate the site; for example, "the North Bridge at the corner of East Drive 
and First Street" or "the 700 block of South Street behind the old warehouse." This excludes 
pay-for-use campgrounds. 

1.3 Census 2000 Enumeration Procedures 

We visited SBE locations several weeks before the enumeration. During the advance visit, we 
collected information such as how many people were expected to be housed at each shelter, how 
many meals were served, which meal served the most people at each soup kitchen, and how many 
people received services at each regularly schedule mobile food van site. 

1.3.1 Pre-Enumeration Procedures 

3




Prior to the enumeration, we instructed enumerators to: 

• check their materials 
• complete the Group Quarters (GQ) Listing Sheet 

•	 prepare the questionnaires by copying the GQ identification number from GQ Listing Sheet 
onto the back of each questionnaire 

1.3.2 Enumeration Procedures 

For the most part, the enumeration procedures were similar for all SBE locations. One or more 
teams were assigned to each location depending on the expected number of clients served. A 
separate ICR/ICQ was used to enumerate each person, including children. 

Upon arriving at each SBE location, we instructed enumerators to: 

• introduce themselves to the contact person 
• explain how the enumeration would be conducted 
•	 ask the contact person to make an announcement encouraging participation in the census 

enumeration 

Shelters 

We conducted a complete enumeration of shelters on March 27, 2000. A shelter enumeration 
team consisted of two enumerators. 

We instructed enumerators to: 

•	 list each person on the GQ Listing Sheet annotating their sex and race (which could be 
used as last resort information) 

•	 distribute an enumeration packet containing an ICR, a privacy act notice, a pencil, and an 
envelope 

• give every sixth person a long form ICR to complete 
• convert refusals if possible 

Respondents were asked to complete the questionnaire and return it to the enumerators in the 
sealed envelope. 

Soup Kitchens 

On March 28, 2000 we conducted a complete enumeration of soup kitchens during the meal 
that served the largest number of clients. Soup kitchen enumeration teams consisted of seven 
enumerators. 

We instructed five of the seven enumerators to: 
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 • divide the lines into segments 
•	 list each person on a GQ Listing Sheet annotating their sex and race (which could be used 

as last resort information) 
• hand the respondent a privacy act notice 
• conduct a personal interview using the short form ICQ 
• convert refusals if possible 
•	 note last resort data (sex and race) on the ICQ if they were unable to complete the 

interview 

Two members of each enumeration team completed long-form ICQ personal interviews for 
every sixth person. 

Regularly Scheduled Mobile Food Vans 

On the evening of March 28, 2000 we conducted a complete enumeration of regularly 
scheduled mobile food vans. The enumeration teams had seven members and followed the 
regularly scheduled mobile food vans from site to site. No long-form questionnaires were 
completed at these facilities. 

We instructed enumerators to: 

•	 list each person on the GQ listing sheet annotating their sex and race (which could be used 
as last resort information) 

• hand the respondent a privacy act notice 
• conduct the personal interview using the short form ICQ 
• convert refusals if possible 
• note last resort data on the ICQ if they were unable to complete the interview 

Targeted Nonsheltered Outdoor Locations 

We  also conducted a complete enumeration at targeted nonsheltered outdoor locations on 
March 29, 2000. Through partnerships, targeted nonsheltered outdoor locations should have 
had a contact person or gatekeeper who was familiar with the location to accompany a team of 
two to three enumerators during the enumeration. No long-form questionnaires were 
completed at these sites. 

Upon arriving at each targeted nonsheltered outdoor location, we instructed enumerators to: 

• introduce themselves to the respondent 
• hand the respondent a privacy act notice 
• conduct the personal interview using the short form ICR 
• convert refusals if possible 
• note last resort data on the ICR if they were unable to complete the interview 

1.3.3 Post-Enumeration Procedures 
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After the enumeration, we instructed enumerators to: 

• check forms for accuracy and completeness 
• report time and expenses 

• sign the checklist of tasks they were required to complete and give it to the team leader 
• place enumeration materials in a messenger envelope and give it to the team leader 

1.3.4 Be Counted Forms 

The Census Bureau made BCFs available at various public sites in the Census 2000. People who 
completed a BCF and indicated that they had no address by marking the “No Address on April 1, 
2000" box on the form or indicated in the address section they were homeless were included in 
the SBE universe. 

1.3.5 Number of Service-Based Enumeration Locations 

The total number of SBE locations is somewhat lower than the December 1999 report for the 
Interagency Council on the Homeless, Homelessness: Programs and the People They Serve. The 
differences can be explained by the following aspects of the SBE operation: 

•	 the SBE operation took place in late March when some shelters that open only during 
extremely cold weather have already closed 

•	 Soup kitchens and regularly scheduled mobile food vans that did not operate on Tuesday, 
March 28 were excluded from the operation (i.e. a soup kitchen or regularly scheduled 
mobile food vans that is open only on weekends) 

1.3.6 Service-Based Enumeration Multiplicity Estimation 

Because the SBE only accounted for people at these facilities on the day of enumeration, we 
planned to apply multiplicity estimation to account for people who use these facilities but did not 
use them on the day of the SBE. Due to data quality concerns a decision was made not to correct 
the count of persons actually enumerated in SBE using multiplicity estimation. 
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1.4 Census 2000 Questionnaire Processing 

SBE data captured records were included in the census only if they contained two or more of the 
following data characteristics; name, sex, age and/or date of birth, Hispanic origin, and race. 

Persons enumerated on a BCF were included in the SBE universe if they met the 
following criteria: 

(1) First and last name (combined fields contained at least 3 alphabetic characters) 

(2)	 The “No address on April 1, 2000” box was marked and a city and/or county and state was 
provided; or the address was a searchable Usual Home Elsewhere (UHE) that matched to a 
shelter address; or the word “homeless” was conveyed in the address field of the BCF and 
the city and/or county and state was provided. 

1.4.1 Unduplication of Questionnaires 

Since the SBE operation was conducted over a three day period, it was possible to enumerate 
people more than once. For example, if someone used a shelter on March 27 and received 
services at one or more soup kitchens and/or mobile food vans on March 28 they may have been 
enumerated at each of these services. Also it was possible for persons who received services to 
fill out a BCF. An attempt was made to unduplicate the SBE enumerations and count each person 
only once in the census. 

In order to be included in the unduplication process, person records were required to contain the 
following information: 

(1) First and last name (combined fields must contain at least 3 alphabetic characters) 
(2) At least two person characteristics, one of which is date of birth or age 

All persons who met the requirements shown above in Section 1.4 were counted in the Census 
2000, irrespective of whether or not their records contained sufficient information for 
unduplication. 

The unduplication of people was performed using computer matching software developed by the 
Statistical Research Division of the Census Bureau. Person records were unduplicated within the 
Local Census Office (LCO). As part of the unduplication process, individual demographic 
characteristics were assigned a weight based on whether they agreed or disagreed. 
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Agreement weights had positive values and disagreement weights had negative values. Variables 
that were missing from one of the two person records involved in the comparison were assigned 
the weight of zero. A final weight assigned to the pair of person records was the sum of the 
agreement and disagreement weights for each matching characteristic. Two or more person 
records were considered a match if the cumulative weight was above 0.95. The table below 
presents the variables and weights used for the SBE unduplication: 

Variable Comparison Agreement Weight 

First Name string comparator 0.3864 

Last Name string comparator 0.3601 

Middle Initial exact match 0.6896 

Sex exact match 0.6994 

Race exact match 0.5250 

Hispanic Origin exact match 0.5250 

Month of Birth exact match 0.4819 

Day of Birth exact match 0.4819 

Year of Birth range 0.5853 

Relationship exact match 0.5013 

Disagreement Weight 

- 0.2121 

- 0.2184 

- 0.6208 

- 0.6328 

- 0.4750 

- 0.4750 

- 0.4274 

- 0.4274 

- 0.4513 

- 0.4988 

The record for the primary source within each pair was included in the census. If a respondent 
completed a questionnaire at a shelter on March 27 and at one or more soup kitchens, regularly 
scheduled mobile food vans, and/or a targeted nonsheltered outdoor location on March 28 or 
March 29, the shelter questionnaire was the primary data source. If a respondent was not 
enumerated at a shelter, but completed questionnaires at more than one soup kitchen, regularly 
scheduled mobile food van, and/or targeted nonsheltered location on March 28 or March 29, the 
questionnaire with the most complete data became the primary source. 

1.4.2 Allocation of Be Counted Forms 

People on Be Counted Forms who indicated they did not have an address on April 1, 2000 and 
they did not match to a SBE respondent were proportionately allocated for tabulation purposes to 
emergency shelters and soup kitchens within the LCO of the city and/or county and state provided 
on the BCF. If there were no emergency shelters or soup kitchens in the LCO, then the BCF was 
allocated to any GQ location within the LCO. 
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1.4.3 Determining the SBE Population Size 

The IGQNPS variable on the Hundred Percent Census Unedited File (HCUF) is the number of 
person records selected at this GQ ID from SBE processing. The Decennial Systems Contracts 
and Management Office (DSCMO) determined the final SBE GQ population by subtracting the 
number of SBE duplicate person records from this variable and adding the total BCF allocated 
person records. 

As part of the preparation of the Hundred Percent Census Edited File (HCEF), DSCMO 
performed an automated edit of the ages in each SBE GQ. If age was reported for twenty percent 
or more of a SBE GQ’s residents, the SBE GQ was eligible to have its GQ type reassigned on the 
HCEF. Reassignment of the GQ type for a SBE GQ was based on the median age of the 
residents. For example, if the median age for a soup kitchen is between the range of 0 - 70, the 
GQ type will remain the same, however if the median age is greater than 70, the SBE GQ type 
would be reassigned to that of a nursing home GQ.  The GQ type was reassigned for a total of 194 
SBE GQs. 
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2. METHODS 

This section describes the methodology used for this operational assessment. 

2.1 Sources of Data 

We obtained data for this assessment from two different sources. 

•	 DSCMO provided Decennial Statistical Studies Division with a file extract containing all 
SBE data captured records as well as BCFs of persons who indicated that they did not have a 
address on April 1, 2000 for the fifty states, the District of Columbia and Puerto Rico. 

The file contained the following variables: 

•  Geography (including state, county, and LCO) 
•  GQ Type Code 
• GQ ID Number 
•  Questionnaire Form Type 
•  Person Name (first, last, and middle initial) 
•  Person Characteristics (sex, date of birth, Hispanic origin, and race) 
•  SBE Unduplication Results 
•  Be Counted Form Allocation Results 

•	 The Hundred Percent Census Edited File contains information on the characteristics of the 
addresses included in the census. 
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2.2 Examination of Duplicate Questionnaires 

A review of the name fields showed several entries that were not names occurred repeatedly. In 
many instances records with these commonly occurring entries were identified as a duplicate 
enumeration. 

We sorted the data file provided by DSCMO by last name variable and conducted a clerical 
review to identify records that may have been erroneously identified as duplicates. Last name 
was the only criterion used to find erroneous matches. Common entries in the name field and 
variations of those names that may have caused records to be erroneously identified as duplicates 
are shown below. 


AA


ANONYMOUS


ASLEEP


CLIENT


DINER


DOEA-Z


ELEVEN


EIGHT


FIVE


FOUR


NAME


NINE


OBSERVE


ONE 


PERSON


REFUSE


RESIDENT


RESPONDENT


SEVEN


SHELTER 


SIX


SOUP KITCHEN


SUBJECT


TEEN


TWO


THREE


UNKNOWN


2.3 Quality Assurance Procedures 

Quality assurance procedures were applied to the design, implementation, analysis, and 
preparation of this report. The procedures encompassed methodology, specification of project 
procedures and software, computer system design and review, development of clerical and 
computer procedures, and data analysis and report writing. A description of the procedures used 
is provided in the ‘Census 2000 Evaluation Program Quality Assurance Process.’ 
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3. LIMITATIONS 

A portion of the questionnaires completed at SBE locations were not data captured because the 
questionnaires could not be identified with a specific SBE1. Questionnaires not captured would 
affect the population counts for SBE locations but there is no information about the quantity or 
source of these missing questionnaires. 

We accepted a Usual Home Elsewhere (UHE) address from people enumerated at soup kitchens 
and regularly scheduled mobile food vans. Exactly 24,846 person records were geocoded to a 
housing unit. Of these, 9,618 person records were selected by Primary Selection Algorithm and 
potentially added to the Census 2000 because of SBE2. The data available to this evaluation do 
not include information about UHE addresses reported by SBE respondents. 

1For details see Hogan 2001. 

2More than one response to the census may be received for a given address. It is the job 
of the Primary Selection Algorithm (PSA) to analyze these responses and select from among 
them the records that it deems most likely to represent the actual census household. 

The PSA is applied to the defined subset of response records that have been assigned housing 
unit (HU) IDs. The purpose of the PSA is to select return and person records that may be 
included on census files defined by subsequent processes. 
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4. RESULTS 

4.1 How many service-based enumeration locations were there? 

Table 1 provides the number of service locations by service type. There was a total of 14,817 
SBE enumeration sites visited. More than one-half (51 percent) of the locations were shelters. 

There were a total of 428 SBE locations with no data capture records. 

Service Locations by Service Type (Table 1) 
Service Type Number Percent 

Total Number of SBE Locations 14,817 100 

Shelters 7,571 51 

Soup Kitchens and 
Regularly Scheduled Mobile Food Vans 2,223 15 

Targeted Nonsheltered Outdoor Locations 5,023 34 
Data Source: HCUF 

4.2 How many person records were data captured at each service location type? 

Table 2 provides the number of person records data captured at all of the service location types. 
There were a total of 258,728 SBE questionnaires data captured. It is important to note that this 
is the number of questionnaires completed prior to the unduplication process and does not include 
UHE cases removed from the SBE universe. 

Most of the data captured person records (90 percent) were from shelters, soup kitchens and 
regularly scheduled mobile food vans. 

Person Records Data Captured by Type of Service Location (Table 2) 
Service Type Number Percent 

Total Number of Data Captured Person Records 258,728 100 

Person Records Data Captured at Shelters 161,459 62 

Person Records Data Captured at Soup Kitchens 
and Regularly Scheduled Mobile Food Vans 71,632 28 

Person Records Data Captured at Targeted Nonsheltered Outdoor Locations 25,637  10 
Data Source: DSCMO Extract 
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4.3 How complete were the data collected during the service-based enumeration 
operation? 

Table 3a shows the number of data captured person records that were data defined and those that 
were non-data defined by service type. SBE data captured records were considered data defined 
if they contained two or more of the following data characteristics; name, sex, age and/or date of 
birth, Hispanic origin, and race. 

Almost all (99 percent) of the data captured person records had at least two or more data 
characteristics. Shelters had the largest percentage (75 percent) of data captured person records 
that contained all five data characteristics. It is interesting to note that shelters had the only 
respondent filled questionnaires. 

Approximately one percent (3,051) of all data captured person records had insufficient data to be 
considered data defined. Regularly scheduled mobile food vans had the lowest occurrence 
(0.3 percent) of non-data defined person records, while the other service location types had 
between one and two percent non-data defined records. 

Nearly three-fourths (72 percent) of the SBE person records had all five data characteristics 
completed. 

Data Captured Person Records Completeness by Type of Service Location (Table 3a) 
Targeted 

Soup Kitchens and Nonsheltered 
Regularly Scheduled Outdoor 

Shelters Mobile Food Vans Locations Total 

71,632 25,637 258,728Total Data Captured Person Records 161,459 

Non-data Defined Person Records 1,596 972 483 3,051 
(Percent of Total ) (1.0) (1.4) (1.9) (1.2) 

'  No Data Characteristics 622 538 193 1,353 
(Percent of Non-data Defined) (0.4) (0.8) (0.8) (0.5) 

'  One Data Characteristic 974 434 290 1,698 
(Percent of Non-data Defined) (0.6) (0.6) (1.1) (0.7) 

Data Defined Person Records 159,863 70,660 25,154 255,677 
(Percent of Total) (99.0) (98.6) (98.1) (98.8) 

'  Two Data Characteristics 1,815 634 416 2,865 
(Percent of Data Defined) (1.1) (0.9) (1.6) (1.1) 

'  Three Data Characteristics 7,079 2,927 2,649 12,655 
(Percent of Data Defined) (4.4) (4.1) (10.3) (4.9) 

'  Four Data Characteristics 30,278 17,052 7,400 54,730 
(Percent of Data Defined) (18.8) (23.8) (28.9) (21.2) 

'  Five Data Characteristics 120,691 50,047 14,689 185,427 
(74.8) (70.8) (57.3) (71.7)(Percent of Data Defined) 

Data Source: DSCMO Extract 
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Table 3b shows the rate of nonresponse for 100 percent data items on all SBE forms at a national 
level. The distribution of the item nonresponse rates was similar within each type of SBE 
location with the exceptions noted below. 

As expected, targeted nonsheltered outdoor locations had the highest rate of nonresponse to the 
name fields. Eighteen percent of the respondents did not provide a first and last name. This is 
much higher than the overall nonresponse rate of five percent for this item. 

The Hispanic origin nonresponse rate for emergency shelters is the lowest (15 percent) among the 
SBE location types. The overall nonresponse rate for this item is 17 percent. This may be a 
result of the ICRs being distributed to the respondents to complete themselves whereas the 
enumerators conducted personal interviews at the other SBE location types. 

Regularly scheduled mobile food vans could easily be described as the most difficult to 
enumerate of the SBE locations and yet the nonresponse rates of data items (with the exception of 
Hispanic origin) were similar to those for the emergency shelters and soup kitchens and they also 
had the lowest rate of non-data defined records. 

Nonresponse to 100 percent Items for Service-Based Enumeration Locations (Table 3b) 
Number Percent 

Last Name Only 3,367 1 

First Name Only 15,403 6 

Both First and Last Name 13,367 5 

Sex 8,501 3 

Age 18,462 7 

Date of Birth 10,493 4 

Hispanic Origin 43,462 17 

Race 26,435  10 
Data Source: DSCMO Extract 
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4.4 How many person records were unduplicated during data processing? 

Table 4a provides the results of the unduplication of SBE person records at the national level. 
The first row represents the total number of data captured person records. The second row 
provides the number of person records that matched to another census person record and were not 
counted in the census. The third row indicates the total number of unique (unduplicated) people 
which were included in the Census 2000 results. The fourth row indicates the number of person 
records with sufficient data for matching. The fifth row represents the number of person records 
with insufficient data for matching. 

As noted previously, all persons with sufficient data to be included in the Census 2000 were 
counted regardless of whether their records contained sufficient information for unduplication. 

Approximately nine out of ten persons enumerated (87 percent) completed the questionnaires 
with enough information for the questionnaire to be included in the unduplication process. That 
is, they had a first and last name with combined fields containing at least three alphabetic 
characters and at least two person characteristics, one of which was date of birth or age. 

Results of the SBE Unduplication of Data Captured Person Records (Table 4a) 
Number Percent 

Total Data Captured Person Records from SBE Locations 258,728 100 

Data Captured Person Records Matched and Not Counted 16,787 6 

Data Captured Person Records Counted in the Census 241,941 94 

'  Data Captured Person Records with Sufficient Data for Unduplication  209,488 87 

'  Data Captured Person Records with Insufficient Data for Unduplication 32,453 13 
Data Source: DSCMO Extract 
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Table 4b shows the results of the erroneous unduplication of SBE data captured person records by 
service type. 

As discussed in Section 2.2, we noted numerous records that were erroneously identified as 
duplicates. Of the 16,787 person records unduplicated during data processing, 2,410 
(14 percent) were most likely erroneously unduplicated. This is 0.9 percent of the SBE data 
captured person records. 

Targeted nonsheltered outdoor locations had the highest percentage (39 percent) of erroneous 
duplicates. 

Erroneous Duplicates by Type of Service Location (Table 4b) 
Erroneous Duplicates 

Percent of 
Number of Percent of Data Captured 

Service Type Duplicates Number Duplicates Person Records 

Total 16,787 2,410 14.4 0.9 

Shelters 5,614 259 4.6 0.2


Soup Kitchens and 

Regularly Scheduled Mobile Food Vans 8,134 967 71.9 2.1


Targeted Nonsheltered Outdoor Locations 3,039 1,184 39.0 4.6

Data Source: DSCMO Extract


4.5 How many people were enumerated on a Be Counted Form? 

Table 5 provides the number of people who indicated they did not have an address on 

April 1, 2000 on a BCF. The first row represents the total number of people who indicated that

they did not have an address on April 1, 2000 on a BCF. The second row indicates the number of

person records received that did not contain a first and last name, or a city and state as required

and were not counted in the census. The third row represents the number of person records that

matched to another SBE person record and were not counted in the census. The fourth and fifth

rows provide the total number of unique (unduplicated) people who were included in the Census

2000 results and were allocated to service locations and other GQs when necessary. 


We were able to match a total of 1,186 (three percent) of the people who submitted a BCF to

people enumerated during the SBE operation. Through clerical matching we determined only one

BCF had been erroneously identified as a duplicate.
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A total of 35,121 people (13 percent) of SBE people tabulated in the census were added to the 
SBE universe and therefore added to the Census 2000 as a result of the Be Counted Program. 

People without an Address on April 1, 2000 Enumerated on a Be Counted Form(Table 5) 
Number Percent 

Total Number People on a BCF without an Address on April 1, 2000 38,415  100 

BCF with Insufficient Data for Further Processing - (Not Counted in the Census) 2,108 5 

BCFs Matched to SBE Enumerated Person - (Not Counted in the Census) 1,186 3 

BCFs Allocated to a SBE Location 31,994 83 

BCFs Allocated to a GQ 3,127  8 
Data Source: DSCMO Extract 

4.6 How many people were tabulated in the SBE operation? 

Table 6 provides the total number of people tabulated in the Census 2000 by service type. These 
counts include persons who were enumerated on a BCF and allocated to a SBE GQ, persons who 
were imputed into SBE GQs as well as the results of the edits performed by DSCMO as described 
in Section 1.4.3. 

The majority of people (92 percent) were tabulated at shelters, soup kitchens, and regularly 
scheduled mobile food vans. 

People from the SBE Operation in Census 2000 by Type of Service Location (Table 6) 
Service Type Number Percent 

Total Number of People from the SBE operation Tabulated in Census 2000 283,898 100 

People Tabulated at Emergency Shelters 184,008 65 

People Tabulated at Soup Kitchens and 
Regularly Scheduled Mobile Food Vans 76,465 27 

People Tabulated at Targeted Nonsheltered Outdoor Locations 23,425 
Data Source: HCEF 

Nearly sixty percent (59.2 percent) of the emergency and transitional shelter population3 reported 
one or more races other than white. 

3For a basic overview of population characteristics for the people tabulated at emergency 
and transitional shelters see Smith 2001. 
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5. RECOMMENDATIONS 

The service-based enumeration operation appears to be a successful method of including people 
without conventional housing in the census. A total of 283,898 people were tabulated in the 
Census 2000 as a result of the Service-Based Enumeration operation, most of whom would not 
have been counted without the SBE operation. 

Nearly sixty percent (59.2 percent) of the emergency and transitional shelter population reported 
one or more races other than white. Therefore, we strongly recommend that the Census Bureau 
continue supporting the SBE operation for the 2010 Census. 

Census 2000 was the first attempt at enumerating people at soup kitchens and regularly scheduled 
mobile food vans. At least 76,000 people were added to the census and would have been missed if 
these service locations were not included in Census 2000. 

Additionally, almost 25,000 people were enumerated at soup kitchens and regularly scheduled 
mobile food vans, but were tabulated at their usual place of residence as reported on the 
questionnaire. These people were included in Census 2000 because of the service-based 
enumeration. This further supports the need to continue research on enumerating the population 
at service locations. 

Approximately 23,000 people were included in Census 2000 that may not have used any services 
included in the census. These people were included in Census 2000 because they were 
enumerated at targeted non-sheltered outdoor locations. Research should continue on methods 
for enumerating people at targeted non-sheltered outdoor locations. 

A total of 35,121 people were added to the SBE universe and therefore added to the Census 2000 
as a result of the Be Counted Program. This program ensured that these persons were counted in 
the census. 

Some of the SBE questionnaires were not used because the enumerators did not put the GQ 
identification number on the questionnaires as instructed. The process of identifying each 
questionnaire with the appropriate GQ needs to be improved. 

We made erroneous unduplications because the enumerator wrote something other than a name, 
such as “AA”, “CLIENT”, etc. in the name fields. While we can emphasize in the training that 
the enumerator should only write a name in the name fields we also need to research ways to 
improve the unduplication process given the likelihood that something other than name could be 
written. 
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: www.census.gov/pred/www/. 
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1. Introduction and Background 

1.1 The Partnership and 
Marketing Program 

In response to declining mail 
return rates (down from 87 percent 
in 1970, the first census with a 
large scale mailout/mailback oper/
ation, to 74 percent in 1990 ), the 
U. S. Census Bureau implemented a 
number of changes in design and 
operations for Census 2000. These 
included a greatly expanded out-
reach and promotion campaign, 
called the Partnership and 
Marketing Program (PMP), which 
for the first time included paid 
advertising and an enhanced 
Partnership Program, in an attempt 
to increase public awareness of the 
Census, to promote positive atti/
tudes about the Census, and to 
increase or at least slow the 
decline in mail return rates, partic/
ularly among segments of the pop/
ulation traditionally more difficult 
to enumerate. Two primary con/
cerns about the mail return rate 
made the expanded PMP appear 
worthwhile: (1) followup of nonre/
sponse to the mail Census is very 

expensive and (2) responses 
received through the mail appear 
to be more complete and accurate 
than those obtained in followup 
efforts. PMP activities were also 
intended to increase the level and 
rate of cooperation with the 
Nonresponse Followup (NRFU) 
phase of Census 2000. Ultimately, 
a goal of the PMP was to help 
reduce the differential undercount 
across population groups. 

The PMP included the following 
components: 

• A paid advertising campaign; 

• The Partnership Program; 

• Promotions and Special Events; 

• A media relations program; and 

• ;The Direct Mail Pieces 
component. 

Each of these components was 
new, expanded, or significantly 
modified from 1990. The paid 
advertising campaign, developed 
by Young and Rubicam (Y&R), was 
based on a likelihood to respond 

model of the United States popula/
tion, called the Likelihood 
SpectrumTM . Table 1 shows the 
relationship between the model 
and the goals of the advertising 
campaign. Y&R took as a proxy 
measure for this likelihood the 
number of civic activities an indi/
vidual engaged in: most likely to 
respond are those participating in 
five or more civic activities, 
undecided or passive are those 
with one to four activities, and 
least likely are those with no civic 
activities. 

The Y&R campaign was further 
segmented by race and ethnic 
group, in particular targeting tradi/
tionally harder to enumerate popu/
lations: African-Americans, 
Hispanics, Asians, American 
Indians/Alaska Natives, and Native 
Hawaiians and other Pacific 
Islanders. The primary slogan for 
the campaign, selected to promote 
beliefs of personal and community 
benefits and stimulate return of 
the census form, was: "This is your 
future. Don't leave it blank." There 

Table 1. 
Y&R Likelihood SpectrumTM: Attitudes and Role of Advertising by Segment 

Least likely to respond Undecided/Passive Most likely to respond 

Attitudes Towards Fear Apathetic Familiar 
Census Distrust Not very familiar Intend to participate 

Completely unaware 

Role of Advertising Lower resistance to pave way Provide information Reinforce positive behavior 
for community programs Provide reason to complete Instill sense of urgency 
Motivate Motivate 

RemindEducate Educate 
Remind Remind 

Adapted from Wolter et. al., 2002 

Motivate 
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Table 2. 
General Media Plans by Phase* 

Education phase Motivation phase Nonresponse followup phase 

Vehicles Print Print Radio 
Radio Radio Television 
Television Television 

Out of home** 

Time Period November 1 to January 30 February 28 to April 9 April 17 to June 5 

Activity Weeks Broadcast: 9 weeks Broadcast: 6 weeks Broadcast: 7 weeks 
Print: 2 months Print: 2 months 

Out of home: 2 months 

*For the Diverse America audience, those most likely to respond were not targeted during the education and nonresponse followup 
phases. 

**Out of home media included posters, outdoor advertisements, and transit advertisements Adapted from Wolter et. al., 2002. 

were variations of this slogan for 
different race and ethnic groups. 

The advertising campaign was 
divided into three phases, as 
shown in Table 2. Each phase was 
intended to have its own set of 
messages, in keeping with the 
goals shown in Table 2. A primary 
focus was to demonstrate the ben/
efits to the individual and commu/
nity of participation, and the cost 
of not participating (U.S. Census 
Bureau, Decennial Management 
Division, undated). 

The Partnership Program, greatly 
expanded for Census 2000, 
involved Census Bureau partner-
ship specialists working with state, 
local and tribal governments, com/
munity groups, nongovernmental 
organizations, local media, and pri/
vate sector industries. The objec/
tives, as for the PMP overall, were 
(1) to increase the overall response 
rate for Census 2000, (2) to reduce 
the undercount of historically hard-
to-enumerate populations, and (3) 
to communicate a consistent mes/
sage to all Americans that re-
enforced the paid advertising 
message and, in effect, closed the 
sale (U.S. Census Bureau, Decennial 
Management Division, undated). 
The Partnership Program employed 
some 690 partnership specialists 
around the country, working with 

about 140,000 partner organiza/
tions. 

The Census Bureau provided mate-
rials to partners to help publicize 
the census and to educate and 
motivate partners' constituents, 
including posters and fact sheets, 
videos, articles for newsletters, 
press releases, sample forms, 
graphics, and promotional items. 
The Census Bureau made materials 
available in a number of different 
languages; in addition, many part/
ners developed in-language educa/
tional and informational materials 
for their constituents. The Census 
Bureau also provided instructional 
manuals for partners in a variety of 
settings to help them design pro-
grams to meet shared goals. 
Census Bureau staff also participat/
ed in partner activities. Partners, in 
turn, helped to publicize the cen/
sus through a variety of media, 
organized educational and motiva/
tional community activities, and 
provided assistance in some cen/
sus operations (Westat, 2001). 

The Census in Schools (CIS) 
Program was a significant compo/
nent of Promotions and Special 
Events, with the goal of teaching 
students about the census. A vari/
ety of teaching materials were 
made available to teachers, with 
the intention that students would 

take materials home and/or com/
municate with their parents about 
the importance of participating in 
the census (Macro International, 
2002). Other major components 
of Promotions and Special Events 
were "How America Knows What 
America Needs," which assisted 
local elected officials in encourag/
ing their communities to partici/
pate in the census, and the Census 
2000 Road Tour, in which twelve 
Census Bureau vehicles traveled 
around the country during 
February through April 2000, set/
ting up exhibits in local "high traf/
fic" areas. The Census Bureau also 
focused on media relations during 
the census period to complement 
the other components of the PMP. 
The goal was to ensure that posi/
tive and educational stories about 
the census would appear in print 
and electronic media. 

The Direct Mail component incor/
porated some significant changes 
from 1990 to 2000, based on 
methodological research in the 
intervening years. For Census 
2000, both the Mailout/Mailback 
and Update/Leave universes 
received advance letters, telling 
them that the Census 2000 ques/
tionnaire would be coming; 1990 
census operations did not include 
an advance letter. A 1992 
Implementation Test of the effects 
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of sending advance letters, includ/
ing a stamp on the return enve/
lope, and mailing reminder post 
cards found that each of these 
additional mail contacts with 
households resulted in higher over-
all response rates - 6.4 percent, 
2.6 percent, and 8.0 percent, 
respectively - and that the effects 
were additive within the test sam/
ples. The improvements for 1990 
low response rate areas were 
somewhat smaller - 4.2 percent, 
1.6 percent, and 5.7 percent 
(Clark et. al., 1993). Both the 1990 
and 2000 censuses included 
reminder post cards; the stamp 
was used in neither, although both 
included prepaid return envelopes. 

Another major change between 
1990 and 2000 was prompted by a 
1993 test of the effects of various 
kinds of motivational messages on 
response rates. Including the state/
ment "Your Response is Required 
by Law" in a box on the outer 
envelope increased response rates 
by 9 to 11 percentage points over-
all as compared with approaches 
not using that phrase on the enve/
lope, and 7 to 8 percentage points 
in 1990 low response areas 
(Dillman et. al., 1996). This state/
ment was included on the Census 
2000 outer envelope; it had not 
been used previously in a decenni/
al census. 

Finally, the census questionnaire 
itself was redesigned to be more 
"respondent-friendly," using gener/
ally accepted design principles and 
focus group testing. This redesign 
was made possible by the use of 
the new technologies of optical 
scanning and character recogni/
tion. A Simplified Questionnaire 
Test in 1992 found that the 
respondent-friendly design 
increased the return rate by 3.4 
percent overall as compared with 
the 1990 Short Form, and by 7.5 

percent in low response areas 
(Dillman et. al., 1993). 

1.2 Partnership and 
Marketing Program 
evaluation activities 

The Census Bureau commissioned 
three major research evaluations of 
PMP activities: 

• ;The Partnership and Marketing 
Program Evaluation (PMPE), a 
series of three general popula/
tion surveys conducted and ana/
lyzed by the National Opinion 
Research Center (NORC), which 
was intended to evaluate the 
effects of most of the PMP com/
ponents; 

• ;The Survey of Partners, a sam/
ple survey of organizations 
enlisted as partners for Census 
2000, focusing on the Partner-
ship Program and conducted 
and analyzed by Westat; and 

• ;An evaluation of the Census in 
Schools Program, based on a 
survey of primary and second/
ary school teachers, conducted 
and analyzed by Macro 
International. 

Another important evaluation 
study was the Census Monitoring 
Survey (CMS), a weekly survey of 
the general population conducted 
just before and during the Census 
2000 mailout/mailback by 
InterSurvey (now known as 
Knowledge Networks). The CMS 
was privately commissioned 
and funded. 

Figure 1 in the Appendix shows 
the timing of Census 2000 opera/
tions, paid advertising, and evalua/
tion study activities. The advertis/
ing campaign was timed so as to 
achieve the objectives outlined in 
Table 1, and the PMPE and CMS 
surveys were timed to assess the 
effects of the advertising campaign 
(as well as other PMP activities). 

The PMPE survey Wave 1 was field/
ed before the education phase of 
the advertising campaign to meas/
ure "baseline" awareness and atti/
tudes; Wave 2 was largely between 
the education and motivation phas/
es, and the start of Wave 3 coincid/
ed with the NRFU phase of both 
Census 2000 operations and the 
advertising campaign. The CMS 
was conducted essentially between 
Waves 2 and 3 of the PMPE survey. 

Partnership activities had a longer 
time frame than the advertising 
campaign. The planning and edu/
cation phases, focusing on devel/
oping the partnerships, stretched 
from late 1996 through late 1999. 
Motivation activities began in late 
1999 or early 2000, reached a 
peak between the mailout and 
Census Day (April 1), and contin/
ued through the NRFU. The 
Partnership Evaluation field period 
was October 2000 through March 
2001, considerably after PMP activ/
ities had concluded. 

The Census in Schools Program 
conducted mailings to teachers 
and principals March through 
September 1999. All schools 
received at least one teaching kit, 
and invitational packets were sent 
to elementary school teachers and 
secondary school math and science 
teachers in historically hard-to-enu/
merate (HTE) areas. During the 
census period, take-home packets 
were mailed to all elementary 
school teachers and middle school 
social studies teachers. The CIS 
survey was conducted in the 
Spring of 2000. 

The advertising campaign was test/
ed during the Census 2000 Dress 
Rehearsal in 1998, in Sacramento 
CA, Columbia SC and eleven sur/
rounding counties, and Menominee 
WI. A pre-/post-test survey to 
assess the effects of the campaign 
in Sacramento and South Carolina 
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was conducted by Westat and ana/
lyzed by Roper-Starch. 

Besides these major evaluations by 
contractors and other non-Census 
groups, there were a variety of 
other evaluation activities conduct/
ed both by Census Bureau and con-
tractor staff that looked at specific 
components of the PMP. Some of 
these activities will be cited in the 
remainder of the report. 

1.3 Previous evaluations of 
marketing and outreach 
efforts 

The PMPE and Census 2000 Dress 
Rehearsal surveys follow the gen/
eral form of two previous 
"pre/post" evaluation surveys: the 
Knowledge, Attitudes, and 
Practices (KAP) Survey in 1980, and 
the 1990 Outreach Evaluation 
Survey (OES). Each was designed to 
assess the effects of census mar/
keting and outreach efforts on the 
American public's awareness, 
knowledge and attitudes, and 
behavior with regard to the 
Decennial Census. 

This report will cite findings from 
these two surveys by way of his/
torical comparison, where compa/
rable items were used. It should be 
noted that there are significant dif/
ferences in the timing of survey 
waves across the various evalua/

tion studies, so interpretation of 
differences in results must be 
viewed cautiously. The last two 
rows of Figure 1 show the approxi/
mate dates of the 1980 KAP and 
1990 OES. 

Wave 1 (the "pre" phase) of each of 
these surveys occurred in late 
January and early February. Wave 1 
of the PMPE was much earlier 
because the advertising campaign 
in 2000 included an education 
phase that happened much earlier 
than such efforts in 1990 or 1980. 
While the three Wave 1 surveys are 
roughly comparable in their rela/
tionship to planned outreach and 
publicity efforts, they may not be 
comparable for some measures 
because of the differences in tim/
ing and because of external events 
such as news reports related to the 
census. 

Wave 2 of the 1980 KAP occurred 
after the outreach and publicity 
campaign was well under way, but 
concluded just before the 
mailout/mailback operation. In 
contrast, Wave 2 of the 1990 OES 
was conducted after the 
mailout/mailback and during the 
NRFU. The 2000 PMPE's Wave 2 
was conducted before the 
mailout/mailback, so is somewhat 
comparable to Wave 2 of the 1980 
KAP, although it is not as close to 

the mailout/mailback operations. 
Timing of Wave 3 of the PMPE is 
comparable to that of Wave 2 of 
the 1990 OES. 

1.4 Other related surveys 

Besides the surveys conducted to 
evaluate marketing and outreach 
efforts, the Census Bureau commis/
sioned other research to examine 
issues of attitudes and behaviors 
related to participation in the cen/
sus. In 1999, NORC conducted a 
Knowledge, Attitudes, and 
Perceptions Survey, known as 
KAP-1. During the 1990s, there 
were several surveys measuring 
public attitudes about privacy and 
confidentiality around the census, 
reviewed in a companion Topic 
Report by Eleanor Singer. The 
Survey of 1990 Census 
Participation (SCP), conducted by 
NORC in June and July following 
census operations, was designed 
to assess the reasons for the 
decline in response from 1980 to 
1990. A roughly comparable sur/
vey was the 1980 Applied Behavior 
Analysis Survey (ABAS), conducted 
in April during census operations. 
Limited results from these surveys 
will be cited to demonstrate histor/
ical trends or provide reinforce/
ment or contrast to findings from 
the 2000 evaluation studies. 
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2.	 Summary and Assessment of 
Evaluation Activities 

By most outcome measures, 
Census 2000 was a success. The 
mail return rate, defined as the 
number of mail returns received 
before the cutoff date for the NRFU 
divided by the number of occupied 
housing units in mailback areas, 
was 74.1 percent, almost identical 
to that of the 1990 Census (1990 
rates cited in Stackhouse and 
Brady, 2002 ) and ending the sharp 
decline between 1970 and 1990. 
The final mail response rate, 
defined as the percentage of the 
NRFU-eligible households returning 
forms, was 67 percent, up from 65 
percent in 1990 and well above 
the expected rate of 61 percent 
(U.S. Census Bureau, 
http://rates.census.gov). The NRFU 
effort finished almost two weeks 
ahead of schedule. Finally, in 1990 
the net undercount of the U.S. pop/
ulation was estimated at 1.6 per-
cent overall, and up to 5 percent 
for various racial and ethnic 
groups (U.S. Census Bureau, 
http://www.census.gov/dmd/www 
/pdf/underus.pdf). For 2000, vari/
ous estimates (U.S. Census Bureau, 
2003) indicate a net over count of 
0.36 to 1.12 percent, with no 
undercount of a racial or ethnic 
group larger than 2.5 percent. 

However, the mail return rate for 
the long form (63.0 percent) was 
considerably lower than that for 
the short form (76.4 percent). 
These rates compare with 70.4 
percent for the long form and 74.9 
percent for the short form in 1990. 
The gap of 13.4 percentage points 
overall between short and long 
form return rates was greater 
among all non-White races than 

among Whites by at least 1.5 per/
centage points. The gap between 
long and short forms was smaller 
by the final return rate (9.6 per/
centage points overall), but the 
gap was reduced less among all 
non-White races, except Asians, 
than among Whites (Stackhouse 
and Brady, 2002). 

PMP evaluation studies were 
intended to measure the effective/
ness of PMP components and activ/
ities - to try to attribute the contri/
bution of each to the relative 
success, as it turns out, of Census 
2000. Without an experimental 
design, it was not easy, and per-
haps not possible, to measure 
these contributions directly, so the 
evaluation analysis strategy relied 
on a simple behavioral model, the 
one underlying the Y&R advertising 
strategy: in order to participate, 
individuals must first be aware of 
Census 2000, they must have posi/
tive attitudes about it, and they 
must be motivated to fill out the 
Census 2000 form. Attitudes and 
motivation, in turn, are a function 
of the information individuals have 
about the Decennial Census. The 
PMP attempted to convey the right 
message, to the right people, at 
the right time to convince them to 
respond to the census. 

As we shall see, the evaluations 
largely support the links between 
awareness and positive attitudes 
or beliefs, between positive beliefs 
and intended or reported participa/
tion, and between intended or 
reported and actual participation. 
Evaluation data indicate that the 
presence and strength of these 
links vary by population group. 

Taken as a whole, the evaluation 
study data suggest certain conclu/
sions with regard to the effective/
ness of the PMP, but are far from 
conclusive on any front. An 
attempt to put all of the pieces 
together in multivariate models did 
not show any significant main 
effect of PMP activities on actual 
mail return behavior. 

In the remainder of this chapter, 
we describe the Census 2000 eval/
uation studies and discuss their 
results. Then, we discuss the 
strengths and weaknesses of the 
study designs and implementa/
tions. Chapter 3 summarizes the 
discussions and make recommen/
dations for evaluating future 
Decennial Census Partnership and 
Marketing Programs. 

2.1 Description of the 
evaluation studies 

The PMPE survey was conducted in 
three waves, combining telephone 
and in-person interviews. The sur/
vey was intended to capture cen/
sus awareness and other factors 
thought to be associated with 
cooperation, as well as exposure 
to messages about the census 
from a wide variety of sources. 
Wave 1, with 3,002 completed 
interviews from a random-digit-dial 
sample frame, occurred (largely) 
before the education phase of the 
advertising campaign. Wave 2 com/
prised 2,716 completed interviews 
with a sample selected from the 
Decennial Master Address File 
(DMAF) and was conducted during 
the motivation phase and before 
the mailout of Census 2000 forms. 
Wave 3 was conducted after the 
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mailout, during and after the 
NRFU; the sample was also select/
ed from the DMAF, and 4,247 inter-
views were completed. The design 
of each wave included oversam/
ples of hard-to-enumerate popula/
tion groups: Hispanics, non/
Hispanic African-Americans, 
Asians, Native Hawaiians, and 
American Indians. Survey instru/
ments included items on "media 
use; awareness of government 
agencies and programs; awareness 
of community agencies and pro/
grams; recall of exposure to the 
mass media; recall of exposure to 
partnership-sponsored activities; 
recall about sources of informa/
tion; knowledge and attitudes 
about the Decennial Census; aided 
recall of specific advertising; aided 
recall of specific partnership activi/
ties; Census 2000 mailback form 
receipt, handling, and mailback 
behavior; and demographic infor/
mation" (Wolter et. al., 2002). 

The 2000 CMS was conducted 
weekly during the motivation 
phase of the advertising campaign 
and through the mailout/mailback 
period. It was intended to provide 
immediate feedback on marketing 
and mailout activities. The sample 
was drawn from the InterSurvey 
(now known as Knowledge 
Networks) panel, and was conduct/
ed through interactive Web TV. The 
five weekly surveys had sample 
sizes (completed interviews) of 
993; 973; 719; 1,004; and 948 
respondents, respectively. Survey 
content included exposure to and 
reaction to advertising, census atti/
tudes and awareness, perceptions 
of, experience with, and action 
taken with respect to the Census 
2000 mailback form, reasons for 
nonresponse, response intentions, 
NRFU experience, and recognition 
of ads played back during the 
interview (Nie and Junn, 2000). 

The Survey of Partners was con/
ducted well after PMP and Census 
2000 activities were over, relying 
on the recall of designated con/
tacts at partner organizations. It 
was intended to assess the success 
of the partnership efforts and iden/
tify the benefits and contributions 
of partners and the Census Bureau. 
The survey was conducted through 
the mail, with telephone followup, 
of a stratified random sample of 
partner organizations drawn from 
the May 2000 Contact Profile and 
Usage Management System 
(CPUMS), including: national and 
local Federal government organiza/
tions; media organizations, sub-
classified by race/ethnicity of their 
target audiences; national and all 
other for-profit private businesses; 
national non-government organiza/
tions (NGOs); local NGOs, sub-clas/
sified by race/ethnicity of their 
constituencies; and state, local and 
tribal government organizations. A 
total of 9,057 interviews was com/
pleted. The survey instrument 
included items on: materials the 
partners received and used, includ/
ing how helpful the materials were 
and the timeliness of their receipt; 
the relative importance of various 
partnership goals; the kinds of 
activities partners engaged in; the 
kinds of assistance Census staff 
provided; costs associated with 
Census 2000-related activities; and 
characteristics of the partner 
organization. 

The CIS survey was conducted dur/
ing the Spring of 2000, at the end 
of the school year in which teach/
ers would have used materials they 
received as part of the program. 
The survey focused on whether 
and how teachers learned about 
the CIS Program, obtained materi/
als, and used those materials in 
class, and asked teachers to assess 
the program and its materials. The 
survey was conducted through the 

mail, with telephone followup, of a 
sample of some 4,000 primary and 
secondary school teachers. The 
sample was selected from two 
sources: a commercial list of teach/
ers and a list of teachers who 
ordered CIS Program materials. The 
sample was stratified to allow sep/
arate estimates for HTE areas and 
non-HTE areas. Some 1,046 sur/
veys were completed and accepted 
for analysis. 

2.2 Findings of the 
evaluation studies 

This section will summarize the 
findings of the evaluation studies 
by topic, following the behavioral 
model of participation described 
earlier. We will begin by describing 
findings with regard to the reach 
of the PMP activities that were 
evaluated, then discuss awareness 
of Census 2000 and exposure to 
PMP activities, then describe find/
ings with regard to attitudes 
towards the Census and govern/
ment in general, and finally cover 
findings with regard to 
intended/reported and actual par/
ticipation. For each topic, we will 
describe results for the general 
population and also for the target/
ed race and ethnic groups. Finally, 
we will discuss findings with 
regard to the relative effects of dif/
ferent PMP components and activi/
ties across these topics. 

2.2.1 The reach of marketing 
activities 

Several evaluation and operational 
reports describe aspects of the 
reach of PMP activities. The 
Partnership Program, the Census in 
Schools Program, the paid advertis/
ing campaign, the media relations 
campaign, Promotions and Special 
Events and the Direct Mail Pieces 
component all helped to spread 
the word about Census 2000. 
Several of these components par/
ticularly targeted historically hard-
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to-enumerate population groups 
and/or geographic areas. 

The Census Bureau enlisted about 
140,000 organizations in its 
Partnership Program1 . Most of 
these were local in scope, with 
almost 40 percent operating at a 
city level and another 26 percent 
at a county level. The partners 
were about equally divided 
between governments and non-
governmental organizations. 
Partnering governments included 
local, state, and tribal entities. 
Partnering non-governmental 
organizations included community-
based organizations (29 percent), 
businesses (22 percent), religious 
organizations (16 percent), and 
educational organizations (15 per-
cent). More than half of partners 
did not target any specific race or 
ethnic group, while 23 percent tar/
geted Hispanics, 22 percent 
African-Americans, 11 percent 
Asians, 7 percent American 
Indians/Alaska Natives, and 4 per-
cent Native Hawaiians/Pacific 
Islanders (Westat, 2001). 

At least 70 percent of partner 
organizations reported conducting 
one or more kinds of activities to 
publicize Census 2000, educate 
and motivate constituents, or sup-
port Census 2000 operations. 
Almost one-quarter reported con/
ducting more than ten different 
kinds of activities. On average, 
each state2 had more than 1,100 
active and about 400 very active 
partner organizations. It is not pos-

1 The Census Bureau counted some 
140,000 partners enlisted throughout the 
Partnership Program. The Survey of Partners 
estimated that almost 86,000 organizations 
were eligible for the survey after accounting 
for duplicates in the master list and organi/
zations reporting that they were not part/
ners. Note that the survey occurred some 
months after partner activities had ended, so 
the survey estimate may be affected by 
changes in some partner organizations in 
the interim. 

2 Included were the 50 states, the 
District of Columbia, and Puerto Rico. 

sible to estimate with any preci/
sion how many individuals may 
have been reached by these part/
ners' activities, but the number of 
active partners is substantial. 

About 16 percent of partner 
organizations spent non-Census 
funds, either their own or from 
another source, to promote Census 
2000. While there was consider-
able nonresponse in the Survey of 
Partners on questions asking for 
the amount of funds expended, 
respondents reported some $168 
million spent, which is probably a 
lower bound given the item nonre/
sponse. About one-third of partner 
organizations reported making in-
kind contributions, such as staff 
time, office space, and equipment 
usage. The dollar value of these 
contributions was estimated at 
about $374 million (Westat, 2001). 

According to the CIS Evaluation 
report, some 56 percent of teach/
ers nationally had heard of the CIS 
Program. Among elementary 
school teachers in HTE areas, a tar/
geted group, 68 percent had heard 
of the CIS Program, compared with 
62 percent in other areas. Among 
secondary school social studies 
and math teachers, 44 percent in 
HTE areas had heard of the CIS 
Program, compared with 59 per-
cent in other areas (Macro 
International, 2002). Thus, it 
appears that the mailing of invita/
tional packets directly to teachers 
in HTE areas increased awareness 
of the CIS Program among elemen/
tary school teachers, but not 
among secondary school social 
studies and math teachers. About 
37 percent of teachers in HTE 
areas and 34 percent of those in 
other areas reported actually 
receiving materials. Elementary 
school teachers were much more 
likely to report receiving materials 
(46 percent) than were secondary 

school social studies and math 
teachers (30 percent)3. 

An important goal of the CIS 
Program was to reach families 
through their children, increasing 
awareness and knowledge of the 
census, and ultimately increasing 
participation. Take-Home Packets 
were sent to all elementary school 
teachers and to middle school 
social studies teachers. About 19 
percent of elementary school 
teachers and 8 percent of second/
ary school social studies and math 
teachers sent materials home with 
their students. Teachers in HTE 
areas were about as likely (14 per-
cent versus 12 percent) to send 
materials home as those in 
other areas3. 

A Census Bureau assessment of 
the "How America Knows What 
America Needs" campaign (Sha and 
Collins, forthcoming) reported that 
local and national media coverage 
of Census 2000 more than doubled 
that of the 1990 census (in terms 
of sheer number of news stories). 
However, according to an inde/
pendent media analysis commis/
sioned by the Census Bureau 
(Douglas Gould and Co, 2001), 
print media coverage of Census 
2000 across nine major outlets 
was down from the level of the 
1990 Census. The Gould report 
speculated that the decline 
occurred because Census 2000 
was less controversial than the 
1990 census and because of inter/
est in the Presidential campaign. 
Important exceptions to the "less 
controversial" observation were 
partisan wrangling over adjust/
ment and comments by some 
politicians about the intrusiveness 
of the long form. The discrepancy 
between the Census findings and 

3 These proportions were not presented 
in the CIS Evaluation report; the authors cal/
culated them from tables presented in the 
report's Appendix. 
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those of the Gould report may indi/
cate greatly increased coverage of 
Census 2000 at the local level. The 
Gould report also noted that opin/
ion pieces were largely positive, 
and also that outreach efforts were 
the subject of 19 percent of the 
sample articles overall and 36 per-
cent of pre-Census Day articles, up 
from only 5 percent in 1990. 

2.2.2 Awareness and exposure 

It is clear that awareness of Census 
2000 rose dramatically throughout 
the marketing campaign, at least 
well into the NRFU phase. During 
Wave 1 of the PMPE survey, about 
65 percent of respondents report/
ed having heard nothing about 
Census 2000 and fewer than 10 
percent reported having heard a 
great deal. In Wave 2, about 25 
percent reported hearing nothing 
and about the same percentage 
reported hearing a great deal. By 
Wave 3, only about 15 percent of 
respondents reported having heard 
nothing, and almost half reported 
having heard a great deal, almost a 
complete reversal from Wave 1. 
Awareness increased significantly 
between each wave for each of the 
oversampled populations, except 
that awareness levels for 
Hispanics may have leveled off 
between Wave 2 and Wave 3. 
(Wolter et. al., 2002) 

Despite these dramatic increases in 
awareness measured during 
Census 2000, peak awareness (per/
centage having "heard recently") 
was lower than during the 1990 
Census among Hispanics and non/
Hispanic Whites, although it was 
higher among non-Hispanic 
African-Americans. Awareness as 
measured in Wave 2 of the PMPE 
and the 1980 KAP were fairly com/
parable, although again higher in 
2000 among non-Hispanic African-
Americans. Comparing the Wave 1 
results from 2000 with those from 

1980, the 2000 PMPE found some-
what lower levels among non/
Hispanic African-Americans and 
Whites, but higher levels among 
Hispanics (Wolter et. al., 2002, 
drawing data from Bates and 
Whitford, 1991, and Moore, 1982) . 
The latter difference may be due to 
early education efforts aimed at 
Hispanics in 2000. Wave 1 aware/
ness was much higher in 1990 
than either 1980 or 2000, which 
may in part be attributable to the 
1990 Census Awareness and 
Products Program, which started 
earlier than similar efforts in 1980 
(Fay et. al., 1991) and to the tim/
ing of Wave 1 in 1990 as compared 
with 2000. It may, of course, also 
be related to other factors, such as 
a higher level of news coverage of 
census issues. 

The 2000 Dress Rehearsal survey 
reached a level of "heard recently" 
similar to that of the PMPE (more 
than 80 percent), but the pre-cam/
paign 2000 Dress Rehearsal survey 
awareness levels were lower (28 
and 29 percent in Sacramento and 
South Carolina, respectively) than 
in Wave 1 of the PMPE survey (35 
percent) (Roper-Starch, 1999). It 
seems reasonable that ambient 
information about the census 
would be lower two years before 
the census. 

The CMS, conducted essentially 
between Waves 2 and 3 of the 
PMPE survey, showed that the pro-
portion of respondents reporting 
they had seen or heard "a lot" 
about Census 2000 from TV com/
mercials rose from 30 percent dur/
ing the first week of March to 70 
percent 3 weeks later. Smaller per/
centages, but similar proportionate 
increases, were reported for radio 
and newspaper advertising (Nie 
and Junn, 2000). Clearly, the 
intense motivation phase campaign 
and the mailout had a substantial 
effect on awareness. 

2.2.3 Attitudes towards the Census 

Overall, it appears that positive 
attitudes towards the census 
increased significantly during the 
PMP campaign, but that this 
increase was tempered by receipt 
of the census forms, particularly 
among those who received the 
long form. Among race and ethnic 
groups other than non-Hispanic 
Whites, those who had recently 
heard about the census were more 
likely to hold positive beliefs about 
it than those who hadn't. The fol/
lowing paragraphs provide details 
of these findings. 

The PMPE survey included eight 
items asking about respondents' 
beliefs about the census. Using 
factor analysis to construct and 
analyze a composite of these 
items, Wolter et. al. (2002) showed 
that there was some significant 
movement of beliefs in the positive 
direction between Wave 1 and 
Wave 2, but not between Wave 2 
and Wave 3. Every race and ethnic 
group examined except American 
Indians showed some increase in 
positive beliefs over the three 
waves.4 

The PMPE survey findings are simi/
lar to those of the 1980 KAP sur/
vey and 1990 OES. In 1980 (com/
parable to the PMPE Wave 1 to 
Wave 2 comparison), favorable 
responses to three attitude items 
included in both 1980 and 1990 
increased between Wave 1 and 
Wave 2. In 1990, there was mixed 
movement between Wave 1 and 
Wave 2 across six items, with 
some items increasing and others 
decreasing. Because recent aware/
ness of the census was relatively 
high in Wave 1 of the OES, it may 
be that the appropriate comparison 

4 The report includes no item-by-item 
analysis of movement over time. In retro/
spect, it would have been useful to have this 
information available. 
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Table 3. 
Significant Differences (Chi-square) in Census Beliefs by Recent Awareness of 
The Census 

Belief	 Total African- American Native 
Pop. Hispanic American White Asian Indian Hawaiian 

Filling out the census will let the government know what 
* * * * * my community needs 

The census counts citizens and non-citizens alike * * 

It is important for as many people as possible to participate 
*in the census 

My answers to the census could be used against me * * * * 

Answering and sending back the census matters for my 
* * *family and my community 

The Census Bureau promise of confidentiality can be 
trusted * 

I just dont see that it matters much if I personally fill out 
* * *the Census or not 

Sending back your census form could personally benefit or 
* *harm you in any way 

Based on findings reported by Wolter et. al., 2002 

*p <.10 

is with Wave 2 to Wave 3 of the 
PMPE, where there was no net 
movement. 

The CMS included five belief items. 
The level of agreement with three 
positive items stayed reasonably 
constant over five weeks of inter-
viewing, while agreement with two 
negative items - the census is an 
invasion of privacy, and my 
answers could be used against me 
- increased (that is, beliefs moved 
in a negative direction) over that 
period. Martin (2000) modeled the 
association between hearing about 
the controversy and negative 
beliefs, and concluded that the 
controversy did increase negative 
beliefs, as did receipt of the long 
form, and that the effects of these 
two factors were largely 
independent. 

About 44 percent of respondents 
in week 5 of the CMS had heard of 
the controversy, and 9 percent of 
those said that it made them feel 
less like returning their Census 
2000 form. Virtually all of this 9 
percent were people who had 
received the long form, it appears 

from data presented by Nie and 
Junn - almost half of those receiv/
ing the long form said that the 
controversy made them feel less 
like returning their form5. It seems 
very likely, then, from the findings 
of both Martin (2000) and Nie and 
Junn (2000) that the long form 
controversy had a negative effect 
on census returns, at least among 
those receiving the long form, 
although neither source links hear/
ing about the controversy directly 
with behavior. 

The Census 2000 Dress Rehearsal 
study included nine belief items, 
with some overlap with both the 
PMPE and CMS. Eight of the 9 
items showed some increase in 
positive views from before the 
marketing campaign to after, most 
significantly, in both Sacramento 
and South Carolina. Notably, there 
was no change in either site in the 
proportion agreeing strongly or 
somewhat that the census is an 
invasion of privacy. This finding 

5 In the 1990 OES, almost twice as many 
long form as short form recipients thought 
that the census was an invasion of privacy. 

suggests two interpretations: 1) 

that this negative belief was not 

addressed or was not addressed 

convincingly in the marketing cam/

paign; 2) that receipt of the census 

mailing alone may not have been 

the cause of the increase in agree/

ment with the statement found in 

the CMS6. Non-Hispanic African-

Americans were significantly more 

likely than non-Hispanic Whites to 

agree with each of the three nega/

tive beliefs after the marketing 

campaign, in both sites. In 

Sacramento, Hispanics were more 

likely to agree with two of the 

three negative beliefs than non/

Hispanic Whites7. 

6 The level of agreement is also interest/
ing. In the Census 2000 Dress Rehearsal sur/
vey and the 1999 KAP1, the levels of agree/
ment were at 20 percent or higher. Early in 
the CMS they were at 10 percent and went 
to 20 percent, the "historical norm." 
Published findings of the 1990 OES show 
only the percentage giving positive respons/
es, which declined between Wave 1 and 
Wave 2 (after receipt of the mailout pack-
age). 

7 Neither the PMPE nor the CMS report 
includes comparable information by 
race/ethnicity. 
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For each of the eight PMPE survey 
items, among some (but not all) 
race and ethnic groups, people 
who had recently heard about the 
Census were significantly more 
likely to hold positive views than 
those who hadn't recently heard. 
Table 3 summarizes the significant 
differences in percentage of 
respondents holding positive 
beliefs about the census by 
whether they reported recent 
awareness. While the recently 
aware had more positive beliefs 
among almost all groups for 
almost all items, the patterns of 
statistical significance vary inter/
estingly by race and ethnic group. 
Non-Hispanic African-Americans 
showed the largest number of sta/
tistical differences, and non/
Hispanic Whites the fewest. 

Three of the belief items were 
included in the 1990 OES, and two 
of these were in the 1980 KAP sur/
vey. The two common items 
(whether the census promise of 
confidentiality can be trusted and 
that the census data can not be 
used against you) showed increas/
es over time within all three sur/
veys; the largest increases (12 and 
8 percentage points) were between 
Wave 1 and Wave 2 in 2000. 

2.2.4 Intended cooperation 

The PMPE survey allows compari/
son of the change in intended 
cooperation from before the start 
of the paid advertising campaign 
(Wave 1) to after the campaign's 
education phase (Wave 2). Among 
all groups except Hispanics (who 
started at a high level and stayed 
there) and American Indians (who 
started at a low level and rose 
slightly), the level of intended 
cooperation rose significantly 
between Wave 1 and Wave 2. The 
correlation between awareness of 
Census 2000 communications and 
intended cooperation rose among 

all groups between Wave 1 and 
Wave 2,8 suggesting beneficial 
effects from the PMP. 

Intended, self-reported, and 
actual cooperation. Wave 3 of 
the PMPE survey asked whether the 
respondent's household had 
returned the census forms, and for 
both Waves 2 and 3 information on 
actual return of the census form 
was obtained. The correlation 
between intended and actual9 

cooperation was low, ranging from 
0.05 (all correlation values are 
weighted) for American Indians to 
0.27 for Hispanics. Reported coop/
eration in Wave 3 was more highly 
correlated with actual cooperation, 
ranging from 0.30 for African-
Americans to 0.42 for American 
Indians, but the correlations are 
still fairly low. About three-quarters 
of Wave 2 respondents who said 
they "definitely will" return the 
form actually did so, and about the 
same proportion of Wave 3 respon/
dents who said they had returned 
the form had their claim verified. 

The relationship between 
beliefs and cooperation. The 
CMS asked respondents whether 
they felt particular messages were 
"persuasive reasons to fill out the 
census form." Allocation of federal 
dollars to communities was viewed 
as persuasive by about three-quar/
ters of respondents, peaking the 
week of March 23. Allocation of 
Congressional seats as a persua/
sive reason also peaked the same 
week, at 60 percent of respon/
dents. Identification of mandatory 
participation as a persuasive rea/
son doubled from March 3 to 
March 23 (after the mailout, which 
had that message on the enve/
lope), reaching a peak of 46 per-
cent in the week of April 710. 

8 The increase was statistically signifi/
cant for all groups except American Indians. 

9 That is, returning a census form by 
April 18. 

Analysis of the 1990 OES and SCP 
found that knowing that the cen/
sus was required by law was the 
only knowledge item tested that 
was a significantly better predictor 
of return than others (Fay et. al., 
1991a). 

Table 4 summarizes the relation-
ship between beliefs about the 
census and self-reported participa/
tion in Wave 3 of the PMPE survey. 
For most race and ethnic groups, 
there is a similar pattern of associ/
ation between beliefs and self-
reported behavior. For Hispanics, 
however, the only belief signifi/
cantly associated with self-reported 
participation is that the census 
counts both citizens and non-citi/
zens. For American Indians, the 
relationship between the belief 
that answers to the census "won't 
be used against me" and self-
reported cooperation is highly sig/
nificant, while it is not significant 
among any other group. 

Note that the three items related to 
privacy and confidentiality in Table 
4 ("My answers to the census could 
be used against me," "The Census 
Bureau promise of confidentiality 
can be trusted," and "Sending back 
your census for could personally 
harm you in any way [sic]") show 
no significant association with par/
ticipation, with one exception-
American Indians were less likely 
to report returning the census form 
if they believed the census could 
be used against them. Fay et. al. 
(1991a) examined the relationship 
between an index of three priva/
cy/confidentiality items and return 
of the census form using the 1990 
OES and 1980 KAP. In 1990, those 

10 In the Dress Rehearsal survey, knowl/
edge that the census is mandatory also dou/
bled between the pre- and post-campaign 
survey rounds, and the levels of knowledge 
at each period were very close to the early 
and late levels in the CMS. The 1999 KAP 
also found that about 22 percent of people 
knew the census was mandatory. 
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Table 4. 
Significant Differences (Chi-square) in Self-Reported Census Participation by Whether 
Positive Beliefs Reported 

African- American NativeBelief Total Pop Hispanic American White Asian Indian Hawaiian 

Filling out the census will let the government know what 
* * * * * * my community needs 

The census counts citizens and non-citizens alike * * * * 

It is important for as many people as possible to participate 
* * * * * *in the census 

My answers to the census could be used against me * 

Answering and sending back the census matters for my 
* * * * *family and my community 

The Census Bureau promise of confidentiality can be 
trusted 

I just don't see that it matters much if I personally fill out 
* * * * * *the Census or not 

Sending back your census form could personally benefit or 
harm you in any way 

Based on findings reported by Wolter et. al., 2002 

*p <.10 

with positive attitudes on all three 
items were significantly more likely 
to return the census form (by both 
self-report and matching actual 
behavior, while there was no differ/
ence in 1980 (only self report was 
examined). Similar findings were 
reported by Kulka et. al. (1991). 
Martin (2000), in an analysis of 
2000 CMS and 1990 OES data, 
found "several indications that 
Census 2000 engendered more 
sensitivity and a more diverse pri/
vacy reaction than the previous 
census." Martin noted, as had Fay 
et. al. (1991b), that privacy and 
confidentiality are multi-faceted 
concepts for the public, with com/
plex inter-relationships that may 
change over time and in response 
to particular stimuli (such as 
receipt of the census form or hear/
ing about the long form controver/
sy in 2000). Thus, the relationship 
between these concerns and return 
of the census form in 2000 may 
warrant further exploration before 
simply accepting the findings for 
these three items as summarized 
in Table 4. 

2.2.5 The overall relationship 
between census communications 
and actual cooperation 

Wolter et. al. (2002) fitted a series 
of multivariate models in an 
attempt to show the relationship 
between PMP activities and actual 
mail return behavior. They conclud/
ed, "the . . . data are consistent 
with the hypothesis that mass 
media and community-based com/
munications had no effect on the 
odds of a mail return for the Asian, 
American Indian, and Native 
Hawaiian populations. . . . The 
data support a conclusion that cen/
sus communications were less 
effective for the other-language 
population than for the English 
population." These conclusions 
could certainly be termed disap/
pointing. However, the incremental 
increase in return rates overall due 
to the PMP is likely to be relatively 
small (on the order of 5 percentage 
points or less), there are many con-
founding factors that were unable 
to be included in the models (e.g., 
news stories on the census, con/
versations with friends and family, 

and the innumerable influences on 
individuals' mood and behavior 
that arise every day), and measure/
ment of the explanatory factors 
may be subject to various types of 
error (e.g., comprehension of sur/
vey questions, recall of messages 
or behavior, identification of the 
correct household respondent). 
Thus, the multivariate analysis 
should not necessarily be taken as 
evidence that there is not a rela/
tionship between mail return 
behavior and PMP activities, just as 
an indication that this particular 
method of exploring the relation-
ship (assuming it exists) is not 
finely tuned enough to detect it. 

Bentley (2003) conducted an auxil/
iary evaluation of the relationship 
between PMP activities and Census 
2000 return rates. Using county-
level return rates, a variety of indi/
cators of PMP activities by geo/
graphic area, and other control and 
explanatory variables, Bentley con/
structed a series of statistical mod/
els in the same spirit as those 
developed by Wolter et. al. 
Essentially replicating the Wolter 
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et. al. results, he detected no rela/
tionship between the intensity or 
nature of PMP activities and coun/
ty-level return rates. Bentley cites a 
number of limitations of his analy/
sis, notably the lack of an experi/
mental design in the PMP. Again, 
the fact that no relationship was 
detected does not demonstrate 
that a relationship does not exist. 

Neither of these modeling efforts 
could include consideration of the 
effects of the advance letter and 
mandatory notice on the question/
naire outer envelope, since these 
features were included for all 
households. Tortora et. al. (1993), 
commenting on the likely effects 
on return rates in Census 2000 of 
the various mail piece innovations, 
noted: 

In the past, the Census Bureau 
has obtained somewhat lower 
response rates in noncensus 
years than in census years . . . 
The usual explanation for this 
difference is 'census climate', a 
succinct explanation of the com
bination of media attention, 
advertising, and cultural 
sense of participation that 
seems to build during each cen
sus year . . . We do not know 
whether the existence of a 'cen
sus climate' will substitute for 
the effects of these elements or 
add to the response likely to be 
obtained in a census year. 

In fact, this is the question that 
remains unanswerable. The model/
ing efforts of Wolter et. al. and 
Bentley tried to correlate return 
rates and different levels of inten/
sity of "census climate" as stoked 
by the PMP, and could not detect a 
relationship. The mail piece inno/
vations may be the key elements 
that stemmed the ebbing tide of 
return rates, but there is no direct 
statistical evidence to support that 
contention. One small argument 

for the mail pieces is presented by 
Dillman et. al. (1996). The 1994 
field test combined three motiva/
tional appeals: a statement that 
response was mandatory, state/
ments about the benefits of partici/
pation, and varying levels of assur/
ance of the confidentiality of 
responses. The latter two kinds of 
appeal could be thought of as ele/
ments in the general category of 
"census climate" features, although 
weak ones. The effects of the 
mandatory statement dwarfed any 
effects the other appeals had on 
return rates. 

2.2.6 Disaggregating the effects of 
Partnership and Marketing 
Program component activities 

If a direct link between the PMP 
and mail return behavior cannot be 
demonstrated statistically from the 
available evaluation data, one 
would certainly not expect to find 
evidence of the direct effects of 
individual PMP components. The 
evaluation studies do provide 
some indirect insights into the rel/
ative success of the components, 
however. 

The PMPE measured awareness of 
census information from a variety 
of mass media and community-
based sources in each of its three 
waves. Awareness of mass media 
(television, magazine, radio, news-
paper, and billboard) messages 
increased significantly each wave 
among most race and ethnic 
groups, with the exception of mag/
azine awareness, which did not 
increase significantly between 
Wave 2 and Wave 3. Television had 
the highest mean awareness 
among all groups, with radio and 
newspapers next. The Census 
2000 Dress Rehearsal study found 
the same ranking among mass 
media in respondent awareness. In 
the CMS, more than twice as many 
people reported seeing or hearing 

"a lot" about the census in TV com/
mercials as in radio or newspaper 
advertisements. Reported exposure 
more than doubled for each medi/
um between the weeks of March 3 
and March 31, then leveled off for 
the final week. 

The PMPE did not distinguish 
between advertising and news 
when asking about mass media, 
but the CMS did, although it is not 
clear whether respondents would 
consistently be able to make this 
distinction. Exposure to news sto/
ries about the census on television, 
on the radio, and in newspapers 
was somewhat lower (in the case 
of television almost half) than to 
advertising in the same sources. As 
with advertising, news exposure 
increased steadily for the first four 
weeks, then leveled off for the 
final week. 

In the PMPE, community-based 
sources that reached about the 
same levels of awareness as some 
of the mass media were informal 
conversations, census job 
announcements, signs or posters 
inside buildings, and articles. 
Awareness of each of these 
sources increased between Wave 1 
and Wave 2, but only informal con/
versations and signs or posters 
increased significantly between 
Wave 2 and Wave 3. Very similar 
patterns of awareness were found 
among all race and ethnic groups. 
None of these sources was includ/
ed in the CMS. Speeches by gov/
ernment or local leaders had the 
highest exposure rate among the 
community-based sources included 
in the CMS, and their exposure 
increased steadily over the survey 
period. Religious groups, local 
community or government organi/
zations, "things children brought 
from school," and school-related 
activities had lower and fairly con/
stant levels of exposure during the 
survey period. While awareness of 
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messages from these sources was 
also at lower levels in the PMPE 
survey, awareness increased signif/
icantly between Wave 1 and Wave 
2 for each of them, less so 
between Wave 2 and Wave 3. The 
remaining sources included in the 
PMPE survey, conference exhibit 
booths, the Internet, paycheck or 
utility bill inserts, and participation 
on complete-count committees, 
had the lowest levels of awareness 
throughout and exhibited some 
increases across waves. 

In Wave 3 of the PMPE survey, 
about 12 percent of respondents 
said they had heard "a little" about 
Census 2000 from materials their 
children brought home from 
school, and about 3 percent report/
ed hearing "a lot." While it is 
impossible to compare estimates 
of the reach of the CIS Program 
between the PMPE and the CIS 
Evaluation with any precision, 
these numbers are not inconsistent 
with the CIS Evaluation figures 
cited earlier. In the Census 2000 
Dress Rehearsal survey, non/
Hispanic African-Americans (in 
South Carolina) and Asians/Pacific 
Islanders (in Sacramento) reported 
more exposure to school-based 
sources (their own or their chil/
dren's schools) than did non/
Hispanic Whites. In the PMPE sur/
vey, all other race and ethnic 
groups reported more exposure to 
school-based sources than did non/
Hispanic Whites, although the sta/
tistical significance of the differ/
ence cannot be determined from 
the published report. 

Wolter et. al. also compared the 
correlation between intended par/
ticipation and awareness of mass 
media and community-based com/
munications in Wave 1 and Wave 2. 
For mass media, the correlations 
increased significantly between 
waves for the general population, 
Hispanics, non-Hispanic African-

Americans, non-Hispanic Whites, 

and Native Hawaiians. For commu/

nity-based communications, the 

correlations increased for all of 

the same groups except Hispanics. 

The correlations between aware/

ness of both kinds of communica/

tion and intended participation 

rose for Asians, but not significant/

ly, and did not rise for American 

Indians. The CMS asked whether 

the advertising (or news) exposure 

"make me feel more like taking 

part" in the census. For each, "yes" 

responses rose sharply between 

March 3 and March 10, then 

dropped off slowly. Overall, about 

half of respondents said "yes" for 

advertising and for news reports. 

The Survey of Partners identified 

what activities partnering organiza/

tions conducted, but most of these 

activities cannot be directly related 

to items in the PMPE survey or 

CMS. Vehicles for communication 

with target audiences included 

printing and distributing materials 

(37 percent of partners), using 

print media (34 percent), holding 

public and in-house meetings (33 

percent), distributing census pro-

motional items at meetings and 

events (30 percent), sponsoring 

local media coverage (19 percent), 

and including messages in utility 

bills, phone cards, etc. (13 percent) 

(Westat, 2001). 

Finally, Wolter et. al. examined the 

association between awareness of 

various information sources and 

actual return behavior across the 

1980 KAP survey, 1990 OES, and 

the PMPE survey's Wave 2 and 

Wave 3. They found no consistent 

pattern of association across the 

three studies and four data points, 

although there was variation within 

each. 

2.3 Discussion of 
individual evaluation 
studies' strengths and 
limitations 

The studies commissioned to eval/
uate the Partnership and Marketing 
Program for Census 2000 repre/
sent the most comprehensive 
effort of this kind to date. The 
three major studies complement 
each other well. The PMPE provides 
the largest amount of information 
related to the final outcomes of 
interest - increasing or at least 
slowing the decrease in mail return 
rates, and reducing the differential 
undercount of various race and 
ethnic groups. The privately-fund/
ed CMS provides a "pulse-taking" 
look at what happened during the 
peak period of the PMP week by 
week, which the PMPE was not 
designed to do. The Survey of 
Partners supports more of a 
process evaluation for one compo/
nent of the PMP than an outcome 
evaluation. We will discuss each 
study in turn. The following sec/
tion discusses evaluation issues 
that span the studies. 

2.3.1 Survey of Partners 

Of the three Census-commissioned 
evaluations, this study was most 
process-oriented. It provides a 
good quantitative assessment of 
the number and level of involve/
ment of active partners. The 
Survey of Partners did not attempt 
to measure person-level outcomes 
in terms of awareness, beliefs, or 
participation in Census 2000, even 
though the ultimate goals of the 
Partnership Program were very 
much linked with those of the 
advertising campaign and other 
PMP activities. In fact, one of the 
objectives of the PMP model was 
to reduce resistance to the census 
among the hardest to enumerate 
to "pave the way for community 
programs," which would likely 
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have come via the Partnership 
Program. The decision not to 
attempt to measure such outcomes 
retrospectively was probably a 
good one. However, it might be 
possible in future evaluation 
efforts to measure the "reach" of 
partners prospectively, using a 
community case study approach. 

2.3.2 Census in Schools Evaluation 

This survey-based evaluation pro/
vided more detail on the effective/
ness of one major component of 
the Partnership and Marketing 
Program, an attempt to introduce 
Census 2000 into the classrooms 
of the country's elementary and 
secondary schools. Like the Survey 
of Partners, it too is more of a 
process than an outcome evalua/
tion, useful for assessing the 
implementation of the program 
rather than its effect on Census 
2000 return rates. 

2.3.3 Partnership and Marketing 
Program Evaluation Survey 

The three-wave (baseline, pre-cen/
sus, post-census) survey design 
was employed to address the tar-
get populations in manners most 
appropriate to their circumstances. 
A mixture of telephone and in-per-
son survey modes was used to 
ameliorate the difficulties in sam/
pling and surveying some hard-to-
count populations. In the first 
wave, the expected sample frame, 
the Decennial Master Address File 
(DMAF), was not available so a ran/
dom-digit-dial (RDD) approach was 
implemented for surveying the 
general population and oversam/
ples of Hispanics, non-Hispanic 
African Americans, and native 
Hawaiians. As described in more 
detail below, the Wave 1 response 
rate was lower than the Wave 2 
and 3 administrations, which used 
the DMAF. 

Limitations of the design include 
issues of sampling error, nonre/
sponse, frame undercoverage, and 
response error. Appropriate adjust/
ments and caveats were used in 
the analysis and reporting, and are 
noted in this report where applica/
ble. For one of the more problem/
atic populations, American Indians, 
the conclusion drawn is that 
undercoverage "…should be com/
parable to that achieved for this 
population in the Census 2000 
itself." (Wolter et. al., 2002, p. 10) 

One limitation of the evaluation 
was particularly highlighted by the 
authors: the inability to clearly and 
separately quantify the effects of 
the mass-media campaign and 
effects of the partnership program. 
Due to the variety of potential 
influences possible from the two 
programs, as well as other census-
related stimuli (e.g., news reports, 
etc.), the time periods covered, 
and known problems in respon/
dent recall precision, the separa/
tion of effects was seen to be a 
daunting task. For this quantifica/
tion, an experimental approach 
was recommended in future evalu/
ations. 

Some specific comments on the 
PMPE (others will be incorporated 
in topic areas below): 

• ;While the PMPE survey included 
questions specific to messages 
in the advertising campaign, 
analysis of these items was not 
included in the report. There 
were also intended to be some-
what different messages in dif/
ferent phases of the campaign–it 
is not clear from the materials 
provided what these variations 
were, nor whether the variations 
were covered in the PMPE ques/
tionnaire, which had the same 
content regarding messages in 
each Wave. 

• ;It would have been instructive 
for the analysis of the relation-
ship between beliefs about the 
census and reported participa/
tion to have been extended to 
(or replaced by) the same 
assessment using actual partici/
pation. 

• ;The factor analysis of PMPE 
belief items and the use of a 
composite belief variable was 
illuminating. However, for com/
parison with previous research 
further item-by-item analysis 
would have been helpful. It is 
also not clear whether the lack 
of movement in the belief com/
posite between Wave 2 and 
Wave 3 could have been due to 
the performance of particular 
items, notably the negative 
beliefs stimulated by the nega/
tive long form publicity. 

2.3.4 Census Monitoring Survey 

While not a census-sponsored eval/
uation activity, this study provided 
very interesting and useful week-
by-week snapshots of the popula/
tions' reactions to the PMP and the 
mailout/mailback operation. The 
CMS provided the flexibility to 
respond to breaking events, such 
as the controversy over the long 
form, perhaps its most valuable 
contribution in 2000. 
Unfortunately, two planned compo/
nents of this effort, additional 
rounds of interviewing into the 
NRFU period and collection of actu/
al return behavior, apparently did 
not happen. These features would 
have provided additional useful 
insights. 

The CMS is a complement to the 
PMPE, and an entirely different 
kind of survey. While the effective 
response rates are somewhat lower 
to considerably lower than those 
of the PMPE survey waves, its tem/
porally fine-grained view of the 
effects of the advertising campaign 
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can't be replicated in the PMPE 
style of survey design without 
compromising the response rate, 
which depends on repeated con/
tacts over a period of several 
weeks. 

2.4 Cross-study evaluation 
topics 

2.4.1 Experimental Design 

The studies evaluating the effects 
of the Partnership and Marketing 
Program and the Census 2000 
Dress Rehearsal were observation/
al. The limitations of observational 
designs in the establishment of 
cause and effect are clearly stated 
in the NORC report on the PMPE 
(also see Cook and Campbell, 
1979). (NORC's final recommenda/
tion is to include an experimental 
design in future evaluations.) 
From an evaluative perspective, it 
certainly would be easier and less 
ambiguous if it were possible to 
partition people into real-world 
groups receiving measured doses 
of advertising and/or exposure to 
partnership activities. Classical 
(e.g., agricultural) experimental 
designs have the power of control-
ling sources of variation and so 
allow the establishment of causa/
tion and the quantification of 
effects. An experiment might elim/
inate possible confounding of 
mass media and Partnership activi/
ties. Indeed, people included in 
such an experiment would not 
even have to report exposure to 
such activities. Activity and expo-
sure levels would be set and 
known. 

We do not think, however, that it 
would be feasible to design a 
meaningful experiment for the 
evaluation of the effects of mass 
media on awareness and behavior. 
By its very nature, mass media is 
"out there" for all to see so the 
control of its reach and frequency 
for selected groups is at least 

problematic if not actually impossi/
ble. It is difficult to imagine suc/
cessful control of media outlets in 
a manner that would allow selec/
tion of differential doses for select/
ed groups in the same way that 
soil Ph and moisture might be con-
trolled in a classical experiment. 

Designing an experiment evaluat/
ing the effects of the Partnership 
Program is more conceivable, 
although any such design would 
likely still be confounded by the 
mass media campaign. 
Partnership activities could be 
restricted to selected geographic 
areas so that experimental and 
control groups could be estab/
lished. This would not establish 
the dose or mix of treatments 
received, however, for surveyed 
individuals (and recall, as noted 
above, can be a poor indicator). 
Although perhaps somewhat more 
tractable, it would also be difficult 
to select initially comparable 
experimental groups for treat/
ments. At the least, such groups 
would have to have comparable 
baseline attitudes and knowledge 
of the census and similar patterns 
of census form return. 

2.4.2 Timing of the evaluation 
activities 

The PMP was carefully designed to 
build over time to a peak just 
before and during the mailout 
/mailback operation, and to re/
energize for the NRFU operation. 
The evaluation activities were 
designed around the PMP and 
Census 2000 operations. Wave 1 
and Wave 2 of the PMPE were well 
positioned to capture the effects of 
the Education phase of the paid 
advertising campaign. Wave 3's 
position does not allow such a 
clean look at a particular part of 
the PMP: between Wave 2 and 
Wave 3 was the Motivation phase 
of the advertising campaign and 

the mailout/mailback operation. 
The NRFU effort and the associated 
advertising campaign were active 
while Wave 3 was in the field. The 
quantity and volume of ambient 
information about the census also 
peaked during the period between 
Wave 2 and Wave 3, and into the 
Wave 3 field period. Finally, the 
Wave 3 field period extended 
almost a month after the end of 
NRFU activities, which may have 
resulted in increased recall error 
for the later interviews. It is thus 
impossible for the PMPE to disen/
tangle the effects of these different 
events, but it does provide useful 
information on the cumulative 
effects of all of the influences on 
census behavior. 

The CMS fit nicely into the gap 
between the PMPE's Wave 2 and 
Wave 3 to offset the limitation just 
described. The week-by-week 
design allowed tracking during the 
peak period of PMP activity. 
Unfortunately, since the planned 
last two weeks of the CMS, during 
the NRFU, apparently did not hap-
pen, there is no way to isolate the 
effects of the NRFU phase of the 
advertising campaign. 

The major shortcoming of the 
Survey of Partners was the timing 
of the field period, many months 
after Census 2000 operations. 
Some contact persons at partner 
organizations had left the organi/
zation, and others had difficulty 
recalling details of their involve/
ment. Thus, the survey probably 
underestimates somewhat both the 
number of active partners and the 
level of involvement of active part/
ners. About one-quarter of sam/
pled organizations from the 
Census Bureau's database were 
never contacted during the survey, 
despite multiple attempts both 
through the mail and over the tele/
phone. The timing of the survey 
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undoubtedly contributed substan/
tially to this low rate of contact. 

2.4.3 Civic activities 

Because the Y&R model of 
response likelihood was based on 
the assumption that general civic 
participation would be correlated 
with returning the census form, it 
might have been useful for the 
PMPE to have put somewhat more 
emphasis on civic participation in 
its design and analysis. The PMPE 
questionnaire for each wave 
included seven questions on civic 
participation. Given the distribu/
tion of responses in the PMPE sur/
vey (Wolter et. al., 2002, Figure 16) 
compared with the Y&R estimates 
(Wolter et. al., 2002, Figure 1) it 
seems likely that the Y&R model 
was based on more items. Thus, it 
is probably not appropriate to 
compare the two sets of estimates. 
Two points are worth noting, how-
ever. First, the level of no civic par/
ticipation in the general population 
in the Y&R model (17 percent) is 
almost identical to that found in 
the PMPE survey in Wave 1 and 
Wave 2. Second, the distribution of 
amount of civic participation drops 
in Wave 3, with those with no 
activities increasing to about 25 
percent and those with three or 
more activities dropping from 
about 24 percent to about 10 per-
cent11. The decrease in civic partici/
pation (of those reporting at least 
one activity) between Wave 1 and 
Wave 3 is statistically significant 
for the general population, for non/
Hispanic African-Americans, and 
for non-Hispanic Whites. The PMPE 
report does not explore any possi/
ble relationship between this dif/
ference in civic participation across 

11 Wolter et. al. suggest that seasonality 
may explain this difference, perhaps with a 
reduction in PTA participation as the summer 
approached, but were unable to test this 
hypothesis. Since the questionnaire asks 
about participation in the past 12 months, 
this explanation seems unlikely. 

waves and any of the findings with 
regard to awareness, beliefs, or 
behavior. 

The few findings presented in the 
PMPE report relating to civic partic/
ipation provide only very limited 
support for the Y&R likelihood 
model. There were significant dif/
ferences (in the expected direction) 
in recent census awareness by 
level of civic participation for the 
general population, for non/
Hispanic African-Americans, for 
Asians, and for American Indians. 
There were similar but non-signifi/
cant differences for Hispanics, non/
Hispanic Whites, Asians, and 
Native Hawaiians. None of the final 
multivariate models described in 
the report found a significant rela/
tionship between civic participa/
tion and intended or actual partici/
pation (when controlling for other 
factors). While there may have 
been a positive correlation 
between civic participation and 
returning the census form, other 
factors would appear to explain 
that correlation if it exists. 

2.4.4 Survey nonresponse 

The response rates for PMPE Wave 
1, Wave 2, and Wave 3 were 48.4 
percent, 64.5 percent, and 67.7 
percent, respectively. Wolter et. al. 
acknowledge that nonresponse is a 
potential source of bias in the find/
ings. Generally, nonresponse bias 
is more likely when variables of 
interest are correlated with the 
propensity to respond to the sur/
vey. Intuitively, one would expect a 
correlation between responding to 
a telephone or in-person survey 
and mailing back the census form. 
Thus, there is reason to be con/
cerned about nonresponse bias in 
the PMPE survey and others that 
seek to evaluate the effects of 
PMP or other activities on the cen/
sus return rate. 

Table 5 shows the final weighted 
and unweighted return rates for 
participants in Wave 2 and Wave 3 
of the PMPE survey and correspon/
ding final return rates12 for the 
population as a whole. For Whites 
and American Indians, the rates are 
reasonably comparable, but for 
Hispanics, African-Americans, and 
Asians the survey respondent 
return rates are 10 or more per/
centage points higher than the 
population rates. Some of this dif/
ference may be due to the effects 
of the survey, in essence acting as 
a motivating factor. However, by 
extrapolation, within these race 
and ethnic groups survey nonre/
spondents had a 50 percent or 
lower final census return rate, indi/
cating that there is some other sys/
tematic difference between respon/
dents and nonrespondents in these 
groups. While it is impossible to 
know what the bias would be, we 
surmise that some of the differ/
ences between the White and other 
populations in awareness, beliefs, 
etc., would have been even greater 
had there been no survey nonre/
sponse. Note that the weighted 
return rates for survey participants 
are generally higher than the 
unweighted rates, so the weighting 
does not ameliorate the 
apparent bias. 

Martin (2001) discussed the 
response rates and potential for 
bias in the CMS. The response 
rates for the five weekly CMS sur/
veys ranged from 58 percent to 83 
percent. However, the sample 
frame for these surveys was the 
InterSurvey panel, recruited using 
an RDD sample design. The com/
bined response rate thus averaged 
around 30 percent, considerably 
lower than the rates for the PMPE. 

12 We use final return rates rather than 
the rates through April 18 because of dis/
crepancies in the difference between the 
4/18 and final rates in the Wolter et. al. 
report and for the U.S. population. 
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Table 5. 
Final Return Rates for PMPE Wave 2 Survey Respondents by Sample and for Correspond�
ing Groups in the General Population 

Final return rate 

Census 2000 
final return 

rate** 
PMPE Survey 

response rate*† 

Estimated final 
return rate for 

survey non-
respondents*** 

Difference†† 
between and 
respondents’ 

non-respondents 
final return ratesUnweighted* Weighted* 

Wave 2 

Total Population. . . . . . . . . . . . . .  81.1 84.4 57.8 
Hispanic. . . . . . . . . . . . . . . . . . . . . .  81.9 81.7 69.2 51.8 30.1 
African-American . . . . . . . . . . . . . .  74.8 76.6 64.3 49.9 24.9 
White . . . . . . . . . . . . . . . . . . . . . . . .  87.1 87.1 86.8 86.4 0.7 
Other . . . . . . . . . . . . . . . . . . . . . . . .  79.0 79.3 
Asian . . . . . . . . . . . . . . . . . . . . . . . .  88.5 89.8 74.6 72.2 38.6 49.9 
American Indian. . . . . . . . . . . . . . .  72.3 74.7 70.7 71.2 66.8 5.5 
Native Hawaiian. . . . . . . . . . . . . . .  76.8 79.2 59.4 73.0 

Wave 3 

Total Population. . . . . . . . . . . . . .  80.1 80.9 64.6 
Hispanic. . . . . . . . . . . . . . . . . . . . . .  83.5 89.2 69.2 47.6 35.9 
African-American . . . . . . . . . . . . . .  73.5 74.6 64.3 50.4 23.0 
White . . . . . . . . . . . . . . . . . . . . . . . .  83.9 81.7 86.8 91.1 –7.2 
Other . . . . . . . . . . . . . . . . . . . . . . . .  79.0 60.9 
Asian . . . . . . . . . . . . . . . . . . . . . . . .  88.3 85.3 74.6 55.6 35.5 52.9 
American Indian. . . . . . . . . . . . . . .  69.2 71.1 70.7 74.6 74.3 –5.1 
Native Hawaiian. . . . . . . . . . . . . . .  76.1 78.0 †††59.4 72.6 

† Unweighted response rate 3 from Appendix B. 

***Calculated from unweighted return rate, Census 2000 final return rate, and PMPE survey response rate. 

††Difference in percentage points. 

††† U.S. population value is for Pacific Islanders. 

*Source: Wolter et. al. (2002) 

**Source: Stackhouse and Brady (2002) 

Martin made the following obser/

vations about the potential for bias 

in the CMS: 

• ;The demographic composition 

of the samples match reason-

ably well with that of the 

Current Population Survey, 

except that the CMS under-rep/

resents those with less than a 

high school education and over-

represents voters; 

• ;Likely biases are in Census 2000 

participation rates (participation 

is highly correlated with voting) 

and concerns about privacy 

(nontelephone households are 

not included in the CMS sam/

ples, and households with 

unlisted numbers are under-

represented); 

• ;Any biases that are present are 

more likely to affect estimates 

of levels, and less likely to 

affect trend estimates, since the 

bias should be relatively con/

stant over the surveys. 

The Survey of Partners achieved an 

overall response rate of 68 per-

cent. The refusal rate was only 

about 7 percent; most nonre/

sponse was due to difficulty in 

contacting partner organizations. 

As noted earlier, this difficulty was 

likely due in part to the timing of 

the survey, and probably resulted 

in under-estimating partner partici/

pation in Census 2000 activities, 

since, for example, some contact 

staff responsible for census-related 

activities were no longer with the 

partner organization. 

Nonresponse could be a serious 
issue for the CIS Evaluation survey, 
although it perhaps is of less con/
cern from a process evaluation per/
spective than from the perspective 
of producing population estimates. 
Only 28 percent of the sample 
returned questionnaires, and 26 
percent were ultimately included in 
the analysis. As noted by the 
report's authors, "Our expectation 
is that teachers who did not hear 
of the program or did not use the 
CIS materials were less willing to 
respond to the survey." This intu/
itively reasonable observation sug/
gests that the survey may over-
estimate awareness of the CIS 
Program and use of its materials. 
The fact that the response rate 
among teachers sampled from the 
orderers' list (32 percent) was only 
a little higher than that among 
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those sampled from the commer/

cial list (27 percent) provides some 

reassurance about this potential 

for bias, however. Nonetheless, 

one should interpret level esti/

mates with caution. It is less clear 

how non-response may have 

affected comparisons, such as 

between HTE and non-HTE areas. 

2.4.5 Language spoken at home 

One important area where nonre/

sponse may be an issue is with lin/

guistically isolated individuals. Of 

the various studies evaluating the 

PMP, only the PMPE survey has 

much to say about such people. 

The survey was conducted in 

English and Spanish. Some number 

of households were not screened, 

and some number of interviews 

were not conducted, because of 

language barriers13. We cannot tell 

whether translators or proxy inter-

views were allowed for languages 

other than Spanish, but some num/

ber of interviews were conducted 

where a language other than 

English was spoken at home. 

13 Language problems and "incapacita/
tion" were counted together in the PMPE 
report, Appendix B. 

Total nonresponse due to language 
and incapacity in Wave 1 ranged 
from about 2.5 to 3.5 percent in 
the core, American Indian, and 
Asian samples, and was about 9 
percent in the Native Hawaiian 
sample. In Wave 2, it was between 
2 and 2.5 percent for the core, 
Asian, and Native Hawaiian sam/
ples. In Wave 3, it was about 2.5 
percent for the core, 4 percent for 
the Native Hawaiian sample, and 9 
percent for the Asian sample. 
There was virtually no nonre/
sponse for these reasons in the 
American Indian sample in Waves 2 
and 3. 

"Language spoken at home" was 
used several times as an explana/
tory variable in the PMPE report, 
broken down as English, Spanish, 
and Other. The findings include: 

• ;Awareness of census communi/
cations increased significantly 
for all languages between Wave 
1 and Wave 3, but less so for 
Spanish and Other than for 
English; 

• ;The correlation between aware/
ness of census communications 
generally, and of mass media 
communications, and intended 

participation increased from 
Wave 1 to Wave 2 about the 
same for English, Spanish, and 
Other language spoken at home; 

• ;The correlation between aware/
ness of community-based com/
munications and intended par/
ticipation did not increase 
significantly for Other, while it 
did for English and Spanish in 
the core sample and for English 
in the Native Hawaiian sample; 

• ;In the multivariate analysis, 
households speaking an Other 
language at home were signifi/
cantly more likely to return their 
census forms than were English-
at-home households. 

The last finding in particular is 
counter-intuitive; one would expect 
linguistically isolated households 
to have a lower return rate. The 
authors discount the findings 
about Other-language households 
because of small sample sizes. 
However, nonresponse bias may be 
particularly acute here-truly lin/
guistically isolated households 
(other than those speaking 
Spanish) would apparently not 
have been able to complete 
the survey. 
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3. Summary of Results 

Through its continuing program of 
methodological research and inno/
vation to improve the census, the 
Census Bureau was able in Census 
2000 to reverse the downward 
trend in mail return rates and 
reduce the differential undercount. 
The combination of several major 
evaluation efforts for the Census 
2000 Partnership and Marketing 
Program provides much insight 
into the effects of the PMP, and the 
connection between the PMP and 
the other successes is intuitively 
compelling. However, the grand 
prize of the evaluation activities, a 
direct connection between the PMP 
interventions and return rates, 
remains elusive. 

Here is what we believe we can 
say with confidence from the eval/
uation data we have examined: 

• ;The mandatory notice on the 
questionnaire's outer envelope 
had a positive effect on return 
rates. 

• ;The Partnership Program and 
the Census in Schools Program 
were relatively successful in 
reaching out to hard-to-enumer/
ate populations, as evidenced 
by the kinds of constituencies 
active partners reported in the 
Survey of Partners and by the 
levels of awareness and use of 
materials reported in the CIS 
evaluation survey, although it is 
not possible to quantify their 

impact in terms of number of 

individuals reached or increases 

in participation rates. 

• ;The PMP, and the paid advertis/

ing program in particular, dra/

matically increased awareness 

of the census among the gener/

al population, and among cer/

tain traditionally hard-to-enu/

merate race and ethnic groups. 

• ;Print media coverage of Census 

2000 nationally was much 

broader than in 1990, and prob/

ably more positive in tone over-

all. 

• ;The PMP increased the propor/

tion of positive beliefs about the 

census up to the time of the 

mailout. 

• ;The effects on proportion of 

positive beliefs vary by belief 

and by race and ethnic group. 

• ;Some positive beliefs about the 

census are associated with 

increased reported participation, 

and the association varies some-

what by race and ethnic group. 

• ;Organizations including many 

targeting traditionally hard-to-

enumerate populations, con/

ducted a large number of activi/

ties in support of Census 2000, 

with cash and in-kind contribu/

tions exceeding $500 million. 

The following statements are indi/
rectly supported by the evaluation 
data or other research: 

• ;News stories about politicians 
saying that the long form is an 
invasion of privacy had a nega/
tive effect on return rates for 
the long form; CMS data are per-
suasive on this point. 

• ;The advance letter is likely to 
have had a positive effect on 
response rates. 

• ;The respondent-friendly ques/
tionnaire design is also likely to 
have had a positive effect, and 
the effect may have been 
greater in hard-to-enumerate 
areas. 

• ;Receipt of the mailout package, 
particularly the long form, may 
have increased some negative 
beliefs about the census. 

• ;Nonresponse to the PMPE and 
CMS probably results in an 
underestimate of the differences 
between the non-Hispanic White 
population and the Hispanic, 
non-Hispanic African-American, 
and Asian populations. 

• ;Nonresponse to the PMPE and 
CMS also results in an underesti/
mate of the differences between 
English-speaking and linguisti/
cally isolated households in 
awareness and behavior with 
regard to the census. 
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4. Recommendations 

It is very hard, if not impossible, 
from the statistical evidence to 
attribute the relative success of 
Census 2000 to the PMP or its 
components. The fact remains that 
Census 2000 was much more suc/
cessful than predicted, and more 
successful than the 1990 Census. 
It seems reasonable to take the 
view that a number of changes 
were made, many incorporated 
into the PMP, and overall they were 
successful. Thus, it seems reason-
able that this successful strategy 
should be continued, with refine/
ments that appear warranted in the 
spirit of continuous improvement. 

It is very likely that including the 
message that participation is 
required by law on the mailout 
envelope had a positive effect on 
return rates, and should be contin/
ued. An experimental test of this 
message in a noncensus year 
increased returns by about 10 per/
centage points overall. Otherwise, 
we do not feel that the data war-
rant recommendations about con/
tinuing specific aspects of the PMP 
or not. 

The lack of an experimental design 
was a principal reason for not 
being able to associate the return 
rate success of Census 2000 with 
PMP components. It does not seem 
sensible to embed an experimental 
design in a decennial census, but it 
may be possible to do so in a 
dress rehearsal or field test carried 
out in discrete geographic loca/
tions. In particular, it would be 
instructive to vary the PMP or "cen/
sus climate" factors as a whole 
against different features of the 
mail pieces. 

The data accumulated over three 
censuses should be able to provide 
guidance on what beliefs about the 
census (a) are associated with 
return propensity and (b) can be 
influenced by marketing and com/
munication efforts, differentially by 
race and ethnicity. We recommend 
that the next marketing and com/
munication campaign review these 
findings to identify particular mes/
sages to include for particular seg/
ments of the population. 

Given that general civic participa/
tion does not seem to be a primary 
factor in return propensity 
(although the two may be correlat/
ed), we recommend a review of the 
Y&R model to see how its segmen/
tation strategy might be different if 
other factors were used as the 
basis. 

We recommend a review of PMP 
activities, including the segmenta/
tion strategy, to assess how they 
might better reach younger adults 
and those who speak languages 
other than English and Spanish at 
home. New formative work for 
these groups may also be 
warranted. 

Regarding evaluation activities for 
the next census, we recommend 
continuing PMPE- and CMS-type 
surveys. We recommend extending 
the CMS to go into the NRFU peri/
od, assuming that activities target/
ed to the NRFU remain a part of 
the PMP, and obtaining actual par/
ticipation information on CMS 
households to include in the analy/
sis. It would be desirable for Wave 
3 of the PMPE to coincide more 
closely with the NRFU period (i.e., 

rather than extending beyond it), 
although a truncated field period 
would undoubtedly lower the 
response rate somewhat. 

While desirable, it is unlikely that 
the next survey would be any 
more successful than the 2000 
PMPE at connecting the PMP or its 
components directly with return 
behavior. We recommend that the 
analysis of the next PMPE survey 
focus more on the marketing strat/
egy itself and its messages, with 
an eye toward continuous improve/
ment. 

The Survey of Partners was a use/
ful process evaluation, and should 
provide some guidance in planning 
and implementing a future 
Partnership Program. If the survey 
is repeated, it should be integrated 
into the overall schedule so as to 
be fielded as soon after partner 
activities subside as possible. It 
would also be helpful to provide 
partners with some of the evalua/
tion questions during the Program 
activities, so more (and more reli/
able) quantitative information 
would be available for the survey. 

If funds are available, new kinds of 
evaluation activities might be use/
ful. For example, it may be possi/
ble to do more comprehensive 
evaluations at a local level, using 
ethnographic and/or other qualita/
tive methods as well as surveys 
and other quantitative methods14. 
A locally-based "case study" 
approach could begin to quantify, 

14 Census 2000 activities included 
ethnographic research, but not specifically to 
help evaluate the PMP. 

U.S. Census Bureau Evaluations of the Census 2000 Partnership and Marketing Program 21 



for example, the reach of local and households more efficiently than a make causative connections not
national partner activities or local national survey. Combining qualita- possible with broad quantitative
media relations efforts. It could tive and quantitative methods data alone.
also assess influences on the locally would also provide more
behavior of linguistically isolated depth to the analysis, helping to

22 Evaluations of the Census 2000 Partnership and Marketing Program U.S. Census Bureau 



References 

Bates and Whitford (1991), 
"Reaching Everyone: Encouraging 
Participation in the 1990 Census," 
Proceedings of the Social Statistics 
Section, American Statistical 
Association, 507-512. 

Bentley, M. (2003), Census 2000 
Auxiliary Evaluation: Evaluation of 
Partnership and Marketing on 
Improving Census 2000 Mail 
Return Rates, Washington, D.C., 
U.S. Census Bureau, April 3. 

Citro, C.F., D.L. Cork, and J.L. 
Norwood, Eds. (2001), The 2000 
Census: Interim Assessment, 
National Academy Press, 
Washington, D.C. 

Clark, J.R., D.A. Dillman, and M.D. 
Sinclair (1993), "How Prenotice 
Letters, Stamped Return Envelopes 
and Reminder Postcards Affect 
Mailback Response Rates for 
Census Questionnaires," Annual 
Research Conference Proceedings, 
Bureau of the Census, 37-48. 

Cook, T.D. and Campbell, D.T. 
(1979). Quasi-Experimentation -
Design & Analysis Issues for Field 
Settings, Rand McNally College 
Publishing Company, Chicago. 

Dillman, D.A., M. Sinclair, and J.R. 
Clark (1993), "Effects of 
Questionnaire Length, Respondent-
friendly Design, and a Difficult 
Question on Response Rates for 
Occupant-addressed Census Mail 
Surveys," Public Opinion Quarterly 
57: 289-304. 

Dillman, D.A., E. Singer, J.R. Clark, 
and J.B. Treat (1996), "Effects of 
Benefits Appeals, Mandatory 
Appeals, and Variations in 
Statements on Confidentiality on 
Completion Rates for Census 
Questionnaires," Public Opinion 
Quarterly 60: 376-389. 

Douglas Gould and Co. (2001), 
"Media Analysis of Census 2000," 
Washington, D.C., U.S. Census 
Bureau, February 28. 

Fay, R.E., N. Bates, and J. Moore 
(1991a), "Lower Mail Response in 
the 1990 Census: A Preliminary 
Interpretation," Annual Research 
Conference Proceedings, 
Washington, D.C., U.S. Census 
Bureau, 3-32. 

Fay, R. E., Carter, W., Dowd, K. 
(1991b) "Multiple causes of nonre/
sponse: Analysis of the Survey of 
Census Participation." Proceedings 
of the Social Statistics Section, 
American Statistical Association, 
525-530. 

Kulka, R. A., Holt, N. A, Carter, W., 
and Dowd, K. (1991) "Self-reports 
of time pressures, concerns for pri/
vacy, and participation in the 1990 
mail census." Annual Research 
Conference Proceedings, 
Washington, D.C., U.S. Census 
Bureau, 33-54. 

Macro International (2002), Census 
2000 Evaluation D.2: Evaluation of 
the Census in Schools Program: 
Materials and Distribution, 
Washington, D.C., U.S. Census 
Bureau Planning, Research, and 
Evaluation Division, July 10. 

Martin, E. (2000), "Changes in pub/
lic opinion during the census." 
Paper presented at the Census 
Advisory Committee of 
Professional Associations, Virginia, 
Oct. 19, 2000. 

Martin, E. (2001), "Privacy 
Concerns and the Census Long 
Form: Some Evidence from Census 
2000," Proceedings of the Section 
on Survey Methods Research, 
American Statistical Association. 

Martin, E., and E. Rivers (2001), "A 
Look at Some Preliminary Results 
of Evaluating the Census 2000 
Integrated Marketing Strategy," 
paper prepared for presentation at 
the American Association for Public 
Opinion Research. 

Martin, B., J. Moore, N. Bates, H. 
Woltman, D. Hubble, and E. Rivers 
(undated), "Project Overview-
Census Tracking Study," 
Washington, D.C., U.S. Census 
Bureau, unpublished document. 

Moul, D.A. (2002), Census 2000 
Evaluation H.5: Nonresponse 
Followup for Census 2000, 
Washington, D.C., United States 
Census Bureau. 

Nie, N., and J. Junn (2000), "Census 
Monitoring Study Summary 
Findings," press release, May 4, 
2000. InterSurvey, Inc. 

Roper-Starch (1999), Promotion 
Evaluation: Evaluating the 
Effectiveness of Paid Advertising in 
the Census 2000 Dress Rehearsal 
in Sacramento and South Carolina: 
Survey Findings, report prepared 
for the U.S. Census Bureau. 

Sha, B., and L.V. Collins (forthcom/
ing), "Communicating the 
Importance of Civic Participation in 
Census 2000: How America Knows 
What America Needs," draft chap/
ter for L.L. Kaid, D.G. Bystrom, M.S. 
McKinney, and D.B. Carlin, eds., 
Communicating Politics: Engaging 
the Public in Democratic Life, 
in press. 

Stackhouse, H.F., and S. Brady 
(2002), Census 2000 Evaluation 
A.7.b: Census 2000 Mail Return 
Rates, Washington, D.C., United 
States Census Bureau. 

U.S. Census Bureau Evaluations of the Census 2000 Partnership and Marketing Program 23 



Tortora, R.D., S.M. Miskura, D.A. 
Dillman (1993), "Onward Towards a 
2000 Census Design: Research 
Results," Proceedings of the Section 
on Survey Research Methods, 
American Statistical Association, 
120-128. 

Westat (2001), Census 2000 
Evaluation D3: Report of Survey of 
Partners, Washington, D.C., U.S. 
Census Bureau Planning, Research, 
and Evaluation Division, 
November 19. 

Wolter, K., B. Calder, E. Malthouse, 
S. Murphy, S. Pedlow, and J. Porras 
(2002), "Census 2000 Evaluation: 
Partnership and Marketing Program 
Evaluation," Washington, D.C., U.S. 
Census Bureau Planning, Research, 
and Evaluation Division, July 17. 

U.S. Census Bureau (2001), 
Regional Partnership Report: 
Portrait of America. Washington, 
D.C., U.S. Census Bureau. 

U.S. Census Bureau (2003), 
"Decision on Intercensal Population 
Estimates," March 12, 2003, 
Washington, D.C., report. 

U.S. Census Bureau, Decennial 
Management Division (undated), 
"Census 2000 Partnership and 
Marketing Program: Program 
Master Plan," Washington, D.C., 
unpublished document. 

24 Evaluations of the Census 2000 Partnership and Marketing Program U.S. Census Bureau 



Appendix


Figure 1. 
Schedule of Census 2000 Operations, Paid Advertising Campaign, 
and Evaluation Activities 

Note: The Partnership Program began well before and extended throughout the time frame shown here. 
The Survey of Partners is not included in this figure since it occurred substantially later than this time frame. 
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EXECUTIVE SUMMARY 

The evaluation of the Address Listing operation for Census 2000 seeks to examine the 
operation's impact on creating the Master Address File for certain areas of the country. 

The U.S. Census Bureau conducted the Address Listing operation from July 1998 to May 1999, 
and used the results to create the initial address list for areas that would be enumerated using 
Update/Leave methodology during Census 2000. In the Address Listing operation, census 
enumerators canvassed door-to-door to identify the mailing address and physical location of 
addresses in areas where the Census Bureau believed that problems were likely with developing 
an accurate mailing list and delivering census questionnaires through the mail. The enumerators 
also located each housing unit with a map spot on a block map and collected an occupant name 
and telephone number, when possible. 

This evaluation looks at the number, geographical location, characteristics, and quality of 
addresses listed during the Address Listing operation. 

How many addresses were added to the Master Address File as a result of the 

Address Listing operation? 

Stateside, about 22 million housing units were listed in the Address Listing operation. Since the 
Address Listing operation targeted mostly rural areas of the country, the majority of the units 
from the operation were in the southern and midwestern parts of the United States. The South 
had close to half of all the units listed during the operation. 

An additional 1.4 million addresses were listed in Puerto Rico. All of Puerto Rico was 
canvassed during the Address Listing operation and was enumerated using Update/Leave 
methodology. 

We listed at least one residential address in over 57 percent of the approximately 3.5 million 
blocks that we canvassed in this operation. 

We listed over 60 addresses in fewer than three percent of the blocks with at least one address in 
them. We should expect this because, with the exception of Puerto Rico, Address Listing 
targeted areas of the country where there are not a large number of housing units in a single 
block. 
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What are the characteristics of Address Listing adds? 

Despite Address Listing occurring in mostly rural areas of the United States, over 73 percent of 
the adds had complete city-style (house number, street name) addresses. About 14 percent of the 
units had incomplete or no address information, but location descriptions of the units were 
recorded for over 95 percent of those. Both city-style address information and location 
descriptions enable enumerators to locate the units on the ground when they deliver the census 
forms during Update/Leave and other census field operations. The presence of a map spot, a 
unique identifier for a housing unit on a census map within a block, is also crucial when trying to 
locate a unit in rural areas. Over 99 percent of the Address Listing adds have map spots. 

In the mostly rural areas in which Address Listing was done, there are not likely to be many large 
apartment buildings, therefore it should be expected that most of the added addresses were 
single-unit structures. Single units account for about 90 percent of the total adds in the United 
States and less than four percent of the adds were in structures with ten or more units. 

What was the quality of the addresses added during Address Listing? 

To look at the number of "good" addresses that were added during the operation, we can look at 
Decennial Master Address File deliverability and final status in the census. An address in the 
Master Address File was deliverable to the Decennial Master Address File if it was eligible to be 
included on the Decennial Master Address File when it was created. Addresses eligible for the 
Decennial Master Address File include those that represent (based on the information that the 
Census Bureau has) potential residential housing units that are coded to census blocks and have a 
map spot.  Over 99 percent of the Address Listing adds were delivered to the Decennial Master 
Address File and approximately 94 percent of all Address Listing adds were included in the final 
Census 2000 counts. 

Another way to look at the quality of Address Listing adds is to look at how often census 
personnel went outside of their boundaries when listing. Address Listing was supposed to be 
done in Update/Leave areas, some of which were subsequently converted to Rural 
Update/Enumerate areas. Only about 45,500 addresses, or 0.2 percent of the Address Listing 
adds, were ultimately geocoded to a block in a non-Address Listing enumeration area. Listers 
could also have stayed in the correct enumeration area and simply placed the address in the 
wrong block. The extent of that is also small. Address Listing enumerators added about 62,000 
addresses (0.3 percent) in blocks that disagree with the final official block code in the Master 
Address File. 
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How many Address Listing adds are on the Delivery Sequence File? 

In areas where most mailing addresses are city-style (for example, 101 Main Street), we created 
the Master Address File by combining addresses from the 1990 census Address Control File with 
addresses in the U.S. Postal Service Delivery Sequence File, which is a national file of individual 
mail delivery point addresses. In these areas, we enumerated using Mailout/Mailback 
methodology, which consisted of the Census Bureau delivering questionnaires to housing units 
through the U.S. Postal Service, and requesting that residents mailback their forms. 

Approximately 43 percent of the addresses added in Address Listing matched to addresses that 
were identified as residential on or before the September 1998 Delivery Sequence File, which is 
before the time of mailout of census forms.  About 280,000 blocks in Update/Leave areas had all 
of their addresses match to the Delivery Sequence File. This is about 14 percent of all blocks in 
which there was at least one unit listed during the Address Listing operation. 

Recommendation: The existence of these addresses on the Delivery Sequence File suggests that 
the Census Bureau may want to reassess the methodology of delineation of Mailout/Mailback 
versus Update/Leave areas of the country for the 2010 Census and subsequent survey work. It 
also suggests that it may be reasonable in some areas to use the Delivery Sequence File as an 
address list building tool in some Update/Leave enumeration areas. 

How much did the additional callbacks contribute to obtaining additional address 
information? 

Listers were allowed two telephone callbacks to collect mailing address information during the 
Census 2000 Address Listing operation. There were three additional personal visit callbacks 
used to obtain address information in 36 of the approximately 3000 counties in which Address 
Listing was done. The 36 counties were the sites of the 1999 American Community Survey. The 
additional callbacks were made to maximize mail response in that survey. 

The counties in which the additional callbacks were allowed had 6.6 percent of units with 
complete Post Office Box addresses compared to about 3.7 percent of addresses having Post 
Office Boxes in the counties without additional callbacks allowed. There is also a slightly higher 
percent of units with some sort of incomplete address information in the counties where 
additionall callbacks were allowed. The percent of units with no address information was lower 
in these ACS counties as well. So it does appear that the additional callbacks may have 
contributed to the success of obtaining additional address information, although not in any 
significant manner. 

Recommendation: Since the impact of the additional callbacks on obtaining additional mailing 
address information appears small and we were not able to get the necessary cost data to do an 
effective cost comparison, we cannot recommend additional callbacks for a future Address 
Listing operation at this time. 
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1. BACKGROUND 

During Census 2000, the U.S. Census Bureau conducted the Address Listing operation to create 
an address list in areas where we planned to hand-deliver census questionnaires.  Address Listing 
was the first operation in these areas used to build the initial address list. Addresses that were 
listed during this operation were eligible for inclusion in later operations that occurred in these 
areas, such as the1999 Local Update of Census Addresses (LUCA 99) and the Update/Leave 
(U/L) operation. The Census Bureau used this hand-delivery method, called Update/Leave, in 
mostly rural areas of the country where it believed that problems were likely with developing an 
accurate mailing list and delivering census questionnaires through the mail. Update/Leave 
methodology was also used to enumerate all of Puerto Rico. This evaluation examines the 
Address Listing operation done in Census 2000 and the impact it had on adding addresses to the 
Master Address File (MAF). 

Similar operations to Address Listing took place in the 1990 census. These operations, the 1988 
and 1989 National Prelist operations, were the precursors to the Address Listing operation used 
in both the Census 2000 Dress Rehearsal and in Census 2000. The methodology used in the 
1990 census National Prelist operations is very similar to the methodology used in the Census 
2000 Address Listing operation. 

1.1 The 1988 National Prelist operation 

The 1988 Prelist was the first address compilation operation that the Census Bureau conducted 
for the 1990 census to obtain address data for small cities, suburban, and some rural areas where 
census questionnaires would be delivered by mail. The operation took place in these suburban 
areas and small cities that had a population density of about 50 or more persons per square mile. 
It did not take place in Puerto Rico. Puerto Rico was enumerated using List/Enumerate 
methodology in the 1990 census. 

The 1988 Prelist operation was conducted in four waves distributed regionally throughout the 
country. The operation had several objectives: 

•	 Obtain complete mailing address information for each living quarters (LQs) in the Prelist 
areas 

•	 Record the location description and householder name for any LQs that do not have house 
number/street name mailing addresses 

• Annotate census maps to show the location of the LQs 
• Assign each LQ to its correct 1990 census collection geography 

An evaluation of the 1988 Prelist involved examining a sample of Prelist Address Registers 
(PARs) and a review of numerous observation reports, debriefing questionnaires, and Prelist data 
summaries. The evaluation reported the following summary information: 
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•	 About 2.3 million blocks were canvassed during the operation, of which 75 percent 
contained living quarters (LQs). 

•	 In the blocks containing living LQs, approximately 27.9 million LQs were listed. These 
LQs were classified into the following address types: 

� 76 percent of the LQs listed were city-style addresses with house number/street name. 
� 13 percent of the LQS listed were rural route/box number addresses with road name and 

household name available. 
� Five percent of the addresses were Post Office (PO) boxes with road name and 

householder name available. 
� The remaining six percent of the addresses were General Delivery, Star Routes or 

incomplete addresses. 

The evaluation of the 1988 National Prelist operation recommended several changes: 

•	 Conduct the operation within “a realistic time frame.” The time spent in the field should 
be extended beyond the scheduled six weeks, and “flexibility” should be built into the 
schedule for “unexpected situations and system failures.” 

•	 Create a “task force to identify and examine the usage of the census maps and the 
problems experienced in the field during the 1990 census.” 

•	 Extend the maximum number of personal visits/callbacks to three. This recommendation 
was based on research during the 1987 test census in which a third callback was 
successful in obtaining mailing address information for approximately ten percent of the 
assigned cases. 

1.2 The 1989 National Prelist operation 

The 1989 National Prelist operation took place in areas with anticipated postal delivery problems 
and a population density of approximately less than 50 persons per square mile. It was not 
conducted in Puerto Rico because for the 1990 census, List/Enumerate was done in all of Puerto 
Rico. The goal of the 1989 Prelist was to list a projected 11 million addresses, that would be 
enumerated using the U/L method. The U/L method involved the annotation of census maps, 
update of address list, and delivery of questionnaires. 

The evaluation of the 1989 Prelist involved examining a sample of PARs and a review of 
numerous observation reports, debriefing questionnaires, and Prelist data summaries. Some of 
the summary information in the evaluation includes: 

•	 About 1.4 million blocks were canvassed during the operation. Of which, 68 percent 
contained LQs. 
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•	 In the blocks containing living LQs, approximately 10.2 million LQs were listed. These 
LQs were classified into the following address types: 

� 31 percent off the LQs listed were city delivery addresses with house number/street 
name. 

� 31 percent of the LQs listed were rural route/box number address with an available road 
name. 

� Nine percent of the addresses were Post Office (PO) boxes with an available road name 
and householder name. 

� The remaining 28 percent were other rural types of addresses, and listings that had only 
road names or location descriptions. 

The 1989 Prelist evaluation suggested that the Address Register Areas be redefined for Census 
2000 since it was determined that many of them were too large for the operation. 

1.3 Census 2000 Dress Rehearsal 

The Census Bureau selected three sites for the Census 2000 Dress Rehearsal: Columbia, South 
Carolina and eleven surrounding counties, Menominee County, Wisconsin, and Sacramento, 
California. Address Listing was conducted in the South Carolina and Menominee sites. As in 
the Prelist operations, the Census 2000 Dress Rehearsal Address Listing operation consisted of 
census enumerators going door-to-door to identify the mailing address and/or physical location 
description of housing units. This operation was done in areas where the Census Bureau thought 
that there would be a high concentration of non-city-style addresses. Housing units with non-
city-style addresses, such as rural route/box numbers, are difficult to locate and therefore require 
a field listing operation. During Address Listing, enumerators also map-spotted each housing 
unit on a block map and updated census maps. 

An evaluation of Dress Rehearsal Address Listing was done by examining the number of 
addresses listed in each Dress Rehearsal site, the percentage of city-style versus non-city-style 
addresses, and the percentage of addresses for which enumerators were able to obtain mailing 
addresses. The Dress Rehearsal Address Listing evaluation concluded that, in the South Carolina 
site, a large percentage of city-style addresses were found (approximately 61 percent), suggesting 
that, possibly, some of the block clusters could have been enumerated using Mailout/Mailback 
methodology. 
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1.4 Census 2000 

The Census 2000 Address Listing operation and the National Prelist operations which were used 
in the 1990 census used basically the same methodolgy with one notable exception. Unlike the 
National Prelist operations which were used in the 1990 census, the Census 2000 Address Listing 
operation was not done in any areas where we planned to deliver questionnaires by mail. 

During the Census 2000 Address Listing operation, listers systematically canvassed each block in 
their assignment area (AA) to construct a comprehensive list of addresses or physical location 
descriptions of housing units (HUs). Enumerators also annotated census maps with a 
corresponding map spot and number as they updated map features to represent ground truth. As 
the address information was collected, the lister recorded the householder name and mailing 
address in an Address Register (AR) for each HU from an occupant or knowledgeable person, 
such as a neighbor. The listers were allowed two telephone callbacks to collect this information. 

Originally, the Census Bureau planned to allow personal vist callbacks in all areas where 
Address Listing was done in order to collect as many mailing addresses as possible for use in 
subsequent census programs, such as the American Community Survey (ACS). However, in an 
effort to reduce costs and stay within the overall budget, the use of personal visit callbacks was 
eliminated from the Census 2000 Address Listing operation. 

However, in 36 of the approximately 3000 counties in which Census 2000 Address Listing was 
done, there were three additional personal visit callbacks used. The 36 counties were the sites of 
the 1999 ACS. The ACS is a mailback, self-response survey done in a sample of sites 
throughout the United States. Since the ACS is done largely by mail-response, it is essential to 
obtain accurate mailing address information for each housing unit that will receive a form. This 
is the reason that three callbacks were allowed in the 1999 ACS counties. The ACS is a way to 
provide the economic, demographic, housing and social data communities need every year 
instead of once in ten years. It is an on-going survey that the Census Bureau plans will replace 
the long form in the 2010 Census. The success of collecting mailing address information in the 
36 ACS counties in which three callbacks were allowed is examined in this evaluation. 

To better manage the operation, Address Listing was split into three six-week segments, called 
“waves.” Although there were originally only three waves planned, a fourth was later added. 
This fourth wave included areas that we originally intended to be Mailout/Mailback but were 
reassessed when we began to update the address list in those areas. Preparation for Address 
Listing activities started in January 1997, when forms, manuals, and training materials were 
designed and written. The operation began in the field on July 30, 1998 and data capture and 
updates to the MAF were completed on May 12, 1999. 

For all areas of the U.S. and Puerto Rico, the MAF was developed to document the address of 
every housing unit. The Address Listing operation was the first source for documenting 
addresses on the MAF for Update/Leave areas of the country. 
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The MAF is a source for the Decennial MAF (DMAF), which is the file of addresses used to 
conduct Census 2000. An address on the MAF is “DMAF deliverable” if it is eligible to be 
included on the DMAF. Addresses eligible for the DMAF include those that represent (based on 
the information that the Census Bureau has) potential residential housing units that are coded to 
census blocks and have a mapspot. Although the percentage of the Address Listing adds that 
made it to the DMAF (and which addresses ultimately made it into the census) will be looked at 
in this evaluation, the overall analysis will be done on all units listed in the operation. The 
"Evaluation of the Overall Master Address File Building Process -F.14" will look at the 
relationship of Address Listing to the other MAF building operations. 

2. METHODS 

2.1 MAF addresses used in this evaluation 

We used the November 2000 MAF extracts to produce the majority of the numbers presented in 
this evaluation. Also, we used the March 2001 MAF extracts to produce counts of addresses by 
whether or not they were in the final census inventory. The MAF extracts contain housing units, 
group quarters, and special place addresses provided by every MAF building operation that 
happened before and during Census 2000. The extracts also contain information about actions 
taken on the addresses by the different operations. 

We limited this evaluation to housing unit addresses, and therefore we removed group quarters 
and special place addresses from our analysis. Additionally, we excluded from our analysis any 
units that are known to be a duplicate of another address on the MAF. 

2.2 Levels of geography used for analysis 

During the Address Listing operation, collection geography, based on physical boundaries, was 
used to structure the listing of units in the field. For evaluation purposes, we characterize the 
adds by where the housing units actually are for tabulation purposes. Therefore, in this 
evaluation we primarily analyze data using tabulation geography. In general, collection state and 
county would not be different from tabulation state and county, but they could be different, on 
occasion, because of keying or other errors. 

We produced statistics at the national and state levels. We include the District of Columbia (DC) 
as a state equivalent when producing numbers at the state level, however, DC had no units listed 
during the Address Listing operation. Puerto Rico is treated separately from the stateside 
statistics in most counts. Exceptions are noted in the results section. 
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2.3 Original source of an address 

Evaluations of the MAF-building operations required identification of the source of every 
address on the MAF. An original source variable, which did not exist on the MAF, was defined 
and created by the Planning, Research, and Evaluation Division and the Decennial Statistical 
Studies Division. This variable identifies the first operation or file to add the address to the 
MAF, with the following three qualifications: 

•	 If one operation added an address, but a later operation also identified the address in a 
different Type of Enumeration Area (TEA), the first operation does not receive credit for 
adding this address. 

•	 An address may not have sufficient operation information to indicate how the address was 
added to the MAF. 

•	 In cases where one MAF-building operation overlapped with at least one other MAF-
building operation and the address was added independently in each operation, we give 
credit to each operation. An example of this is the original source category “LUCA 1998 
and Block Canvassing.” 

Therefore, the original source variable identifies the first operation or operations to add the 
address to the TEA in which it exists for the census, provided there is sufficient information to 
identify a TEA and an operation. For additional information on how this variable was defined, 
see the PRED TXE/2010 Memorandum Series: TXE/2010 MEMORANDUM SERIES: MAF-
EXT-S-01, “Determining Original Source for the November 2000 Master Address File for 
Evaluation Purposes,” March 5, 2001. 

Due to the complicated design of the MAF, we had a limited ability to accurately determine the 
original source of every address. 

2.4 Type of address 

This evaluation looks at addresses by type of address information. We classify addresses into 
five categories based on the highest criteria met. The categories are: complete city-style, 
complete rural route, complete P.O. box, incomplete address and no address information. 

•	 The city-style category includes all units that had complete city-style addresses, which 
consists of a house number and street name. 

•	 The Rural Route category includes units that did not have a complete city-style address 
but did have a complete rural route address, such as Rural Route 2, Box 3. 
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•	 The P.O. Box category includes units that did not have a complete city-style or rural route 
address but did have a complete P.O. Box address, such as P.O. Box 5. 

•	 The incomplete category includes units that had some address information but did not 
have a complete address of any type. 

•	 The no address information category includes units that are missing house number, street 
name, Rural Route, and P.O. Box information. 

Addresses are further delineated by whether or not the address had a physical/location description 
provided during a census field operation. For additional information on how this variable was 
defined, see the PRED TXE/2010 Memorandum Series: MAF-EXT-D-01, "Determining Address 
Classification for Master Address File (MAF) Evaluation Purposes," September 26, 2001. 

2.5 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. For a description of these 
procedures, reference "Census 2000 Evaluation Program Quality Assurance Process." 

3. LIMITS 

3.1 We used different MAF extracts for analysis 

As stated in the methods sections, we are computing a count using final census status from the 
March 2001 MAF extracts, but we are computing all other counts in this evaluation from the 
November 2000 MAF extracts. In theory, the records on the November 2000 extracts should be 
the same as the records on the March 2001 extracts. However, over time, additional information 
leads to the merging or unmerging of addresses on the MAF. This occurrence can result in small 
changes to the types of tallies that are in this report. We used the November 2000 extracts for 
most of the analysis because the March 2001 extracts were not available until late in our analysis. 
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3.2 Processing of address information for Puerto Rico 

The Decennial Systems and Contracts Management Office (DSCMO) had problems processing 
the keyed listing pages from the Address Listing operation in Puerto Rico. The keyed files had a 
60 character address field that could contain a city-style address or a location description. The 
stateside files also had a flag, “A/D”, set by the lister that indicated which it was.  In the U.S., 
field representatives set the flag to “A” for a city-style address or “D” for a location description. 
In Puerto Rico, the flag was "D/L", and field representatives set the flag to "D" for city-style 
address and "L" for location description. When the DSCMO processed the files for Puerto Rico, 
they initially assumed that the "D" in the flag identified a "location description", as it did in the 
U.S., but the "D" actually stood for address (the word for address in Spanish starts with a "D"). 
The DSCMO fixed this by re-processing the files. 

However, there were still major processing problems since listers could have set the flag 
incorrectly and there were unexpected address configurations such as urbanization1 appearing in 
the address field. As a result, the DSCMO and the Geography Division could not use the 
stateside standardizer on the address information in order to get the correct information in the 
appropriate city-style address and location description fields on the MAF. 

The GEO and the DSCMO decided to load the entire address field (city-style and location 
description information) in the location description field on the MAF. This processing decision 
continued for all address updating operations that the Census Bureau conducted in Puerto Rico 
after Address Listing. Due to this problem, there are no address records for Puerto Rico with 
city-style address information in the appropriate city-style address fields on the MAF extracts 
used for this evaluation. 

3.3 The basic street address size variable was overstated 

The variable showing the number of units at a basic street address (BSA) on the MAF included 
all addresses indicated as DMAF deliverable during the census process. Only a subset of these 
addresses remained in the census. Therefore, the size of BSA variable on the MAF is overstated 
relative to the size of BSA as of the end of the census. 

Additionally, the size of BSA variable was only determined for units with city-style address 
information. Units with non-city-style addresses are considered single units. Due to the error 
explained in section 3.2, all units in Puerto Rico have non-city-style address information for them 
on the MAF and are recorded as single units regardless of their actual BSA size. 

1
Urbanization denotes an area, sector, or development within a geographic area. In addition to being a 

descriptive word, it precedes the name of the area. This descriptor, commonly used in Puerto Rican urban areas, is an 

important part of the addressing format of Puerto Rico, as it describes the location of a given street 
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3.4 The additional callback information is limited 

In the 36 ACS counties in which three additional callbacks were allowed in the Address Listing 
operation to obtain address information, we were unable to get the cost per case comparison in 
order to assess the cost effectiveness of the additional callbacks. Additionally, we are unsure 
about how representative the ACS sample counties are, therefore the comparison of Address 
Listing units in ACS counties versus those that are not in ACS counties is limited. 

3.5 We are unable to determine whether an address is used to receive mail 

In this evaluation, we look at address information in the following categories: complete city-
style, complete rural route, complete P.O. box, incomplete or no address. The way the address 
information is stored on the MAF does not allow us to distinguish between addresses that are 
used for mailing and those that are used for locating addresses in field operations. 

3.6	 We cannot determine exactly if information came from the Address Listing 

operation or later operations 

The length of time between the end of the Address Listing operation and the delivery of the MAF 
extract being used for data analysis makes it difficult to determine exactly what type of 
information was provided by the Address Listing operation. Address information, map spots, 
and block codes are examples of information that could have been provided by later operations. 

3.7  Comparing results to previous censuses 

The type of enumeration areas, enumeration methodologies, and analysis variables for Census 
2000 may differ from previous censuses. Caution should be taken when comparing results across 
censuses. An example of an analysis variable that has changed from 1990 is size of structure-
the closest approximation being size of basic street address in Census 2000. In the 1990 census, 
we had a census question asking the respondent the size of structure. In Census 2000, we defined 
the size of basic street address based on an address-level algorithm. 

3.8	 Special place and group quarters addresses may have been miscoded as 

housing units 

Address Listing may have incorrectly added MAF records as housing units when the records 
actually referred to special places or group quarters. The Address Listing operation did not 
consist of a verification of this miscoding, and we do not know how often it occurred. This 
miscoding would generate an overstated count of housing units in the results. 
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4. RESULTS 

4.1	 How many addresses were added to the MAF as a result of the Address 

Listing operation? 

Stateside, about 22 million housing units were listed in Address Listing. Since the Address 
Listing operation targeted mostly rural areas of the country, the majority of the units from the 
operation were in the southern and midwestern parts of the U.S. The South had close to half of 
all the units listed during the operation. 

An additional 1.4 million addresses were listed in Puerto Rico. All of Puerto Rico was 
canvassed during the Address Listing operation and was enumerated using Update/Leave 
methodology. 

In the approximately 3.5 million blocks where the Address Listing operation was planned to be 
done (including Puerto Rico), at least one address was added in about 58 percent of the blocks. 
Over 1.4 million blocks in which we planned to do Address Listing had no addresses added. 

That is, over 42 percent of the blocks where we did Address Listing did not have any units. A 
table of the number of blocks with a certain range of adds in them is presented below. Note that 
although the other counts presented in the body of this report look at Puerto Rico separately, we 
include it in this tally. 

Table 1. Counts of blocks by number(range) of adds per block (U.S. & Puerto Rico)* 

Percent of total 

Number of Units Added Num ber of Blocks blocks with HUs 

1 340,225 17.10 

2 - 9 1,019,804 51.26 

10 - 19 336,052 16.89 

20 - 59 237,897 11.96 

60 - 99 34,767 1.75 

100+ 20,710 1.04 

Total blocks with 1 or more 

adds (U.S. & Puerto Rico) 
1,989,455 100.00 

*This table is based on co llection geography (see Section 2 .2) and is limited to adds in TEAs eligible for Address 

Listing (see Section 4.3.1 for a distribution of adds by TEA). 
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As can be seen from Table 1, less than three percent of all the blocks with at least one unit had 
more than 60 addresses listed.  About 68 percent of the blocks had fewer than ten addresses. 
Given the areas of the country that the Address Listing operation targeted, we would not expect 
there to be many blocks where hundreds of addresses were listed and would expect that most of 
the blocks would have a small number of units listed in them. 

4.2 What are the characteristics of Address Listing adds? 

When we look at the characteristics of Address Listing adds, we consider three things: 
• The type of address information obtained during field operations for the units (4.2.1) 
• Whether or not a map spot is present on the record (4.2.2) 
• The number of units at a basic street address (4.2.3) 

4.2.1 Address information 

Units listed in the Address Listing operation were eligible for inclusion in the 1999 Local Update 
of Census Addresses (LUCA 99) and the Update/Leave operation. Since these units would be 
visited later by field staff in these operations, each unit needed to have "locatable" address 
information so that field listers could find the address on the ground. 

Table 2A shows the magnitude of Address Listing adds that are classified into different types of 
address categories.  City-style addresses are generally easier to locate in the field than non-city-
style addresses, because a house number and street name is relatively easy to pinpoint. In 
situations where an address lister located a housing unit but the house number was not available, 
he or she was instructed to write down a location description to assist with future visits to the 
unit. All non-city-style address categories in the table below are broken down by the presence or 
absence of a location description. 
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Table 2A. Address Listing adds by type of address information (U.S.) 

Type of Address Information Number of adds %of total 

Complete City-style 

Complete Rural Route 

With Location Description 

Without Location Description 

Complete P.O. Box 

With Location Description 

Without Location Description 

Incomplete address information 

With Location Description 

Without Location Description 

No address information 

With Location Description 

Without Location Description 

Total adds in U.S. 

16,058,667 73.27 

1,981,039 9.04 

1,954,372 8.92 

26,667 0.12 

827,284 3.77 

797,305 3.64 

29,979 0.14 

248,389 1.13 

117,477 0.53 

130,912 0.60 

2,802,878 12.79 

2,785,849 12.71 

17,029 0.08 

21,918,257 100.00 

The majority of Address Listing adds did have a “complete city-style” address type. These types 
of addresses would presumably be easier for enumerators to find on the ground. Of the housing 
units listed, over 73 percent had a complete city-style address, and about 13 percent had a 
complete non-city-style address (P.O. Box or Rural Route), while about 14 percent had no or 
incomplete address information. For the units with incomplete or nonexistent address 
information, enumerators were probably not able to determine the address because it was not 
posted and no other address information was available. However, of those addresses, listers 
recorded a physical location description over 95 percent of the time in order to help staff locate 
the unit during Update/Leave. 

Puerto Rico differs from stateside in that there is no city-style address information on the MAF 
for any of the units in Puerto Rico that were listed during the Address Listing operation because 
of a processing error that occurred (see Section 3.6). Therefore, in Table 2B, some units are 
classified incorrectly as location description only units when in fact it could be possible that they 
had city-style address information. 
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Table 2B. Address Listing adds by type of address information (Puerto Rico) 

Type of Address Information Number of A dds % of Total 

Complete City-style 0 0.00* 

Comple te Rur al Ro ute 243,394 17.98 

With Location Description 243,025 17.95 

Without Location Description 369 0.03 

Complete P.O. Box 118,788 8.78 

With Location Description 118,671 8.77 

Without Location Description 117 0.01 

Incomplete address information 300 0.02 

With Location Description 300 0.02 

Without Location Description 0 0.00 

No address information 991,080 73.22* 

With Location Description 989,212 73.08 

Without Location Description 1,868 0.14 

Total adds in Puerto Rico 1,353,562 100.00 

*Due to the processing error explained in Section 3.6. 

4.2.2 Presence of map spots 

In addition to obtaining locatable addresses for each unit, field representatives were asked to 
provide map spots on the appropriate census block map for each structure containing at least one 
LQ.  Map spots make it easier for an enumerator to locate and enumerate the address during the 
Update/Leave operation. 

Of the approximately 21.9 million addresses listed in the operation, 99.8 percent have map spots. 
Arizona, New Mexico, and Massachusetts have map spots on over 98 percent of the units that 
were listed. All other states have map spots on over 99 percent of the units listed in each state 
(see Appendix C-1). Those addresses that did not have map spots, and also many of the units 
with no address information or location description, were not likely to be sent to subsequent 
census field operations and also were probably not deliverable to the DMAF. 
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4.2.3 Size of basic street address 

Table 3 shows the number and percentage of adds in each of the different basic street address 
(BSA) categories. 

Table 3. Address Listing adds by size of basic street address (U.S.) 

Number of HU s at the Basic Street Number of A dds % of Total 

Address 

Single unit 

Multi-unit Addresses 

2 to 4  units 

5 to 9  units 

10 to  19 units 

20 to  49 units 

50 or more units 

Total adds in U.S. 

19,682,428 89.80 

2,235,829 10.20 

1,154,386 5.27 

237,200 1.08 

207,577 0.95 

307,063 1.40 

329,603 1.50 

21,918,257 100.00 

Table 3 shows that single units account for about 90 percent of the total adds. Only about four 
percent of the adds were in structures with ten or more units. This should be expected because, 
in the mostly rural areas in which Address Listing was done, there are not likely to be many large 
apartment buildings, and all non-city-style addresses are in the single unit category (see Section 
3.3). 

Hawaii had the smallest percent of addresses added in single unit structures, with only about 74 
percent of the address listing adds in the state (see Appendix C-2). Most of the remaining adds 
in Hawaii fell into the 2-4 unit range (about 14 percent of the adds in the state). Rhode Island 
had the highest percent added in single unit structures, with almost 98 percent. Nevada had the 
highest percent of addresses added in 50+ structures -- over nine percent (see Appendix F). 

Since the BSA size variable was only defined for units with city-style addresses, and there was 
no city-style information recorded on the MAF for Puerto Rico due to a processing error, 
Address Listing adds in Puerto Rico (not included in the counts in Table 3) are all reported as 
single units regardless of actual address size (see Appendix C-2). 
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4.3 What was the quality of the addresses added during Address Listing? 

In order to assess the quality of the units added during the Address Listing operation, we attempt 
to answer several questions: 

• Did the housing unit belong in the Address Listing areas? (4.3.1 & 4.3.2) 
•	 Did the Address Listing operation record the block code for each added unit, and if so, 

was it the correct block? (4.3.3) 
•	 Were the listers able to obtain enough information about each address for the unit to be 

delivered to the DMAF and ultimately included in the census? (4.3.4) 

4.3.1 Type of enumeration area (TEA) 

The Address Listing operation was done to build the address list in three types of enumeration 
areas -- 2 (Update/Leave), 5 (Rural Update/Enumerate) and 9 (Update/Leave from 
Mailout/Mailback). The other six types of enumeration areas are considered inappropriate areas 
for units to be added in by the Address Listing operation. 

Table 4. Address Listing adds by enumeration area (U.S.) 

Number of A dds % of Total 

Adds in Ap propriate  TEAs for the operation (TEAs 2, 5, and 9) 21,872,692 99.79 

Adds in Ina ppropriate TEA s for the operation 

(TEAs 1, 3, 4, 6, 7, and 8) 45,565 0.21 

Total adds in U.S. 21,918,257 100.00 

As shown in Table 4, over 99 percent of the adds remained in the appropriate Address Listing 
TEAs. We tend to believe that the 0.2 percent of addresses in inappropriate Address Listing 
TEAs were erroneously added by Address Listing listers who went outside of their boundaries or 
these cases were later geocoded to a different block that was in a different TEA. 

Every state has over 98 percent of the Address Listing adds in the appropriate TEAs.  All of 
Puerto Rico was Update/Leave, or TEA 2, so 100 percent of the adds in Puerto Rico were in the 
appropriate TEA (see Appendix D-1). 

4.3.2 Original source 

We define the original source of an address to be the census operation that first added an address 
to the MAF in the appropriate enumeration area. Over 99.8 percent of Address Listing adds had 
an original source of Address Listing. The remaining 40,660 adds were units that were added by 
Address Listing in a non-Address Listing enumeration area, such as Mailout/Mailback, and 
therefore have an operation that was only conducted in other enumeration areas as their original 
source, such as the the Delivery Sequence File (DSF) or Block Canvassing (see Appendix D-2). 

4.3.3 Block code agreement 
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Table 5A shows the extent that the block code provided by Address Listing for each unit was 
considered the official block code on the MAF. 

Table 5A. Address Listing adds by Address Listing block code agreement (U.S.) 

Block Code Agreement Num ber of A dds % of Total 

Address Listing did not provide a block code 18,179 0.08 

Different than official block 61,888 0.28 

Same as official block 16,972,119 77.43 

Different block, unit is in a suffixed block 4,866,071 22.21 

Total adds in U.S. 21,918,257 100.00 

Over 99.9 percent of all Address Listing adds had a block code from the operation  The small 
number of adds without a block code from the operation are due to listing errors or data capture 
errors. 

About 77 percent of the adds show an Address Listing block code equal to the official block code 
on the MAF. About 22 percent of the Address Listing adds are in suffixed blocks. Shortly after 
the Address Listing operation ended, the Census Bureau used new map features collected during 
Address Listing to split large blocks and create suffixed blocks. For any block that was suffixed 
after the operation, the block code provided by Address Listing was different than the block code 
currently on the record when the block agreement variable was defined. However, we should not 
consider these true block disagreements since it is likely that the address was recorded in the 
correct block during the Address Listing operation. 

There were 61,888 addresses recognized by the MAF as placed in the wrong block during 
Address Listing, and may represent the following types of addresses: 

•	 Addresses that received block code changes from operations that followed in Address 
Listing areas, such as the 1999 Local Update of Census Addresses (LUCA 99) or the 
Update/Leave operation. 

•	 Addresses that actually exist in a different enumeration area but were incorrectly listed by 
address listers in the field. We recognize these cases when an Address Listing add 
matches to an address on the MAF that exists in another TEA or when the Address 
Listing address geocodes to a block that exists in a different TEA. 
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If Address Listing originally placed a unit in the wrong block, a later operation may have 
corrected it by deleting the address from the Address Listing block and adding it in the correct 
block. If the MAF does not recognize that those two actions are affecting the same address 
(which would most likely be the case with rural addresses), then these situations would not be 
reflected in the count of block code disagreements. 

This problem is magnified in Puerto Rico where city-style addresses were not captured correctly 
on the MAF, as can be seen in Table 5B. Therefore, the matching of addresses that were deleted 
in one block and added in another was extremely difficult, and there is most likely an undercount 
of cases in Puerto Rico where a unit was listed in the wrong block during the Address Listing 
operation. 

Table 5B. Address Listing adds by address listing block code agreement (Puerto Rico) 

Block Code Agreement Num ber of A dds % of Total 

Address Listing did not provide a block code 0 0.00 

Different than official block 9 <0.01 

Same as official block 1,110,791 82.06 

Different block, unit is in a suffixed block 242,762 17.94 

Total adds in Puerto Rico 1,353,562 100.00 

In Puerto Rico, all units had a block code from the Address Listing operation, and about 82 
percent of the units had block codes that agreed with the block now on the unit. However, as 
stated above, this block agreement is probably overstated. 

4.3.4 DMAF deliverability and final census status 

The Decennial Master Address File (DMAF) is the file used for the printing and delivery of 
census forms. An address on the MAF was DMAF deliverable if it was eligible to be included 
on the DMAF when the DMAF was created. Addresses eligible for the DMAF include those 
that represent (based on the information that the Census Bureau has) potential residential housing 
units that are coded to census blocks and have a map spot. 

The percentage of Address Listing adds in the nation that were DMAF deliverable on the 
November 2000 MAF extracts is 99.1 percent, or about 21.7 million addresses. 99.5 percent, 
about 1.3 million, of the Address Listing adds in Puerto Rico were DMAF deliverable. 

Except for South Carolina, which had about 97 percent deliverable, over 98 percent of Address 
Listing adds in every other state are DMAF deliverable. These results tell us that a very small 
percentage of addresses added by Address Listing remained ungeocoded or non-residential as of 
the creation of the DMAF (see Appendix D-3). 
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An address on the DMAF was assigned a status of "in the census" if it was considered to be an 
existing housing unit at the end of all Census 2000 processes. Although there are errors in the 
census results, we suspect the magnitude of errors to be relatively small. Therefore, we believe 
we can get an indication of the quality of Address Listing adds by looking at their final status in 
the census. 

The number of Address Listing adds in the nation that were included in the final Census 2000 
housing units counts is about 20.7 million. This means that over 94 percent of all the addresses 
listed during the Address Listing operation were good, residential addresses as of census day. 
Puerto Rico also had over 94 percent of the adds in the final census counts -- 1,282,802 Address 
Listing adds were included in the final Census 2000 counts for Puerto Rico. 

4.4 How many Address Listing adds are on the Delivery Sequence File? 

In areas where most mailing addresses are city-style (for example, 101 Main Street), we created 
the address list by looking at the U.S. Postal Service DSF, which is a national file of individual 
mail delivery point addresses. In order to determine the extent to which Address Listing adds 
potentially could have been enumerated using this other methodology, we look at the number of 
Address Listing adds that were present on the DSF at the time of the mailout of census forms. 

Table 6. Address Listing adds by status on September 98 and previous DSFs (U.S.) 

Match Status Number of Adds % of Total 

DSF is not available in Address Listing Area 1,955 <0.01 

Address Listing Add does not match to DSFs (9/98 or before) 12,594,417 57.46 

Address Listing Add matched to a residential unit on the DSFs 9,314,519 42.50 

Address Listing Add matched to a nonresidential unit on the DSFs 7,366 0.03 

Total adds in U.S. 21,918,257 100.00 

Table 6 shows that about 42.5 percent of the addresses added in Address Listing matched to 
addresses that were identified as residential on or before the September 1998 DSF. This percent 
varies greatly from state to state. For instance, Rhode Island, Delaware, Alaska, Washington, 
West Virginia, and Idaho all have under 25 percent of their adds matching to the DSF, while 
Connecticut, Nevada, New Jersey, Tennessee, and Maryland all have over 60 percent matching 
(see Appendix E). 

Since the Census Bureau does data collection on a block level rather than a unit by unit basis, it 
is more helpful to look at how many blocks have all their addresses recognized by the Postal 
Service. We look at this below in Table 7. 
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Table 7. Block counts for Address Listing adds that match to the DSF (U.S.) 

% of Total blocks 

Number of with at least one 

Percentage of HUs in block that match to DSF Blocks add 

0-29% of addresses matched 1,074,747 55.18 

30-59% of addresses matched 240,158 12.33 

60-89% of addresses matched 304,296 15.62 

90-99% of addresses matched 49,819 2.56 

100% o f addresses matched 278,750 14.31 

Total blocks in U.S. with at least one add 1,947,770 100.00 

The total number of blocks in Address Listing with at least one add (excluding Puerto Rico) was 
about 1.9 million. Of those 1.9 million blocks, over 14 percent had all addresses that were on the 
Delivery Sequence File at the time of the mailout of census forms. Those 278,750 blocks 
contained approximately 1.3 million Address Listing adds, which is about six percent of units 
listed in Address Listing areas during the operation. 

Recommendation: The existence of these addresses on the Delivery Sequence File suggests two 
points: 

•	 The Census Bureau may want to reassess the methodology of delineation of 
Mailout/Mailback versus Update/Leave areas of the country for the 2010 Census and 
subsequent survey work. Additional research to see if blocks with a high percentage of 
DSF matches are contiguous may help this effort. 

•	 It may be reasonable in some areas to use the DSF as an address list building tool in 
Update/Leave enumeration areas. 

4.5	 How much did additional callbacks contribute to obtaining additional address 

information? 

Listers were allowed two telephone callbacks to collect information during the Census 2000 
Address Listing operation. There were three additional personal visit callbacks used in 36 of the 
approximately 3000 counties in which Address Listing was done.  The 36 counties were the sites 
of the 1999 ACS (see Appendix A). To evaluate the effectiveness of the additional callbacks in 
obtaining additional mailing address information, we compare the types of addresses obtained for 
address listing adds in the ACS counties versus those obtained for address listing adds in the 
remaining U.S. counties (excluding Puerto Rico). However, we cannot say with certainty that the 
ACS counties are representative of all the U.S. 

Table 8. Address Listing adds by address information vs. number of callbacks (U.S) 
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Type of Address Information 

Complete City-style 

Complete Rural Route 

Complete P.O. Box 

Incomplete Address Info. 

No Address Information 

Totals 

In ACS counties NOT in ACS counties 
(Additional callbacks allowed) (Only 2 callbacks allowed) 

# of Adds % of Total # of Adds % of Total 

204,728 72.71 15,853,939 73.27 

24,642 8.75 1,956,397 9.04 

18,575 6.60 808,709 3.74 

7,760 2.76 240,629 1.11 

25,865 9.19 2,777,013 12.83 

281,570 100.00 21,636,687 100.00 

As shown in Table 8, the areas in which additional callbacks were allowed had 6.6 percent of 
units with complete P.O. Box addresses compared to about 3.7 percent of addresses having P.O. 
Boxes in the counties where the additional callbacks were not allowed. There is also a slightly 
higher percent of units with some sort of incomplete address information in the counties where 
additionall callbacks where allowed. The percent of units with no address information was lower 
in these ACS counties as well. So it does, in some sense, appear that additional callbacks may 
have contributed to the success of obtaining additional mailing address information, although not 
in any significant manner. 

Recommendation: We cannot recommend additional callbacks for a future Address Listing 
operation at this time for two reasons: 

•	 The impact of the additional callbacks on obtaining additional mailing address information 
appears small since there are no big differences between the percentages of address type for 
units in the ACS counties versus those not in the ACS counties. 

•	 We were unable to get the cost per case data in the ACS counties, which would be necessary 
to evaluate the cost-effectiveness of doing additional callbacks. 
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Appendix A: 1999 American Community Survey counties 
COUNTY / STATE ST / CO CODE RO 

Pima County, AZ 04019 DEN 

Jefferson County, AR 05069 KC 

San Francisco County, CA 06075 SEA 

Tulare County, CA 06107 LA 

Broward County, FL 12011 ATL 

Upson County, GA 13293 ATL 

Lake County, IL 17097 CHI 

Miami County, IN 18103 CHI 

Black Hawk County, IA 19013 KC 

De Soto Parish, LA 22031 DAL 

Calvert County, MD 24009 PHI 

Hampden County, MA 25013 BOS 

Madison County, MS 28089 DAL 

Iron County, MO 29093 KC 

Reynolds County, MO 29179 KC 

Washington County, MO 29221 KC 

Flathead County, MT 30029 DEN 

Lake County, MT 30047 DEN 

Douglas County, NE 31055 DEN 

Otero County, NM 35035 DEN 

Bronx Borough, NY 36005 NY 

Rockland County, NY 36087 NY 

Franklin County, OH 39049 DET 

Multnomah County, OR 41051 SEA 

Fulton County, PA 42057 PHI 

Schuylkill County, PA 42107 PHI 

Sevier County, TN 47155 CHA 

Fort Bend County, TX 48157 DAL 

Harris County, TX 48201 DAL 

Starr County, TX 48427 DAL 

Zapata County, TX 48505 DAL 

Petersburg City, VA 51730 CHA 

Yakima County, WA 53077 SEA 

Ohio County, WV 54069 DET 

Oneida County, WI 55085 CHI 

Vilas nty, WI 55125 CHI Cou
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Appendix B: Address Listing adds by state 
# of adds % of total adds 

Nation (including Puerto Rico) 23,271,819 100.00 

STATE	 Alabama 
Alaska 
Arizona 
Arkansas 

California

Colorado

Connecticut

Delaware


District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa


Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota


Mississippi

Missouri

Montana

Nebraska

Nevada 

New Hampshire

New Jersey

New Mexico


New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island


South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington


West Virginia

Wisconsin

Wyoming

Puerto Rico


715,734 3.08 
73,645 0.32 

418,412 1.80 
650,113 2.79 

586,787 2.52 
454,596 1.95 

89,047 0.38 
64,456 0.28 

603,749 2.59 
901,691 3.87 

80,806 0.35 

104,310 0.45 
370,486 1.59 
230,343 0.99 
426,683 1.83 

303,309 1.30 
681,074 2.93 
500,617 2.15 
351,799 1.51 

192,748 0.83 
125,255 0.54 
611,179 2.63 
551,033 2.37 

440,992 1.89 
778,171 3.34 
285,745 1.23 
218,976 0.94 

181,179 0.78 
192,119 0.83 
102,596 0.44 
342,622 1.47 

1,034,260 4.44 
1,577,814 6.78 

148,085 0.64 
440,034 1.89 

606,046 2.60 
137,981 0.59 
971,123 4.17 

1,528 0.01 

506,257 2.18 
162,966 0.70 
642,270 2.76 

1,750,957 7.52 

151,900 0.65 
168,395 0.72 
836,790 3.60 
156,458 0.67 

615,474 2.64 
314,612 1.35 

65,035 0.28 
1,353,562 5.82 
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Appendix C-1: Address Listing adds by existence of map spots 

Nation (including Puerto Rico) 
STATE	 Alabama 

Alaska 
Arizona 
Arkansas 

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada 

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

Puerto Rico


Number Percent Number Percent 

23,271,819 44,532 0.19 23,227,287 99.81 
715,734 719 0.10 715,015 99.90 

73,645 12 0.02 73,633 99.98 
418,412 5,383 1.29 413,029 98.71 
650,113 22 <0.01 650,091 100.00 

586,787 4,760 0.81 582,027 99.19 
454,596 2,000 0.44 452,596 99.56 

89,047 2 <0.01 89,045 100.00 
64,456 64,456 99.19 

603,749 2,802 0.46 600,947 99.54 
901,691 267 0.03 901,424 99.97 

80,806 6 0.01 80,800 99.99 

104,310 406 0.39 103,904 99.61 
370,486 69 0.02 370,417 99.98 
230,343 20 0.01 230,323 99.99 
426,683 67 0.02 426,616 99.98 

303,309 53 0.02 303,256 99.98 
681,074 422 0.06 680,652 99.94 
500,617 491 0.10 500,126 99.90 
351,799 370 0.11 351,429 99.89 

192,748 10 0.01 192,738 99.99 
125,255 2,483 1.98 122,772 98.02 
611,179 8 <0.01 611,171 99.99 
551,033 337 0.06 550,696 99.94 

440,992 31 0.01 440,961 99.99 
778,171 36 <0.01 778,135 99.99 
285,745 830 0.29 284,915 99.71 
218,976 93 0.04 218,883 99.96 

181,179 807 0.45 180,372 99.55 
192,119 192,119 100.00 
102,596 6 0.01 102,590 99.99 
342,622 4,187 1.22 338,435 98.78 

1,034,260 1,322 0.13 1,032,938 99.87 
1,577,814 1,292 0.08 1,576,522 99.92 

148,085 712 0.48 147,373 99.52 
440,034 27 0.01 440,007 99.99 

606,046 18 <0.01 606,028 99.99 
137,981 156 0.11 137,825 99.89 
971,123 5,841 0.60 965,282 99.40 

1,528 5 0.33 1,523 99.67 

506,257 76 0.02 506,181 99.98 
162,966 761 0.47 162,205 99.53 
642,270 27 <0.01 642,243 99.99 

1,750,957 4,227 0.24 1,746,730 99.76 

151,900 753 0.50 151,147 99.50 
168,395 2 <0.01 168,393 99.99 
836,790 30 <0.01 836,760 99.99 
156,458 305 0.19 156,153 99.81 

615,474 20 <0.01 615,454 99.99 
314,612 2,080 0.66 312,532 99.34 

65,035 174 0.27 64,861 99.73 
1,353,562 5 <0.01 1,353,557 99.99 

Total 
Without Map Spots With Map Spots 
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Appendix C-2: Address Listing adds by size of basic street address (single vs. multi) 

Nation (including Puerto Rico) 

STATE	 Alabama 
Alaska 
Arizona 
Arkansas 

California

Colorado

Connecticut

Delaware


District of Columbia

Florida

Georgia

Hawaii


Idaho

Illinois

Indiana

Iowa


Kansas

Kentucky

Louisiana

Maine


Maryland

Massachusetts

Michigan

Minnesota


Mississippi

Missouri

Montana

Nebraska


Nevada 

New Hampshire

New Jersey

New Mexico


New York

North Carolina

North Dakota

Ohio


Oklahoma

Oregon

Pennsylvania

Rhode Island


South Carolina

South Dakota

Tennessee

Texas


Utah

Vermont

Virginia

Washington


West Virginia

Wisconsin

Wyoming

Puerto Rico


Single Unit Structures Multi-Unit Structures 
Total 

Number Percent Number Percent 

23,271,819 21,035,990 90.39 2,235,829 9.61 

715,734 638,413 89.20 77,321 10.80 
73,645 62,289 84.58 11,356 15.42 

418,412 349,698 83.58 68,714 16.42 
650,113 584,713 89.94 65,400 10.06 

586,787 484,311 82.54 102,476 17.46 
454,596 360,185 79.23 94,411 20.77 

89,047 72,896 81.86 16,151 18.14 
64,456 61,533 95.47 2,923 4.53 

603,749 514,116 85.15 89,633 14.85 
901,691 812,511 90.11 89,180 9.89 

80,806 59,856 74.07 20,950 25.93 

104,310 95,303 91.37 9,007 8.63 
370,486 347,928 93.91 22,558 6.09 
230,343 214,831 93.27 15,512 6.73 
426,683 384,564 90.13 42,119 9.87 

303,309 283,314 93.41 19,995 6.59 
681,074 622,455 91.39 58,619 8.61 
500,617 446,512 89.19 54,105 10.81 
351,799 313,513 89.12 38,286 10.88 

192,748 176,256 91.44 16,492 8.56 
125,255 106,937 85.38 18,318 14.62 
611,179 562,112 91.97 49,067 8.03 
551,033 509,392 92.44 41,641 7.56 

440,992 401,714 91.09 39,278 8.91 
778,171 722,478 92.84 55,693 7.16 
285,745 244,183 85.45 41,562 14.55 
218,976 203,126 92.76 15,850 7.24 

181,179 144,066 79.52 37,113 20.48 
192,119 162,307 84.48 29,812 15.52 
102,596 93,257 90.90 9,339 9.10 
342,622 296,004 86.39 46,618 13.61 

1,034,260 894,325 86.47 139,935 13.53 
1,577,814 1,426,985 90.44 150,829 9.56 

148,085 129,664 87.56 18,421 12.44 
440,034 390,567 88.76 49,467 11.24 

606,046 571,750 94.34 34,296 5.66 
137,981 119,221 86.40 18,760 13.60 
971,123 928,646 95.63 42,477 4.37 

1,528 1,493 97.71 35 2.29 

506,257 462,359 91.33 43,898 8.67 
162,966 147,619 90.58 15,347 9.42 
642,270 584,891 91.07 57,379 8.93 

1,750,957 1,604,666 91.65 146,291 8.35 

151,900 128,463 84.57 23,437 15.43 
168,395 148,594 88.24 19,801 11.76 
836,790 778,261 93.01 58,529 6.99 
156,458 134,582 86.02 21,876 13.98 

615,474 575,770 93.55 39,704 6.45 
314,612 268,868 85.46 45,744 14.54 

65,035 54,931 84.46 10,104 15.54 
1,353,562 1,353,562 100.00 
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Appendix D-1: Address Listing adds by type of enumeration area 

Nation (including Puerto Rico) 

STATE	 Alabama 
Alaska 
Arizona 
Arkansas 

California

Colorado

Connecticut

Delaware


District of Columbia

Florida

Georgia

Hawaii


Idaho

Illinois

Indiana

Iowa


Kansas

Kentucky

Louisiana

Maine


Maryland

Massachusetts

Michigan

Minnesota


Mississippi

Missouri

Montana

Nebraska


Nevada 

New Hampshire

New Jersey

New Mexico


New York

North Carolina

North Dakota

Ohio


Oklahoma

Oregon

Pennsylvania

Rhode Island


South Carolina

South Dakota

Tennessee

Texas


Utah

Vermont

Virginia

Washington


West Virginia

Wisconsin

Wyoming

Puerto Rico


Appropriate TEA Inappropriate TEA 
Total 

Number Percent Number Percent 

23,271,819 23,226,254 99.80 45,565 0.20 

715,734 714,912 99.89 822 0.11 
73,645 73,549 99.87 96 0.13 

418,412 418,177 99.94 235 0.06 
650,113 647,534 99.60 2,579 0.40 

586,787 584,429 99.60 2,358 0.40 
454,596 454,114 99.89 482 0.11 

89,047 88,981 99.93 66 0.07 
64,456 64,209 99.62 247 0.38 

603,749 602,598 99.81 1,151 0.19 
901,691 900,773 99.90 918 0.10 

80,806 80,673 99.84 133 0.16 

104,310 104,059 99.76 251 0.24 
370,486 368,795 99.54 1,691 0.46 
230,343 229,066 99.45 1,277 0.55 
426,683 425,188 99.65 1,495 0.35 

303,309 302,330 99.68 979 0.32 
681,074 680,403 99.90 671 0.10 
500,617 499,142 99.71 1,475 0.29 
351,799 351,698 99.97 101 0.03 

192,748 192,179 99.70 569 0.30 
125,255 125,046 99.83 209 0.17 
611,179 610,329 99.86 850 0.14 
551,033 549,809 99.78 1,224 0.22 

440,992 440,093 99.80 899 0.20 
778,171 776,710 99.81 1,461 0.19 
285,745 285,510 99.92 235 0.08 
218,976 218,681 99.87 295 0.13 

181,179 180,779 99.78 400 0.22 
192,119 191,979 99.93 140 0.07 
102,596 102,122 99.54 474 0.46 
342,622 338,025 98.66 4,597 1.34 

1,034,260 1,033,051 99.88 1,209 0.12 
1,577,814 1,576,315 99.90 1,499 0.10 

148,085 148,015 99.95 70 0.05 
440,034 438,531 99.66 1,503 0.34 

606,046 604,472 99.74 1,574 0.26 
137,981 137,315 99.52 666 0.48 
971,123 968,376 99.72 2,747 0.28 

1,528 1,528 100.00 

506,257 505,005 99.75 1,252 0.25 
162,966 162,694 99.83 272 0.17 
642,270 641,538 99.89 732 0.11 

1,750,957 1,748,131 99.84 2,826 0.16 

151,900 151,496 99.73 404 0.27 
168,395 168,218 99.89 177 0.11 
836,790 836,651 99.98 139 0.02 
156,458 155,945 99.67 513 0.33 

615,474 614,909 99.91 565 0.09 
314,612 313,752 99.73 860 0.27 

65,035 64,858 99.73 177 0.27 
1,353,562 1,353,562 100.00 
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Appendix D-2: Address Listing adds by original source, excluding Puerto Rico 

Original Source Number of A dds Percent of Total Adds 

Address Listing 

1990 Address Control File 

Census 2000 Dress Rehearsal 

Block Canvassing and/or Local Update of Census 

Addresses (LUCA) 1998 

April 2000 or any earlier Delivery Sequence File (DSF) 

New Construction 

Questionnaire Delivery 

Special Place/Group Quarters Master File 

Non-Response Follow-up (NRFU) 

Coverage Improvement Follow-up (CIFU) 

Be Counted or Telephone Questionnaire Assistance (TQA) 

Unknown Original Source 

Total of All Addresses 

21,877,597 99.81 

17,575 0.08 

42 <0.01 

2,469 0.01 

20,323 0.09 

33 <0.01 

9 <0.01 

1 <0.01 

83 <0.01 

50 <0.01 

21 <0.01 

54 <0.01 

21,918,257 100.00 
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Appendix D-3: Address Listing adds by DMAF deliverability 

Nation (including Puerto Rico) 

STATE	 Alabama 
Alaska 
Arizona 
Arkansas 

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada 

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

Puerto Rico


Never delivered to 

Total 
Delivered To DMAF DMAF 

Number Percent Number Percent 

23,271,819 23,071,558 99.14 200,261 0.86 

715,734 711,858 99.46 3,876 0.54 
73,645 72,845 98.91 800 1.09 

418,412 410,816 98.18 7,596 1.82 
650,113 644,811 99.18 5,302 0.82 

586,787 580,013 98.85 6,774 1.15 
454,596 449,363 98.85 5,233 1.15 

89,047 88,721 99.63 326 0.37 
64,456 64,236 99.66 220 0.34 

603,749 597,080 98.90 6,669 1.10 
901,691 883,768 98.01 17,923 1.99 

80,806 79,534 98.43 1,272 1.57 

104,310 103,281 99.01 1,029 0.99 
370,486 367,949 99.32 2,537 0.68 
230,343 229,350 99.57 993 0.43 
426,683 423,329 99.21 3,354 0.79 

303,309 301,500 99.40 1,809 0.60 
681,074 679,411 99.76 1,663 0.24 
500,617 498,072 99.49 2,545 0.51 
351,799 349,854 99.45 1,945 0.55 

192,748 191,338 99.27 1,410 0.73 
125,255 124,724 99.58 531 0.42 
611,179 606,932 99.31 4,247 0.69 
551,033 546,496 99.18 4,537 0.82 

440,992 436,714 99.03 4,278 0.97 
778,171 774,429 99.52 3,742 0.48 
285,745 284,343 99.51 1,402 0.49 
218,976 218,156 99.63 820 0.37 

181,179 178,461 98.50 2,718 1.50 
192,119 191,152 99.50 967 0.50 
102,596 101,130 98.57 1,466 1.43 
342,622 338,836 98.89 3,786 1.11 

1,034,260 1,027,153 99.31 7,107 0.69 
1,577,814 1,564,135 99.13 13,679 0.87 

148,085 146,888 99.19 1,197 0.81 
440,034 438,286 99.60 1,748 0.40 

606,046 603,067 99.51 2,979 0.49 
137,981 136,529 98.95 1,452 1.05 
971,123 961,246 98.98 9,877 1.02 

1,528 1,527 99.93 1 0.07 

506,257 490,310 96.85 15,947 3.15 
162,966 161,657 99.20 1,309 0.80 
642,270 638,812 99.46 3,458 0.54 

1,750,957 1,730,936 98.86 20,021 1.14 

151,900 150,803 99.28 1,097 0.72 
168,395 167,758 99.62 637 0.38 
836,790 831,581 99.38 5,209 0.62 
156,458 154,960 99.04 1,498 0.96 

615,474 613,508 99.68 1,966 0.32 
314,612 311,993 99.17 2,619 0.83 

65,035 64,576 99.29 459 0.71 
1,353,562 1,347,331 99.54 6,231 0.46 
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Appendix E: Address Listing adds by status on September 1998 and previous DSFs 
M atched To Sept. 98 Not M atched to Sep t. 

Total or previous DSFs 98 or previous DSFs 

Number Percent Numb er Percent 

Nation (including Puerto Rico) 23,271,819 9,314,519 42.50 12,603,738 57.50 

STATE	 Alabama 
Alaska 
Arizona 
Arkansas 

California

Colorado

Connecticut

Delaware


District of Columbia

Florida

Georgia

Hawaii


Idaho

Illinois

Indiana

Iowa


Kansas

Kentucky

Louisiana

Maine


Maryland

Massachusetts

Michigan

Minnesota


Mississippi

Missouri

Montana

Nebraska


Nevada 

New Hampshire

New Jersey

New Mexico


New York

North Carolina

North Dakota

Ohio


Oklahoma

Oregon

Pennsylvania

Rhode Island


South Carolina

South Dakota

Tennessee

Texas


Utah

Vermont

Virginia

Washington


West Virginia

Wisconsin

Wyoming

Puerto Rico


715,734 335,444 46.87 380,290 53.13 
73,645 10,082 13.69 63,563 86.31 

418,412 173,690 41.51 244,722 58.49 
650,113 318,265 48.96 331,848 51.04 

586,787 200,270 34.13 386,517 65.87 
454,596 227,709 50.09 226,887 49.91 

89,047 59,995 67.37 29,052 32.63 
64,456 13,093 20.31 51,363 79.69 

603,749 293,152 48.56 310,597 51.44 
901,691 461,281 51.16 440,410 48.84 

80,806 22,595 27.96 58,211 72.04 

104,310 16,150 15.48 88,160 84.52 
370,486 108,419 29.26 262,067 70.74 
230,343 72,610 31.52 157,733 68.48 
426,683 248,008 58.12 178,675 41.88 

303,309 133,473 44.01 169,836 55.99 
681,074 302,641 44.44 378,433 55.56 
500,617 251,954 50.33 248,663 49.67 
351,799 120,721 34.32 231,078 65.68 

192,748 124,446 64.56 68,302 35.44 
125,255 46,424 37.06 78,831 62.94 
611,179 300,007 49.09 311,172 50.91 
551,033 198,918 36.10 352,115 63.90 

440,992 171,011 38.78 269,981 61.22 
778,171 302,220 38.84 475,951 61.16 
285,745 149,711 52.39 136,034 47.61 
218,976 66,407 30.33 152,569 69.67 

181,179 115,279 63.63 65,900 36.37 
192,119 91,526 47.64 100,593 52.36 
102,596 64,989 63.34 37,607 36.66 
342,622 118,563 34.60 224,059 65.40 

1,034,260 515,010 49.80 519,250 50.20 
1,577,814 815,989 51.72 761,825 48.28 

148,085 60,790 41.05 87,295 58.95 
440,034 243,631 55.37 196,403 44.63 

606,046 164,548 27.15 441,498 72.85 
137,981 51,263 37.15 86,718 62.85 
971,123 247,086 25.44 724,037 74.56 

1,528 1,528 100.00 

506,257 240,998 47.60 265,259 52.40 
162,966 66,107 40.56 96,859 59.44 
642,270 389,978 60.72 252,292 39.28 

1,750,957 539,578 30.82 1,211,379 69.18 

151,900 68,610 45.17 83,290 54.83 
168,395 52,852 31.39 115,543 68.61 
836,790 392,545 46.91 444,245 53.09 
156,458 35,232 22.52 121,226 77.48 

615,474 149,362 24.27 466,112 75.73 
314,612 138,871 44.14 175,741 55.86 

65,035 23,016 35.39 42,019 64.61 
1,353,562 1,353,562 100.00 
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Appendix F: Address Listing adds by size of basic street address (ranges) 
1 2-4 5-9 10-19 20-49 50+ 

STATE 
Count Count Count Count Count 

State Total
Count 

% % % % % % 

Nation 

(including 

Puerto Rico) 21,035,990 1,154,386 237,200 207,577 307,063 329,603 23,271,819 

Alabama 638,413 42,008 8,014 7,134 11,645 8,520 715,734 

89.20 5.87 1.12 1.00 1.63 1.19 

Alaska 62,289 6,296 1,515 1,083 1,658 804 73,645 

84.58 8.55 2.06 1.47 2.25 1.09 

Arizona 349,698 22,994 4,084 4,487 9,847 27,302 418,412 

83.58 5.50 0.98 1.07 2.35 6.53 

Arkansas 584,713 35,613 6,383 7,520 9,687 6,197 650,113 

89.94 5.48 0.98 1.16 1.49 0.95 

Ca liforn ia 484,311 48,933 8,534 6,722 14,517 23,770 586,787 

82.54 8.34 1.45 1.15 2.47 4.05 

Colorado 360,185 35,653 12,396 11,154 16,726 18,482 454,596 

79.23 7.84 2.73 2.45 3.68 4.07 

Connecticut 72,896 10,183 1,718 930 1,522 1,798 89,047 

81.86 11.44 1.93 1.04 1.71 2.02 

Delaware 61,533 2,294 434 102 21 72 64,456 

95.47 3.56 0.67 0.16 0.03 0.11 

District of 

Columbia 

Florida 514,116 33,072 5,981 6,376 10,614 33,590 603,749 

85.15 5.48 0.99 1.06 1.76 5.56 

Georg ia 812,511 47,671 7,608 7,058 13,386 13,457 901,691 

90.11 5.29 0.84 0.78 1.48 1.49 

Ha waii 59,856 10,984 1,385 665 1,971 5,945 80,806 

74.07 13.59 1.71 0.82 2.44 7.36 

Idaho 95,303 4,674 1,286 1,325 1,130 592 104,310 

91.37 4.48 1.23 1.27 1.08 0.57 

Illinois 347,928 13,505 3,783 2,146 2,264 860 370,486 

93.91 3.65 1.02 0.58 0.61 0.23 

Indiana 214,831 7,627 1,944 1,899 2,419 1,623 230,343 

93.27 3.31 0.84 0.82 1.05 0.70 

Iowa 384,564 16,552 5,772 5,433 7,036 7,326 426,683 

90.13 3.88 1.35 1.27 1.65 1.72 

Kansas 283,314 8,234 2,505 3,071 3,417 2,768 303,309 

93.41 2.71 0.83 1.01 1.13 0.91 

Kentu cky 622,455 35,712 6,619 5,132 7,200 3,956 681,074 

91.39 5.24 0.97 0.75 1.06 0.58 

Louisiana 446,512 32,004 4,346 4,235 9,364 4,156 500,617 

89.19 6.39 0.87 0.85 1.87 0.83 
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1 2-4 5-9 10-19 20-49 50+


STATE State Total

Count Count Count Count Count Count


% % % % % %


M aine 313,513 22,249 4,876 3,021 5,471 2,669 351,799 

89.12 6.32 1.39 0.86 1.56 0.76 

M aryland 176,256 9,887 2,353 1,905 1,454 893 192,748 

91.44 5.13 1.22 0.99 0.75 0.46 

M assachusetts 106,937 12,658 1,928 1,003 1,602 1,127 125,255 

85.38 10.11 1.54 0.80 1.28 0.90 

M ichigan 562,112 27,422 7,035 5,855 5,380 3,375 611,179 

91.97 4.49 1.15 0.96 0.88 0.55 

M innesota 509,392 17,408 5,925 7,625 8,548 2,135 551,033 

92.44 3.16 1.08 1.38 1.55 0.39 

M ississippi 401,714 25,141 2,967 2,560 6,010 2,600 440,992 

91.09 5.70 0.67 0.58 1.36 0.59 

M issouri 722,478 27,001 5,900 7,907 9,023 5,862 778,171 

92.84 3.47 0.76 1.02 1.16 0.75 

M ontana 244,183 21,340 5,415 4,488 5,878 4,441 285,745 

85.45 7.47 1.90 1.57 2.06 1.55 

Nebra ska 203,126 5,746 1,839 2,132 3,713 2,420 218,976 

92.76 2.62 0.84 0.97 1.70 1.11 

Nevada 144,066 10,795 2,426 2,484 4,453 16,955 181,179 

79.52 5.96 1.34 1.37 2.46 9.36 

New 162,307 16,648 4,592 2,503 3,735 2,334 192,119 

Hampshire 84.48 8.67 2.39 1.30 1.94 1.21 

New Jersey 93,257 6,213 1,754 958 215 199 102,596 

90.90 6.06 1.71 0.93 0.21 0.19 

New  M exico 296,004 27,271 4,397 3,374 5,663 5,913 342,622 

86.39 7.96 1.28 0.98 1.65 1.73 

New York 894,325 82,993 14,775 10,394 15,554 16,219 1,034,260 

86.47 8.02 1.43 1.00 1.50 1.57 

North Carolina 1,426,985 87,014 16,795 15,530 19,107 12,383 1,577,814 

90.44 5.51 1.06 0.98 1.21 0.78 

North D akota 129,664 6,530 2,880 2,866 3,566 2,579 148,085 

87.56 4.41 1.94 1.94 2.41 1.74 

Oh io 390,567 27,930 4,760 4,031 6,779 5,967 440,034 

88.76 6.35 1.08 0.92 1.54 1.36 

Oklahoma 571,750 14,982 3,185 3,339 6,492 6,298 606,046 

94.34 2.47 0.53 0.55 1.07 1.04 

Oregon 119,221 8,947 1,750 1,675 3,019 3,369 137,981 

86.40 6.48 1.27 1.21 2.19 2.44 

Pen nsylv ania 928,646 30,128 4,922 2,387 3,305 1,735 971,123 

95.63 3.10 0.51 0.25 0.34 0.18 

Rhode Island 1,493 29 6 --- --- --- 1,528 

97.71 1.90 0.39 
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STATE 
Count Count Count Count Count Count 

State Total 

% % % % % % 

South Carolina 462,359 

91.33 

South D akota 147,619 

90.58 

Tennessee 584,891 

91.07 

Texas 1,604,666 

91.65 

Utah 128,463 

84.57 

Vermont 148,594 

88.24 

Virginia 778,261 

93.01 

Washington 134,582 

86.02 

W est V irginia 575,770 

93.55 

W iscon sin 268,868 

85.46 

Wyoming 54,931 

84.46 

Puerto Rico 1,353,562 

100.00 

25,909 3,808 3,287 5,867 5,027 506,257 

5.12 0.75 0.65 1.16 0.99 

5,409 2,370 2,282 3,203 2,083 162,966 

3.32 1.45 1.40 1.97 1.28 

34,662 5,818 5,633 7,060 4,206 642,270 

5.40 0.91 0.88 1.10 0.65 

70,982 10,363 10,068 21,463 33,415 1,750,957 

4.05 0.59 0.57 1.23 1.91 

6,802 1,789 2,262 4,533 8,051 151,900 

4.48 1.18 1.49 2.98 5.30 

13,202 3,428 1,414 1,156 601 168,395 

7.84 2.04 0.84 0.69 0.36 

35,536 6,948 6,014 5,380 4,651 836,790 

4.25 0.83 0.72 0.64 0.56 

9,998 2,869 2,847 3,638 2,524 156,458 

6.39 1.83 1.82 2.33 1.61 

21,891 5,561 3,638 4,709 3,905 615,474 

3.56 0.90 0.59 0.77 0.63 

22,493 8,131 6,666 5,807 2,647 314,612 

7.15 2.58 2.12 1.85 0.84 

5,161 1,328 957 856 1,802 65,035 

7.94 2.04 1.47 1.32 2.77 

1,353,562 
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EXECUTIVE SUMMARY 

The U.S. Census Bureau conducted the Census 2000 Local Update of Census Addresses 98 
program in mailout/mailback areas of the country from May 1998 to June 2000.  We invited local 
and tribal governments to participate and those who participated were sent lists of housing units 
in the census blocks in their area. Governments updated the lists by adding, deleting, or 
correcting addresses. The Census Bureau then verified most of those updates. This report 
documents the results of the Local Update of Census Addresses 98 program. A summary of 
those results follows. 

How many governmental units participated in the Local Update of Census 

Addresses 98 and what are their characteristics? 

There were 17,424 governmental units eligible to participate in the Local Update of Census 
Addresses 98 program. A total of 9,263 governments participated. The housing units in these 
participants’ jurisdictions geographically covered approximately 92 percent of the housing units 
in areas eligible for Local Update of Census Addresses 98.  Although 53 percent of eligible 
governments participated, a smaller percent (36 percent) of eligible governments provided any 
updates in the form of adds, deletes, or corrections. We recommend that the Census Bureau 
investigate ways to increase government participation. Especially focusing on ways to aid the 
governmental unit in providing updates once they have agreed to participate. 

The majority of eligible governments were in the Midwest region of the United States, however 
that region had the lowest participation rate.  In general, smaller governments (as determined by 
the number of housing units in the government’s jurisdiction in 1990) had lower participation 
rates than larger ones.  Governments may have not participated because they did not have enough 
resources to do the task, or they knew that larger governments in their area were already updating 
addresses for the Census Bureau. 

How many addresses did Local Update of Census Addresses 98 participants add to 

the Master Address File and what are their characteristics? 

Local Update of Census Addresses 98 participants reviewed address lists and added addresses for 
residential units in their jurisdiction that they believed did not exist on their review materials. 
They added a total of 5,302,094 addresses to the Master Address File, which represents a 6.5 
percent increase in housing units in mailout/mailback enumeration areas. 

There were about 3.8 million blocks in areas where we conducted the Local Update of Census 
Addresses 98 program and approximately 2.7 million of those blocks were sent out for 
participants to review.  About 18 percent of those blocks had at least one address added by a 
Local Update of Census Addresses 98 participant. 
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Approximately 95 percent of Local Update of Census Addresses 98 participant adds were 
included on the initial census address list.  Many were added to the initial list as “provisional” 
adds, to be verified after the first census mailing. Approximately 58 percent of adds were 
confirmed to exist as a residential address in the Block Canvassing operation or the Local Update 
of Census Addresses Field Verification operation.  About 58 percent of adds were in the final 
census housing unit inventory. 

The majority of Local Update of Census Addresses 98 adds had city-style address information, 
however we are not sure how many of those addresses were mailing addresses. About 64 percent 
of adds were single unit structures. In fact, in most states, single units accounted for at least half 
of the Local Update of Census Addresses 98 adds. 

How many addresses did Local Update of Census Addresses 98 participants delete 

from the Master Address File and what are their characteristics? 

The Local Update of Census Addresses 98 participants deleted (or declared nonresidential) any 
address on their address list that they believed did not exist in their jurisdiction as a residential 
unit. They deleted a total of 490,613 addresses from the Master Address File.  Of the 2.7 million 
blocks reviewed by the participants, about 5 percent had at least one participant delete.  The 
deletes represent about 0.6 percent of the addresses sent to participants. 

Approximately 60 percent of Local Update of Census Addresses 98 deletes were single unit 
structures.  However, the state level percentages for this statistic varied greatly. Some states had 
a large percentage of deletes in multi-unit structures. Deletes in multi-unit structures can be 
attributed to entire multi-units that participants deleted, or a single unit contained in a multi-unit 
structure. 

How many addresses did Local Update of Census Addresses 98 participants correct 

on the Master Address File and what are their characteristics? 

Local Update of Census Addresses 98 participants corrected a total of 2,762,050 addresses on 
their address lists.  The corrections included geographic as well as address information. Of the 
2.7 million blocks that participants reviewed, about 6 percent had at least one participant address 
correction. 

Unlike the adds and deletes, multi-unit structures accounted for more than half (51 percent) of 
Local Update of Census Addresses 98 participant corrections.  These may be an indication that 
participants attempted to focus on multi-unit designation problems on the Master Address File. 
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How many addresses did participants appeal and how many of them were in the 

final census? 

Local Update of Census Addresses 98 participating governments appealed a total of 313,853 
addresses. A total of 303,410 of those addresses were added to the Master Address File after 
approval by the Census Address List Appeals Office that was set up by the Office of 
Management and Budget. There were 141,580 appeal addresses that were included on the final 
Census address list. 

What is the overall assessment of the Local Update of Census Addresses 98 

program? 

The address list for the Local Update of Census Addresses 98 program included addresses from 
various Master Address File sources, including the 1990 Address Control File, two U.S. Postal 
Service Delivery Sequence File deliveries, and the Block Canvassing operation. There were 
approximately 81.5 million addresses from these sources on the Master Address File that were 
eligible for review in the Local Update of Census Addresses 98 program. 

About 53 percent of the 17,424 eligible local and tribal governments participated in the Local 
Update of Census Addresses 98 program. There were approximately 3.8 million blocks in 
enumeration areas appropriate for the Local Update of Census Addresses 98 program and about 
2.7 million blocks were reviewed by participating governments.  Participating governments made 
address updates (adds, corrections, and deletes) in 664,189 blocks.  Of the 2.7 million blocks 
participants reviewed, about 18 percent yielded at least one add, 5 percent yielded at least one 
delete, and 6 percent yielded at least one correction. 

The participants of the Local Update of Census Addresses 98 program contributed to the address 
list in many areas. Although the updates had a large impact on the update of the Master Address 
File for Census 2000, the timing of the program with other Census 2000 address updating 
operations introduced some complexity in determining the true impact of updates to the final 
census results. However, we do estimate that about 505,530 addresses in the final census were 
provided by Local Update of Census Addresses participants and may not have been provided by 
any other census operation. 

In order to understand the true impact of LUCA in the future, we recommend that the Census 
Bureau allow sufficient time for the completion of government updates prior to Block 
Canvassing activities. This would reduce the complexity of processing, as well as eliminate the 
need for another operation to validate updates. 
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1. BACKGROUND 

The U.S. Census Bureau established a program to work with local and tribal governments to 
update the address list for Census 2000. This program is referred to as the Local Update of 
Census Addresses (LUCA) or Address List Review.  The LUCA program is required by the 
Census Address List Improvement Act of 1994 [Public Law 103-430]. 

This evaluation documents the results of the LUCA program conducted in enumeration areas 
where the Census Bureau chose to send respondents questionnaires in the mail. In these 
mailout/mailback areas, for Census 2000, we refer to the LUCA program as “LUCA 98." 

1.1 Local Review for the 1990 Census 

The Census Bureau conducted two operations to improve housing unit coverage for the 1990 
Census that involved the assistance of local governmental units.  In both operations, 
governmental units had the opportunity to review census housing unit counts in their jurisdiction. 
The Precensus Local Review was conducted prior to Census Day, and the Postcensus Local 
Review was conducted after Census Day. 

1.1.1 Precensus Local Review 

The Census Bureau conducted a Precensus Local Review during the 1990 Census in all 
mailout/mailback enumeration areas. The objective was to provide local officials of functioning 
governments the opportunity to review preliminary housing unit and special place counts for 
areas in their political jurisdiction. The Census Bureau delivered counts of housing units to local 
officials to review, identify and document discrepancies. Census Bureau staff resolved some 
discrepancies in the office. If they could not resolve discrepancies in the office, then additional 
field review occurred. For some discrepancies, they selected blocks to be recanvassed based on 
specific criteria. 

A total of 21,048 governmental units were eligible to participate in the 1990 Precensus Local 
Review, and 16.3 percent of those governments participated. Of the 3,440 governmental units 
that participated, 2,883 of them challenged housing unit counts. The remaining 557 participants 
either agreed with the counts or they disagreed but they did not provide proper documentation to 
identify discrepancies.  Approximately 121,000 blocks were challenged and Census Bureau field 
representatives recanvassed 52 percent of those blocks.  The 1990 Precensus Local Review added 
367,313 housing units to the national housing inventory (Commerce, 1993). 

1.1.2 Postcensus Local Review 

The Census Bureau conducted the Postcensus Local Review operation after the census to help 
improve housing unit coverage after Census Day. Local government officials had the 
opportunity to review post-census housing unit counts and group quarters population counts, as 
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well as boundary maps to identify any major discrepancies.  Unlike the Precensus Local Review, 
governmental units in all enumeration areas were eligible to participate in the Postcensus 
operation. 

A total of 9,847 governmental units out of the 39,198 eligible governmental units participated in 
the 1990 Postcensus Local Review.  About 67 percent of participants (6,602 governmental units) 
challenged the Census Bureau’s housing unit counts with the proper documentation. They 
challenged a total of 270,650 blocks and Census Bureau enumerators recanvassed 62 percent of 
the blocks.  The Postcensus Local Review operation added 80,929 housing units to the national 
housing inventory in 1990, which translated to an add rate of 0.08 percent.1 

1.2 LUCA for the Census 2000 Dress Rehearsal 

The Census Bureau conducted the LUCA program in all three sites for the Census 2000 Dress 
Rehearsal. Local and tribal governments could review and update a list of housing units in 
mailout/mailback and update/leave enumeration areas.  The City of Sacramento and the 
Menominee Tribal governments participated, and 51.6 percent of the 60 eligible governments in 
the South Carolina site participated. These governments accounted for 98 percent of the 1990 
Census housing units in the South Carolina site. 

Participating governments provided feedback in the form of recommended adds, deletes, or 
corrections of addresses to the Master Address File (MAF).  Participants added a total of 988 
addresses to the MAF in Sacramento, 11,621 addresses in South Carolina, and 25 addresses in 
Menominee (Howard, 1999). 

1.3 LUCA Program for Census 2000 

The Census Bureau invited all eligible functioning local and tribal governments to participate in 
the Census 2000 LUCA program. Governmental units were eligible for one or both of the 
operations depending on the type of enumeration areas contained in their jurisdiction.  The two 
operations were: 

•	 LUCA 99: Operation for any functioning government that had any addresses in areas 
where the Census Bureau did not plan to use a mailout/mailback enumeration method, 
but rather an update/leave or update/enumerate enumeration method. These areas 
generally had non-city-style addresses, that is, addresses that do not have a house 
number and street name for mail delivery but have location descriptions and map spots 
on the census address list.  For these areas, participating governments reviewed counts of 
housing units in blocks in their jurisdiction. The Census Bureau recanvassed blocks that 

1 In areas where Postcensus Local Review and the 1990 Census Recanvass operation were 
conducted concurrently, the Census Bureau could not document the 1990 Postcensus Local 
Review coverage yield separately from the 1990 Recanvass coverage yield. 
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the governments identified as having incorrect housing unit counts. 

•	 LUCA 98: Operation for any functioning government that had any addresses in areas 
where the Census Bureau planned to use a mailout/mailback enumeration method. 
These areas generally have city-style addresses, that is, addresses with a house number 
and street name (“123 Main Street” for example).  For these areas, participating 
governments reviewed the address list for their jurisdiction and added, corrected, deleted 
or identified addresses on the list as nonresidential. The Census Bureau verified some of 
these updates in the field through the Block Canvassing operation or a special LUCA 98 
Field Verification operation. 

This evaluation states the results of the Census 2000 LUCA 98 program. Please see the Census 
2000 evaluation report titled “Evaluation of the Local Update of Census Addresses 1999 (LUCA 
99)” for results of the LUCA 99 program. 

1.4 Overview of the LUCA 98 Program 

The Census Bureau conducted the Census 2000 LUCA 98 program between May 1998 and June 
2000.  The following steps define the operation: 

•	 We invited all functioning local and tribal governments with mailout/mailback areas in 
their jurisdiction to participate in the program for Census 2000. Governments that 
wished to participate had to identify a liaison and sign a confidentiality agreement with 
the Census Bureau. 

•	 We provided participating governmental units with the portion of the Census 2000 
address list for blocks in their jurisdiction (in either paper or computer-readable format), 
the related maps covering their jurisdiction, and a tally of housing unit addresses for 
each block in their jurisdiction. 

•	 We instructed local and tribal governments to review the materials and make corrections 
to the address lists and maps. See section 1.4.3 for a description of specific updates 
governments were instructed to make. 

•	 We validated the address information provided by LUCA 98 participants through the 
Block Canvassing and LUCA 98 Field Verification operations. 

•	 We provided participating local and tribal governments with detailed feedback/final 
determination materials showing the results of Block Canvassing and LUCA 98 Field 
Verification. 

•	 We gave local and tribal governments the opportunity to appeal final Census Bureau 
decisions to a Census Address List Appeals Office established by the Office of 
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Management and Budget. See section 1.4.5 of this report for more details. 

1.4.1 Geography for LUCA 98 

The Field Division’s Regional Offices assigned each census collection block2 a type of 
enumeration area (TEA) code. This code identified which Census 2000 address updating 
operation we would apply to the housing units in the block, and how those units would be 
enumerated during the census.  The LUCA 98 program was conducted in the following TEAs: 

•	 Mailout/Mailback (TEA 1): These blocks contain addresses that are predominantly city-
style3 and can be used for mail delivery. Census questionnaires were mailed to the 
address and residents were to mail them back. 

• Military (TEA 6): These are blocks on U.S. military bases. A Mailout/Mailback (TEA 
1) enumeration strategy was used for the housing units in these areas. 

•	 “Urban” Update/Leave (TEA 7): These areas were identified as having mostly city-style 
addresses, however, many units may not have unit designations or many residents may 
have elected to receive their mail at post office boxes. The Census Bureau was 
concerned that the city-style addresses of these residents may not appear in the census 
address list. To ensure questionnaire delivery to the largest number of residences, 
update/leave procedures were employed where the address list was updated and the 
questionnaire delivered simultaneously. 

•	 “Urban” Update/Enumerate (TEA 8): These areas were initially in TEA 1 due to the 
predominance of city-style mailing addresses. Most of these blocks are in American 
Indian reservations. Field representatives updated the address list and enumerated 
residents at the same time. 

1.4.2 Supplemental LUCA 98 

The Supplemental LUCA 98 universe consists of governmental units that were originally eligible 
for the LUCA 98 program. For one of the following reasons, the Geography Division of the 
Census Bureau (GEO) produced their review materials later than planned: 

•	 The governmental unit had an address list that contained an insufficient number of 
housing units at the time of LUCA 98 production 

2 A census collection block is a geographic area bounded on all sides by visible features, such as 
streets, roads, railroad tracks, or rivers and by invisible features, such as a county line, city limit, 
property line, or imaginary street extension. 

3 City-style addresses are those with a house number and street name, such as “123 Main Street.” 
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 • The governmental unit was in the Census 2000 Dress Rehearsal 
• The governmental unit incorporated late in the decade 
•	 The governmental unit was a tribal government that GEO initially thought was outside 

the scope of eligible LUCA 98 governmental units 

Geography Division decided that they would wait to produce LUCA products for these 
governments until they updated the address list with the results of the Block Canvassing 
operation. Subsequently, Field Division reclassified some or all of the blocks in these areas from 
a mailout/mailback enumeration area to an update/leave enumeration area (TEA 9). Therefore, 
GEO also had to wait for the address list to be updated with the results of the Address Listing 
operation before they produced review materials for some of these governments. 

Geography Division used the LUCA 98 system to produce Supplemental LUCA materials for 
blocks that remained in mailout/mailback areas, but they used the LUCA 99 system to produce 
materials for blocks in TEA 9.  This report includes the results of government participation and 
the field recanvass for the Supplemental LUCA program blocks that remained in TEA 1 and 
were processed in the LUCA 98 system. 

1.4.3 Local and Tribal Governments Review Materials 

Local and tribal participants had three months from receipt of all materials to review the address 
list and maps. The participant could make the following changes to their address list: 

•	 Additions: The participant could add any address they believed to be missing from the 
Census 2000 address list. 

•	 Corrections: The participant could correct the house number, any component of the 
street name, unit designation, ZIP code, or geographic information (including changing 
the block information). 

•	 Deletions: The participant could delete addresses they believed to be nonexistent or a 
duplicate of another address. 

•	 Nonresidential addresses: The participant could identify addresses they believed were 
not residential. 

•	 Outside Jurisdiction addresses: The participant could identify addresses that they 
believed were not in their jurisdiction. 
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1.4.4 LUCA 98 Field Verification 

Once participants returned a list of addresses with action codes that indicated additions, 
corrections, and deletions, GEO processed these actions into the MAF. Geography Division then 
identified LUCA-submitted addresses that required field verification. The initial plan was to 
update the MAF with all LUCA 98 updates before we conduced the Block Canvassing operation. 
Hence, Block Canvassing would serve as the verification of LUCA 98 updates. 

Due to necessary delays in the LUCA program, all LUCA 98 updates could not be incorporated 
into the MAF before Block Canvassing. Therefore LUCA 98 updates that needed to be verified 
later were compared to the MAF (as updated by Block Canvassing) and sent to a special LUCA 
98 Field Verification operation when needed. 

Generally, LUCA 98 adds and corrections with sufficient address information were field verified 
if they met any of the following conditions: 

•	 The LUCA address was not found, was deleted, or was found and flagged as 
nonresidential in the Block Canvassing operation. 

•	 Multi-unit structures where the number of within-structure units as indicated by the 
LUCA 98 participant is greater than the number of units as currently indicated in the 
MAF. 

•	 The Census 2000 collection block for the LUCA address (where supplied by the LUCA 
participant) is not equal to the Census 2000 collection block number for the official 
MAF block. 

Field representatives in the LUCA 98 field verification operation made the following types of 
updates: 

• Correction: The address was verified as residential and a correction was made. 
• Delete:  The address was not verified or it was a duplicate address. 
• Nonresidential: The address was verified, but it was not a residential address. 
• Verification: The address was verified as a valid residential address. 

1.4.5 LUCA 98 Appeals 

A local or tribal government that was not satisfied with the results of their detailed feedback 
could formally appeal the Census Bureau’s action. The LUCA 98 Appeals process consisted of 
the following: 
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1.	 The local government had 30 days to file an appeal after they received feedback. The 
local or tribal government had to submit documentary evidence of the appealed address 
to the Census Address List Appeals Office.4 

2.	 Once the eligible local government filed an appeal, the Census Bureau had 15 days to 
provide a standard or customized appeal response with any supporting documentation to 
the Appeal Official. 

3.	 The Appeal Official made the final decision (and provided written documentation of the 
findings) on whether to add the address to the MAF and the Census 2000 enumeration 
process. 

1.5 Updating the MAF and the DMAF with LUCA 98 results 

As previously mentioned, the Census Bureau conducted the LUCA 98 program in areas where 
we planned to enumerate persons through the mail delivery of questionnaires. For these areas, 
we used the 1990 census Address Control File (ACF) as the starting point for creating the MAF. 
Then, we used a series of files and operations to update the MAF.  Some of these files and 
operations included: 

•	 the November 1997 Delivery Sequence File (DSF) from the U.S. Postal Service (USPS) 
(in some areas of the country we used earlier versions of the DSF to update the MAF), 

• the September 1998 DSF, 
• the Block Canvassing Operation, 
• the LUCA 1998, and 
• the LUCA 98 Field Verification operations. 

The LUCA 98 program overlapped with two other MAF updating sources. They were the 
September 1998 DSF and the Block Canvassing operation. 

The Decennial Master Address File (DMAF) is a subset of the MAF that is the address list for 
Census 2000.  All LUCA 98 adds with sufficient address information were added to the MAF. 
However, LUCA 98 adds were only delivered to the DMAF if they were geocoded and met 
specific DMAF criteria.  In general, the DMAF included all MAF addresses that represented 
potential residential units that were geocoded to a census block. 

LUCA 98 adds that were verified in the LUCA 98 Field Verification operation (as opposed to 
Block Canvassing) were delivered to the MAF as “provisional” adds before they were verified. 
These “provisional” adds on the DMAF were eligible for inclusion in the final census, however, 

4 The Census Address List Appeals Office was a temporary Federal office, established separate 
from and independent of the Department of Commerce by the Office of Management and 
Budget, to administer the appeals process for the LUCA 98 program. 
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updates from subsequent operations may have deemed the address ineligible for inclusion in the 
final census. 
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2. METHODS 

2.1 Census files used in this evaluation 

Geography Division created the files we used for the LUCA 98 participation analysis in the 
Results section 4.1 of this report. There were two governmental unit level files, one for LUCA 
98 and one for Supplemental LUCA 98. The files included variables related to participation that 
the GEO obtained from different production files. 

We used the March 2001 MAF extracts to produce the majority of the housing unit level 
numbers for this evaluation. These extracts contain housing units, group quarters, and special 
place addresses provided by every MAF building operation that happened before and during 
Census 2000. The extracts also contain information about actions taken on the addresses by the 
different Census 2000 MAF building operations.  We limited this evaluation to housing unit 
addresses, and therefore removed group quarters and special place addresses from our analyses. 

We used the November 2000 MAF extracts to produce one statistic of interest in this report.  We 
characterize LUCA 98 participant adds by whether the block provided by the operation agrees 
with the current official block (see Results section 4.3.5). The block flag variable we used for 
this analysis was not correct on the March 2001 extracts due to a software processing error; 
therefore, we reverted to using the November 2000 extract for this statistic. 

2.2 Definition of a LUCA 98 participant 

There were multiple steps involved in taking part in the LUCA 98 program for Census 2000. 
Geography Division sent functioning governmental units invitation letters. All governmental 
units interested in participating were to indicate so, provide GEO with the name of a liaison, and 
sign a confidentiality agreement.  For this report, we used the following criteria to define a 
governmental unit as a participant in the program: 

• they agreed to participate, and 
• they submitted a signed confidentiality agreement, and 
• they did not dropout or disincorporate as a governmental unit at any time, or 
• they provided an address update5. 

5 Some governments were not flagged as participants on the file provided by GEO. However, 
they provided updates to address lists which would indicate they were a participant, so they were 
treated as such for this report. 
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2.3 Levels of geography used for analysis 

During field operations, collection geography, based primarily on physical boundaries, was used 
to help listers find units in the field. For evaluation purposes, we characterize the adds by where 
the housing units actually are for tabulation purposes. Therefore, in this evaluation we analyze 
data using tabulation geography, with one type of statistic being an exception (see Results 
sections 4.2.1, 4.3.1 and 4.4.1). In general, collection state and county would not be different 
from tabulation state and county but they could be different on occasion because of keying or 
other errors. 

2.4 Separate Analysis for some geography 

We provide characteristics of LUCA 98 participants in this report. In some cases, results for 
American Indian governmental units are presented in separate tables or in the text after we 
present information for other types of governments. 

2.5 Original source of an address 

Evaluations of the MAF-building operations required identification of the source of every 
address on the MAF. An Original Source variable, which did not exist on the MAF, was defined 
and created by the Planning, Research, and Evaluation Division (PRED) and the Decennial 
Statistical Studies Division (DSSD). This variable identifies the first operation or file to add the 
address to the MAF, with the following three qualifications. 

•	 If one operation added an address, but a later operation also identified the address in a 
different TEA, the first operation does not receive credit for adding this address. 

•	 An address may not have sufficient operation information to indicate how the address 
was added to the MAF. 

•	 In cases where one MAF-building operation overlapped with at least one other MAF 
building operation and the address was added independently in each operation, we give 
credit to each operation. An example of this is the Original Source category “LUCA 
1998 and Block Canvassing.” 

Therefore, the Original Source variable identifies the first operation or operations to add the 
address to the TEA in which it exists for the Census, provided there is sufficient information to 
identify a TEA and an operation. For additional information on how this variable was defined, 
see the PRED TXE/2010 Memorandum Series: MAF-EXT-S-10, “Determining Original Source 
for the November 2000 Master Address File for Evaluation Purposes.” 

When computing statistics of interest for this report, it was necessary to collapse the different 
values of original source into four categories defined by their relationship to LUCA 98: 
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 •	 Pre-LUCA 98: The source for the address was an operation valid in TEAs 1, 6, 7 and 8 
and was conducted before the LUCA 98 program. These operations include the 1990 
Address Control File, the U.S. Postal Service’s DSF6, Block Canvassing7, and the 
Census 2000 Dress Rehearsal. 

•	 LUCA 98 and the September ‘98 DSF: The address was flagged as a residential unit on 
the September ‘98 DSF and was also added in the LUCA 98 program. 

•	 LUCA 98 and Block Canvassing: The address was added in both the LUCA 98 and 
Block Canvassing operations. 

•	 Some Other Source: The LUCA 98 address is not currently located in TEAs 1, 6, 7, or 8 
and an operation appropriate for the TEA where the address is located is the original 
source for the address. 

2.6 Type of enumeration area 

For the majority of statistics in this report we did not limit the analysis to the TEAs appropriate 
for LUCA 98. That is, TEAs 1, 6, 7 and 8 as described in the Background section 1.4.1.  We do 
present some statistics by TEA. In those instances, the six TEAs that were not eligible for the 
LUCA 98 program are collapsed in an “inappropriate for the operation” category. 

One statistic in this evaluation is limited to the TEAs appropriate for LUCA 98. That is the 
geographic clustering of adds, deletes and corrections. Refer to the Results sections 4.2.1, 4.3.1 
and 4.4.1 for those data. 

2.7 Type of address 

This evaluation looks at addresses by type of address information. We classify addresses into 
five categories based on the highest criterion met. The categories are: complete city-style, 
complete rural route, complete P.O. box, incomplete address and no address information. 

6 There were multiple DSF deliveries. The second one for Census 2000 overlapped with the 
LUCA 98 program. In cases where it was impossible to identify which source provided the 
address first, the original source was attributed to both operations in a “LUCA 98 and September 
1998 DSF” category. 

7 The Block Canvassing operation overlapped with the LUCA 98 program. In some cases Block 
Canvass results were provided to LUCA participants and in some cases LUCA results were 
included in the Block Canvassing operation. In cases where both operations provided the address 
independently, the original source was attributed to both operations in a “LUCA 98 and Block 
Canvassing” category. 
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 •	 The city-style category includes all units that had complete city-style addresses, which 
consists of a house number and street name. 

•	 The Rural Route category includes units that did not have a complete city-style address 
but did have a complete rural route address, such as Rural Route 2, Box 3. 

•	 The P.O. Box category includes units that did not have a complete city-style or rural 
route address but did have a complete P.O. Box address, such as P.O. Box 5. 

•	 The incomplete category includes units that had some address information but did not 
have a complete address of any type. 

•	 The no address information category includes units that are missing house number, street 
name, Rural Route, and P.O. Box information. 

Addresses are further delineated by whether or not the address had a physical/location description 
provided during a Census 2000 field operation.  For additional information on how this variable 
was defined, see PRED/TXE/2010 Memorandum Series: MAF-EXT-D-01, “Determining 
Address Classification for Master Address File (MAF) Evaluation Purposes.” 

2.8 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. For a description of these 
procedures, reference “Census 2000 Evaluation Program Quality Assurance Process.” 

3. LIMITS 

3.1 Using 1990 Census housing unit counts 

In order to assess the impact of individual government participation, we present government 
participation in LUCA 98 by their 1990 housing unit size. Some governments did not exist in 
1990, therefore they did not have any housing units in 1990 and are not included in that analysis. 
Although the 1990 housing unit sizes are likely an underestimate or overestimate of the true 
current housing unit size, it was our best measure of pre-Census 2000 housing unit sizes. 

3.2 The BSA size variable was overstated 

The variable showing the number of housing units at a basic street address (BSA) on the MAF 
included all addresses indicated as DMAF deliverable during the census process. Only a subset 
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of these addresses remained in the census. Therefore, the size of BSA variable on the MAF is 
overstated relative to the size of BSA as of the end of the census. Additionally, the size of BSA 
variable was only determined for units with city-style address information. Units with non-city-
style addresses are considered single units. 

3.3 Addresses sent to LUCA 98 participants that came back as “added” 

Some addresses on the MAF extracts used for analysis have an action code of “add” from LUCA 
98 even though we sent them out on the address list for participating governmental units to 
update. The government liaisons may have missed the address on their list and added it to the list 
again.  Or if two participants had jurisdictions that overlapped and they were given the same 
block to review at two different points in time then it may have been added twice by different 
participants. 

3.4 Comparing results to previous censuses 

The type of enumeration areas, enumeration methodologies, and analysis variables for Census 
2000 may differ from previous censuses. Caution should be taken when comparing results across 
censuses. An example of an analysis variable that has changed from 1990 is size of structure-
the closest approximation being size of basic street address in Census 2000. In the 1990 census, 
we had a census question asking the respondent the size of structure. In Census 2000, we defined 
the size of basic street address based on an address-level algorithm. 

3.5 Special place and group quarters addresses may have been miscoded as housing 

units 

LUCA 98 participants may have incorrectly added or verified MAF records as housing units 
when the records actually referred to special places or group quarters. The LUCA 98 program did 
not consist of a verification of this miscoding, and we do not know how often it occurred. This 
miscoding would generate an overstated count of housing units in the results. 

3.6 We used different MAF extracts for analysis 

As stated in the Methods section, we are computing most of the statistics in the report from the 
March 2001 MAF extracts. However, we are computing one statistic of interest for this report 
from the November 2000 MAF extracts.  In theory, the records on the November 2000 extracts 
should be the same as the records on the March 2001 MAF extracts. However, over time, 
additional information leads to the merging or unmerging of addresses on the MAF. This 
occurrence can result in small changes to the types of tallies that are in this report. 
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4. RESULTS 

The following questions repeat the ones in the executive summary and provide expanded 
answers. 

4.1	 How many governmental units participated in LUCA 98 and what are their 

characteristics? 

4.1.1 Participation overall 

A total of 9,263 of the 17,424 eligible governmental units participated in the LUCA 98 program.8 

The housing units in these participants’ jurisdictions geographically covered approximately 92 
percent of the housing units in areas eligible for LUCA 98. About 67 percent of participating 
governments submitted address updates in the form of adds, deletes, corrections, and 
nonresidential declarations. 

Some of the governments that declined to participate gave the Census Bureau reasons for doing 
so. The majority (92.9 percent) did not provide an answer or indicated that there was “no reason” 
for not participating. Of those who did provide a reason, most indicated that they had no time and 
were too busy, they had insufficient staff to do the work, or indicated that they did not participate 
due to some other reason not provided as an option. Some governments also indicated that they 
did not participate because they had previously returned other map updates to the Census Bureau. 

The Geography Division of the Census Bureau contracted with Anteon Corporation to perform a 
survey of the local and tribal governments eligible for the Census 2000 LUCA programs. The 
survey focused on the governments’ experiences with the LUCA program and reasons for 
participation or non-participation. Anteon produced a report independent of the Census 2000 
Evaluation program. Survey Results included the following highlights: 

•	 About two thirds of the responding governments indicated that their government was at 
least somewhat satisfied with the LUCA 98 program. 

•	 Over three fourths of the responding governments indicated they were interested or 
somewhat interested in participating in future LUCA-type programs. 

•	 Those governments that did not participate in the program indicated that the top two 
factors affecting their decision not to participate in the program were the volume of work 
required to conduct the review, and having insufficient personnel to conduct the review. 

8 Governmental unit eligibility and participation results for the LUCA 98 program that are 
reported in other Census Bureau publications may vary slightly due to changes in the production 
control systems. 
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Additional information on the Anteon survey results are in the “Results of the Survey of Selected 
Governments Eligible for the Local Update of Census Addresses (LUCA) Program” 
memorandum prepared for the U.S. Bureau of the Census. 

Overall, in terms of participation, the LUCA 98 program had some success. However, another 
goal of LUCA was to build relationships/partnerships with local and tribal governments as part 
of the Census Partnership program. We were not able to make an independent assessment of that 
aspect of the program for this evaluation. Information pertaining to the success of the 
Partnership program in general (with limited LUCA specifics) can be found in the “Census 2000 
Evaluation D.3: Report of Survey of Partners.” 

4.1.2 Participants by type of governmental unit 

Table 1. LUCA 98 participants by type of governmental unit 

Type o f Go vernme ntal Un it Nu mbe r of E ligible 

Gove rnmental U nits 
Participants* 

Number % of elig ible 

American Indian 130 54 41.5 

County 2,078 1,024 49.3 

Incorporated Place 8,510 5,632 66.2 

Minor Civil Division 6,706 2,553 38.1 

Total eligible governmen tal units 17,424 9,263 53.2 

*Participants are defined in the Methods Section 2.2. 

Table 1 shows that a total of 17,424 governmental units had areas where the Census Bureau 
planned to use mailout/mailback enumeration methods and were eligible to participate in the 
LUCA 98 program. Approximately 53.2 percent of eligible governments participated in the 
program. 

The majority of eligible governments were classified as incorporated places or minor civil 
divisions. Incorporated places, the largest group, had the highest rate of participation in the 
program at 66.2 percent of governments. All other types of governments had rates that ranged 
from 38 to 49 percent. 

4.1.3 Participants with updates by type of governmental unit 

The above results focused on those governments that agreed to participate and signed a 
confidentiality agreement. Now, we will look at governments that actually made any updates to 
the address lists they were sent. Table 2 shows the number of governmental units that provided 
address updates by the type of government. 
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Table 2. LUCA 98 address updaters by type of governmental unit 

Type of Governmental Unit Governmental units that updated addresses 

Number % of elig ible % of participants 

American Indian 29 22.3 53.7 

County 466 22.4 45.5 

Incorporated Place 4,073 47.9 72.3 

Minor Civil Division 1,662 24.8 65.1 

Total address updaters 6,230 35.8 67.3 

Although 9,263 governments agreed to participate in the program, those that made any address 
updates were much fewer in number. A total of 6,230 governments provided address updates. 
That represents 35.8 percent of all eligible governments and 67.3 percent of participating 
governments. Governments that did not provide any address updates may have agreed with the 
information on the Census address list they were provided with or may have decided not to 
pursue the task of updating the list. Anteon survey results also indicate that some of these 
governments claimed the volume of the work and insufficient staff kept them from providing 
updates. 

4.1.4 Participation by region of the United States 

Table 3a shows the participation and percent of eligible local governmental units that updated 
addresses by region of the United States. 

Table 3a. LUCA 98 participation by region of the United States (excluding American 
Indian governmental units) 

Region Eligib le Participants** Address Updaters*** 

Gov ernm ental U nits* (% of eligible) (% of eligible) 

No rtheast 3,280 67.8 40.2 

M idwest 9,389 41.8 30.1 

Sou th 3,250 63.2 36.7 

W est 1,375 73.2 63.2 

Total 17,294 53.3 35.9 

* Does not include American Indian governmental units 

** Governments that agreed  to participate, signed a confidentiality agreement, and  did no t drop  out or  disincorporate 

*** Governments that provided updates to the Census address list they reviewed 

The Western part of the U.S. had the highest participation in LUCA 98, where about 73.2 percent 
of eligible governments agreed to participate. The Midwest had the largest number of 
governments and the lowest participation. The Midwest also has the largest number of eligible 
governments, however many of them are small and may have declined to participate because they 
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knew a larger governmental unit was looking at housing counts for their area. 

Although participation for all regions of the U.S. was above 41 percent, governments that 
provided address updates in these areas represent a much lower percent of eligible governments. 
For example, about 63.2 percent of the eligible governments in the south agreed to participate, 
however less than 36.7 percent provided any updates. As previously mentioned, participants may 
have chosen not to provide updates because they agreed with the Census address list or they 
decided not to pursue the task of updating the list. 

The percent of participation and address updaters by region for the tribal governments is slightly 
different from the rest of the nation, as can be seen in Table 3b. 

Table 3b. LUCA 98 participation by region of the United States (American Indian 
governmental units) 

Region Eligible Governmental Participants Address Updaters 

Units (% of eligible) (% of eligible) 

W est 79 49.37 26.58 

M idwest 17 52.94 29.41 

No rtheast 13 15.38 15.38 

Sou th 21 19.05 4.76 

Total 130 41.54 22.31 

American Indian governments in the Midwest had the largest percent of participants with about 
53 percent. About half of the governments in the West (the area with the most American Indian 
governments) participated in the program. 

4.1.5 Participation by 1990 housing unit size 

To get an idea of the size of governments that participated in the LUCA 98 program, we look at 
participation by the number of housing units the government had in the 1990 Census. Table 4 
shows the percent of eligible governments that participated and the percent that made updates to 
the address list. 
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Table 4. LUCA 98 participation by 1990 Census housing unit count* 

Housing unit count Eligible Governmental Participants Address Updaters 

Units* (% of eligible) (% of eligible) 

0 - 999 6,847 40.60 27.59 

0 - 99 644 38.35 23.14 

100 - 249 1,411 35.86 24.10 

250 - 499 2,055 38.15 26.57 

500 - 999 2,737 45.41 31.20 

1,000 - 9,999 7,680 59.21 39.74 

10,000 - 99,999 2,520 67.02 44.21 

100,000 + 246 78.46 59.35 

100,000 - 249,999 162 77.78 54.32 

250,000 - 499,999 60 78.33 65.00 

500,000 - 999,999 19 84.21 78.95 

1,000,000 + 5 80.00 80.00 

Total** 17,293 53.25 35.86 

*This table does not include American Indian governments. 

**One government did  not exist in 1990 and  we do  not have1990  housing unit counts associated with it.


Table 4 shows that for eligible local and tribal governments, participation in the LUCA 98 
program tends to increase as the 1990 housing unit count increases. That is, larger governments 
appear to participate at higher rates. Smaller governments may have decided not to participate 
because they were aware of a larger government that was participating and updating addresses for 
blocks that were also in their jurisdiction. 

The percentage of governments that updated addresses follows a similar pattern. However, there 
is a noticeable drop (about 20 percent for some groups) in the percentage of governments that 
actually updated addresses versus those that agreed to participate. 

There were 130 American Indian governments that were eligible to participate in LUCA 98. A 
total of 118 of them did not exist in 1990 in their current Census 2000 form and therefore do not 
have available 1990 housing unit counts. The remaining 12 had fewer than 500 housing units in 
1990. These twelve did not participate in the LUCA 98 program. 

4.1.6 Participant updates 

LUCA 98 participants could provide updates in the form of adds, corrections, deletes, 
nonresidential units, and out of jurisdiction units. LUCA 98 participants submitted the following 
updates: 

• 6,956,146 adds, 
• 2,356,531 corrections, 
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 • 484,178 deletes, 
• 28,483 nonresidential addresses, and 
• 462,592 jurisdiction changes 

These updates were only added to the MAF if the participant also submitted complete address 
information. The results sections that follow only characterize those LUCA 98 updates that were 
included on the MAF. For participant updates to the addresses that GEO sent them in LUCA 98, 
see Appendix A.9 

4.2	 How many addresses did LUCA 98 participants add to the MAF and what 

are their characteristics? 

LUCA 98 participants added a total of 6,293,128 housing units to the MAF.10  Of those, 991,034 
already existed on the address list.  This may have occurred because a government erroneously 
added a unit that was already on their list. As a result, there are a total of 5,302,094 adds that 
were not in the initial LUCA 98 universe that we will characterize in the following sections of 
this report. 

Some states had significantly more units added in LUCA 98 than others. Refer to Appendix B 
for the number of adds in each state. Units added by participants in California accounted for over 
10 percent of national adds. Florida, Georgia, Illinois and New York were the only other states 
with over 5 percent of the total number of adds. 

The percent increase of addresses added relative to addresses on the list and reviewed by LUCA 
98 participating entities is 6.50 percent (5,302,094 adds divided by 81,537,188 addresses already 
on the MAF). The state level percentage increases ranged from 0.3 percent in the District of 
Columbia, to 17.2 percent in Georgia. See Appendix C for state level percentage increases.11 

We profile the LUCA 98 participant adds in the sections that follow. The profile will include the 

9 The table in Appendix A provides a distribution of actions (deletes, corrections, declared 
nonresidential) on addresses sent to participants in each state. The “Added” column in the table 
reflects those addresses that were sent to a participant (i.e. the address was already on the MAF) 
and the participant added the address again. See Limits section 3.3 for more information. For a 
distribution of addresses added (that were not already on the MAF) by state, see Appendix B. 

10 The number of adds reported here does not match the number of adds submitted by participants 
reported in section 4.1 since some government submissions were rejected because of insufficient 
or incorrect address information. 

11 The percentage increase in adds for each state presented in Appendix C reflects the number of 
addresses added (excluding those that were added again as described in Limits section 3.3) 
divided by the number of addresses already on the MAF. 
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following characteristics: 
• The clustering of adds in collection blocks (4.2.1) 
• The type of address information currently reflected on the MAF for the adds (4.2.2) 
• The number of units at the basic street address where the add is located (4.2.3) 
• The type of enumeration area where the add is currently located (4.2.4) 
•	 Whether the block code for the add that was provided by the LUCA 98 program is the 

same as the current official block (4.2.5) 
• The sources that originally placed the add on the address list (4.2.6) 
• The number of adds that were delivered to the DMAF (4.2.7) 
• The number of adds in the final census (4.2.8) 
• The results of the adds sent to Block Canvassing and Field Verification (4.2.9) 
•	 The total number of census addresses that were only added by LUCA 98 governmental 

units (4.2.10) 

4.2.1 Clustering of Adds 

There are 3,801,560 blocks in enumeration areas appropriate for LUCA 98.  Approximately 72 
percent of those blocks (2,730,913 total blocks) had at least one address on the list sent to LUCA 
98 participants or an address updated (added, deleted, declared nonresidential, or corrected)  by a 
LUCA participant.  A total of 497,022 blocks had at least one unit added by LUCA 98 
participants. 

LUCA 98 participants added 5,302,094 addresses to the MAF in 497,022 blocks in TEAs 1, 6, 7, 
and 8.  The blocks represent about 18 percent of the blocks in the LUCA 98 participant universe 
and 13 percent of the 3,801,560 blocks in TEAs eligible for LUCA 98.  Table 5 shows the total 
number of blocks (in TEAs 1, 6, 7, and 8) with adds and the distribution of blocks by the number 
of adds. 

Table 5. LUCA 98 adds in collection blocks 
Number of adds Number of blocks Percent of total 

170,948 34.39 

2-9 227,071 45.69 

10-19 50,201 10.10 

20-59 35,885 7.22 

60-99 6,067 1.22 

100+ 6,850 1.38 

Total blocks with adds 497,022 100.00 

* This table is based  on collection geography. See the Methods Section 2.3 for more details. 

** Adds were limited to those in TEAs eligible for LUCA 98. For a distribution of adds by TEA, see section 4.2.4. 

The majority of blocks with adds had less than ten adds. About 34 percent of blocks with adds 
had just a single add, and about 46 percent of blocks had between two and nine adds. 
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4.2.2 Type of address information 

We classified addresses into different categories indicating whether they had complete city-style 
address information, complete rural route information, complete P.O. box information, or had 
incomplete or missing address information on the MAF. We also considered whether they had a 
location description. See the Methods section 2.7 for more details. Table 6 shows the 
distribution of LUCA 98 participant adds by their type of address information. 

Table 6. LUCA 98 adds by type of address 

Type of Address Information Number of adds 

Complete City-style 5,294,863 

With location description 51,237 

Without location description 5,243,626 

Complete Rural Route 789 

With location description 85 

Without location description 704 

Complete P.O. Box 1,906 

With location description 29 

Without location description 1,877 

Incomplete address information 4,534 

With location description 2,850 

Without location description 1,684 

No address information 2 

With location description 0 

Without location description 2 

Total adds 5,302,094 

Percent of total* 

99.86 

0.97 

98.90 

0.01 

<0.01 

0.01 

0.04 

<0.01 

0.04 

0.09 

0.06 

0.03 

<0.01 

0.00 

<0.01 

100.00 

Over 99 percent of the units that LUCA 98 field representatives added had city-style address 
information. The number of LUCA 98 adds with non-city-style address information (Rural 
Route) is very low at 0.01 percent. This result is not surprising given the LUCA 98 program was 
conducted in areas the Census Bureau identified as having predominantly city-style addresses and 
in these areas the Census 2000 address list was initially created using addresses obtained from 
the U.S. Postal Service. However, not all housing units receive mail at city-style addresses.  We 
do not have a way to compute the percentage of adds with city-style addresses used for mail 
delivery. 

The biggest concern for LUCA 98 adds are units that have non-city style or incomplete address 
information and have no location description information.  Without this information, these units 
would have been difficult to locate in subsequent operations. However, as seen in Table 6, there 
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are a small percentage of adds (less than 0.1 percent) in this situation. 

Over 98 percent of the LUCA 98 adds in every state had city-style address information. 
Massachusetts and New Jersey had the lowest percentage of adds with city-style address 
information with 98.8 percent and 98.6 percent, respectively. 

4.2.3 Size of basic street address 

The size of basic street address is the number of units located at a basic street address. This 
variable was created on the MAF for units with city-style address information. Housing units 
with non-city-style addresses are considered single units. Table 7 shows the LUCA 98 adds by 
the number of units at the basic street address. 

Table 7. LUCA 98 adds by size of basic street address 

Size of BSA Number of adds Percent of total* 

Single unit 

Multi unit 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+  units 

Total adds 

3,416,930 64.44 

1,885,164 35.56 

654,925 12.35 

254,162 4.79 

184,920 3.49 

196,828 3.71 

594,329 11.21 

5,302,094 100.00 

*Subgroup percentages for multi-units do not sum to 35.56 due to rounding 

Single units accounted for about 64 percent of the total LUCA 98 adds. The remaining 36 
percent were in multi-unit structures. Most of the adds in multi-units were either in very small 
multi-units (2-4 units) or very large multi-units (over 50 units). 

In most states, single units accounted for at least half of the LUCA 98 adds (see Appendix D). 
There were four states with over 50 percent of adds in multi-unit structures: Arizona (60 
percent), District of Columbia (63 percent), Illinois (74 percent), and New York (85 percent). 
The majority of the adds in Arizona and Illinois were in 50+ unit structures.  There was a total of 
812 adds in DC and about 47 percent of them were in 50 or more unit structures, signifying that 
the government may have added one or more large apartment buildings.  The majority of adds in 
New York were in 2-4 unit structures. 
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4.2.4 Type of enumeration area 

As previously mentioned, the LUCA 98 program occurred in the following TEAs: 
Mailout/Mailback, Military, Urban Update/Leave, and Urban Update/Enumerate. These TEAs 
are “appropriate” for the LUCA 98 program. Addresses that did not have a TEA designation on 
the MAF represent addresses where GEO could not determine its exact block location (referred 
to as an “ungeocoded address”). Table 8 shows the adds from the LUCA 98 participants by the 
type of enumeration area. 

Table 8. LUCA 98 adds by type of enumeration area 

Type of enumeration area Number of adds Percent of total 

TE As inap propriate  for the operation (TEAs 2, 3, 5, and 9) 146,601 2.76 

TE As app ropriate for the operation (TEAs 1, 6, 7, and 8) 4,952,163 93.40 

Mailout/Mailback 4,933,267 93.04 

Military 3 0.01 

Urban U pdate/Leave 16,013 0.30 

Urb an U pda te/Enumerate 2,880 0.05 

TE A unkno wn (ungeo code d add resses) 203,330 3.83 

Total adds 5,302,094 99.99 

* Percentages do not sum to 100.00 due to rounding 

Most LUCA 98 adds were in TEAs appropriate for the operation. The Mailout/Mailback 
enumeration area had the largest number of adds by far with 93 percent. The adds in TEAs 
inappropriate for the operation were likely added erroneously by LUCA 98 participating 
governments or may have been subject to TEA changes after the government added the unit. 

The states with the smallest percentage of adds in the appropriate TEAs were Arkansas (46 
percent) and Oklahoma (50 percent).  About 19 percent of the adds in Oklahoma were 
ungeocoded and 31 percent were in Update/Leave areas.  About 52 percent of the adds in 
Arkansas were in Update/Leave areas. 

Arizona, South Dakota, and West Virginia were the only other states with less than 80 percent of 
adds in the appropriate TEAs. Arizona had a high percentage of ungeocoded adds (35 percent). 
The other adds in South Dakota and West Virginia were mostly in Update/Leave areas.  For more 
state level information see Appendix E. 

4.2.5 Block code agreement 

LUCA 98 participating governments were required to provide a block code for adds they 
submitted. Other Census operations provided block codes for addresses on the MAF as of 
November 2000. When two or more operations provided different block codes for a particular 
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address, the Census Bureau used a scoring hierarchy to determine the official block. Table 9 
shows the extent that the block code for the add provided by the LUCA 98 participant agreed 
with the official block. 

Table 9. LUCA 98 adds by official block code agreement 

The LU CA 98 b lock c ode is... Number of adds Percent of total 

LUCA 98 did not provide a block code 1,160,798 21.81 

Different than the official block 559,456 10.51 

Same as the official block 3,603,050 67.68 

Tota l adds* 5,323,304 100.00 

* We used the November 2000 M AF extract file (ra ther than the March 2001  MAF extract file) to  create this 

statistic, so the number of adds does not match other tables due to the merging of addresses described in section 3.6. 

More than two thirds of the LUCA 98 adds have a block code that is the same as the official 
block. This indicates that the LUCA 98 block usually agreed with other operations that provided 
a block code, or LUCA 98 was the only operation that provided a block code for that address. 

Approximately 11 percent of LUCA 98 adds had block codes that were different from the official 
block. These may have been situations where: 

•	 The block provided by the participating government disagreed with the block code 
provided by another operation that occurred after LUCA 98 or had more leverage in the 
scoring hierarchy. 

• The LUCA 98 participant may have unknowingly assigned the unit to the wrong block. 

The state level percentages of adds that had block codes that were different from the official 
block ranged from one percent in Alaska to approximately 44 percent in West Virginia.  See 
Appendix F for state level statistics. 

4.2.6 Original Source 

The operation that is identified as the original source of an address is the one that we believe first 
placed the address on the MAF, given the address in a TEA appropriate for the operation. See 
section 2.5 for more details on how we defined original source. Table 10 shows the LUCA 98 
participant adds by original source categories. 
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Table 10. LUCA 98 adds by original source category 

Number of addsOriginal source Percent of total 

Pre-LUCA 98* 1,600,887 30.19 

LUCA 98 2,615,296 49.33 

LUC A 98 and B lock Canvassing 568,939 10.73 

LUCA 98 and the September ‘98 DSF 410,868 7.75 

Some other source 106,104 2.00 

Total adds 5,302,094 100.00 

*The Pre-LUCA original source categories for the adds include the 1990 ACF, Census 2000 Dress Rehearsal, DSF 

(November ‘97 and September ‘98), and Block Canvassing. 

Nearly 68 percent of adds have an original source of LUCA 98 or LUCA 98 combined with 
another operation that occurred at the same time. The Census Bureau may have made updates to 
the MAF from the September 1998 USPS DSF file or from the Block Canvassing operation 
before or after LUCA 98 updates were made. Since it was difficult for us to identify which 
operation occurred first, both operations were given credit as the original source for the added 
unit. 

Hawaii and Illinois had by far the highest percentage adds that had an original source of LUCA 
98 only with approximately 96 percent and 82 percent of adds, respectively. 

Those adds that have an original source of an operation that occurred before LUCA 98 were on 
the MAF before the LUCA 98 program but were either: 

• not assigned to a block or 
• considered non-residential prior to being added by this operation. 

The two percent of addresses that have an original source from “some other source” reflect rare 
situations where the operation added units outside its boundaries, or areas that had boundary 
changes subsequent to the operation. 

Arkansas had the highest percent of adds (36 percent) with some other original source.  West 
Virginia (30 percent), Oklahoma (23 percent) and South Dakota (23 percent) were the states with 
the next highest percentages. 

4.2.7 DMAF deliverability of adds 

The DMAF is the file used for the delivery of census forms to respondents.  An address on the 
MAF was DMAF deliverable if it was adequate to include in the census enumeration. The rules 
for determining the DMAF deliverability of an address were relatively complex.  In general, the 
DMAF included MAF addresses that represented potential residential units that were geocoded 
to census blocks. 
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The majority of LUCA 98 adds (with sufficient address information) were delivered to the 
DMAF based on the following criteria: 

•	 The Census Bureau sent the add to the Block Canvassing operation and a field 
representative verified that it existed. 

•	 The Census Bureau was not able to send the add to the Block Canvassing operation, but 
the unit was also added in Block Canvassing. 

•	 The add was not verified by Block Canvassing and was sent to the LUCA 98 Field 
Verification operation. The Census Bureau delivered these adds to the DMAF as 
“provisional” since the field verification operation was not scheduled to finish before the 
first census questionnaire mailing.  As a result, the Census Bureau sent all of the LUCA 
98 provisional address adds a census questionnaire. 

The percentage of LUCA 98 participant adds in the nation that were DMAF deliverable on the 
March 2001 MAF extracts was about 95 percent. 

In most states, at least 87 percent of adds were DMAF deliverable (Appendix G). However, the 
DMAF deliverability percent for Arizona, Oklahoma, and South Dakota were 64.5, 74.3, and 
73.1 respectively.  The low DMAF deliverability percentage in Arizona may be attributed to the 
fact that a participating government submitted a number of adds with incorrect address 
information (ZIP code). 

4.2.8 Final Census status of adds 

An address on the DMAF was assigned a status of “in the Census” if it was considered to be an 
existing housing unit at the end of all Census 2000 processes. Although there are errors 
(erroneously included or excluded units) in the final census results, we suspect the magnitude of 
the errors to be relatively small. Therefore, we believe we can get an indication of the quality of 
LUCA 98 adds by looking at their final status in the census. 

There were a total of 3,062,436 LUCA 98 adds in the country that were valid housing units in the 
Census. This number represents about 58 percent of LUCA 98 adds. State level percentages of 
adds in the final census ranged from 6.92 in Hawaii to 83.7 in West Virginia (Appendix H). 

LUCA 98 adds that were not valid housing units in the census may have been one of the 
following: 

• mistakenly added by a participating government, or 
•	 identified as a duplicate or a nonexistent address by one of the address operations that 

followed LUCA 98 (Block Canvassing, LUCA 98 Field Verification, etc.). 
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4.2.9 LUCA 98 Field Verification and Block Canvassing results 

As previously stated, the Census Bureau required the verification of all LUCA 98 participant 
adds. The add could have been verified by Block Canvassing or LUCA 98 Field 
Verification. LUCA 98 adds with sufficient address information could have taken one of the 
following paths: 

•	 The add was on the MAF prior to the Block Canvassing operation and it was confirmed 
to exist in Block Canvassing. 

•	 The add was on the MAF prior to the Block Canvassing operation and it was deleted in 
Block Canvassing. The Census Bureau sent the add to the LUCA 98 Field Verification to 
confirm the Block Canvassing delete. 

•	 The add was not on the MAF prior to the Block Canvassing operation. However, a field 
representative in Block Canvassing also added the address, therefore confirming the 
existence of the LUCA 98 add. 

•	 The add was not on the MAF prior to the Block Canvassing operation and a field 
representative in Block Canvassing did not add the address. The Census Bureau sent the 
add to the LUCA 98 Field Verification operation. 

•	 There are other anomalies that may have occurred in the validation of LUCA updates. 
Supplemental LUCA updates were made after Block Canvassing and were not sent to 
Field Verification due to timing constraints. 

Due to the complexity of the different validation paths and the interpretation of those paths 
without the knowledge of the specific addresses that were in the Supplemental LUCA universe, 
we chose to simplify the presentation of results. We present the results the LUCA adds by the 
last operation (Block Canvassing or LUCA 98 Field Verification) that could have confirmed its 
existence before subsequent Census operations occurred. Results are presented by the following 
groups: 

•	 The add was confirmed to exist as a residential housing unit in the Block Canvassing 
operation. These LUCA adds did not go to the LUCA 98 Field Verification operation. 

•	 The add was deleted in the Block Canvassing operation and not sent to the LUCA 98 
Field Verification operation. These cases may reflect situations where the address 
appeared as nonresidential on some other source, so there was no need for a confirmation 
of the Block Canvassing delete in LUCA 98 Field Verification. 

•	 The add was confirmed to exist as a residential housing unit in Field Verification. The 
add may have been in Block Canvassing but it was sent be verified again in the Field 
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Verification operation. 

•	 The add was deleted in Field Verification. Some of these adds may have also been in the 
Block Canvassing operation. If Block Canvassing also deleted the add, then it was no 
longer eligible for Census processing (since two different sources deleted it). 

•	 The add was not included in the Block Canvassing nor the Field Verification operation. 
These may reflect Supplemental LUCA cases. 

Table 11 shows LUCA 98 participant adds and their result in the last operation (Block 
Canvassing or LUCA 98 Field Verification) that was to confirm its existence. 

Table 11. LUCA 98 participant adds in Block Canvassing and Field Verification 

Action in Block Canvassing or Field Verification Number of Percent of total* 

LUCA 98 adds 

Confirmed in Block Canvassing (added, verified, corrected) 1,962,503 37.01 

Deleted in Block Canvassing and not sent to Field Verification 1,212 0.02 

Confirmed in Field Verification (verified or corrected) 1,095,782 20.67 

Deleted in Field Verification 1,672,382 31.54 

Not in Block Canvassing nor in Field Verification operations  570,215 10.75 

Total LUCA 98 adds 5,302,094 99.99 

* Percentages do not sum to 100.00 due to rounding. 

Approximately 58 percent of LUCA 98 participant adds were confirmed to exist by Block 
Canvassing operation (37 percent) or the LUCA 98 Field Verification operation (21 percent). 
The confirmation of the add at this point in the Census process does not imply that the add was 
on the final census address list. There were operations that followed, such as the Coverage 
Improvement Followup or the Nonresponse Followup, that may have determined the housing 
unit did not exist as a residential unit as of census day. 

About 32 percent of LUCA 98 adds were deleted in the LUCA 98 Field Verification operation. 
Some of the adds deleted in Field Verification were also deletes in the Block Canvassing 
operation, therefore the address was ineligible for further census processing (since Field 
Verification confirmed that the address did not exist as a residential unit). The others continued 
in the census process unless another coverage improvement operation determined it did not exist. 

The 11 percent of LUCA 98 adds that were not included in either the Block Canvassing or the 
LUCA 98 Field Verification operations may represent units that were added in Supplemental 
LUCA. Due to the late processing of these LUCA 98 results the Census Bureau decided to 
eliminate the verification process for Supplemental LUCA 98 updates. 
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4.2.10  Census addresses that were only added by LUCA 98 governmental units 

As previously mentioned, there are 3,062,436 LUCA 98 adds in the nation that were valid 
housing units in the Census.  The majority of these adds may have also come from other address 
building operations such as the Block Canvassing operation or the USPS’s DSF. To get a 
measure of the number of valid census housing units that would have only been on the census 
address list at the time of enumeration because it was a LUCA 98 program add, we used the 
following criteria: 

• The LUCA 98 add is currently in a TEA appropriate for LUCA 98 (TEAs 1, 6, 7, and 8). 

•	 The LUCA 98 add was not on the 1990 Address Control File or in the Census 2000 Dress 
Rehearsal. 

•	 The LUCA 98 add was not residential on the USPS’s DSF deliveries used to update the 
census address list in November of 1997 and September of 1998. 

• The LUCA 98 add was not added in the Block Canvassing operation. 

•	 The LUCA 98 add was on the March 2001 extracts and was a valid unit in the final 
census. 

There were a total of 675,627 LUCA 98 adds with the criteria described above.  This number 
may be an overestimate since some LUCA 98 adds were sent to the Block Canvassing operation 
and verified to exist by a field representative. There is no way to determine if the Block 
Canvassing field representative would have also added the address if it had not been on their list. 

The Census Bureau also updated the census address list with the November 1999 DSF after the 
Block Canvassing and LUCA 98 operations. The Bureau mailed questionnaires to geocoded 
residential addresses reflected on this DSF. A total of 161,091 of the LUCA 98 adds described 
above were on this DSF as residential.  The remaining 514,536 LUCA 98 adds were: 

• not on the November 1999 DSF,

• on the November 1999 DSF as “commercial”, or

• on the November 1999 DSF as an “X” record12


Considering the November 1999 DSF, we feel that 514,536 addresses is the best estimate of 
census addresses that would not have been on the census address list at the time of 
enumeration if not for the LUCA 98 program. 

12 An address with a DSF delivery type of “X” is not classified as residential or commercial. 
These are often units that are not yet receiving mail, but could receive it in the future.  The 
Census Bureau did not attempt to mail to these “X” records unless some other address updating 
operation also provided it. 
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Later census operations, such as the Nonresponse Follow-up and the Coverage Improvement 
Follow-up, also updated the address list. Considering adds from these later operations, we 
feel that 505,530 addresses is the best estimate of the number of addresses in Census 2000 
that were solely provided by LUCA 98.  About 31.4 percent of these addresses were provided 
by local governments in New York.  For state level data, see Appendix K. 

In a census environment, it is ideal to have the most complete address list at the start of the 
enumeration. The sooner we can get new construction onto the address list, the more likely that 
we will obtain an accurate enumeration. So, although the number of adds for which we give 
credit to the LUCA program diminishes as we bring in the results of later operations, the fact that 
we were able to obtain these addresses from local governments earlier in the process helped 
ensure a more complete census. 

4.3	 How many addresses did LUCA 98 participants delete from the MAF and 

what are their characteristics? 

For the purpose of this evaluation, all addresses that participating governments identified as 
“delete” or “nonresidential” in the LUCA 98 program will be characterized as deletes in this 
section.  LUCA 98 governments deleted a total of 490,613 addresses. There were: 

• 465,817 deleted addresses, and 
• 24,796 addresses declared nonresidential 

The 490,613 deletes represent 0.6 percent of the addresses sent to LUCA 98 participants to 
review (81,537,188 total addresses). 

The state level percentage of addresses in the initial universe that were deleted ranged from none 
in the District of Columbia to approximately 3 percent in Maine.  For the percentage of addresses 
deleted and determined nonresidential from the initial universe by state, refer to Appendix A.13 

We profile the LUCA 98 deletes for the nation in the sections that follow. The profile will 
include the following characteristics: 

• The clustering of deletes in collection blocks (4.3.1) 
• The type of address information currently reflected on the MAF (4.3.2) 
• The number of units at the basic street address where the delete is located (4.3.3) 
• The type of enumeration area the delete is currently located (4.3.4) 
• The sources that originally placed the delete on the address list (4.3.5) 
• The number of deletes that were delivered to the DMAF (4.3.6) 

13 The delete and nonresidential columns in Appendix A reflect the percent of addresses that 
governments deleted from the Census address list they reviewed. Those percentages are 
presented for each state. For a distribution of the total number of deletes by state, refer to 
Appendix I. 
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 • The number of deletes in the final census (4.3.7) 
• LUCA 98 Field Verification and Block Canvassing results (4.3.8) 

4.3.1 Clustering of deletes 

As mentioned in section 4.2.1, there are 3,801,560 blocks in enumeration areas appropriate for 
LUCA 98.  Approximately 72 percent of those blocks (2,730,913 total blocks) had at least one 
address on the list sent to LUCA 98 participants or an address updated (added, deleted, declared 
nonresidential, or corrected) by a LUCA participant.  A total of 130,640 of those blocks had at 
least one unit deleted by a LUCA 98 participant. 

LUCA 98 participants deleted 490,613 addresses in 130,640 blocks in TEAs 1, 6, 7 and 8.  The 
blocks represent about 5 percent of the blocks in LUCA 98 and about 3 percent of the 3,801,560 
blocks in TEAs eligible for LUCA 98.  Table 12 shows the total number of blocks (in TEAs 1, 6, 
7 and 8) with deletes and the distribution of blocks by the number of deletes. 

Table 12. LUCA 98 range of deletes in collection blocks* 

Number of deletes Nu mbe r of b locks w ith this Percent of total blocks 

many deletes** with deletes 

66,920 51.22 

2-9 55,426 42.43 

10-19 5,254 4.02 

20-59 2,378 1.82 

60-99 344 0.26 

100+ 318 0.25 

Total blocks with deletes 130,640 100.00 

*This table is based on co llection geography. See M ethods Section 2.3  for more details 

** Deletes were limited  to those  in TEAs eligib le for LU CA 98. For a d istribution of deletes by T EA, see Results 

Section 4.3.4. 

More than half of the blocks with deletes had only one delete. Almost 94 percent of the blocks 
had fewer than 10 units deleted. 

4.3.2 Type of address information 

Table 13 presents data for the type of address information for LUCA 98 deletes. See Methods 
section 2.7 for more information about the address types. 
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Table 13. LUCA 98 deletes by type of address 

Type of Address Information* Number of deletes Percent of total** 

Complete City-style 

With location description 

Without location description 

Complete Rural Route 

Complete P.O. Box 

Incomplete address information 

No address information 

Total deletes 

490,293 99.93 

903 0.18 

489,390 99.75 

5 <0.01 

1 <0.01 

314 0.06 

0 0.00 

490,613 99.99 

* Where subcategories for location are not provided, all addresses in the category had location description 

information. 

** Percentages do not sum to 100.00 due to rounding. 

Over 99 percent of the deletes had city-style address information. This result is reflective of the 
fact that LUCA 98 was conducted in areas that the Census Bureau had designated as having city-
style addresses. Very few addresses that participants deleted did not have complete city-style 
address information. City-style addresses are generally easier to identify and locate, so LUCA 98 
participants may have had an easier time determining the existence of an address if they searched 
on the ground. 

4.3.3 Size of basic street address 

Table 14 shows the range of units indicated on the MAF at the basic street address of the LUCA 
98 deletes. 

Table 14. LUCA 98 deletes by size of basic street address 

Size of BSA Number of deletes Percent of total 

Single unit 293,266 59.78 

M ulti unit 197,347 40.22 

2-4 units 73,687 15.02 

5-9 units 27,554 5.62 

10-1 9 units 21,038 4.29 

20-4 9 units 23,036 4.70 

50+  units 52,032 10.61 

Total deletes 490,613 100.00 

* Subgroup percentages for multi units do not sum to 40.22 due to rounding. 

Single unit structures accounted for nearly 60 percent of LUCA 98 deletes. The state level 
percentages range from approximately 10 percent in Hawaii to 78 percent in West Virginia.  The 
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broad range of this statistic from state to state may be indicative of the fact that: 
• Some states have very few multi-unit structures, 
• Some states had very few LUCA 98 deletes overall, or 
•	 LUCA 98 participants in some states may have chosen to focus on units in multi-unit 

structures. 

About 40 percent of LUCA 98 deletes were in multi-unit structures. Some of the deletes in 
multi-unit structures are attributed to entire multi-units that participants deleted (due to multi-
units that no longer exist, etc.). Other deletes are individual units that participants deleted from a 
multi-unit when they believed there was an overstatement of the number of units in the structure. 
We do not have information to determine the magnitude of these situations relative to one 
another. 

Some states had a high percentage of deletes in multi-unit structures. Over 90 percent of deletes 
in Hawaii were in multi-unit structures. However, Hawaii is one of the states with very few 
deletes (See Appendix I for deletes by state). Delaware is another state worth noting with almost 
39 percent of deletes in large (50 or more) multi-unit structures. 

4.3.4 Type of enumeration area 

As previously mentioned, the LUCA 98 program occurred in the following types of enumeration 
areas: Mailout/Mailback, Military, Urban Update/Leave, and Urban Update/Enumerate. Table 
15 shows the deletes from the LUCA 98 participants by the type of enumeration area. 

Table 15. LUCA 98 deletes by type of enumeration area 

Type of enumeration area Number of deletes Percent of total 

TE As inappropriate for the operation 5,146 1.05 

TE As appropriate for the operation 485,467 98.95 

Mailout/Mailback 483,236 98.50 

Military 186 0.04 

Urban U pdate/Leave 798 0.16 

Urb an U pda te/Enumerate 1,247 0.25 

TE A unkno wn (ungeo code d add resses) 0 0.00 

Total deletes 490,613 100.00 

The majority of LUCA 98 deletes were in the TEAs appropriate for the operation. The 
Mailout/Mailback enumeration area had the highest workload for deletes by far than any other 
enumeration area. This result is slightly higher than the percentage of LUCA 98 adds that were 
in the appropriate enumeration area (stated in section 4.2.4). 

Vermont had the highest number of deletes by far that were in inappropriate TEAs (53 percent of 
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79 total deletes).  South Carolina had the next highest percentage with about 11 percent of 
deletes in inappropriate TEAs. 

4.3.5 Original source 

Table 16 shows the distribution of LUCA 98 deletes by the address source we believe originally 
put the address on the MAF. 

Table 16. LUCA 98 deletes by original source category 

Original source Number of deletes Percent of total 

Pre-LUCA 98 

1990 ACF 

Dress Rehearsal 

November ‘97 DSF 

Block Canvassing 

September ‘98 DSF 

Some other source 

Unknown 

Total deletes 

487,614 99.39 

400,806 81.69 

96 0.02 

81,312 16.57 

3,962 0.81 

1,438 0.29 

2,997 0.61 

2 0.00 

490,613 100 

The majority (82 percent) of LUCA 98 participant deletes were addresses provided by the 1990 
ACF. The 1990 ACF is the oldest address source for the current MAF and represents known 
housing units from the 1990 Census. Given its age, it is not surprising that it was the original 
source for so many LUCA 98 deletes. Many housing units may have been demolished or 
converted in the previous 8 years. 

The next largest original source category for LUCA 98 deletes was the November ‘97 DSF. This 
was the only source (other than the 1990 ACF and the Census 2000 Dress Rehearsal) that had 
been completely incorporated into the MAF before the first LUCA 98 participant received their 
address review materials. As previously mentioned, Block Canvassing and the September ‘98 
DSF updates could have occurred before, after, or during the LUCA 98 program. 

All results at the state level parallel the above results. 

4.3.6 DMAF deliverability 

As stated previously, the DMAF is the file used for the delivery of census questionnaires.  In 
general, the DMAF included MAF addresses that represented potential residential units that were 
geocoded to census blocks. 

The exclusion criteria for the initial creation of the DMAF required a second confirmation of 
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deletes in order to exclude an address from further processing in the census address universe. 
Therefore, LUCA 98 participant deletes that were confirmed as deletes by the Block Canvassing 
operation were not delivered to the DMAF.  However, because of the timing of Block 
Canvassing and the LUCA 1998 Field Verification, some LUCA 98 deletes may have been 
delivered to the initial DMAF before a second operation could confirm the delete. 

The percentage of LUCA 98 deletes that were DMAF deliverable on the March 2001 MAF 
extracts was 41.2 percent.  The state level percentages of DMAF deliverable LUCA 98 deletes 
ranged from about 10 percent in Hawaii to 76 percent in Vermont. 

4.3.7 Final census status of deletes 

An address on the DMAF was assigned a status of “in the census” if it was considered to be an 
existing housing unit at the end of all Census 2000 processes. Although there are errors 
(erroneously included or excluded units) in the census results, we suspect the magnitude of the 
errors to be relatively small. Therefore, we believe we can get an indication of the quality of 
LUCA 98 participant deletes by looking at their final status in the census. 

The percentage of LUCA 98 deletes that were enumerated as housing units in the census was 
about 30 percent.  A few states had a percentage of deletes in the final census that was much 
higher than the result for the nation. About 70 percent of the deletes in New Mexico and 63 
percent of the deletes in Oregon were in the final census.  These deletes were likely included in 
the census due to one of the following reasons: 

• They were erroneously deleted by the LUCA 98 participant 
•	 They were correctly deleted by the LUCA 98 participant and erroneously reinstated to the 

census by other census housing unit coverage operations. 

4.3.8 LUCA 98 Field Verification and Block Canvassing results 

In general, LUCA 98 deletes were not required to be sent to LUCA 98 Field Verification since 
these addresses were already on the MAF for the Block Canvassing operation. However, some 
were sent to Field Verification to deal with inconsistencies. 

Table 17 shows LUCA 98 participant deletes and their result in the last operation (Block 
Canvassing or LUCA 98 Field Verification) that had the opportunity to confirm its existence. 
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Table 17. LUCA 98 participant deletes in Block Canvassing and Field Verification 

Action in Block Canvassing or Field Verification Number of Percent of total* 

LUCA 98 deletes 

Confirmed in Block Canvassing (added, verified, corrected) 191,742 39.08 

Deleted in Block Canvassing and not sent to Field Verification 211,473 43.10 

Confirmed in Field Verification (verified or corrected) 1,273 0.26 

Deleted in Field Verification 2,647 0.53 

Not in Block Canvassing or in Field Verification  83,478 17.02 

Total LUCA  98 deletes 490,613 99.99 

* Percentages do not sum to 100.00 due to rounding. 

Block Canvassing field representatives confirmed that about 39 percent of LUCA 98 deletes 
existed as residential units. 

About 43 percent of LUCA deletes were also deleted in the Block Canvassing operation. Another 
0.5 percent of LUCA deletes were deleted in the LUCA 98 Field Verification.  Since these 
addresses were deleted more than once, they were not eligible for further processing in the 
Census. However, a later operation may have resurrected the address. 

4.4 	 How many addresses did LUCA 98 participants correct on the MAF and 

what are their characteristics? 

LUCA 98 participants corrected a total of 2,762,050 addresses on their lists.  These corrections 
included: 

• changes to the house number, 
• changes to any component of the street name, 
• changes to the unit designation, or 
• geographic changes (ZIP or block code). 

The 2,762,050 corrections represents about 3.4 percent of the addresses sent to LUCA 98 
participants to review (81,537,188 total addresses).  The percent of addresses corrected in each 
state ranged from zero in the District of Columbia to 16 percent in Utah.  See Appendix A for 
percent of the initial LUCA 98 universe corrected by state. See Appendix J for the distribution 
of corrections by state. 

This section profiles the LUCA 98 participant corrections overall. The profile includes the 
following characteristics: 

• The clustering of corrections in collection blocks (4.4.1) 
• The number of units at the basic street address where the correction is located (4.4.2) 
• The sources that originally placed the correction on the address list (4.4.3) 
• LUCA 98 Field Verification and Block Canvassing results (4.4.4) 
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4.4.1 Clustering of corrections 

There are 3,801,560 blocks in enumeration areas appropriate for LUCA 98.  Approximately 72 
percent of those blocks (2,730,913 total blocks) had at least one address on the list sent to LUCA 
98 participants or an address updated (added, deleted, declared nonresidential, or corrected)  by a 
LUCA participant.  A total of 177,412 blocks had at least one unit corrected by LUCA 98 
participants. 

LUCA 98 participants corrected 2,762,050 addresses on the MAF in 177,412 blocks in TEAs 1, 
6, 7, and 8.  The blocks represent about 6 percent of the blocks in the LUCA 98 participant 
universe and 5 percent of the 3,801,560 blocks in TEAs eligible for LUCA 98.  Table 18 shows 
the total number of blocks (in TEAs 1, 6, 7, and 8) with corrections and the distribution of blocks 
by the number of corrections. 

Table 18. LUCA 98 corrections in collection blocks 

Number of corrections Number of blocks Percent of total 

40,387 22.76 

2-9 75,215 42.40 

10-19 28,068 15.82 

20-59 25,476 14.36 

60-99 4,187 2.36 

100+ 4,079 2.30 

Total blocks with corrections 177,412 100.00 

* This table is based  on collection geography. See the Methods Section 2.3 for more details. 

** Corrections were  limited to  those in TEAs eligib le for LU CA 98. 

Like the LUCA 98 participant adds and deletes, the majority of blocks with corrections had less 
than 10 total corrections. However, about 16 percent of blocks did have between 10 and 19 
corrected units and 14 percent had between 20 and 59 corrected units. This may indicate blocks 
with large multi-unit structures, since LUCA 98 address corrections often involved correcting 
unit designations. 
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4.4.2 Size of basic street address 

Table 19 shows the number of corrections by the number of units at the basic street address. 

Table 19. LUCA 98 corrections by size of basic street address 

Size of BSA Number of corrections Percent of total* 

Single unit 

Multi unit 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+  units 

Total corrections 

1,343,177 48.63 

1,418,873 51.37 

449,229 16.26 

169,927 6.15 

136,091 4.93 

184,354 6.67 

479,272 17.35 

2,762,050 100.00 

* Subgroup percentages for multi units do not sum to 51.37 due to rounding. 

Multi units accounted for a little over half of the LUCA 98 participant corrections. The high 
percentage of multi unit corrections may be an indication that LUCA participants attempted to 
correct unit designations. Collecting the correct unit designations for very small or very large 
multi unit structures can often be problematic. 

States with large urban areas tended to have higher rates of corrections in multi units. About 84 
percent of the corrections in New York were in multi unit structures. The state of Maine had one 
of the highest percentages of corrections in large (50+) multi unit structures. 
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4.4.3 Original Source 

Table 20 shows the number of LUCA 98 corrections by the source that originally put them on the 
MAF. For more details on original source see section 2.5. 

Table 20. LUCA 98 corrections by original source category 

Original source Number of corrections Percent of total 

Pre-LUCA 98 

1990 ACF 

Dress Rehearsal 

November ‘97 DSF 

Block Canvassing 

September ‘98 DSF 

Some other source 

Unknown 

Total corrections 

2,759,050 99.89 

2,365,307 85.64 

95 <0.01 

374,630 13.56 

1,207 0.04 

7,414 0.27 

2,995 0.11 

5 <0.01 

2,762,050 100.00 

Like the LUCA 98 deletes, the majority of LUCA 98 corrections (86 percent) were made to 
addresses from the 1990 ACF. The 1990 ACF is the oldest address source for addresses on the 
current MAF. Given its age, the necessity for address corrections is not surprising. 

The next largest original source category for LUCA 98 corrections was the November ‘97 DSF. 
This was the only MAF source (other than the 1990 ACF and the Census 2000 Dress Rehearsal) 
that had been completely incorporated into the MAF before the first LUCA 98 participant 
received their address review materials. This may have contributed to the amount of corrections 
we see for this source versus the other pre-LUCA 98 sources. 

State level results for this statistic mirror the results for the country. That is, the majority of 
corrections had an original source of the 1990 ACF or the November ‘97 DSF. 

4.4.4 LUCA 98 Field Verification and Block Canvassing results 

In general, LUCA 98 corrections were required to be sent to LUCA 98 Field Verification when 
the Block Canvassing results for the address did not agree with the LUCA correction. 

Table 21 shows LUCA 98 participant corrections and their result in the last operation (Block 
Canvassing or LUCA 98 Field Verification) that had the opportunity to confirm its existence. 
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Table 21. LUCA 98 participant corrections in Block Canvassing and Field Verification 

Action in Block Canvassing or Field Verification Number of LUCA Percent of total 

98 corrections 

Confirmed in Block Canvassing (added, verified, corrected) 2,402,426 86.98 

Deleted in Block Canvassing and not sent to Field Verification 27,235 0.99 

Confirmed in Field Verification (verified or corrected) 208,602 7.55 

Deleted in Field Verification 109,720 3.97 

Not in Block Canvassing or in Field Verification 14,067 0.51 

Total LUCA  98 deletes 2,762,050 100.00 

Approximately 87 percent of LUCA 98 corrections were confirmed to exist in Block Canvassing 
and not included in the Field Verification operation. Block Canvassing field representatives 
corrected either the address information or block information for about 12 percent of LUCA 
corrections.  They verified about 73 percent.  The Census Bureau likely did not send these 
addresses to the Field Verification operation for one of the following reasons: 

•	 The correction made by Block Canvassing did not conflict with the corrected information 
provided by the LUCA 98 participant. 

•	 The LUCA 98 participants corrected information was included on the MAF prior to 
Block Canvassing and Block Canvassing served as the verification. 

•	 The participant was part of the Supplemental LUCA 98 program and the Census Bureau 
decided not to field verify those updates due to time constraints. 

The next largest group of LUCA 98 corrections were confirmed in LUCA 98 Field Verification 
(about 8 percent). Most of them (5 percent) were verified to exist as is rather than corrected 
again. 

4.5	 How many addresses did participants appeal and how many of them were in 

the final census? 

LUCA 98 governments appealed a total of 313,853 addresses. A total of 303,410 of those 
addresses were added to the MAF after approval by the Census Address List Appeals Office 
established by the Office of Management and Budget.  There were 141,580 appeals addresses 
that were included on the final census address list. 
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4.6 What is the overall assessment of the LUCA 98 program? 

The address list for the LUCA 98 program included addresses from various MAF sources, 
including the 1990 ACF, two DSF deliveries, and the Block Canvassing operation. There were 
approximately 81.5 million addresses from these sources on the MAF that were eligible for 
review in LUCA 98.  LUCA 98 participants received the portion of these addresses that were in 
their jurisdiction and made updates. 

About 53 percent of the 17,424 eligible local and tribal governments participated in the LUCA 
98 program.  The participating governments received review materials for addresses in their 
jurisdiction. The total number of addresses that were sent to be reviewed by participants 
represented about 92 percent of the housing units in the LUCA 98 eligible areas.  Although the 
governments that agreed to participate covered a large area, only 36 percent of participating 
governments made address updates. We recommend that the Census Bureau investigate 
ways to increase government participation. Especially focusing on ways to aid the 
governmental unit in providing updates once they have agreed to participate. 

There were approximately 3.8 million blocks in enumeration areas appropriate for LUCA 98 and 
about 2.7 million blocks were reviewed by participating governments.  Participating governments 
made address updates (adds, corrections, and deletes) in 664,189 blocks.  Of the 2.7 million 
blocks participants reviewed, about 18 percent yielded at least one add, 5 percent yielded at least 
one delete, and 6 percent yielded at least one correction. 

The LUCA 98 program contributed to the address list in many areas. Participants added 
5,302,094 addresses, deleted 490,613 addresses, and corrected 2,762,050 addresses on the MAF. 
About 58 percent of LUCA 98 adds were on the final census housing unit inventory. 

Although the updates had a large impact on the update of the Master Address File for Census 
2000, the timing of the program with other Census 2000 address updating operations introduced 
some complexity in determining the true impact of updates to the final census results. However, 
we do estimate that about 505,530 addresses in the final census were provided by Local Update 
of Census Addresses participants and may not have been provided by any other census operation. 

In order to understand the true impact of LUCA in the future, we recommend that the 
Census Bureau allow sufficient time for the completion of government updates prior to 
Block Canvassing activities. This would reduce the complexity of processing, as well as 
eliminate the need for another operation to validate updates. 
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Appendix A: LUCA 98 participant actions on addresses sent 
LUC A 98 participant action (percent of addresses sent) 

Addresses sent
State 

to participants 

Alabama 1,064,949 
Alaska 147,828 
Arizona 1,542,140 
Arkansas 438,141 
California 11,015,284 
Colorado 1,222,041 
Connecticut 960,535 
Delaware 227,596 
District of Columbia 288,215 
Florida 5,811,166 
Georgia 2,092,775 
Hawaii 331,148 
Idaho 287,299 
Illinois 3,913,651 
Indiana 1,665,002 
Iowa 775,613 
Kansas 741,332 
Kentucky 736,027 
Louisiana 1,240,476 
Maine 84,495 
Maryland 1,809,914 
Massachusetts 2,125,258 
Michigan 3,311,104 
Minnesota 1,166,610 
Mississippi 590,838 
Missouri 1,498,815 
Montana 97,528 
Nebraska 479,458 
Nevada 552,952 
New Hampshire 206,896 
New Jersey 2,892,249 
New Mexico 393,012 
New York 5,883,340 
North Carolina 1,623,924 
North Dakota 137,045 
Ohio 3,745,338 
Oklahoma 734,894 
Oregon 941,177 
Pennsylvania 3,970,888 
Rhode Island 354,002 
South Carolina 1,061,629 
South Dakota 149,917 
Tennessee 1,490,569 
Texas 5,557,733 
Utah 555,504 
Vermont 40,976 
Virginia 1,823,006 
Washington 1,981,041 
West Virginia 116,490 
Wisconsin 1,545,100 
Wyoming 114,268 

United States 81,537,188 

Determined 
No action Added Deleted non- Corrected 

residential 
95.22 1.98 0.90 0.02 1.88 
98.75 0.87 0.14 0.00 0.24 
96.36 1.42 0.26 0.05 1.91 
95.25 0.83 0.63 0.04 3.25 
95.53 0.88 0.19 0.01 3.40 
96.57 1.48 0.88 0.03 1.04 
95.16 1.26 0.87 0.02 2.69 
98.72 0.48 0.40 0.01 0.40 
99.99 0.01 0.00 0.00 0.00 
96.97 1.39 0.25 0.01 1.38 
92.39 4.19 0.61 0.03 2.78 
96.52 3.44 0.00 0.03 0.02 
97.03 0.90 0.37 0.03 1.67 
97.19 0.83 0.43 0.02 1.54 
96.07 2.17 0.46 0.04 1.26 
95.08 0.96 1.52 0.07 2.37 
84.99 0.73 0.63 0.04 13.61 
96.48 0.75 0.66 0.03 2.08 
95.39 3.38 0.41 0.02 0.79 
95.73 0.17 2.95 0.02 1.13 
97.29 1.10 0.43 0.03 1.14 
96.27 0.40 0.92 0.02 2.40 
94.84 0.84 1.54 0.04 2.74 
93.54 3.65 0.65 0.03 2.14 
96.84 0.91 0.78 0.05 1.41 
96.19 2.46 0.59 0.03 0.73 
98.39 0.23 0.63 0.14 0.61 
95.12 0.62 1.01 0.04 3.21 
98.19 1.26 0.14 0.02 0.39 
96.24 0.51 2.37 0.03 0.85 
96.17 0.66 0.83 0.04 2.30 
94.19 4.35 0.52 0.02 0.93 
83.55 0.34 0.56 0.02 15.52 
93.74 1.96 0.55 0.02 3.72 
97.57 0.17 1.08 0.07 1.10 
96.23 0.46 0.37 0.03 2.92 
98.26 1.12 0.40 0.01 0.21 
98.10 0.79 0.52 0.01 0.59 
96.26 1.10 0.93 0.03 1.67 
98.82 0.44 0.35 0.01 0.39 
84.07 2.85 0.93 0.04 12.12 
98.19 0.26 0.61 0.10 0.84 
94.56 1.75 0.56 0.02 3.11 
96.62 1.02 0.52 0.07 1.77 
81.94 1.34 0.44 0.04 16.24 
98.59 0.01 0.18 0.01 1.21 
97.74 0.47 0.24 0.01 1.54 
96.57 2.03 0.29 0.06 1.04 
99.92 0.01 0.04 0.00 0.03 
94.68 0.97 1.62 0.12 2.61 
94.86 0.36 0.99 0.05 3.74 

94.80 6.50 0.57 0.03 3.40 
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Appendix B: LUCA 98 participant adds by state 
State Number of adds Percent of total 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

United States 

81,345 1.53 

7,318 0.14 
233,832 4.41 

45,538 0.86 
562,243 10.60 
124,649 2.35 

35,784 0.67 
4,556 0.09 

812 0.02 
380,088 7.17 
360,675 6.80 

55,315 1.04 
25,559 0.48 

444,557 8.38 
114,545 2.16 

42,549 0.80 
36,871 0.70 
42,973 0.81 
60,340 1.14 

2,287 0.04 
98,401 1.86 
75,029 1.42 

191,014 3.60 
70,062 1.32 
26,410 0.50 

111,043 2.09 
2,848 0.05 
8,898 0.17 

21,065 0.40 
7,259 0.14 

93,552 1.76 
42,024 0.79 

507,881 9.58 
142,209 2.68 

3,902 0.07 
120,707 2.28 

38,150 0.72 
75,377 1.42 

185,413 3.50 
13,021 0.25 

157,838 2.98 
9,581 0.18 

119,230 2.25 
217,454 4.10 

53,846 1.02 
1,062 0.02 

72,129 1.36 
84,519 1.59 

423 0.01 
85,742 1.62 

4,169 0.08 

5,302,094 100.00 
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Appendix C: LUCA 98 adds as a percentage of addresses on the initial list 

State Addresses reviewed by Number of Percent increase 

participants adds in adds 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

United States 

1,064,949 81,345 7.64 

147,828 7,318 4.95 
1,542,140 233,832 15.16 

438,141 45,538 10.39 
11,015,284 562,243 5.10 

1,222,041 124,649 10.20 
960,535 35,784 3.73 
227,596 4,556 2.00 
288,215 812 0.28 

5,811,166 380,088 6.54 
2,092,775 360,675 17.23 

331,148 55,315 16.70 
287,299 25,559 8.90 

3,913,651 444,557 11.36 
1,665,002 114,545 6.88 

775,613 42,549 5.49 
741,332 36,871 4.97 
736,027 42,973 5.84 

1,240,476 60,340 4.86 
84,495 2,287 2.71 

1,809,914 98,401 5.44 
2,125,258 75,029 3.53 
3,311,104 191,014 5.77 
1,166,610 70,062 6.01 

590,838 26,410 4.47 
1,498,815 111,043 7.41 

97,528 2,848 2.92 
479,458 8,898 1.86 
552,952 21,065 3.81 
206,896 7,259 3.51 

2,892,249 93,552 3.23 
393,012 42,024 10.69 

5,883,340 507,881 8.63 
1,623,924 142,209 8.76 

137,045 3,902 2.85 
3,745,338 120,707 3.22 

734,894 38,150 5.19 
941,177 75,377 8.01 

3,970,888 185,413 4.67 
354,002 13,021 3.68 

1,061,629 157,838 14.87 
149,917 9,581 6.39 

1,490,569 119,230 8.00 
5,557,733 217,454 3.91 

555,504 53,846 9.69 
40,976 1,062 2.59 

1,823,006 72,129 3.96 
1,981,041 84,519 4.27 

116,490 423 0.36 
1,545,100 85,742 5.55 

114,268 4,169 3.65 

81,537,188 5,302,094 6.50 
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Appendix D: LUCA 98 adds by size of basic street address 
State Number of Single-Unit structures Multi-Unit Structures 

adds Number Percent Number Percent 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

United States 

81,345 69,230 85.11 12,115 14.89 

7,318 5,339 72.96 1,979 27.04 
233,832 95,420 40.81 138,412 59.19 

45,538 35,286 77.49 10,252 22.51 
562,243 394,710 70.20 167,533 29.80 
124,649 73,872 59.26 50,777 40.74 

35,784 18,233 50.95 17,551 49.05 
4,556 3,250 71.33 1,306 28.67 

812 302 37.19 510 62.81 
380,088 301,771 79.40 78,317 20.60 
360,675 279,488 77.49 81,187 22.51 

55,315 39,844 72.03 15,471 27.97 
25,559 20,117 78.71 5,442 21.29 

444,557 114,726 25.81 329,831 74.19 
114,545 105,856 92.41 8,689 7.59 

42,549 32,048 75.32 10,501 24.68 
36,871 30,618 83.04 6,253 16.96 
42,973 32,793 76.31 10,180 23.69 
60,340 38,004 62.98 22,336 37.02 

2,287 1,897 82.95 390 17.05 
98,401 70,240 71.38 28,161 28.62 
75,029 41,286 55.03 33,743 44.97 

191,014 145,032 75.93 45,982 24.07 
70,062 48,721 69.54 21,341 30.46 
26,410 19,980 75.65 6,430 24.35 

111,043 90,793 81.76 20,250 18.24 
2,848 1,896 66.57 952 33.43 
8,898 7,335 82.43 1,563 17.57 

21,065 13,404 63.63 7,661 36.37 
7,259 5,518 76.02 1,741 23.98 

93,552 70,780 75.66 22,772 24.34 
42,024 40,299 95.90 1,725 4.10 

507,881 76,208 15.01 431,673 84.99 
142,209 113,495 79.81 28,714 20.19 

3,902 2,026 51.92 1,876 48.08 

120,707 99,842 82.71 20,865 17.29 
38,150 34,470 90.35 3,680 9.65 
75,377 51,364 68.14 24,013 31.86 

185,413 161,920 87.33 23,493 12.67 
13,021 11,916 91.51 1,105 8.49 

157,838 126,258 79.99 31,580 20.01 
9,581 6,317 65.93 3,264 34.07 

119,230 99,961 83.84 19,269 16.16 
217,454 170,081 78.21 47,373 21.79 

53,846 41,346 76.79 12,500 23.21 
1,062 532 50.09 530 49.91 

72,129 50,615 70.17 21,514 29.83 
84,519 58,961 69.76 25,558 30.24 

423 308 72.81 115 27.19 
85,742 60,646 70.73 25,096 29.27 

4,169 2,576 61.79 1,593 38.21 

5,302,094 3,416,930 64.44 1,885,164 35.56 
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Appendix E: LUCA 98 adds by Type of Enumeration Area 
State Number of TEA unknown Appropriate TEAs Inappropriate TEAs 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

Total 

adds Number Percent Number Percent Number Percent 

81,345 1,827 2.25 77,443 95.20 2,075 2.55 
7,318 732 10.00 6,456 88.22 130 1.78 

233,832 81,440 34.83 149,980 64.14 2,412 1.03 
45,538 1,317 2.89 20,740 45.54 23,481 51.56 

562,243 11,735 2.09 543,784 96.72 6,724 1.20 
124,649 2,022 1.62 119,666 96.00 2,961 2.38 

35,784 871 2.43 34,908 97.55 5 0.01 
4,556 0 0.00 4,490 98.55 66 1.45 

812 0 0.00 812 100.00 0 0.00 
380,088 10,067 2.65 352,297 92.69 17,724 4.66 
360,675 10,046 2.79 344,703 95.57 5,926 1.64 

55,315 0 0.00 54,966 99.37 349 0.63 
25,559 362 1.42 25,087 98.15 110 0.43 

444,557 8,298 1.87 435,242 97.90 1,017 0.23 
114,545 1,916 1.67 112,349 98.08 280 0.24 

42,549 331 0.78 38,664 90.87 3,554 8.35 
36,871 2,729 7.40 29,828 80.90 4,314 11.70 
42,973 1,174 2.73 40,959 95.31 840 1.95 
60,340 899 1.49 58,624 97.16 817 1.35 

2,287 0 0.00 2,276 99.52 11 0.48 
98,401 635 0.65 96,638 98.21 1,128 1.15 
75,029 4,077 5.43 70,881 94.47 71 0.09 

191,014 144 0.08 189,845 99.39 1,025 0.54 
70,062 1,222 1.74 67,372 96.16 1,468 2.10 
26,410 2,205 8.35 23,909 90.53 296 1.12 

111,043 12,837 11.56 92,016 82.87 6,190 5.57 
2,848 0 0.00 2,809 98.63 39 1.37 
8,898 100 1.12 8,601 96.66 197 2.21 

21,065 0 0.00 20,987 99.63 78 0.37 
7,259 148 2.04 7,082 97.56 29 0.40 

93,552 365 0.39 92,759 99.15 428 0.46 
42,024 1,826 4.35 38,094 90.65 2,104 5.01 

507,881 1,129 0.22 506,545 99.74 207 0.04 
142,209 3,189 2.24 132,595 93.24 6,425 4.52 

3,902 0 0.00 3,891 99.72 11 0.28 
120,707 2,713 2.25 117,092 97.01 902 0.75 

38,150 7,244 18.99 19,061 49.96 11,845 31.05 
75,377 288 0.38 74,529 98.87 560 0.74 

185,413 9,176 4.95 175,049 94.41 1,188 0.64 
13,021 1,058 8.13 11,963 91.87 0 0.00 

157,838 2,653 1.68 152,125 96.38 3,060 1.94 
9,581 150 1.57 5,314 55.46 4,117 42.97 

119,230 1,088 0.91 115,383 96.77 2,759 2.31 
217,454 5,485 2.52 199,797 91.88 12,172 5.60 

53,846 3,211 5.96 44,331 82.33 6,304 11.71 
1,062 23 2.17 1,036 97.55 3 0.28 

72,129 1,092 1.51 70,779 98.13 258 0.36 
84,519 2,504 2.96 80,200 94.89 1,815 2.15 

423 0 0.00 283 66.90 140 33.10 
85,742 2,977 3.47 74,447 86.83 8,318 9.70 

4,169 25 0.60 3,476 83.38 668 16.02 
5,302,094 203,330 3.83 4,952,163 93.40 146,601 2.76 
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Appendix F: LUCA 98 adds by official block code agreement 
LUCA 98 did not LU CA 98 b lock is 

State Number of provide a block code different from the 

adds official block 

Number Percent Number Percent 
Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

Total 

81,340 8,197 10.08 9,094 11.18 
7,316 6,434 87.94 73 1.00 

233,829 93,712 40.08 23,922 10.23 
45,538 28,532 62.66 2,503 5.50 

562,166 36,696 6.53 53,653 9.54 
124,636 76,007 60.98 4,711 3.78 

35,781 24,404 68.20 1,297 3.62 
4,556 2 0.04 1,061 23.29 

848 0 0.00 10 1.18 
380,060 99,063 26.07 48,645 12.80 
360,656 89,193 24.73 34,547 9.58 

55,312 2 0.00 4,463 8.07 
25,554 1,734 6.79 3,580 14.01 

453,849 17,998 3.97 90,740 19.99 
114,541 15,972 13.94 15,563 13.59 

42,538 4,637 10.90 4,410 10.37 
36,868 22,445 60.88 1,998 5.42 
42,967 13,257 30.85 3,542 8.24 
60,328 38,427 63.70 3,936 6.52 

2,286 1 0.04 302 13.21 
98,397 11,339 11.52 11,124 11.31 
75,004 40,158 53.54 3,986 5.31 

190,968 2,863 1.50 24,412 12.78 
70,048 25,546 36.47 4,329 6.18 
26,408 7,770 29.42 3,130 11.85 

111,039 55,878 50.32 9,747 8.78 
2,846 4 0.14 391 13.74 
8,897 3,266 36.71 858 9.64 

21,064 214 1.02 2,171 10.31 
7,259 1,583 21.81 1,129 15.55 

93,546 3,849 4.11 13,260 14.17 
42,022 38,970 92.74 860 2.05 

507,870 19,153 3.77 13,551 2.67 
142,204 51,612 36.29 12,060 8.48 

3,902 10 0.26 261 6.69 
120,688 14,642 12.13 13,898 11.52 

38,148 32,518 85.24 1,236 3.24 
75,358 8,032 10.66 12,141 16.11 

185,378 12,710 6.86 24,238 13.07 
13,017 8,990 69.06 604 4.64 

157,830 34,449 21.83 17,375 11.01 
9,578 7,310 76.32 490 5.12 

119,225 29,383 24.64 10,621 8.91 
229,781 67,016 29.17 42,594 18.54 

53,842 34,381 63.86 3,097 5.75 
1,062 582 54.80 55 5.18 

72,126 36,032 49.96 3,426 4.75 
84,508 18,592 22.00 12,110 14.33 

423 0 0.00 188 44.44 
85,730 16,550 19.30 7,588 8.85 

4,167 683 16.39 476 11.42 

5,323,304 1,160,798 21.81 559,456 10.51 

LUCA 98 block is the 

same as the official 

block 

Number Percent 
64,049 78.74 

809 11.06 
116,195 49.69 

14,503 31.85 
471,817 83.93 

43,918 35.24 
10,080 28.17 

3,493 76.67 
838 98.82 

232,352 61.14 
236,916 65.69 

50,847 91.93 
20,240 79.20 

345,111 76.04 
83,006 72.47 
33,491 78.73 
12,425 33.70 
26,168 60.90 
17,965 29.78 

1,983 86.75 
75,934 77.17 
30,860 41.14 

163,693 85.72 
40,173 57.35 
15,508 58.72 
45,414 40.90 

2,451 86.12 
4,773 53.65 

18,679 88.68 
4,547 62.64 

76,437 81.71 
2,192 

475,166 93.56 
78,532 55.22 

3,631 93.05 
92,148 76.35 

4,394 11.52 
55,185 73.23 

148,430 80.07 
3,423 26.30 

106,006 67.16 
1,778 18.56 

79,221 66.45 
120,171 52.30 

16,364 30.39 
425 40.02 

32,668 45.29 
53,806 63.67 

235 55.56 
61,592 71.84 

3,008 72.19 

3,603,050 67.68 
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Appendix G: LUCA 98 adds by DMAF deliverability 
State Number of adds Delivered to DMAF Not Delivered to DMAF 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

United States 

Number Percent Number Percent 

81,345 78,665 96.71 2,680 3.29 
7,318 6,581 89.93 737 10.07 

233,832 150,838 64.51 82,994 35.49 
45,538 43,340 95.17 2,198 4.83 

562,243 549,075 97.66 13,168 2.34 
124,649 122,138 97.99 2,511 2.01 

35,784 34,593 96.67 1,191 3.33 
4,556 4,556 100.00 0 0.00 

812 812 100.00 0 0.00 
380,088 365,050 96.04 15,038 3.96 
360,675 347,987 96.48 12,688 3.52 

55,315 55,315 100.00 0 0.00 
25,559 25,180 98.52 379 1.48 

444,557 436,064 98.09 8,493 1.91 
114,545 112,436 98.16 2,109 1.84 

42,549 42,075 98.89 474 1.11 
36,871 32,607 88.44 4,264 11.56 
42,973 41,577 96.75 1,396 3.25 
60,340 59,357 98.37 983 1.63 

2,287 2,287 100.00 0 0.00 
98,401 97,315 98.90 1,086 1.10 
75,029 70,753 94.30 4,276 5.70 

191,014 190,815 99.90 199 0.10 
70,062 68,642 97.97 1,420 2.03 
26,410 24,190 91.59 2,220 8.41 

111,043 96,673 87.06 14,370 12.94 
2,848 2,848 100.00 0 0.00 
8,898 8,782 98.70 116 1.30 

21,065 21,054 99.95 11 0.05 
7,259 6,451 88.87 808 11.13 

93,552 93,182 99.60 370 0.40 
42,024 39,363 93.67 2,661 6.33 

507,881 506,652 99.76 1,229 0.24 
142,209 136,728 96.15 5,481 3.85 

3,902 3,900 99.95 2 0.05 
120,707 117,508 97.35 3,199 2.65 

38,150 28,333 74.27 9,817 25.73 
75,377 75,055 99.57 322 0.43 

185,413 176,122 94.99 9,291 5.01 
13,021 11,939 91.69 1,082 8.31 

157,838 154,929 98.16 2,909 1.84 
9,581 7,001 73.07 2,580 26.93 

119,230 117,624 98.65 1,606 1.35 
217,454 206,186 94.82 11,268 5.18 

53,846 48,854 90.73 4,992 9.27 
1,062 1,039 97.83 23 2.17 

72,129 70,844 98.22 1,285 1.78 
84,519 81,848 96.84 2,671 3.16 

423 423 100.00 0 0.00 
85,742 80,937 94.40 4,805 5.60 

4,169 3,956 94.89 213 5.11 

5,302,094 5,060,479 95.44 241,615 4.56 
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Appendix H: Final census status of LUCA 98 adds 
State Number of In Census 

adds Number Percent Number Percent 

Not in Census 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

Total 

81,345 52,490 64.53 28,855 35.47 

7,318 4,868 66.52 2,450 33.48 
233,832 99,659 42.62 134,173 57.38 

45,538 33,703 74.01 11,835 25.99 
562,243 300,315 53.41 261,928 46.59 
124,649 70,891 56.87 53,758 43.13 

35,784 16,988 47.47 18,796 52.53 
4,556 3,346 73.44 1,210 26.56 

812 412 50.74 400 49.26 
380,088 236,264 62.16 143,824 37.84 
360,675 229,091 63.52 131,584 36.48 

55,315 3,830 6.92 51,485 93.08 
25,559 19,938 78.01 5,621 21.99 

444,557 129,975 29.24 314,582 70.76 
114,545 50,885 44.42 63,660 55.58 

42,549 33,893 79.66 8,656 20.34 
36,871 26,555 72.02 10,316 27.98 
42,973 32,707 76.11 10,266 23.89 
60,340 22,606 37.46 37,734 62.54 

2,287 1,860 81.33 427 18.67 
98,401 73,335 74.53 25,066 25.47 
75,029 41,736 55.63 33,293 44.37 

191,014 133,950 70.13 57,064 29.87 
70,062 37,883 54.07 32,179 45.93 
26,410 16,731 63.35 9,679 36.65 

111,043 67,600 60.88 43,443 39.12 
2,848 2,083 73.14 765 26.86 
8,898 7,039 79.11 1,859 20.89 

21,065 14,823 70.37 6,242 29.63 
7,259 4,513 62.17 2,746 37.83 

93,552 66,886 71.50 26,666 28.50 
42,024 18,432 43.86 23,592 56.14 

507,881 280,943 55.32 226,938 44.68 
142,209 106,969 75.22 35,240 24.78 

3,902 2,742 70.27 1,160 29.73 
120,707 91,324 75.66 29,383 24.34 

38,150 23,515 61.64 14,635 38.36 
75,377 50,552 67.07 24,825 32.93 

185,413 108,049 58.27 77,364 41.73 
13,021 4,412 33.88 8,609 66.12 

157,838 92,972 58.90 64,866 41.10 
9,581 5,626 58.72 3,955 41.28 

119,230 86,808 72.81 32,422 27.19 
217,454 152,233 70.01 65,221 29.99 

53,846 28,980 53.82 24,866 46.18 
1,062 647 60.92 415 39.08 

72,129 57,674 79.96 14,455 20.04 
84,519 53,715 63.55 30,804 36.45 

423 354 83.69 69 16.31 
85,742 56,469 65.86 29,273 34.14 

4,169 3,165 75.92 1,004 24.08 

5,302,094 3,062,436 57.76 2,239,658 42.24 
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Appendix I: LUCA 98 deletes by state 

State Number of deletes Percent of total 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

United States 

9,788 2.00 

205 0.04 
4,762 0.97 
2,916 0.59 

21,969 4.48 
11,091 2.26 

8,566 1.75 
925 0.19 

0 0.00 
15,505 3.16 
13,413 2.73 

84 0.02 
1,157 0.24 

17,576 3.58 
8,269 1.69 

12,342 2.52 
4,973 1.01 
5,088 1.04 
5,378 1.10 
2,516 0.51 
8,303 1.69 

19,963 4.07 
52,123 10.62 

7,863 1.60 
4,919 1.00 
9,245 1.88 

750 0.15 
5,045 1.03 

888 0.18 
4,970 1.01 

25,288 5.15 
2,104 0.43 

34,116 6.96 
9,359 1.91 
1,575 0.32 

15,045 3.07 
3,036 0.62 
4,916 1.00 

38,297 7.81 
1,252 0.26 

10,225 2.08 
1,066 0.22 
8,654 1.76 

32,651 6.66 
2,708 0.55 

79 0.02 

4,493 0.92 
7,021 1.43 

51 0.01 
26,899 5.48 

1,186 0.24 

490,613 100.00 
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Appendix J: LUCA 98 corrections by state 

State	 Number of Percent of national 

corrections total 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

Total 

19,975 0.72 

361 0.01 
29,466 1.07 
14,237 0.52 

374,136 13.55 
12,656 0.46 
25,829 0.94 

908 0.03 
0 0.00 

79,927 2.89 
58,200 2.11 

55 0.00 
4,786 0.17 

60,252 2.18 
21,052 0.76 
18,363 0.66 

100,904 3.65 
15,327 0.55 

9,842 0.36 
952 0.03 

20,677 0.75 
50,969 1.85 
90,875 3.29 
24,984 0.90 

8,358 0.30 
10,951 0.40 

595 0.02 
15,369 0.56 

2,179 0.08 
1,751 0.06 

66,446 2.41 
3,650 0.13 

913,191 33.06 
60,475 2.19 

1,511 0.05 
109,257 3.96 

1,553 0.06 
5,591 0.20 

66,299 2.40 
1,364 0.05 

128,617 4.66 
1,259 0.05 

46,414 1.68 
98,528 3.57 
90,203 3.27 

494 0.02 
28,016 1.01 
20,570 0.74 

37 0.00 
40,363 1.46 

4,276 0.15 
2,762,050 100.00 
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Appendix K: LUCA 98 adds in the final census that were not added by any other valid 
operation 

State Number of LUCA 98 only Percent of total* 

adds 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

District of Columbia

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming

Total 

6,477 1.28 
690 0.14 

11,630 2.30 
1,300 0.26 

35,550 7.03 
5,339 1.06 
3,680 0.73 

451 0.09 
89 0.02 

18,824 3.72 
30,295 5.99 

2,327 0.46 
832 0.16 

45,333 8.97 
6,377 1.26 
2,494 0.49 
1,680 0.33 
2,136 0.42 
8,746 1.73 

149 0.03 
12,212 2.42 

8,992 1.78 
26,151 5.17 

4,047 0.80 
3,923 0.78 
3,607 0.71 

78 0.02 
361 0.07 
497 0.10 
664 0.13 

10,217 2.02 
1,133 0.22 

158,514 31.36 
6,652 1.32 

215 0.04 
9,664 1.91 

624 0.12 
4,154 0.82 

14,245 2.82 
751 0.15 

13,926 2.75 
227 0.04 

7,841 1.55 
12,438 2.46 

2,324 0.46 
148 0.03 

3,698 0.73 
5,241 1.04 

64 0.01 
8,349 1.65 * Total does not 

174 0.03 sum to 100.00 

505,530 99.98 due to rounding. 
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EXECUTIVE SUMMARY 

This evaluation quantifies the impact of the Census 2000 Block Canvassing Operation on the 
Master Address File by profiling the housing units that Block Canvassing added to, deleted from, 
and corrected on the Master Address File. This evaluation does not provide a thorough 
comparison of Block Canvassing results to final census results or to the MAF building process as 
a whole. A more thorough analysis of these comparisons will be provided in the Address List 
Development Topic Report. 

The Master Address File is the U.S. Census Bureau’s list of residential addresses in the country. 
It also contains many nonresidential addresses as a by-product of its development. The Block 
Canvassing operation was one of the largest operations the Census Bureau conducted to update 
the Master Address File in preparation for Census 2000. It occurred in the winter/spring of 1999. 
The operation required field listers to conduct a 100 percent canvass of residential addresses in 
areas containing predominantly city-style addresses. 

For each housing unit located in the Block Canvassing search area, results from the Block 
Canvassing listers were used to assign each housing unit to one of six basic action code 
categories: 

• Verify 
• Add 
• Delete 
• Address Corrected 
• Geographic Corrections 
• Add and Verify 

We used the extracts of the Master Address File from November 2000 and March 2001 to 
produce all of the numbers presented in this evaluation. Our major results follow. 

What is the profile of Block Canvassing Adds? 

Block Canvassing listers added a total of 6,389,271 addresses to their listing pages. About 95 
percent of the added units had city-style addresses. 

Geocoding - the assignment of addresses to census blocks 

Based on preliminary results, Block Canvassing appears to have a high level of geocoding 
accuracy. Over 94 percent of the adds show a Block Canvassing block code equal to the official 
block code on the Master Address File. 
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Original Source 

Around 29 percent of addresses added by Block Canvassing actually were on the Master Address 
File before Block Canvassing occurred but were either: 

• ungeocoded until Block Canvassing geocoded them, 
• moved to different blocks by Block Canvassing, or 
• considered non-residential until Block Canvassing determined that they were residential units 

What is the profile of Block Canvassing Deletes? 

Block Canvassing listers deleted a total of 5,146,320 addresses from their listing pages. 

Original Source 

The original source of an address is the first source that added the address to the Master Address 
File. In general, Block Canvassing deleted a larger proportion of addresses that had a newer 
original source than addresses with an older original source. For example, the 1990 Address 
Control File showed a lower percentage of deletes than the November 97 Delivery Sequence File. 

Size of Basic Street Address 

Around 48 percent of all Block Canvassing deletes occurred in multi-unit basic street addresses. 
About 35 percent of adds occurred in multi-unit basic street addresses. We suspect that there are 
so many more multi-unit deletes than multi-unit adds due to many duplicate addresses in multi-
units showing different unit designations for the same unit. 

How do Block Canvassing results compare to Census Results? 

Around 78 percent of the added units were valid housing units in Census 2000, while almost 24 
percent of the deleted addresses actually were later enumerated as housing units in the census. 
About 96 percent of addresses coded as existing by Block Canvassing ended up as valid housing 
units in the census. Also, 96 percent of all addresses sent to Block Canvassing to be verified 
showed consistent results between Block Canvassing and the census. 

How many blocks did not receive any updates from Block Canvassing? 

A total of 1,186,240 blocks did not receive any updates from Block Canvassing. 

These blocks had an accurate address list before Block Canvassing, and did not gain anything 
from Block Canvassing. Some blocks did not contain any residential units and other blocks had 
actions of “verified” for all residential units in the block. 
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These 1,186,240 blocks represent about 31 percent of the total blocks in the universe. 

Conclusions 

Block Canvassing was a large operation that provided a large number of updates to the Master 
Address File. 

Block Cavassing not only played a large role in improving the coverage of addresses on the 
Master Address File but also in improving the geocoding of addresses on the Master Address 
File. 

Block Canvassing played a significant part in correcting unit designations in multi-unit basic 
street addresses. If the Block Canvassing listers had not checked individual addresses within 
multi-units, but only verified the number of units at the multi-units, the Master Address File 
would not have this added improvement. 

The results of clustering by block size in this report show us that almost one third of the blocks 
inside the blue-line did not have any updates from Block Canvassing.  Also, a small percentage 
of the blocks are blocks with ten or more updates. These results suggest that we can improve the 
highest concentration of coverage errors by visiting a small number of blocks. 

A relatively large amount of Block Canvassing adds and deletes turned out to be inconsistent 
with census results (22 and 24 percent, respectively). However, the consistency between Block 
Canvassing and the census, as a whole, appears to be relatively good. 

Recommendations 

In keeping the MAF as up-to-date as possible, the Census Bureau should continue to explore the 
possibility of targeting areas with certain characteristics as priority areas for updating the file. 
The clustering results in this report should be a first step to showing how we could target areas 
for MAF updates. 

Based on the high percentage of adds and deletes that were inconsistent with census results, we 
recommend that the Census Bureau make additional efforts in the future to see if quality review 
programs can reduce inconsistencies for added and deleted addresses. 

Additional recommendations will be provided in the Address List Development Topic Report. 
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1. BACKGROUND 

This evaluation quantifies the impact of the Census 2000 Block Canvassing Operation on the 
Master Address File (MAF) by profiling the housing units that Block Canvassing added to, 
deleted from, and corrected on the Master Address File. This evaluation does not provide a 
thorough comparison of Block Canvassing results to final census results or to the MAF building 
process as a whole. A more thorough analysis of these comparisons will be provided in the 
Address List Development Topic Report. 

1.1 Similar Operations in Past Censuses and Tests 

For the 1990 census, the Census Bureau conducted an operation called Precanvass to improve its 
address list in Tape Address Register (TAR) mailout/mailback areas. TAR areas were areas in 
which the initial address list was purchased from commercial vendors, and were located in 
densely populated urban areas and areas surrounding these central cities. In the Precanvass 
operation, census workers canvassed streets in order to update the census address list with 
missing addresses, made corrections to existing addresses, corrected census geography, and 
identified duplicate, nonexistent, and commercial addresses. 

The evaluation of the 1990 Precanvass operation included a summary of the impact of the 
operation on the address list. Specifically, tallies were computed for addresses for which 
Precanvass listers added, deleted, or corrected geographic assignments. In addition, tallies were 
computed for different characteristics of those addresses. For 1990, Precanvass listers added a 
total of 5,962,985 addresses to the address list, deleted 2,222,195 addresses, and corrected 
geographic assignments for 1,367,029 addresses For more information on 1990 Precanvass, see 
Programs to Improve Coverage in the 1990 Census, 1993. 

Block Canvassing was not conducted in the Census 2000 Dress Rehearsal. 

1.2 Description of the Census 2000 Block Canvassing Operation 

The Census Bureau conducted the Block Canvassing operation, similar to Precanvass, to update 
the MAF for Census 2000. Block Canvassing was one of the largest MAF building operations 
that the Census Bureau conducted for Census 2000. Block Canvassing was not limited to 
densely populated urban areas and surrounding areas, and therefore covered more land area than 
the 1990 Precanvass operation covered. It occurred in the winter/spring of 1999. The operation 
required field listers to conduct a 100 percent canvass of addresses within areas that are “inside 
the blue-line.” Areas “inside the blue-line” are areas that contain predominantly city-style (house 
number and street name) addresses. See section 1.5 for a detailed description of areas that are 
inside and outside the blue-line. 

A total of 91,612,770 addresses were in the universe of addresses to be verified in Block 
Canvassing. The operation occurred in 3,801,560 blocks in the nation. This number represents 
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51 percent of the total 7,421,899 blocks in the nation (not including water blocks). Block 
Canvassing occurred in parts of 2,119 counties out of a total 3,141 counties in the nation. 

In Block Canvassing, listers canvassed addresses printed in their listing books and used maps as 
aids in locating structures that contain living quarters. The listers compared each address found 
on the ground with those in the listing book and recorded all corrections, additions, and deletions 
on its listing pages. The listers also updated census maps to show additions, corrections, and 
deletions to road features. The listers stopped at every third door to inquire about the addresses 
on either side of that address as well as to identify any “hidden” units. 

1.3 Updating the Master Address File 

The MAF is the Census Bureau’s list of residential addresses in the country. It also contains 
many nonresidential addresses as a by-product of its development. For Census 2000, the Census 
Bureau departed from the past approach of creating a census address list from scratch and 
decided to create a continuously updated MAF. This is the first Census to use the previous 
census’ address list as a starting point. The Census Bureau will maintain the MAF as a sampling 
frame throughout the next decade. 

1.3.1 Operations and Address Sources 

For areas that are inside the blue-line, the Census Bureau used the 1990 census Address Control 
File (ACF) as the starting point for creating the MAF. Then the Census Bureau used addresses 
from a series of files and operations to update the MAF. Some of these files and operations 
included: 

•	 the November 1997 Delivery Sequence File (DSF) from the U.S. Postal Service (USPS) 
(in some areas of the country we used earlier versions of the DSF to update the MAF), 

• the September 1998 DSF, 
• the Block Canvassing Operation, 
• the Local Update of Census Address 1998 (1998 LUCA), and 
• 1998 LUCA Field Verification. 

The Census Bureau incorporated the September 1998 DSF and all earlier DSFs into the MAF 
before producing address registers to be used in Block Canvassing. In some areas of the nation, 
address information from the 1998 LUCA updated the MAF before Block Canvassing materials 
were produced. In other areas of the nation, address information from Block Canvassing updated 
the MAF before the 1998 LUCA materials were produced. In even other areas, Block 
Canvassing and the 1998 LUCA used the same version of the MAF to provide updates. Once we 
incorporated the results of Block Canvassing and the 1998 LUCA into the MAF, 1998 LUCA 
Field Verification could take place. In this operation, we reconciled inconsistencies between 
Block Canvassing and the 1998 LUCA. 
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The Census Bureau used several other sources of addresses to update the MAF inside the blue-
line, but we will not discuss them in this evaluation. This evaluation is limited to the Block 
Canvassing operation and its effect on the MAF. The Address List Development Topic Report 
will look at all of the operations that affected the MAF during Census 2000 to determine what 
their individual impact was to the final census inventory of housing units. 

Even though this evaluation is limited to Block Canvassing, when reviewing some of the results 
in this evaluation it is necessary to understand what the sources were that preceded or occurred at 
the same time as Block Canvassing. All of the sources mentioned above either preceded or 
occurred at the same time as Block Canvassing with the exception of the 1998 LUCA Field 
Verification (results from LUCA Field Verification are used in the calculation of some statistics 
in this evaluation). 

1.3.2 Updating the MAF with Block Canvassing Results 

Each address was placed into one of the following action code categories: 

•	 Add (address referred to an existing housing unit but did not appear on the listing pages; 
the lister had to add it to the listing pages) 

• Verified as an existing housing unit 
• Address Correction Needed 
• Delete (address does not exist in the block) 
• Duplicate Address 
• Uninhabitable address 
• Nonresidential address 
• Geographic Correction 
• Add and Verify 

Field listers identified addresses in the first seven categories. The Census Bureau created the 
“Geographic Correction” and “Add and Verify” categories when the MAF was updated with 
Block Canvassing results. A geographic correction resulted from an address indicated as an add 
in one block merging with an address indicated as a delete in a different block. An “Add and 
Verify” address resulted from an address indicated as an add merging with an address indicated 
as a verify. We considered these addresses as being located in the blocks in which they were 
added. For some of these addresses the add and verify were originally in the same block. For 
others, the add and verify were originally in different blocks. 
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1.4 Geocoding 

Geocoding is the assignment of addresses on the MAF to census blocks. There are two ways in 
which addresses can be geocoded: 

1. A MAF building operation can indicate the block in which a particular address is located. 

2. 	 An address on the MAF can link to an address range in the Topologically Integrated 
Geographic Encoding and Referencing System (TIGER) database. 

An ungeocoded address is an address on the MAF that we could not geocode by either of the two 
methods. When two or more operations provide disagreeing block codes for a particular address, 
the Census Bureau uses a scoring hierarchy to determine the official block. 

1.5 Inside vs Outside the Blue-Line 

To prepare for Census 2000, the Census Bureau classified each census block in the nation into 
one of nine enumeration areas: 

• Mailout/Mailback 
• Update/Leave 
• List/Enumerate 
• Remote Alaska 
• Rural Update/Enumerate 
• Military 
• Urban Update/Leave 
• Urban Update/Enumerate 
• Additions to Address Listing Universe of Blocks 

Most MAF building operations occur within a unique subset of these enumeration areas. Block 
Canvassing occurred in the Mailout/Mailback, Military, Urban Update/Leave, and Urban 
Update/Enumerate areas. This subset of enumeration areas is known as the inside the blue-line 
areas. As stated before, addresses in these areas are predominantly city-style addresses. The 
remaining subset of enumeration areas is known as the outside the blue-line areas. The areas 
outside the blue-line contain a large percentage of non-city-style addresses, such as P.O. Box and 
Rural Route addresses. These areas also contain city-style addresses. 

Even though we only conducted Block Canvassing inside the blue-line, it was possible for Block 
Canvassing addresses to geocode to a block outside the blue-line. This could happen if a Block 
Canvassing address matched to an address on the MAF outside the blue-line and the scoring 
hierarchy gave a higher precedence to the block code provided by the outside the blue-line 
source. For a Block Canvassing add that matched to an address that is outside the blue-line, we 
believe that the Block Canvass lister went outside his or her boundaries and incorrectly added the 
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address. 

1.6 Original Source of Address 

Evaluations of the MAF-building operations required identification of the source of every 
address on the MAF. An Original Source variable, which did not exist on the MAF, was defined 
and created by the Planning, Research, and Evaluation Division (PRED) and the Decennial 
Statistical Studies Division (DSSD). This variable identifies the first operation or file to add the 
address to the MAF, with the following three qualifications: 

•	 If one operation added an address, but a later operation also identified the address in a 
different Type of Enumeration Area (TEA), the first operation does not receive credit for 
adding this address. 

•	 An address may not have sufficient operational information to indicate how the address 
was added to the MAF. 

•	 In cases where one MAF-building operation overlapped with at least one other MAF 
building operation and the address was added independently in each operation, we give 
credit to each operation. An example of this is the Original Source category “LUCA 
1998 and Block Canvassing.”. 

Therefore, the Original Source variable identifies the first operation or operations to add the 
address to the TEA in which it exists for the Census, provided there is sufficient information to 
identify a TEA and an operation. For additional information on how this variable was defined, 
see the PRED TXE/2010 Memorandum Series: TXE/2010 MEMORANDUM SERIES: MAF-
EXT-S-01, “Determining Original Source for the November 2000 Master Address File for 
Evaluation Purposes” 
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2. METHODS 

2.1 MAF Addresses used in this evaluation 

We used the November 2000 MAF extracts to produce the majority of the numbers presented in 
this evaluation. Also, we used the March 2001 MAF extracts to produce counts of addresses by 
whether or not they were in the final census inventory. The MAF extracts contain housing unit, 
group quarters, and special place addresses provided by every MAF building operation that 
happened before and during Census 2000. The extracts also contain information about actions 
taken on the addresses by the different operations.  We limited this evaluation to housing unit 
addresses, and therefore removed group quarters and special place addresses from our analysis. 

2.2 Levels of geography used to analyze numbers 

The Census Bureau uses collection geography for taking a census. Collection geography reflects 
boundaries that are physical features such as roads and rivers. Tabulation geography reflects the 
entities for which the Census Bureau tabulates and presents data. 

In this evaluation we primarily analyze data using tabulation geography. The tabulation state, 
county, and block codes on the November 2000 MAF extracts were the most accurate geography 
codes for addresses on the MAF at the time the extracts were created. 

We produced all statistics at the national and state levels, and in some instances we produced 
statistics at the county level. We included Washington, D.C. as a state equivalent when 
producing numbers at the state level. Block Canvassing did not occur in Puerto Rico, so we 
excluded Puerto Rico from the analysis. 

2.3 Action code categories used to analyze numbers 

For the purpose of this evaluation, we collapsed the nine original action code categories into six 
categories: 

• Verifies 
• Adds 
•	 Deletes - includes deletes, duplicates, uninhabitable addresses, and nonresidential 

addresses. There was some indication that addresses in this category were 
housing units before Block Canvassing but Block Canvassing classified them as 
not being housing units in the blocks in which they were geocoded. 

• Addresses Corrected 
• Geographic Corrections - includes the adds matched to deletes 
• “Add and Verify” Addresses - includes the adds matched to verifies 

We did produce some calculations for the individual delete categories, but we grouped the 
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different types of deletes together for most calculations. We did not produce any calculations for 
the verified addresses in this evaluation. 

For “Add and Verify” addresses where the add and verify were in the same block, we would 
ideally like to treat these addresses as verified in the block. For “Add and Verify” addresses 
where the add and verify were in different blocks, we would ideally like to treat these addresses 
as geographic corrections. However, both types were originally included in the same category 
and we have no way of separating them. 

2.4 Original source categories used to analyze numbers 

Neither the MAF nor any other file included a variable showing the original source that placed an 
address on the MAF. We developed rules and attempted to create our own original source 
variable. Due to the variety and complexity of source information in the MAF, the “original 
source” could not always be determined with certainty. 

When computing statistics of interest for this evaluation, we grouped the different values of 
original source into five categories defined by their relation to Block Canvassing: 

•	 Pre-Block Canvassing - contains addresses that were originally added to the MAF 
by a source that was valid inside the blue-line and that occurred before Block 
Canvassing 

•	 Block Canvassing - contains addresses that were originally added to the MAF by 
Block Canvassing 

•	 Block Canvassing and LUCA 98 - contains addresses that were originally added 
to the MAF by Block Canvassing and the 1998 LUCA at the same time 

•	 Unknown /Inside the blue-line - contains addresses that are located inside the 
blue-line but have an unknown original source 

• Outside the blue-line - contains: 

addresses that are located outside the blue-line and were originally added 
to the MAF by a source that is only valid outside the blue-line, and 

addresses that are located outside the blue-line but have an unknown 
original source 
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2.5 Type of Address Categories used to analyze numbers 

This evaluation looks at addresses by type of address information. We classify addresses into 
five categories based on the highest criteria met. The categories are: complete city-style, 
complete rural route, complete P.O. box, incomplete address and no address information. 

•	 The city-style category includes all units that had complete city-style addresses, which 
consists of a house number and street name. 

•	 The Rural Route category includes units that did not have a complete city-style address 
but did have a complete rural route address, such as Rural Route 2, Box 3. 

•	 The P.O. Box category includes units that did not have a complete city-style or rural route 
address but did have a complete P.O. Box address, such as P.O. Box 5. 

•	 The incomplete category includes units that had some address information but did not 
have a complete address of any type. 

•	 The no address information category includes units that are missing house number, street 
name, Rural Route, and P.O. Box information. 

Addresses are further delineated by whether or not the address had a physical/location description 
provided during a census field operation. For additional information on how this variable was 
defined, see the PRED TXE/2010 Memorandum Series: MAF-EXT-D-01, "Determining Address 
Classification for Master Address File (MAF) Evaluation Purposes." 

It should be noted that not all city-style addresses can be used for mail delivery. Many housing 
units have a non-city-style adddress which is used for mail delivery and a city-style address used 
for a different purpose (such as an E-911 address). 

2.6 Applying Quality Assurance Procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. For a description of these 
procedures, reference “Census 2000 Evaluation Program Quality Assurance Process.” 
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3. LIMITS 

3.1 We did not use the March 2001 MAF extracts for all of our statistics 

As stated in the methods sections, we are computing statistics using final census status from the 
March 2001 MAF extracts, but we are computing all other statistics from the November 2000 
MAF extracts. In theory, the variables on the November 2000 extracts should contain the same 
information related to Block Canvassing as the variables in the March 2001 extracts. However, 
over time additional information leads to the merging or unmerging of addresses in the MAF. 
This occurrence can result in small changes to the types of tallies that are in this report. We used 
the November 2000 extracts for most of the analysis because the March 2001 extracts were not 
available until late in our analysis. 

3.2 The size of basic street address (BSA) variable was overstated 

The variable showing the number of housing units at a basic street address on the MAF included 
all addresses indicated as Decennial Master Address File (DMAF) deliverable during the census 
process. See section 4.1.7 for a definition of “DMAF deliverable.” Only a subset of these 
addresses remained in the census. Therefore, the size of BSA variable on the MAF is overstated 
relative to the size of BSA as of the end of the census. Additionally, the size of BSA variable 
was only determined for units with city-style address information. Units with non-city-style 
addresses are considered single units. 

3.3 Addresses in the Block Canvassing universe that received no action from Block 

Canvassing were coded as “verified” 

When Block Canvassing listers took no action on an address, the Block Canvassing action code 
for that address was supposed to remain blank on the MAF. However, we received information 
that sometimes these blank values were converted to “V” (verified as existing unit) on the MAF. 
We do not know the magnitude of this occurrence. We do not have the ability to distinguish 
between addresses that were verified from addresses that received no action from Block 
Canvassing. 

3.4 Special place and group quarters addresses may have been miscoded as housing 

units 

Block Canvassing may have incorrectly added or verified MAF records as housing units when 
the records actually referred to special places or group quarters. The Block Canvassing operation 
did not consist of a verification of this miscoding, and we do not know how often it occurred. 
This miscoding would generate an overstated count of housing units in the results. 
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3.5 Comparing results to previous censuses 

The type of enumeration areas, enumeration methodologies, and analysis variables for Census 
2000 may differ from previous censuses. Caution should be taken when comparing results across 
censuses. An example of an analysis variable that has changed from 1990 is size of structure -
the closest approximation being size of basic street address in Census 2000. In the 1990 census, 
we had a census question asking the respondent the size of structure. In Census 2000, we defined 
the size of basic street address based on an address-level algorithm. 

4. RESULTS 

The six basic action codes assigned to addresses based on the results of Block Canvassing 
include (with total addresses assigned to each action code): 

• Verify........................................81,115,466 addresses 
• Add.............................................6,389,271 addresses 
• Delete.........................................5,146,320 addresses 
• Address Corrected.....................2,295,168 addresses 
• Geographic Correction.............2,948,414 addresses 
• Add and Verify.............................107,402 addresses 

We did not produce any additional calculations for the verified addresses or for the “add and 
verify” addresses. In the following sections, we present calculations for the adds, deletes, 
addresses corrected, and geographic corrections. Unless otherwise noted, we base all results on 
the November 2000 MAF extracts. 

4.1 What is the profile of Block Canvassing Adds? 

Total Adds: 6,389,271 

Percent Increase: 7% 

Percent increase is the total number of adds (6,389,271) divided by the number of addresses in 
the initial Block Canvassing universe (91,612,770). 

The state level percent increase of adds ranges from 22 percent in Vermont to 1.5 percent in 
Washington, D.C. The 22 percent number is very high, with the second highest state, Alaska 
showing a 14 percent increase. Vermont experienced E-911 address conversions throughout the 
state. Block Canvassing listers were not allowed to change house numbers on the listing pages. 
If the house number of a unit changed due to E-911 conversion, the Block Canvassing lister was 
supposed to add a record for the new house number. If this situation occurred many times in 
Vermont, it could explain the high concentration of adds in that state. 
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See state level counts in Appendix A, Table 1. 

4.1.1 Block Code Agreement of Adds 

Several different operations provided block codes for addresses on the MAF as of November 
2000. When two or more operations provided disagreeing block codes for a particular address, 
the Census Bureau used a scoring hierarchy to determine the official block. Table 1 shows the 
extent that the block code provided by Block Canvassing for each add agreed with the official 
block code as determined by the scoring hierarchy: 

Table 1. Percentage of Block Canvassing Adds by Block Canvassing Block Code 
Agreement 

Level of Agreement # of Addresses % of Total 

Same as official block 6,033,606 94.43 

Different from official block 344,134 5.39 

Block Canvassing provided no block code  11,531 0.18 

Total Adds 6,389,271 100.00 

Percentages may not sum to 100 due to rounding 

Over 94 percent of the adds show a Block Canvassing block code equal to the official block code 
on the MAF. At the state level, every state shows a percentage of 86 or greater. We expect high 
percentages for this statistic because: 

1) other operations inside the blue-line were small relative to Block Canvassing and 
therefore had fewer opportunities to disagree with the block code provided by Block 
Canvassing, and 

2) unlike some other operations, in Block Canvassing listers actually visited the areas to 
determine which block the units were in. 

The roughly five percent of adds identified as “different from official block” are cases where the 
Block Canvassing lister provided a block code that disagrees with the official block code as 
determined by the scoring hierarchy. Specifically, these adds could be: 

�	 Addresses that received block code changes from operations inside the blue-line (not Block 
Canvassing) 

�	 Addresses that actually exist outside the blue-line but were incorrectly added by Block 
Canvassing. We recognize these cases when a Block Canvassing add matches to an 
address on the MAF that exists outside the blue-line or when the Block Canvassing address 
geocodes to an address that exists outside the blue-line 
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See state level counts in Appendix A, Table 2. 

4.1.2 Enumeration Area of Adds 

Table 2 shows the magnitude of Block Canvassing adds in the two basic enumeration areas as 
well as the magnitude of adds that are ungeocoded. 

Table 2. Percentage of Block Canvassing Adds by Basic Enumeration Area 

Enumeration Area # of Addresses % of Total 

Inside the blue-line 6,370,707 99.71 

Outside the blue-line 16,372 0.26 

Ungeocoded 2,192 0.03 

Total Adds 6,389,271 100.00 

Percentages may not sum to 100 due to rounding 

Over 99 percent of the adds remained inside the blue-line. Block Canvassing listers went 
outside of their boundaries to erroneously list the 0.3 percent of addresses that we consider to be 
outside the blue-line. For these addresses, an outside the blue-line source determined the official 
block code according to the scoring hierarchy. For example, the Census Bureau may have 
geocoded these addresses to blocks outside the blue-line through mapspot geocoding. Mapspot 
geocoding has a higher priority than Block Canvassing adds in determining block code. We are 
not overly concerned with addresses being classified to the wrong enumeration area, because of 
the small impact of these cases reported here. Ungeocoded addresses also do not appear to be a 
major concern. Only about 0.03 percent of the adds remained ungeocoded as of the November 
2000 extracts. 

Every state has over 93 percent of the Block Canvassing adds inside the blue-line. 

See state level counts in Appendix A, Table 3. 
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Table 3 shows the magnitude of Block Canvassing adds in the individual enumeration areas 
inside the blue-line. 

Table 3. Percentage of Block Canvassing Adds by Inside the Blue-Line 
Enumeration Area 

Enumeration Area # of Addresses % of Total 

Mailout/Mailback


Military


Urban Update/Leave


Urban Update/Enumerate


Total Adds Inside the Blue-Line 

Percentages may not sum to 100 due to rounding 

6,318,157 99.18 

12,269 0.19 

27,831 0.44 

12,450 0.20 

6,370,707 100.00 

As stated in the background section, the Census Bureau conducted Block Canvassing in all of the 
enumeration areas in the above table. The Mailout/Mailback enumeration area had the largest 
workload, by far, of any enumeration area where Block Canvassing was conducted. 
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4.1.3 Address Type of Adds 

Table 4 shows the magnitude of Block Canvassing adds that are classified into different type of 
address categories. See section 2.5 for a more detailed description of the address type categories. 

Table 4. Percentage of Block Canvassing Adds by Address Type 

Address Type # of Addresses % of Total 

Complete City-style 6,084,846 95.24 

Complete Rural route 26,773 0.42 

with location description 26,655 0.42 

without location description 118 <0.01 

Complete PO Box 5,639 0.09 

with location description 5,500 0.09 

without location description 139 <0.01 

Incom plete add ress 271,285 4.25 

with location description 264,404 4.14 

without location description 6,881 0.11 

No address information 728 0.01 

with location description 728 0.01 

without location description 0 0 

Total Adds 6,389,271 100.00 

Percentages may not sum to 100 due to rounding 

According to the table, over 95 percent of the adds have city-style addresses. This result leads us 
to believe that the Census Bureau did a good job at minimizing units with only non-city-style 
addresses in the “inside the blue-line” areas, since the “inside the blue-line” areas are supposed to 
contain predominantly city-style addresses. However, as stated before, not all housing units with 
city-style addresses receive mail at the city-style addresses. Currently, we do not have a way to 
compute the percentage of adds inside the blue-line with city-style addresses used for mail 
delivery. 

A little over four percent of the adds have incomplete address information. Units that have non-
city-style addresses with no location descriptions and units that have incomplete addresses and 
no location descriptions are of the biggest concern in terms of the ability to locate the units. 
However, the magnitude of these addresses is very small (about 0.1 percent of the total). 
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4.1.4 Original Source of Adds 

Table 5 below shows the magnitude of adds in each of the original source categories: 

Table 5. Percentage of Block Canvassing Adds by Original Source Category 

Original Source # of Addresses % of Total 

Pre-Block Canvassing


Block Canvassing


Block Canvassing and LUCA 98


Outside blue-line


Total Adds 

Percentages may not sum to 100 due to rounding 

1,853,037 29.00 

3,961,761 62.01 

568,915 8.90 

5,558 0.09 

6,389,271 100.00 

As shown in the table, over 99 percent of the adds originally came from expected sources that are 
valid inside the blue-line (Pre-Block Canvassing, Block Canvassing, and Block 
Canvassing/LUCA 98). The remaining adds represent addresses that were originally added by 
sources that are only valid outside the blue-line or that were added by an unknown original 
source and remained outside the blue-line (for an address located outside the blue-line, the 
original source is the first source that added the address to the MAF outside the blue-line). Over 
99 percent of the adds originally came from expected sources inside the blue-line in every state 
except Wyoming (about 98 percent). As stated before, there does not appear to be a big problem 
with Block Canvassing listers erroneously adding addresses that exist outside the blue-line. 

One interesting result from Table 4 is the fact that of all addresses added by the Block 
Canvassing listers, about 71 percent of the addresses have Block Canvassing as the original 
source (Block Canvassing and Block Canvassing/LUCA 98). The 29 percent are addresses that 
were added to the MAF by a source that preceded Block Canvassing but were one of the 
following: 

• ungeocoded until Block Canvassing geocoded them, 
• moved to different blocks by Block Canvassing, or 
•	 considered non-residential until Block Canvassing determined that they were residential 

units 

The Census Bureau only included residential addresses that were geocoded to Census 2000 
collection blocks to be verified in Block Canvassing. Therefore, addresses that were ungeocoded 
or coded as non-residential prior to Block Canvassing did not appear on the Block Canvassing 
listing books. The Block Canvassing listers added any existing residential units that were 
missing from their listing pages. 

Some of the addresses that moved to different blocks represent geocoding errors on the MAF that 
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were corrected by Block Canvassing, while others represent geocoding errors that were created 
by Block Canvassing (a Block Canvassing lister may have erroneously added an address to his or 
her search area). 

When the Census Bureau placed the Block Canvassing adds onto the MAF, we could recognize 
about 1.8 million of them to be addresses that were already on the MAF but were previously 
ungeocoded, coded to a different block, or coded as non-residential. 

At the state level, the percentage of Block Canvassing adds that were new to the MAF ranges 
from about 89 percent in Alaska to 55 percent in Tennessee. This result shows us that prior to 
Block Canvassing, the extent of ungeocoded addresses and addresses miscoded as non-
residential on the MAF varied a great deal among the states. 

See state level counts in Appendix A, Table 4. 

4.1.5 Size of Basic Street Address (BSA) for Adds 

Table 6 shows the number and percentage of adds in each of the different basic street address 
(BSA) categories. 

Table 6. Percentage of Block Canvassing Adds by Size of BSA 

Size of BSA # of Addresses % of Total 

Blank 19,777 0.31 

Single unit 4,106,666 64.27 

M ulti-unit 2,262,828 35.42 

2-4 units 1,220,453 19.10 

5-9 units 447,102 7.00 

10-1 9 units 450,673 7.05 

20-4 9 units 107,321 1.68 

50+  units 37,279 0.58 

Total Adds 6,389,271 100.00 

Percentages may not sum to 100 due to rounding 

As noted in the table, single units account for about 64 percent of the total adds. Some of the 
adds in multi-unit BSAs can be attributed to entire multi-units that are missing from the listing 
pages. Other adds result from situations where a multi-unit is on the listing pages but some of 
the units are missing. We do not have information to determine the magnitude of these situations 
relative to one another. 
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4.1.6 Clustering of Adds by size of block 

Results show that 2,933,457 blocks did not have any adds from Block Canvassing. This 
represents about 77 percent of the 3,801,560 blocks inside the blue-line. Some of the blocks with 
zero adds may contain only commercial units. Other of these blocks may be residential blocks 
that were up-to-date on the MAF and required no change. 

Table 7 shows the percentage of inside the blue-line blocks in each of the categories showing the 
number of units that Block Canvassing added. The table is limited to blocks with at least one 
add. 

Table 7. Percentage of Blocks Inside the Blue-Line by Number of Block 
Canvassing Adds 

Number of Adds Ca tegory # of Blocks % of Total 

1 unit 351,691 40.51 

2-9 units 396,149 45.63 

10-1 9 units 63,279 7.29 

20-5 9 units 41,044 4.73 

60-9 9 units 7,638 0.88 

100 + units 8,302 0.96 

Tota l Blocks In side the B lue-Line with a t least 868,103 100.00 

one Add 

Percentages may not sum to 100 due to rounding 

As shown in the table, over 86 percent of the blocks with at least one add received nine or fewer 
adds from Block Canvassing. 

As stated in the methods section, we used tabulation state, county, and block codes whenever 
possible in data analysis. However, we had to use collection state, county, and block codes for 
the results in the table above. We had to use the enumeration area code on the MAF to determine 
blocks inside the blue-line. The enumeration area code is available for collection blocks but not 
for tabulation blocks. 
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4.1.7 DMAF Deliverability of Adds 

The Decennial Master Address File (DMAF) is the file used for the delivery of Census forms to 
respondents. An address on the MAF was DMAF deliverable if it was adequate to include in the 
census enumeration. The rules for determining the DMAF deliverability of an address were 
relatively complex. In general, the DMAF included MAF addresses that represented potential 
residential units that were geocoded to census blocks. 

The percentage of Block Canvassing adds in the nation that were DMAF deliverable on the 
November 2000 MAF extracts is over 99.9 percent. 

In each state, over 99 percent of Block Canvassing adds are DMAF deliverable. These results 
tell us that a very small percentage of addresses added by Block Canvassing remained 
ungeocoded or non-residential as of the creation of the DMAF. 

See state level counts in Appendix A, Table 5. 

4.1.8 “In Census” Status of Adds 

An address on the DMAF was assigned a status of “in the Census” if it was considered to be an 
existing housing unit at the end of all Census 2000 processes. Although there are errors in the 
census results (units being erroneously included in or excluded from the census), we expect the 
magnitude of errors to be relatively small. Therefore, we believe we can get an indication of the 
quality of Block Canvassing adds by looking at their final status in the census. 

There were a total of 4,989,440 Block Canvassing adds in the nation that were valid housing 
units in the Census. This number represents 78 percent of the total Block Canvassing adds. 

This result leads us to believe that approximately 22 percent of the Block Canvassing adds were 
one of the following: 

• erroneously added by Block Canvassing listers, 
• demolished or made unfit for habitation before the census occurred, or 
• duplicates of other addresses 

The Address List Development Topic Report will present a detailed analysis of actions taken on 
the adds by the different census operations. 
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4.2 What is the profile of Block Canvassing Deletes? 

For the purpose of this evaluation, all addresses we consider “Block Canvassing deletes” include 
addresses that Block Canvassing listers identified as “delete,” “duplicate,” “non-residential,” and 
“uninhabitable.” Unless otherwise noted, all delete calculations in this section include all four 
types of actions. 

Total Deletes: 5,146,320 

Percent of Universe Deleted: 6% 

The percentage was computed by dividing the total number of deletes (5,146,320) by the total 
addresses in the initial Block Canvassing universe (91,612,770). 

The state level percentage of addresses in the initial universe that were deleted ranges from about 
17 percent in Vermont to about 3 percent in Nevada. The 17 percent number is very high, with 
the second highest state showing around 10 percent. Vermont has a high percentage of both units 
added and units deleted. The high number of E-911 conversions in the state of Vermont could 
explain both of these phenomena. Block Canvassing listers were not allowed to change house 
numbers on the listing pages. If the house number of a unit changed due to E-911 conversion, 
the Block Canvassing lister was supposed to add a record for the new house number and delete 
the record with the old city-style address. If this situation occurred many times in Vermont, it 
could explain the high concentration of deletes in that state. 

See state level counts in Appendix B, Table 1. 

4.2.1 Type of Block Canvassing Delete 

As mentioned above, all addresses we considered “Block Canvassing deletes” were addresses 
that we initially suspected were housing units but Block Canvassing determined that they actually 
were not housing units in the blocks to which they were geocoded. Different types of deletes fit 
this criteria. See table 8 for the magnitude of the different types of deletes. 
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Table 8. Percentage of Block Canvassing Deletes by Type of Delete 

Type o f Delete # of Addresses % of Total 

Field Delete 

Duplicate 

Uninhabitable 

Non-residential 

Total Deletes 

Percentages may not sum to 100 due to rounding 

4,452,888 86.53 

154,869 3.01 

174,279 3.39 

364,284 7.08 

5,146,320 100.00 

As shown in the table, the majority of Block Canvassing deletes were addresses that the listers 
actually identified as “delete”. The listers identified the following situations as “deletes”: 

•	 units that did not exist in the blocks to which they were geocoded (includes units that did 
not appear to exist and units that were geocoded in error to the blocks) 

• units that were demolished. 

At the state level: 

•	 The proportion of deletes that are field deletes ranges from 96 percent in New Hampshire to 
57 percent in Washington, D.C. 

•	 The proportion of deletes that are duplicates ranges from 20 percent in Hawaii to 0.2 
percent in New Hampshire 

•	 The proportion of deletes that are uninhabitable ranges from 24 percent in Washington, 
D.C. to 0.6 percent in Vermont 

•	 The proportion of deletes that are non-residential ranges from 24 percent in California to 
two percent in Vermont 

The types of deletes identified as “duplicates,” “uninhabitable,” and “non-residential” account for 
only a small portion of the total Block Canvassing deletes. However, these types are clustered at 
the state level: 

•	 In Hawaii, the 20 percent duplicate number is very high compared to other states. The next 
highest state, Virginia, shows about seven percent of its deletes as duplicates. Of the 
roughly 5,300 duplicate deletes in Hawaii, approximately 4,900 of them are in Honolulu 
County. 

•	 In Washington, D.C., the 24 percent uninhabitable number is very high compared to other 
states. The next highest state, New Mexico, shows about seven percent of its deletes as 
uninhabitable. 
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•	 In California, the 24 percent non-residential number is very high. Most of the remaining 
states show less than ten percent of their deletes as non-residential. Of the 116,000 non-
residential deletes in California, approximately 96,000 of these are in Los Angeles County. 

We do have a possible explanation of the high non-residential delete clustering in Los Angeles 
County. Los Angeles City, which is contained in Los Angeles County, was one of the few areas 
that conducted LUCA 98 before Block Canvassing occurred. LUCA added about 85,000 
addresses before Block Canvassing that were indicated as non-residential deletes in Block 
Canvassing in this county. 

See state level counts in Appendix B, Table 2. 

4.2.2 Enumeration Area of Deletes 

Table 9 shows the magnitude of Block Canvassing deletes by basic enumeration area in which 
they are now located. 

Table 9. Percentage of Block Canvassing Deletes by Basic Enumeration Area 

Enumeration Area # of Addresses % of Total 

Inside the blue-line 5,066,954 98.46 

Outside the blue-line 79,366 1.54 

Total Deletes 5,146,320 100.00 

Percentages may not sum to 100 due to rounding 

About 98 percent of the deleted addresses were geocoded inside the blue-line on the MAF as of 
the November 2000 extracts. The deletes in the table labeled “outside the blue-line” represent 
addresses that were geocoded inside the blue-line when the Block Canvassing universe was 
created, were deleted by Block Canvassing, and were added outside the blue-line by a source 
other than Block Canvassing. We believe that Block Canvassing may have deleted these 
addresses because the units actually existed in blocks outside the blue-line. 

Every state shows at least 87 percent of its deletes inside the blue-line. The majority of the states 
have percentages in the high nineties. 

See state level counts in Appendix B, Table 3. 
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Table 10 
Table 10 shows the magnitude of Block Canvassing deletes in the individual enumeration areas 
inside the blue-line. 

Table 10. Percentage of Block Canvassing Deletes by Inside the Blue-Line 
Enumeration Area 

Enumeration Area # of Addresses % of Total 

Mailout/Mailback


Military


Urban Update/Leave


Urban Update/Enumerate


Total Deletes Inside the Blue-Line 

Percentages may not sum to 100 due to rounding 

5,025,779 99.19 

9,450 0.19 

25,512 0.50 

6,213 0.12 

5,066,954 100.00 

The results in this table are similar to the corresponding table of adds by inside the blue-line 
enumeration area. The Mailout/Mailback enumeration area had the largest workload, by far, of 
any enumeration area where Block Canvassing was conducted. 

4.2.3 Address Type of Deletes 

Table 11 shows the magnitude of Block Canvassing deletes that are classified into different type 
of address categories. See section 2.5 in the Methods section for a detailed discussion on each of 
the address types. 
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Table 11. Percentage of Block Canvassing Deletes by Address Type 

Address Type # of Addresses % of Total 

Complete City-style 

Complete Rural route 

with location description 

without location description 

Complete PO Box 

with location description 

without location description 

Incomplete address 

with location description 

without location description 

No address information 

with location description 

without location description 

Total Deletes 

Percentages may not sum to 100 due to rounding 

5,146,149 almost 100.00 

1 < 0.01 

0 0 

1 < 0.01 

1 < 0.01 

0 0 

1 < 0.01 

169 < 0.01 

16 < 0.01 

153 < 0.01 

0 0 

0 0 

0 0 

5,146,320 100.00 

As shown in the table, over 99 percent of the deletes have city-style addresses. This result 
supports the idea that the majority of addresses in the Block Canvassing universe were city-style 
and, therefore, that the determination of “inside the blue-line” was accurate. Otherwise, we 
would expect a lot of Block Canvassing deletes to be units with non-city-style addresses or with 
no address information. As stated before, not all housing units with city-style addresses receive 
mail at the city-style addresses. Currently, we do not have a way to compute the percentage of 
deletes inside the blue-line with city-style addresses used for mail delivery. 

The distribution of address type for Block Canvassing deletes is equivalent to the distribution of 
address type for all addresses in the initial Block Canvassing universe (over 99 percent city-
style). Therefore, address type does not appear to have influenced whether or not addresses were 
deleted. 
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4.2.4 Original Source of Deletes 

Table 12 shows the magnitude of deletes in each of the original source categories. 

Table 12. Percentage of Block Canvassing Deletes by Original Source Category 

Original Source # of Addresses % of Total 

Pre-Block Canvassing 5,086,771 98.84 

Outside blue-line 59,532 1.16 

Unknown - Inside blue-line 17 <0.01 

Total Deletes 5,146,320 100.00 

Percentages may not sum to 100 due to rounding 

Almost 99 percent of the addresses deleted were originally provided by valid sources inside the 
blue-line. The deletes labeled with an original source of “outside the blue-line” represent 
addresses that were originally added by sources that are only valid outside the blue-line or that 
were added by an unknown original source and remained outside the blue-line. 

Every state showed that at least 89 percent of its deletes originally were provided by a valid 
source inside the blue-line. 

The 17 addresses with unknown original source represent rare situations of ways that addresses 
are added to the MAF. We still do not know what the original source was for these cases. At the 
time of developing the original source definition, we did not create rules for handling some rare 
situations like these. 

See state level counts in Appendix B, Table 4. 
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Table 13 looks at addresses with Pre-Block Canvassing original source but were later deleted by 
Block Canvassing. Specifically, the table breaks down the addresses by original source. 

Table 13. Block Canvassing Deletes by Pre-Block Canvassing Original Source 

Original Source # of Ad dresses in 

Block Canvassing 

univer se 

# of Addresses 

deleted by Block 

Canvassing 

% of 

univer se 

deleted 

1990 ACF 

November 97 DSF (or earlier) 

September 98 DSF 

LUCA 98 

LUCA 98 and September 98 

DSF 

Dress Rehearsal 

Total Addresses 

75,183,729 3,624,027 4.82 

14,579,494 989,848 6.79 

785,640 77,925 9.92 

531,830 382,550* 71.93* 

246,474 5,853 2.37 

13,271 6,568 49.49 

91,340,438 5,086,771 5.57 

*The majority of these addresses are found in Cook County, IL 

According to the table, a larger proportion of addresses were deleted that were first provided by 
the DSF than addresses first provided by the ACF. Also, a larger proportion were deleted that 
were first provided by the second DSF than addresses first provided by the first DSF. At first 
glance, these results may seem surprising because the newer original sources show more deletes. 
We would expect older units to have a greater chance of becoming deleted than newer units. 
However, we have some possible explanations for this occurrence: 

The 1990 ACF, the oldest source in the table, generally represents known housing units from 
1990. Possible reasons that the percentage of units deleted that first came from a DSF is higher 
than the percentage of units deleted that first came from the ACF are as follows: 

•	 some records on the DSFs list only one record for an entire multi-unit BSA. If records for 
the individual units in a multi-unit already exist on the MAF, and a DSF record referring to 
an entire multi-unit BSA is placed on the MAF later, Block Canvassing would verify the 
records that refer to the individual units and delete the record referring to the entire multi-
unit. If this situation occurred a great deal, it would generate additional Block Canvassing 
deletes for addresses originally provided by a DSF. 

•	 although Block Canvassing listers were instructed to list housing units that were under 
construction, it is possible that the U.S. Postal Service had information that a housing unit 
would be built even before construction started. In this scenario, the address would be on 
the DSF, therefore would appear on the MAF, and the Block Canvassing lister would not 
locate it and would delete it from his or her listing. If this situation occurred a great deal, it 
would generate additional Block Canvassing deletes originally provided by a DSF. 
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If the second scenario actually occurred, it may explain the reason why the percentage of units 
deleted that first came from the September 98 DSF is higher than the percentage of those deleted 
that first came from the November 97 DSF. Housing units on the November 97 DSF had more 
time to be built before Block Canvassing, causing Block Canvassing to verify more of the 
November 97 DSF units than the September 98 units. 

There were a total of 2,615,296 addresses on the MAF with an original source of LUCA 98. 
About 532,000 of these (20%) were sent to Block Canvassing for verification. Of the 
approximately 532,000 addresses with an original source of LUCA 98, about 383,000 of them 
were deleted by Block Canvassing. Cook County, Illinois accounts for 67 percent of these. The 
local government in Chicago, Illinois (within Cook Co.) hired a vendor to provide addresses to 
the Census Bureau. The vendor incorrectly geocoded a lot of the addresses that it provided. 
Block Canvassing listers are instructed to delete any addresses that are geocoded to but do not 
exist in the blocks being canvassed. These addresses in Cook County, Illinois could be 
geocoding errors but were not recognized as such when they were added to the MAF (did not link 
to Block Canvassing adds). One point to emphasize is the fact that there is a large clustering of 
LUCA addresses deleted in Cook County, Illinois. If we dropped that county from the statistic, 
the percentage of LUCA addresses deleted nationwide would be 23.71, which is still relatively 
high. 
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4.2.5 Size of Basic Street Address for Deletes 

Table 14 shows the number and percentage of deletes in each of the different BSA categories. 

Table 14. Percentage of Block Canvassing Deletes by Size of BSA 

Size of BSA # of Addresses % of Total 

Blank 17,691 0.34 

Single unit 2,661,950 51.73 

M ulti-unit 2,466,679 47.93 

2-4 units 1,206,604 23.45 

5-9 units 581,737 11.30 

10-1 9 units 522,502 10.15 

20-4 9 units 115,045 2.24 

50+  units 40,791 0.79 

Total Deletes 5,146,320 100.00 

Percentages may not sum to 100 due to rounding 

Single units account for about 52 percent of the total deletes.  Some of the deletes in multi-unit 
BSAs can be attributed to entire multi-units that are deleted (due to multi-units that no longer 
exist, etc). Other deletes result from individual units being deleted from a multi-unit (due to the 
listing pages overstating the number of existing units in the BSA). We do not have information 
to determine the magnitude of these situations relative to one another. 

These results tell us that about 48 percent of all Block Canvassing deletes occurred in multi-unit 
BSAs. Looking back to the section on Block Canvassing adds, about 35 percent of adds occurred 
in multi-unit BSAs. We suspect that there are so many more multi-unit deletes than multi-unit 
adds because of a lot of duplication of addresses in multi-units. I will give an example to 
illustrate this duplication problem: 

Before Block Canvassing, the Census Bureau used several different files of addresses to update 
the MAF. For a given multi-unit address, one source may have provided unit designation “1" 
and unit designation “2", while another source may have provided a single record for the BSA, 
with no unit designation. When the Block Canvassing lister visited the BSA, he/she located the 
unit with designation “1" and the unit with designation “2", verified those addresses on the listing 
pages, and deleted the address with no unit designation. If these scenarios occurred many times, 
we could see an increase in the number of deletes relative to adds. 
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4.2.6 Clustering of Deletes by size of block 

Results show that 2,772,525 blocks did not have any deletes from Block Canvassing. This 
represents the majority of the 3,801,560 blocks inside the blue-line. 

Table 15 shows the percentage of inside the blue-line blocks in each of the categories showing 
the number of units that Block Canvassing deleted. The table is limited to blocks with at least 
one delete. 

Table 15. Percentage of Blocks Inside the Blue-Line by Number of Block 
Canvassing Deletes 

Number of Deletes Category # of Blocks % of Total 

1 unit 

2-9 units 

10-19 units 

20-59 units 

60-99 units 

100+ units 

Total Blocks Inside the Blue-Line 

with at least one Delete 

Percentages may not sum to 100 due to rounding 

452,217 43.95 

482,593 46.90 

57,237 5.56 

28,509 2.77 

4,346 0.42 

4,133 0.40 

1,029,035 100.00 

As shown in the table, the category with two to nine units deleted showed more blocks than any 
other category. Almost 91 percent of the blocks received nine or fewer deletes from Block 
Canvassing. 

As stated in the methods section, we used tabulation state, county, and block codes whenever 
possible in data analysis. However, we had to use collection state, county, and block codes for 
the results in the table above. We had to use the enumeration area code on the MAF to determine 
blocks inside the blue-line. The enumeration area code is available for collection blocks but not 
for tabulation blocks. 

4.2.7 1998 LUCA Field Verification Results for Deletes 

As stated earlier in this report, Block Canvassing occurred before 1998 LUCA Field Verification. 
Any Block Canvassing field deletes that were identified as being DMAF deliverable in time for 
the creation of the LUCA Field Verification universe were sent to be verified in LUCA Field 
Verification. The Census Bureau required a second confirmation of deletes in order to exclude 
them from the census address universe. Over 2.3 million Block Canvassing deletes were sent to 
LUCA Field Verification (46 percent of the total Block Canvassing deletes). 
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See table 16 for the magnitude of LUCA 98 Field Verification actions on the Block Canvassing 
deletes. 

Table 16. Percentage of Block Canvassing Field Deletes by LUCA Field 
Verification Result 

LU CA Field Verification R esult # of Addresses % of Total 

Field Delete


Non-residential


Uninhabitable


Verified


Address Corrected


Total Block Canvassing Field Deletes sent to 

LUCA Field Verification 

Percentages may not sum to 100 due to rounding 

1,142,547 48.28 

53,022 2.24 

3,718 0.16 

789,277 33.35 

378,017 15.97 

2,366,581 100.00 

About 48 percent of the Block Canvassing field deletes sent to LUCA Field Verification were 
indicated as field deletes again. Almost 2.5 percent were indicated as non-residential or 
uninhabitable in LUCA Field Verification. About 33 percent of the Block Canvassing field 
deletes were verified as existing housing units where no address correction was needed. Almost 
16 percent of the Block Canvassing field deletes were verified as existing housing units and 
received a corrected address. 

A high number of deletes sent to LUCA Field Verification (49 percent) were verified as existing 
units in LUCA Field Verification. This result appears to confirm the need for validating deletes 
before dropping them from the census. However, at this time we do not know the number of 
deletes that LUCA Field Verification correctly reinstated compared to the number that it 
erroneously reinstated. 

One factor that contributed to the high number of Block Canvassing deletes that were verified as 
existing in LUCA Field Verification is the fact that some Block Canvassing duplicate addresses 
were disguised as field deletes. Duplicate addresses coded as field deletes that were sent to 
LUCA Field Verification had a high probability of getting reinstated, due to the fact that LUCA 
Field Verification was not a comprehensive check of the list, but a search for selected addresses. 
If an address was a duplicate, there was a good chance that the listers would find it and mark it as 
“verify,” even though another version of the address was already on the list. 

At the state level, the percentage of Block Canvassing field deletes sent to Field Verification that 
were deleted again ranges from approximately 81 percent in Illinois to about nine percent in 
Washington, . This wide range suggests that the effectiveness of Block Canvassing listers in 
deleting units and/or the effectiveness of LUCA Field Verification listers in verifying the deleted 
units varied a good deal between states. 
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See state level counts in Appendix B, Table 5. 

The Address List Development Topic Report will present further analysis of Block Canvassing 
deletes sent to be verified in LUCA Field Verification. 

4.2.8 DMAF Deliverability of Deletes 

As stated previously, the DMAF is the file used for the delivery of Census forms. An address on 
the MAF was DMAF deliverable if it was adequate to include in the census enumeration.  In 
general, the DMAF included MAF addresses that represented potential residential units that were 
geocoded to census blocks. 

The inclusion criteria for the initial creation of the DMAF required a second confirmation of 
deletes in order to exclude an address from the census address universe. Therefore, Block 
Canvassing deletes that were not confirmed as deletes from some other operation before the 
creation of the DMAF were considered to be DMAF deliverable. Any Block Canvassing field 
deletes that were identified as being DMAF deliverable in time for the creation of the LUCA 
Field Verification universe were sent to be verified in LUCA Field Verification . See results for 
LUCA Field Verification in section 4.2.7 above. LUCA Field Verification occurred after the 
first delivery of the DMAF, therefore the number of Block Canvassing deletes that were DMAF 
deliverable is higher than the number of Block Canvassing deletes that turned out to be valid 
units in the census. 

The percentage of Block Canvassing deletes in the nation that were DMAF deliverable on the 
November 2000 MAF extracts is 54 percent. 

The percentage of Block Canvassing deletes that were DMAF deliverable at the state level ranges 
from about 75 percent in Illinois to about 39 percent in Nevada. The deletes that were identified 
as not DMAF deliverable are addresses that were added by a source previous to Block 
Canvassing but Block Canvassing identified them as duplicates or non-residential units, and 
some other operation confirmed the delete. 

See state level counts in Appendix B, Table 6. 

4.2.9 “In Census” Status of Deletes 

An address on the DMAF was assigned a status of “in the Census” if it was considered to be an 
existing housing unit at the end of all Census 2000 processes. Although there are errors in the 
census results (units being erroneously included in or excluded from the census), we expect the 
magnitude of errors to be relatively small. Therefore, we believe we can get an indication of the 
quality of Block Canvassing deletes by looking at their final status in the census. 

The percentage of Block Canvassing deletes in the nation that were enumerated as housing units 
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in the Census is about 24 percent. 

This result leads us to believe that approximately 24 percent of the Block Canvassing deletes 
were one of the following: 

• erroneously deleted by Block Canvassing listers, 

• correctly deleted by Block Canvassing listers and erroneously reinstated to the census by


other coverage improvement operations, or 
• on the MAF before they were constructed and were constructed after Block Canvassing but 

before Census 2000 

The Address List Development Topic Report will present a detailed analysis of actions taken on 
the deletes to determine the influence that different coverage improvement operations had on 
these addresses being enumerated in the census. 

4.3 What is the profile of Block Canvassing Addresses Corrected? 

Total Addresses Corrected: 2,295,168 

Percentage of Addresses Corrected in Universe: 2.5% 

The percentage was computed by dividing the total number of addresses corrected (2,295,168) by 
the total addresses in the initial Block Canvassing universe (91,612,770). 

The state level percentage of addresses in the initial universe that received address corrections 
ranges from seven percent in New York to 0.9 percent in Washington, D.C.. 

See state level counts in Appendix C, Table 1. 

4.3.1 Original Source of Addresses Corrected 

Table 17 looks at addresses with Pre-Block Canvassing original source that later received address 
corrections from Block Canvassing. Specifically, the table breaks down the addresses by original 
source. 
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Table 17. Block Canvassing Addresses Corrected by Pre-Block Canvassing 
Original Source 

Original Source # of Ad dresses in 

Block Canvassing 

univer se 

# of Addresses 

corrected by 

Block Canvassing 

% of 

univer se 

corrected 

1990 ACF 75,183,729 1,834,344 2.44 

Novem ber 97 D SF (or earlier) 14,579,494 387,046 2.65 

September 98 DSF 785,640 22,326 2.84 

LUCA 98 531,830 45,285 8.51 

LUCA 98 and September 98 246,474 4,933 2.00 

DSF 

Dress Rehearsal 13,271 554 4.17 

Tota l Add resses 91,340,438 2,294,488 2.51 

As shown in the table, four of the values of original source show that less than three percent of 
their addresses were corrected by Block Canvassing. Addresses originally provided by LUCA 98 
received a larger percentage of corrections than any of the other major sources. 

Of the approximately 532,000 addresses with an original source of LUCA 98, about 45,000 of 
them received address corrections by Block Canvassing. Cook County, Illinois accounts for 48 
percent of these. This high amount of clustering in Cook County could be related to the 
geocoding problem caused by the vendor that conducted LUCA 98 in this county. If we dropped 
that county from the statistic, the percentage of LUCA addresses corrected nationwide would be 
around four percent. 

4.3.2 Size of Basic Street Address for Addresses Corrected 

Table 18 shows the number and percentage of addresses corrected in each of the different basic 
street address (BSA) categories. 
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Table 18. Percentage of Block Canvassing Addresses Corrected by Size of BSA 

Size of BSA # of Addresses % of Total 

Blank 

Single unit 

Multi-unit 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+  units 

Total Addresses Corrected 

Percentages may not sum to 100 due to rounding 

7,470 0.33 

976,529 42.55 

1,311,169 57.13 

755,966 32.94 

284,165 12.38 

213,235 9.29 

43,275 1.89 

14,528 0.63 

2,295,168 100.00 

These results tell us that single units account for about 43 percent of the total addresses corrected 
and multi-units account for about 57 percent of addresses corrected. In the deletes section, I 
pointed out the fact that the percentage of total deletes in multi-unit BSAs was much higher than 
the percentage of adds in multi-unit BSAs. The percentage of addresses corrected in multi-unit 
BSAs is even higher than that of the deletes. 

The high percentage of addresses corrected in multi-units may be telling us that many unit 
designations were incorrect in multi-units, resulting in Block Canvassing listers correcting unit 
designations. 

4.3.3 Clustering of Addresses Corrected by Size of Block 

Results show that 3,473,958 blocks did not receive any corrected addresses from Block 
Canvassing. This represents the large majority of the 3,801,560 blocks inside the blue-line. 

Table 19 shows the percentage of inside the blue-line blocks in each of the categories showing 
the number of addresses corrected by Block Canvassing. The table is limited to blocks with at 
least one address corrected. 
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Table 19. Percentage of Blocks Inside the Blue-Line by Number of Block 
Canvassing Addresses Corrected 

Number of Addresses Corrected Category # of Blocks % of Total 

1 unit 

2-9 units 

10-19 units 

20-59 units 

60-99 units 

100+ units 

Total Blocks Inside the Blue-Line 

with at least one Address Corrected 

Percentages may not sum to 100 due to rounding 

115,551 35.27 

158,995 48.53 

31,277 9.55 

17,226 5.26 

2,435 0.74 

2,118 0.65 

327,602 100.00 

As shown in the table, the category with two to nine units showed more blocks than any other 
category. Almost 84 percent of the blocks had nine or fewer addresses corrected from Block 
Canvassing. 

As stated in the methods section, we used tabulation state, county, and block codes whenever 
possible in data analysis. However, we had to use collection state, county, and block codes for 
the results in the table above. We had to use the enumeration area code on the MAF to determine 
blocks inside the blue-line. The enumeration area code is available for collection blocks but not 
for tabulation blocks. 

4.4 What is the profile of Block Canvassing Geographic Corrections? 

Total Geographic Corrections: at least 2,948,414 

Percent of Geographic Corrections in Universe: at least 3% 

The percentage was computed by dividing the total number of geographic corrections 
(2,948,414) by the total addresses in the initial Block Canvassing universe (91,612,770). 

As stated in the methods section, some the addresses identified as “add and verify” could be 
thought of as geographic corrections if the added address came from a different block than the 
verified address. However, the addresses identified as “add and verify” were given the same 
action code, regardless of whether the add and verify were in same or different blocks. 

The true number of geographic corrections is equal to the known geographic corrections plus 
some unknown subset of the “add and verify” addresses. 
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Given this fact, results from Block Canvassing were used to correct the geography for between 
2,948,414 and 3,055,816 addresses on the listing pages. 

The remaining results for geographic corrections include only the addresses that are known 
geographic corrections and exclude the “add and verify” addresses. 

The state level percentage of addresses in the initial universe that had geographic corrections 
ranges from 11 percent in Vermont to 0.03 percent in Washington, D.C. See state level counts in 
Appendix D, Table 1. 

4.4.1 Block Code Agreement of Geographic Corrections 

Table 20 shows the extent that the block code to which Block Canvassing moved addresses 
agreed with the official block code on the MAF. 

Table 20. Percentage of Block Canvassing Geographic Corrections by 
Block Code Agreement 

Level of Agreement # of Addresses % of Total 

Same as official block 2,825,658 

Different from official block 122,756 

Total Geographic Corrections 2,948,414 
Percentages may not sum to 100 due to rounding 

95.84 

4.16 

100.00 

Almost 96 percent of the geographic corrections show a Block Canvassing block code equal to 
the official block code on the MAF. At the state level, every state shows a percentage of 87 or 
greater. We expect high percentages for this statistic because other operations inside the blue-
line were small relative to Block Canvassing and therefore had fewer opportunities to disagree 
with the block code provided by Block Canvassing. 

The roughly four percent of geographic corrections that had a Block Canvassing block code 
different from the official block code may represent geocoding errors caused by the Block 
Canvassing listers. 

See state level counts in Appendix D, Table 2. 
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4.4.2 Original Source of Geographic Corrections 

Table 21 looks at addresses with Pre-Block Canvassing original source that later were moved to a 
different block by Block Canvassing. Specifically, the table breaks down the addresses by 
original source. 

Table 21. Block Canvassing Geographic Corrections by Pre-Block Canvassing 
Original Source 

Original Source # of Addresses 
in Block 

Canvassing 
universe 

# of 
Geographic 

Corrections by 
Block 

Canvassing 

% of 
universe 

corrected 

1990 ACF 75,183,729 2,059,359 2.74 

November 97 DSF (or 14,579,494 831,847 5.71 
earlier) 

September 98 DSF 785,640 41,985 5.34 

LUCA 98 531,830 1,652 0.31 

LUCA 98 and September 246,474 12,780 5.19 
98 DSF 

Dress Rehearsal 13,271 245 1.85 

Total Addresses 91,340,438 2,947,868 3.23 

The addresses originally provided by the 1990 ACF had the highest number of geographic 
corrections while the addresses originally provided by one of the DSFs had the highest 
percentage of geographic corrections from Block Canvassing.  The fact that addresses originally 
provided by one of the DSFs had the highest percentage of geographic corrections could be due 
to the fact that DSF addresses were new addresses relative to the address ranges in the TIGER 
database. When DSF addresses were added to the MAF, they were geocoded to address ranges 
as they existed in the TIGER database at that point. Block Canvassing results, the first results 
used to update the TIGER database in all inside the blue-line areas of the nation, provided many 
updates to features in the TIGER database. So, many of the initial geocodes given to DSF 
addresses were later corrected by Block Canvassing. 

See section 1.4 for a general description of the TIGER database. 
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4.4.3 Size of Basic Street Address for Geographic Corrections 

Table 22 shows the number and percentage of geographic corrections in each of the different 
basic street address (BSA) categories. 

Table 22. Percentage of Block Canvassing Geographic Corrections by Size of BSA 

Size of BSA # of Addresses % of Total 

Blank 

Single unit 

Multi-unit 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+ units 

15,419 0.52 

1,921,738 65.18 

1,011,257 34.30 

422,554 14.33 

235,752 8.00 

276,808 9.39 

55,003 1.87 

21,140 0.72 

Total Geographic Corrections 2,948,414 100.00 
Percentages may not sum to 100 due to rounding 

These results tell us that single units account for about 65 percent of the total geographic 
corrections. 

4.4.4 Clustering of Geographic Corrections by Size of block 

Results show that 3,410,980 blocks did not have any geographic corrections from Block 
Canvassing. This represents the large majority of the 3,801,560 blocks inside the blue-line. 

Table 23 shows the percentage of inside the blue-line blocks in each of the categories showing 
the number of Block Canvassing geographic corrections. The table is limited to blocks with at 
least one geographic correction. 
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Table 23. Percentage of Blocks Inside the Blue-Line by Number of Block 
Canvassing Geographic Corrections 

Number of Geographic Corrections # of Blocks % of Total 

1 unit 

2-9 units 

10-19 units 

20-59 units 

60-99 units 

100+ units 

Total Blocks Inside the Blue-Line 
with at least one Geographic 
Correction 

Percentages may not sum to 100 due to rounding 

116,762 29.89 

200,970 51.45 

44,328 11.35 

22,939 5.87 

3,025 0.77 

2,556 0.65 

390,580 100.00 

As shown in the table, the category with two to nine units with geographic corrections showed 
more blocks than any other category. Over 81 percent of the blocks had nine or fewer geographic 
corrections from Block Canvassing. 

As stated in the methods section, we used tabulation state, county, and block codes whenever 
possible in data analysis. However, we had to use collection state, county, and block codes for 
the results in the table above. We had to use the enumeration area code on the MAF to determine 
blocks inside the blue-line. The enumeration area code is available for collection blocks but not 
for tabulation blocks. 

4.5 How do Block Canvassing results compare to Census results? 

Table 24 below shows percentages of addresses that were consistent with census results. The 
addresses are classified by different Block Canvassing actions. Block Canvassing is consistent 
with the census for an address if the action given by Block Canvassing to the address is the same 
type of action given to the address as of the end of the census. For example, if an address was 
added by Block Canvassing and the unit ended up being a valid unit in the census, then Block 
Canvassing was consistent with the census. If an address was deleted by Block Canvassing and 
the unit ended up not being a valid unit in the census, the Block Canvassing was consistent with 
the census. 
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Table 24. Percentage of Block Canvassing Addresses That Were Consistent with Census 
Results 

Block Canvassing 
Actions 

Total Addresses 
with this(these) 

action(s) 

# of these 
addresses that 

were 
consistent with 

census results 

% of 
addresses 
that were 
consistent 

with census 
results 

Adds 6,389,271 4,989,440 78.09 

Deletes 5,146,320 3,932,904 76.42 

Verified as Existing 86,466,450 84,234,220 97.42 

Adds + Verified as 92,855,721 89,223,660 96.09 
Existing 

Deletes + Verified as 91,612,770 88,167,124 96.24 
Existing 

The “Verified as Existing” category includes all of the following basic action codes: 

• Verified 
• Address Corrected 
• Geographic Correction 
• Add and Verify 

All addresses with one of these actions were verified as existing HUs by Block Canvassing. 

As shown in the table, a sizeable amount of Block Canvassing adds and deletes turned out to be 
inconsistent with census results (22 and 24 percent, respectively). The units verified as existing 
in Block Canvassing turned out to be very consistent with census results. 

When looking at the add or delete percentage seperately, one would conclude that the Census 
Bureau should make additional efforts in the future to see if quality review programs can reduce 
inconsistencies in these groups. 

The “Adds + Verified as Existing” statistic shows us that 96 percent of addresses coded as 
existing by Block Canvassing ended up as valid HUs in the census. The adds are included in this 
statistic. The consistency between Block Canvassing and the census, as a whole, appears to be 
relatively good. 

The “Deletes + Verified as Existing” statistic shows us that 96 percent of all addresses sent to 
Block Canvassing to be verified showed consistent results between Block Canvassing and the 
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census. The deletes are included in this statistic. The statistic also supports the idea that the 
consistency between Block Canvassing and the census, as a whole, appears to be relatively good. 

4.6 How many blocks inside the blue-line did not receive any updates from Block 

Canvassing? 

1,186,240 blocks 

These blocks had an accurate address list before Block Canvassing, and did not gain anything 
from Block Canvassing. Some blocks did not contain any residential units at the end of Block 
Canvassing and other blocks received Block Canvassing actions of “verified” for all residential 
units in the block. 

These 1,186,240 blocks represent about 31 percent of the total blocks inside the blue-line. This 
result may be important in showing us how to target areas for MAF updating. If we were able to 
target areas in which we suspect that no updates are needed, we would save cost by visiting fewer 
blocks. It should be noted, however, that visitation of blocks that did not contain any residential 
units would require less cost than visitation of blocks containing many units but not requiring any 
updates. Further analysis is needed to determine the impact of this 31 percent of blocks on 
targeting decisions. 

4.7 Conclusions 

First of all, Block Canvassing was a large operation that provided a large number of updates to 
the MAF. 

Block Canvassing not only played a large role in improving the coverage of addresses on the 
MAF but also in improving the geocoding of addresses on the MAF. 

Because areas inside the blue-line are supposed to contain predominantly city-style addresses, it 
appears that the Census Bureau did a good job at minimizing units with only non-city-style 
addresses in the “inside the blue-line” areas. We know this because about 95 percent of the 
Block Canvassing adds had city-style addresses. 

Block Canvassing played a part in correcting unit designations in multi-unit basic street 
addresses. If the Block Canvassing listers had not checked individual addresses within multi-
units, but only verified the number of units at the multi-units, the Master Address File would not 
have this added improvement. 

There were some errors in the updating. Examples of errors in the updating include listers 
crossing their boundaries to add units and listers erroneously deleting valid addresses. 

There was some clustering of certain characteristics. One example of clustering is the high 
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number of adds and deletes in Vermont. 

The results of clustering by block size in this report show us that almost one third of the blocks 
inside the blue-line did not receive any updates from Block Canvassing. Also, a small 
percentage of the blocks are blocks with ten or more updates. These results may suggest that we 
can improve the highest concentrations of coverage errors by visiting a small number of blocks. 

A relatively large amount of Block Canvassing adds and deletes turned out to be inconsistent 
with census results (22 and 24 percent, respectively). However, the consistency between Block 
Canvassing and the census, as a whole, appears to be relatively good. 

4.8 Recommendations 

In keeping the MAF as up-to-date as possible, the Census Bureau should continue to explore the 
possibility of targeting areas with certain characteristics as priority areas for updating the MAF. 
The clustering results in this report should be a first step to showing how we could target areas 
for MAF updates. 

Based on the high percentage of adds and deletes that were inconsistent with census results, we 
recommend that the Census Bureau make additional efforts in the future to see if quality review 
programs can reduce inconsistencies for added and deleted addresses. 

Additional recommendations will be provided in the Address List Development Topic Report. 
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Appendix A - State Level Counts for Block Canvassing Adds 

Table A-1. Percent Increase of Block Canvassing Adds Relative to Initial Block Canvassing 
Universe 

State Addresses in Universe Adds Percentage 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


District


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


New Jersey


New Mexico


New York


North Carolina


North Dakota


Ohio


1155956 160094 13.85 

146965 20677 14.07 

1578914 175001 11.08 

516754 40065 7.75 

11554587 521802 4.52 

1259842 99980 7.94 

1320217 56973 4.32 

264236 27929 10.57 

287218 4268 1.49 

6417359 541679 8.44 

2215354 234824 10.60 

366167 40369 11.02 

380794 50659 13.30 

4814754 233830 4.86 

2261135 172658 7.64 

810533 36215 4.47 

827794 40796 4.93 

1025719 108865 10.61 

1398381 99265 7.10 

209902 28096 13.39 

1905825 98443 5.17 

2500212 131563 5.26 

3588189 195558 5.45 

1488308 78822 5.30 

730039 71687 9.82 

1684678 82297 4.89 

112309 3792 3.38 

493668 24946 5.05 

561205 47712 8.50 

300948 28693 9.53 

3179844 195219 6.14 

410005 31863 7.77 

6525045 378042 5.79 

1772546 233377 13.17 

138169 6698 4.85 

4311180 211458 4.90 
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State Addresses in Universe Adds Percentage 

Oklahoma 912932 47532 5.21 

Oregon 1226307 126346 10.30 

Pennsylvania 4237883 308954 7.29 

Rhode Island 444067 23910 5.38 

South Carolina 1150407 160614 13.96 

South Dakota 156144 5396 3.46 

Tennessee 1641899 223255 13.60 

Texas 6164370 430892 6.99 

Utah 577784 46675 8.08 

Vermont 74867 16242 21.69 

Virginia 2003236 109344 5.46 

Washington 2202766 209452 9.51 

West Virginia 240221 13324 5.55 

Wisconsin 1943965 144874 7.45 

Wyoming 121171 8246 6.81 

Total 91612770 6389271 6.97 
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Table A-2. Percentage of Block Canvassing Adds by Block Canvassing Block Code 
Agreement 

State Block Canvassing Different from official Same as official block State Total 
provided no block block 

code 

number number number 
percentage percentage percentage 

Alabama 242 
0.15 

Alaska 9 
0.04 

Arizona 338 
0.19 

Arkansas 101 
0.25 

California 868 
0.17 

Colorado 78 
0.08 

Connecticut 122 
0.21 

Delaware 36 
0.13 

District 5 
0.12 

Florida 894 
0.17 

Georgia 246 
0.10 

Hawaii 7 
0.02 

Idaho 52 
0.10 

Illinois 770 
0.33 

Indiana 502 
0.29 

Iowa 36 
0.10 

Kansas 47 
0.12 

Kentucky 114 
0.10 

Louisiana 227 
0.23 

Maine 3 
0.01 

8411 151441 160094 
5.25 94.60 

877 19791 20677 
4.24 95.72 

11780 162883 175001 
6.73 93.08 

2952 37012 40065 
7.37 92.38 

27776 493158 521802 
5.32 94.51 

8178 91724 99980 
8.18 91.74 

2545 54306 56973 
4.47 95.32 

2244 25649 27929 
8.03 91.84 

130 4133 
3.05 96.84 

30974 509811 541679 
5.72 94.12 

14213 220365 234824 
6.05 93.84 

1614 38748 40369 
4.00 95.98 

2164 48443 50659 
4.27 95.63 

13974 219086 233830 
5.98 93.69 

10819 161337 172658 
6.27 93.44 

2796 33383 36215 
7.72 92.18 

2125 38624 40796 
5.21 94.68 

5113 103638 108865 
4.70 95.20 

5744 93294 99265 
5.79 93.98 

1204 26889 28096 
4.29 95.70 
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State Block Canvassing 
provided no block 

code 

number 
percentage 

Different from official Same as official block State Total 
block 

number number 
percentage percentage 

Maryland 148 5823 92472 98443 
0.15 5.92 93.93 

Massachusetts 317 4996 126250 131563 
0.24 3.80 95.96 

Michigan 336 13083 182139 195558 
0.17 6.69 93.14 

Minnesota 128 3904 74790 78822 
0.16 4.95 94.88 

Mississippi 239 3527 67921 71687 
0.33 4.92 94.75 

Missouri 227 3845 78225 82297 
0.28 4.67 95.05 

Montana 3 179 3610 3792 
0.08 4.72 95.20 

Nebraska 19 1594 23333 24946 
0.08 6.39 93.53 

Nevada 13 1963 45736 47712 
0.03 4.11 95.86 

New Hampshire 20 1292 27381 28693 
0.07 4.50 95.43 

New Jersey 346 11848 183025 195219 
0.18 6.07 93.75 

New Mexico 67 2121 29675 31863 
0.21 6.66 93.13 

New York 534 20825 356683 378042 
0.14 5.51 94.35 

North Carolina 463 10562 222352 233377 
0.20 4.53 95.28 

North Dakota 2 718 5978 6698 
0.03 10.72 89.25 

Ohio 485 10586 200387 211458 
0.23 5.01 94.76 

Oklahoma 112 2774 44646 47532 
0.24 5.84 93.93 

Oregon 279 6255 119812 126346 
0.22 4.95 94.83 

Pennsylvania 578 17825 290551 308954 
0.19 5.77 94.04 

Rhode Island 49 1306 22555 23910 
0.20 5.46 94.33 

South Carolina 592 9778 150244 160614 
0.37 6.09 93.54 

South Dakota 1 353 5042 5396 
0.02 6.54 93.44 
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State Block Canvassing Different from official Same as official block 
provided no block block 

code 

number number number 
percentage percentage percentage 

State Total 

Tennessee 278 
0.12 

Texas 581 
0.13 

Utah 163 
0.35 

Vermont 15 
0.09 

Virginia 92 
0.08 

Washington 361 
0.17 

West Virginia 12 
0.09 

Wisconsin 357 
0.25 

Wyoming 17 
0.21 

8757 214220 223255 
3.92 95.95 

19332 410979 430892 
4.49 95.38 

3339 43173 46675 
7.15 92.50 

850 15377 16242 
5.23 94.67 

3603 105649 109344 
3.30 96.62 

8660 200431 209452 
4.13 95.69 

785 12527 13324 
5.89 94.02 

6942 137575 144874 
4.79 94.96 

1076 7153 
13.05 86.75 

Total 11531 344134 6033606 6389271 

49


8246 



Table A-3. Percentage of Block Canvassing Adds by Basic Enumeration Area 

State Ungeocoded Inside the Blue-Line Outside the Blue-Line State Total 

number number 
number percentage percentage 

percentage 

Alabama 94 159750 250 160094 
0.06 99.79 0.16 

Alaska 2 20671 4 20677 
0.01 99.97 0.02 

Arizona 25 174634 342 175001 
0.01 99.79 0.20 

Arkansas 12 39577 476 40065 
0.03 98.78 1.19 

California 107 520479 1216 521802 
0.02 99.75 0.23 

Colorado 6 99786 188 99980 
0.01 99.81 0.19 

Connecticut 12 56948 13 56973 
0.02 99.96 0.02 

Delaware 9 27898 22 27929 
0.03 99.89 0.08 

District 0 4268 0 4268 
0.00 100.00 0.00 

Florida 197 540298 1184 541679 
0.04 99.75 0.22 

Georgia 99 234382 343 234824 
0.04 99.81 0.15 

Hawaii 2 40339 28 40369 
0.00 99.93 0.07 

Idaho 15 50530 114 50659 
0.03 99.75 0.23 

Illinois 139 233129 562 233830 
0.06 99.70 0.24 

Indiana 158 172083 417 172658 
0.09 99.67 0.24 

Iowa 3 35923 289 36215 
0.01 99.19 0.80 

Kansas 5 40602 189 40796 
0.01 99.52 0.46 

Kentucky 31 108611 223 108865 
0.03 99.77 0.20 

Louisiana 62 98909 294 99265 
0.06 99.64 0.30 

Maine 2 28074 20 28096 
0.01 99.92 0.07 

Maryland 24 98304 115 98443 
0.02 99.86 0.12 
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State Ungeocoded Inside the Blue-Line Outside the Blue-Line State Total 

number number 
number percentage percentage 

percentage 

Massachusetts 30 
0.02 

Michigan 48 
0.02 

Minnesota 9 
0.01 

Mississippi 46 
0.06 

Missouri 24 
0.03 

Montana 0 
0.00 

Nebraska 3 
0.01 

Nevada 1 
0.00 

New Hampshire 8 
0.03 

New Jersey 63 
0.03 

New Mexico 18 
0.06 

New York 71 
0.02 

North Carolina 88 
0.04 

North Dakota 0 
0.00 

Ohio 89 
0.04 

Oklahoma 21 
0.04 

Oregon 50 
0.04 

Pennsylvania 110 
0.04 

Rhode Island 5 
0.02 

South Carolina 97 
0.06 

South Dakota 0 
0.00 

Tennessee 67 
0.03 

Texas 112 
0.03 

131518 15 131563 
99.97 0.01 

195153 357 195558 
99.79 0.18 

78452 361 78822 
99.53 0.46 

71515 126 71687 
99.76 0.18 

81706 567 82297 
99.28 0.69 

3764 28 3792 
99.26 0.74 

24894 49 24946 
99.79 0.20 

47451 260 47712 
99.45 0.54 

28671 14 28693 
99.92 0.05 

195074 82 195219 
99.93 0.04 

31768 77 31863 
99.70 0.24 

377727 244 378042 
99.92 0.06 

232669 620 233377 
99.70 0.27 

6550 148 6698 
97.79 2.21 

211019 350 211458 
99.79 0.17 

47031 480 47532 
98.95 1.01 

126004 292 126346 
99.73 0.23 

308191 653 308954 
99.75 0.21 

23905 0 23910 
99.98 0.00 

159948 569 160614 
99.59 0.35 

5276 120 5396 
97.78 2.22 

222878 310 223255 
99.83 0.14 

428253 2527 430892 
99.39 0.59 
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State Ungeocoded Inside the Blue-Line Outside the Blue-Line State Total 

number number 
number percentage percentage 

percentage 

Utah 31 46270 374 46675 
0.07 99.13 0.80 

Vermont 0 16203 39 16242 
0.00 99.76 0.24 

Virginia 8 109284 52 109344 
0.01 99.95 0.05 

Washington 92 208969 391 209452 
0.04 99.77 0.19 

West Virginia 0 13254 70 13324 
0.00 99.47 0.53 

Wisconsin 87 144374 413 144874 
0.06 99.65 0.29 

Wyoming 10 7741 495 8246 
0.12 93.88 6.00 

Total 2192 6370707 16372 6389271
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Table A-4. Percentage of Block Canvassing Adds by Original Source Category 

State Pre-Block Canvassing Block Canvassing Plus Outside blue-line State Total 

number number 
percentage percentage number 

percentage 

Alabama 63317 96721 56 160094 
39.55 60.42 0.03 

Alaska 2249 18426 2 20677 
10.88 89.11 0.01 

Arizona 47137 127647 217 175001 
26.94 72.94 0.12 

Arkansas 13579 26325 161 40065 
33.89 65.71 0.40 

California 145308 375860 634 521802 
27.85 72.03 0.12 

Colorado 18378 81509 93 99980 
18.38 81.53 0.09 

Connecticut 15296 41676 1 56973 
26.85 73.15 0.00 

Delaware 5343 22580 6 27929 
19.13 80.85 0.02 

District 1461 2807 0 4268 
34.23 65.77 0.00 

Florida 179600 361492 587 541679 
33.16 66.74 0.11 

Georgia 75815 158849 160 234824 
32.29 67.65 0.07 

Hawaii 8281 32082 6 40369 
20.51 79.47 0.01 

Idaho 8315 42309 35 50659 
16.41 83.52 0.07 

Illinois 60982 172689 159 233830 
26.08 73.85 0.07 

Indiana 45533 126984 141 172658 
26.37 73.55 0.08 

Iowa 8899 27202 114 36215 
24.57 75.11 0.31 

Kansas 9273 31450 73 40796 
22.73 77.09 0.18 

Kentucky 41190 67664 11 108865 
37.84 62.15 0.01 

Louisiana 31031 68139 95 99265 
31.26 68.64 0.10 

Maine 6899 21187 10 28096 
24.56 75.41 0.04 

Maryland 36454 61912 77 98443 
37.03 62.89 0.08 
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State Pre-Block Canvassing 

number 
percentage 

Massachusetts 28932 
21.99 

Michigan 49533 
25.33 

Minnesota 17621 
22.36 

Mississippi 20156 
28.12 

Missouri 28082 
34.12 

Montana 810 
21.36 

Nebraska 5841 
23.41 

Nevada 11837 
24.81 

New Hampshire 4659 
16.24 

New Jersey 57995 
29.71 

New Mexico 6591 
20.69 

New York 83132 
21.99 

North Carolina 87792 
37.62 

North Dakota 1091 
16.29 

Ohio 69339 
32.79 

Oklahoma 16349 
34.40 

Oregon 27317 
21.62 

Pennsylvania 86066 
27.86 

Rhode Island 6634 
27.75 

South Carolina 58925 
36.69 

South Dakota 1831 
33.93 

Tennessee 99374 
44.51 

Texas 121275 
28.15 

Block Canvassing Plus Outside blue-line State Total 

number 
percentage number 

percentage 

102623 8 131563 
78.00 0.01 

145876 149 195558 
74.59 0.08 

61029 172 78822 
77.43 0.22 

51511 20 71687 
71.86 0.03 

53990 225 82297 
65.60 0.27 

2967 15 3792 
78.24 0.40 

19096 9 24946 
76.55 0.04 

35706 169 47712 
74.84 0.35 

24025 9 28693 
83.73 0.03 

137201 23 195219 
70.28 0.01 

25228 44 31863 
79.18 0.14 

294846 64 378042 
77.99 0.02 

145412 173 233377 
62.31 0.07 

5586 21 6698 
83.40 0.31 

142022 97 211458 
67.16 0.05 

30958 225 47532 
65.13 0.47 

98865 164 126346 
78.25 0.13 

222698 190 308954 
72.08 0.06 

17276 0 23910 
72.25 0.00 

101522 167 160614 
63.21 0.10 

3524 41 5396 
65.31 0.76 

123794 87 223255 
55.45 0.04 

309347 270 430892 
71.79 0.06 
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State Pre-Block Canvassing 

number 
percentage 

Utah 12131

25.99


Vermont 3624

22.31


Virginia 36690

33.55


Washington 45136

21.55


West Virginia 4212

31.61


Wisconsin 33169

22.90


Wyoming 2553

30.96


Total 1853037


Block Canvassing Plus Outside blue-line State Total 

number 
percentage number 

percentage 

34396 148 
73.69 0.32 

12610 8 
77.64 0.05 

72648 6 
66.44 0.01 

164251 65 
78.42 0.03 

9080 32 
68.15 0.24 

111561 144 
77.01 0.10 

5518 175 
66.92 2.12 

46675


16242


109344


209452


13324


144874


4530676 5558 6389271
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Table A-5. Percentage of Block Canvassing Adds by DMAF Deliverability 

State Non-DMAF Deliverable DMAF Deliverable State Total 

number number 
percentage percentage 

Alabama 127 159967 160094 
0.08 99.92 

Alaska 4 20673 20677 
0.02 99.98 

Arizona 37 174964 175001 
0.02 99.98 

Arkansas 21 40044 40065 
0.05 99.95 

California 296 521506 521802 
0.06 99.94 

Colorado 6 99974 99980 
0.01 99.99 

Connecticut 12 56961 56973 
0.02 99.98 

Delaware 9 27920 27929 
0.03 99.97 

District 0 4268 
0.00 100.00 

Florida 543 541136 541679 
0.10 99.90 

Georgia 99 234725 234824 
0.04 99.96 

Hawaii 2 40367 40369 
0.00 100.00 

Idaho 24 50635 50659 
0.05 99.95 

Illinois 147 233683 233830 
0.06 99.94 

Indiana 161 172497 172658 
0.09 99.91 

Iowa 14 36201 36215 
0.04 99.96 

Kansas 5 40791 40796 
0.01 99.99 

Kentucky 41 108824 108865 
0.04 99.96 

Louisiana 74 99191 99265 
0.07 99.93 

Maine 2 28094 28096 
0.01 99.99 

Maryland 30 98413 98443 
0.03 99.97 
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State Non-DMAF Deliverable DMAF Deliverable State Total 

number number 
percentage percentage 

Massachusetts 30 131533 131563 
0.02 99.98 

Michigan 99 195459 195558 
0.05 99.95 

Minnesota 21 78801 78822 
0.03 99.97 

Mississippi 51 71636 71687 
0.07 99.93 

Missouri 36 82261 82297 
0.04 99.96 

Montana 0 3792 3792 
0.00 100.00 

Nebraska 3 24943 24946 
0.01 99.99 

Nevada 80 47632 47712 
0.17 99.83 

New Hampshire 11 28682 28693 
0.04 99.96 

New Jersey 73 195146 195219 
0.04 99.96 

New Mexico 18 31845 31863 
0.06 99.94 

New York 143 377899 378042 
0.04 99.96 

North Carolina 209 233168 233377 
0.09 99.91 

North Dakota 66 6632 6698 
0.99 99.01 

Ohio 103 211355 211458 
0.05 99.95 

Oklahoma 22 47510 47532 
0.05 99.95 

Oregon 51 126295 126346 
0.04 99.96 

Pennsylvania 117 308837 308954 
0.04 99.96 

Rhode Island 5 23905 23910 
0.02 99.98 

South Carolina 135 160479 160614 
0.08 99.92 

South Dakota 3 5393 5396 
0.06 99.94 

Tennessee 101 223154 223255 
0.05 99.95 

Texas 193 430699 430892 
0.04 99.96 
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State Non-DMAF Deliverable DMAF Deliverable State Total 

number number 
percentage percentage 

Utah 84 46591 
0.18 99.82 

Vermont 0 16242 
0.00 100.00 

Virginia 10 109334 
0.01 99.99 

Washington 196 209256 
0.09 99.91 

West Virginia 0 13324 
0.00 100.00 

Wisconsin 90 144784 
0.06 99.94 

Wyoming 10 8236 
0.12 99.88 

46675 

16242 

109344 

209452 

13324 

144874 

Total 3614 6385657 6389271 

58


8246 



Appendix B - State Level Counts for Block Canvassing Deletes


Table B-1. Percentage of Addresses in Initial Block Canvassing Universe that were Deleted


State Addresses in Universe Deletes Percentage 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


District


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


New Jersey


New Mexico


New York


North Carolina


North Dakota


Ohio


Oklahoma


1155956 94124 8.14 

146965 10085 6.86 

1578914 74180 4.70 

516754 52483 10.16 

11554587 481455 4.17 

1259842 44285 3.52 

1320217 73324 5.55 

264236 13894 5.26 

287218 10252 3.57 

6417359 316790 4.94 

2215354 125948 5.69 

366167 26481 7.23 

380794 20064 5.27 

4814754 496601 10.31 

2261135 129546 5.73 

810533 45838 5.66 

827794 41365 5.00 

1025719 80899 7.89 

1398381 99020 7.08 

209902 20715 9.87 

1905825 67628 3.55 

2500212 134733 5.39 

3588189 170534 4.75 

1488308 67658 4.55 

730039 55703 7.63 

1684678 103368 6.14 

112309 6729 5.99 

493668 19767 4.00 

561205 17822 3.18 

300948 26679 8.87 

3179844 180829 5.69 

410005 22545 5.50 

6525045 406736 6.23 

1772546 133340 7.52 

138169 7042 5.10 

4311180 180295 4.18 

912932 54831 6.01 

59




State Addresses in Universe Deletes Percentage 

Oregon 1226307 47891 3.91 

Pennsylvania 4237883 270647 6.39 

Rhode Island 444067 29397 6.62 

South Carolina 1150407 112388 9.77 

South Dakota 156144 8285 5.31 

Tennessee 1641899 104166 6.34 

Texas 6164370 311573 5.05 

Utah 577784 25057 4.34 

Vermont 74867 12394 16.55 

Virginia 2003236 75725 3.78 

Washington 2202766 116881 5.31 

West Virginia 240221 22135 9.21 

Wisconsin 1943965 89557 4.61 

Wyoming 121171 6636 5.48 

Total 91612770 5146320 
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Table B-2. Percentage of Block Canvassing Deletes by Type of Delete 

State Duplicate Field Delete Non-residential Uninhabitable State Total 

number number number number 
percentage percentage percentage percentage 

Alabama 1404 88068 2413 2239 94124 
1.49 93.57 2.56 2.38 

Alaska 262 9106 585 132 10085 
2.60 90.29 5.80 1.31 

Arizona 2466 68015 2848 851 74180 
3.32 91.69 3.84 1.15 

Arkansas 874 49509 1503 597 52483 
1.67 94.33 2.86 1.14 

California 19490 331338 115779 14848 481455 
4.05 68.82 24.05 3.08 

Los Angeles 95631 

County 47.51 

Colorado 664 40361 2338 922 44285 
1.50 91.14 5.28 2.08 

Connecticut 3145 62268 4299 3612 73324 
4.29 84.92 5.86 4.93 

Delaware 193 12818 757 126 13894 
1.39 92.26 5.45 0.91 

District 240 5796 1742 2474 10252 
2.34 56.54 16.99 24.13 

Florida 11038 288304 10626 6822 316790 
3.48 91.01 3.35 2.15 

Georgia 4874 112785 4011 4278 125948 
3.87 89.55 3.18 3.40 

Hawaii 5291 19854 1069 267 26481 
19.98 74.97 4.04 1.01 

Honolulu County 4928 

20.72 

Idaho 477 17396 1913 278 20064 
2.38 86.70 9.53 1.39 

Illinois 11081 444881 30505 10134 496601 
2.23 89.59 6.14 2.04 

Indiana 2597 116579 6582 3788 129546 
2.00 89.99 5.08 2.92 

Iowa 562 41930 2320 1026 45838 
1.23 91.47 5.06 2.24 

Kansas 873 37422 1897 1173 41365 
2.11 90.47 4.59 2.84 

Kentucky 2163 74405 3423 908 80899 
2.67 91.97 4.23 1.12 

Louisiana 1642 89703 3158 4517 99020 
1.66 90.59 3.19 4.56 
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State Duplicate Field Delete Non-residential Uninhabitable State Total 

number number number number 
percentage percentage percentage percentage 

Maine 315 19264 828 308 20715 
1.52 93.00 4.00 1.49 

Maryland 1711 55165 6457 4295 67628 
2.53 81.57 9.55 6.35 

Massachusetts 4130 118902 5932 5769 134733 
3.07 88.25 4.40 4.28 

Michigan 7076 147040 7624 8794 170534 
4.15 86.22 4.47 5.16 

Minnesota 1967 60657 3354 1680 67658 
2.91 89.65 4.96 2.48 

Mississippi 1434 50870 1536 1863 55703 
2.57 91.32 2.76 3.34 

Missouri 1951 89636 5080 6701 103368 
1.89 86.72 4.91 6.48 

Montana 79 5902 622 126 6729 
1.17 87.71 9.24 1.87 

Nebraska 725 17614 859 569 19767 
3.67 89.11 4.35 2.88 

Nevada 696 15873 913 340 17822 
3.91 89.06 5.12 1.91 

New Hampshire 61 25486 779 353 26679 
0.23 95.53 2.92 1.32 

New Jersey 5026 159334 9839 6630 180829 
2.78 88.11 5.44 3.67 

New Mexico 229 19713 1016 1587 22545 
1.02 87.44 4.51 7.04 

New York 12922 345170 28283 20361 406736 
3.18 84.86 6.95 5.01 

North Carolina 3001 121050 6945 2344 133340 
2.25 90.78 5.21 1.76 

North Dakota 33 6680 247 82 7042 
0.47 94.86 3.51 1.16 

Ohio 5064 154010 13651 7570 180295 
2.81 85.42 7.57 4.20 

Oklahoma 1104 48815 2476 2436 54831 
2.01 89.03 4.52 4.44 

Oregon 1974 39765 4439 1713 47891 
4.12 83.03 9.27 3.58 

Pennsylvania 5693 233089 20574 11291 270647 
2.10 86.12 7.60 4.17 

Rhode Island 788 26922 1303 384 29397 
2.68 91.58 4.43 1.31 

South Carolina 4390 102830 2902 2266 112388 
3.91 91.50 2.58 2.02 

South Dakota 182 7512 441 150 8285 
2.20 90.67 5.32 1.81 
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State Duplicate Field Delete Non-residential Uninhabitable State Total 

number number number number 
percentage percentage percentage percentage 

Tennessee 3111 92683 3946 4426 104166 
2.99 88.98 3.79 4.25 

Texas 7995 275887 15029 12662 311573 
2.57 88.55 4.82 4.06 

Utah 542 22311 1893 311 25057 
2.16 89.04 7.55 1.24 

Vermont 301 11779 242 72 12394 
2.43 95.04 1.95 0.58 

Virginia 5518 61495 4443 4269 75725 
7.29 81.21 5.87 5.64 

Washington 3938 102373 7242 3328 116881 
3.37 87.59 6.20 2.85 

West Virginia 788 19315 1438 594 22135 
3.56 87.26 6.50 2.68 

Wisconsin 2752 79319 5714 1772 89557 
3.07 88.57 6.38 1.98 

Wyoming 37 5889 469 241 
0.56 88.74 7.07 3.63 

Total 154869 4452888 364284 174279 5146320 
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Table B-3. Percentage of Block Canvassing Deletes by Basic Enumeration Area 

State Inside blue-line Outside blue-line State Total 

number number 
percentage percentage 

Alabama 92648 1476 94124 
98.43 1.57 

Alaska 10069 16 10085 
99.84 0.16 

Arizona 73185 995 74180 
98.66 1.34 

Arkansas 46066 6417 52483 
87.77 12.23 

California 478511 2944 481455 
99.39 0.61 

Colorado 43925 360 44285 
99.19 0.81 

Connecticut 72148 1176 73324 
98.40 1.60 

Delaware 13467 427 13894 
96.93 3.07 

District 10252 0 10252 
100.00 0.00 

Florida 315448 1342 316790 
99.58 0.42 

Georgia 123837 2111 125948 
98.32 1.68 

Hawaii 26268 213 26481 
99.20 0.80 

Idaho 19544 520 20064 
97.41 2.59 

Illinois 493787 2814 496601 
99.43 0.57 

Indiana 127772 1774 129546 
98.63 1.37 

Iowa 42051 3787 45838 
91.74 8.26 

Kansas 39894 1471 41365 
96.44 3.56 

Kentucky 79202 1697 80899 
97.90 2.10 

Louisiana 96685 2335 99020 
97.64 2.36 

Maine 20434 281 20715 
98.64 1.36 

Maryland 67092 536 67628 
99.21 0.79 

Massachusetts 134314 419 134733 
99.69 0.31 
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State Inside blue-line Outside blue-line State Total 

number number 
percentage percentage 

Michigan 168775 
98.97 

Minnesota 65810 
97.27 

Mississippi 53868 
96.71 

Missouri 98927 
95.70 

Montana 6644 
98.74 

Nebraska 18858 
95.40 

Nevada 17293 
97.03 

New Hampshire 26279 
98.50 

New Jersey 179805 
99.43 

New Mexico 21863 
96.97 

New York 403584 
99.23 

North Carolina 129632 
97.22 

North Dakota 6589 
93.57 

Ohio 177906 
98.67 

Oklahoma 51022 
93.05 

Oregon 47288 
98.74 

Pennsylvania 266376 
98.42 

Rhode Island 29397 
100.00 

South Carolina 110138 
98.00 

South Dakota 7212 
87.05 

Tennessee 102161 
98.08 

Texas 307423 
98.67 

Utah 24464 
97.63 

1759 170534 
1.03 

1848 67658 
2.73 

1835 55703 
3.29 

4441 103368 
4.30 

85 6729 
1.26 

909 19767 
4.60 

529 17822 
2.97 

400 26679 
1.50 

1024 180829 
0.57 

682 22545 
3.03 

3152 406736 
0.77 

3708 133340 
2.78 

453 7042 
6.43 

2389 180295 
1.33 

3809 54831 
6.95 

603 47891 
1.26 

4271 270647 
1.58 

0 29397 
0.00 

2250 112388 
2.00 

1073 8285 
12.95 

2005 104166 
1.92 

4150 311573 
1.33 

593 25057 
2.37 
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State Inside blue-line Outside blue-line State Total 

number number 
percentage percentage 

Vermont 12132 262 
97.89 2.11 

Virginia 75546 179 
99.76 0.24 

Washington 116232 649 
99.44 0.56 

West Virginia 21064 1071 
95.16 4.84 

Wisconsin 88044 1513 
98.31 1.69 

Wyoming 6023 613 
90.76 9.24 

12394 

75725 

116881 

22135 

89557 

Total 5066954 79366 5146320 
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Table B-4. Percentage of Block Canvassing Deletes by Original Source Category 

State Pre-Block Canvassing Outside blue-line Unknown - Inside 
blue-line 

State Total 

number number number 
percent percent percent 

Alabama 92991 1133 0 94124 
98.80 1.20 0.00 

Alaska 10075 10 0 10085 
99.90 0.10 0.00 

Arizona 73339 841 0 74180 
98.87 1.13 0.00 

Arkansas 47709 4774 0 52483 
90.90 9.10 0.00 

California 479143 2308 4 481455 
99.52 0.48 0.00 

Colorado 43961 324 0 44285 
99.27 0.73 0.00 

Connecticut 72659 665 0 73324 
99.09 0.91 0.00 

Delaware 13636 258 0 13894 
98.14 1.86 0.00 

District 10252 0 0 10252 
100.00 0.00 0.00 

Florida 315899 891 0 316790 
99.72 0.28 0.00 

Georgia 124363 1585 0 125948 
98.74 1.26 0.00 

Hawaii 26288 193 0 26481 
99.27 0.73 0.00 

Idaho 19635 429 0 20064 
97.86 2.14 0.00 

Illinois 494337 2264 0 496601 
99.54 0.46 0.00 

Indiana 128272 1274 0 129546 
99.02 0.98 0.00 

Iowa 42838 3000 0 45838 
93.46 6.54 0.00 

Kansas 40121 1244 0 41365 
96.99 3.01 0.00 

Kentucky 79790 1109 0 80899 
98.63 1.37 0.00 

Louisiana 97295 1725 0 99020 
98.26 1.74 0.00 

Maine 20537 178 0 20715 
99.14 0.86 0.00 

Maryland 67169 459 0 67628 
99.32 0.68 0.00 
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State Pre-Block Canvassing Outside blue-line Unknown - Inside State Total 
blue-line 

number number number 
percent percent percent 

Massachusetts 134448 
99.79 

Michigan 169172 
99.20 

Minnesota 66270 
97.95 

Mississippi 54328 
97.53 

Missouri 99827 
96.57 

Montana 6676 
99.21 

Nebraska 19004 
96.14 

Nevada 17573 
98.60 

New Hampshire 26410 
98.99 

New Jersey 180243 
99.68 

New Mexico 21968 
97.44 

New York 404292 
99.40 

North Carolina 130814 
98.11 

North Dakota 6678 
94.83 

Ohio 178331 
98.91 

Oklahoma 52032 
94.90 

Oregon 47376 
98.92 

Pennsylvania 267138 
98.70 

Rhode Island 29397 
100.00 

South Carolina 110772 
98.56 

South Dakota 7408 
89.41 

Tennessee 102680 
98.57 

Texas 308567 
99.04 

285 0 134733 
0.21 0.00 

1362 0 170534 
0.80 0.00 

1388 0 67658 
2.05 0.00 

1375 0 55703 
2.47 0.00 

3541 0 103368 
3.43 0.00 

53 0 6729 
0.79 0.00 

763 0 19767 
3.86 0.00 

249 0 17822 
1.40 0.00 

269 0 26679 
1.01 0.00 

586 0 180829 
0.32 0.00 

577 0 22545 
2.56 0.00 

2444 0 406736 
0.60 0.00 

2526 0 133340 
1.89 0.00 

364 0 7042 
5.17 0.00 

1964 0 180295 
1.09 0.00 

2799 0 54831 
5.10 0.00 

515 0 47891 
1.08 0.00 

3509 0 270647 
1.30 0.00 

0 0 29397 
0.00 0.00 

1604 12 112388 
1.43 0.01 

877 0 8285 
10.59 0.00 

1486 0 104166 
1.43 0.00 

3006 0 311573 
0.96 0.00 
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State Pre-Block Canvassing Outside blue-line Unknown - Inside 
blue-line 

State Total 

number number number 
percent percent percent 

Utah 24575 482 0 25057 
98.08 1.92 0.00 

Vermont 12228 166 0 12394 
98.66 1.34 0.00 

Virginia 75606 119 0 75725 
99.84 0.16 0.00 

Washington 116428 453 0 116881 
99.61 0.39 0.00 

West Virginia 21553 582 0 22135 
97.37 2.63 0.00 

Wisconsin 88396 1160 1 89557 
98.70 1.30 0.00 

Wyoming 6272 364 0 6636 
94.51 5.49 0.00 

Total 5086771 59532 17 5146320
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Table B-5. Percentage of Block Canvassing Field Deletes by LUCA Field Verification 
Result 

State Address Field Delete Non-residential Uninhabitable Verified State Total 
Corrected 

number number number number number 
percent percent percent percent percent 

Alabama 9128 16845 392 47 15699 42111 
21.68 40.00 0.93 0.11 37.28 

Alaska 336 3352 55 2 1114 4859 
6.92 68.99 1.13 0.04 22.93 

Arizona 6741 11776 433 51 18977 37978 
17.75 31.01 1.14 0.13 49.97 

Arkansas 8279 7331 279 25 8571 24485 
33.81 29.94 1.14 0.10 35.01 

California 25018 82516 14232 565 58391 180722 
13.84 45.66 7.88 0.31 32.31 

Colorado 3565 7539 443 19 9072 20638 
17.27 36.53 2.15 0.09 43.96 

Connecticut 2581 13126 567 6 12194 28474 
9.06 46.10 1.99 0.02 42.83 

Delaware 1561 1540 157 0 4655 7913 
19.73 19.46 1.98 0.00 58.83 

District 22 175 37 0 2174 2408 
0.91 7.27 1.54 0.00 90.28 

Florida 26648 38386 1954 80 49809 116877 
22.80 32.84 1.67 0.07 42.62 

Georgia 9758 22219 808 66 25362 58213 
16.76 38.17 1.39 0.11 43.57 

Hawaii 2586 6783 66 5 2610 12050 
21.46 56.29 0.55 0.04 21.66 

Idaho 2385 4946 284 7 3149 10771 
22.14 45.92 2.64 0.06 29.24 

Illinois 18367 268966 1389 629 46926 336277 
5.46 79.98 0.41 0.19 13.95 

Indiana 10818 22770 1001 32 24731 59352 
18.23 38.36 1.69 0.05 41.67 

Iowa 4621 8977 767 6 6484 20855 
22.16 43.04 3.68 0.03 31.09 

Kansas 3455 8352 355 66 6884 19112 
18.08 43.70 1.86 0.35 36.02 

Kentucky 8706 18692 1050 60 11815 40323 
21.59 46.36 2.60 0.15 29.30 

Louisiana 8013 16396 463 152 15183 40207 
19.93 40.78 1.15 0.38 37.76 

Maine 1539 5442 158 1 2254 9394 
16.38 57.93 1.68 0.01 23.99 

Maryland 3255 9422 569 11 15757 29014 
11.22 32.47 1.96 0.04 54.31 
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State Address Field Delete 
Corrected 

number number 
percent percent 

Non-residential Uninhabitable Verified State Total 

number number number 
percent percent percent 

Massachusetts 7100 21848 651 8 20094 49701 
14.29 43.96 1.31 0.02 40.43 

Michigan 12479 37206 1437 351 28029 79502 
15.70 46.80 1.81 0.44 35.26 

Minnesota 7491 14329 815 127 11058 33820 
22.15 42.37 2.41 0.38 32.70 

Mississippi 4196 9455 245 18 10263 24177 
17.36 39.11 1.01 0.07 42.45 

Missouri 9812 20031 900 48 12905 43696 
22.46 45.84 2.06 0.11 29.53 

Montana 264 1400 73 1 1515 3253 
8.12 43.04 2.24 0.03 46.57 

Nebraska 2756 3841 211 14 1828 8650 
31.86 44.40 2.44 0.16 21.13 

Nevada 1097 2309 167 2 2044 5619 
19.52 41.09 2.97 0.04 36.38 

New 3066 4784 99 2 4705 12656 
Hampshire 24.23 37.80 0.78 0.02 37.18 

New Jersey 15475 37286 1337 17 29556 83671 
18.50 44.56 1.60 0.02 35.32 

New Mexico 2242 5924 200 34 3514 11914 
18.82 49.72 1.68 0.29 29.49 

New York 25151 88983 4146 525 69868 188673 
13.33 47.16 2.20 0.28 37.03 

North Carolina 11922 30122 4590 52 18978 65664 
18.16 45.87 6.99 0.08 28.90 

North Dakota 424 2204 50 20 1077 3775 
11.23 58.38 1.32 0.53 28.53 

Ohio 13564 33219 2034 35 33235 82087 
16.52 40.47 2.48 0.04 40.49 

Oklahoma 7412 8063 337 10 6372 22194 
33.40 36.33 1.52 0.05 28.71 

Oregon 2985 10141 550 55 8811 22542 
13.24 44.99 2.44 0.24 39.09 

Pennsylvania 23571 63434 2727 199 47109 137040 
17.20 46.29 1.99 0.15 34.38 

Rhode Island 1735 4050 185 32 4271 10273 
16.89 39.42 1.80 0.31 41.58 

South Carolina 11812 19568 705 33 18392 50510 
23.39 38.74 1.40 0.07 36.41 

South Dakota 1165 1448 92 3 751 3459 
33.68 41.86 2.66 0.09 21.71 

Tennessee 9032 16918 635 27 14720 41332 
21.85 40.93 1.54 0.07 35.61 

Texas 19457 57857 2125 141 45788 125368 
15.52 46.15 1.70 0.11 36.52 
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State Address Field Delete 
Corrected 

number number 
percent percent 

Utah 2837 
19.01 

Vermont 604 
6.70 

Virginia 2914 
10.96 

Washington 10255 
20.68 

West Virginia 1512 
13.94 

Wisconsin 7195 
17.88 

Wyoming 1110 
29.46 

6988 
46.82 

7125 
79.05 

11880 
44.67 

22111 
44.59 

5271 
48.60 

17776 
44.18 

1425 
37.82 

Total 378017 1142547 

Non-residential Uninhabitable Verified State Total 

number number number 
percent percent percent 

353 24 4723 14925 
2.37 0.16 31.64 

15 3 1266 9013 
0.17 0.03 14.05 

611 21 11172 26598 
2.30 0.08 42.00 

959 24 16242 49591 
1.93 0.05 32.75 

293 17 3753 10846 
2.70 0.16 34.60 

929 36 14295 40231 
2.31 0.09 35.53 

92 9 1132 3768 
2.44 0.24 30.04 

53022 3718 789277 2366581 
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Table B-6. Percentage of Block Canvassing Deletes by DMAF Deliverability 

State Non-DMAF Deliverable DMAF Deliverable State Total 

number number 
percent percent 

Alabama 48426 45698 94124 
51.45 48.55 

Alaska 4734 5351 10085 
46.94 53.06 

Arizona 33177 41003 74180 
44.72 55.28 

Arkansas 26818 25665 52483 
51.10 48.90 

California 180251 301204 481455 
37.44 62.56 

Colorado 21466 22819 44285 
48.47 51.53 

Connecticut 38885 34439 73324 
53.03 46.97 

Delaware 5053 8841 13894 
36.37 63.63 

District 4715 5537 10252 
45.99 54.01 

Florida 189518 127272 316790 
59.82 40.18 

Georgia 62648 63300 125948 
49.74 50.26 

Hawaii 13615 12866 26481 
51.41 48.59 

Idaho 7622 12442 20064 
37.99 62.01 

Illinois 122240 374361 496601 
24.62 75.38 

Indiana 61844 67702 129546 
47.74 52.26 

Iowa 23202 22636 45838 
50.62 49.38 

Kansas 20353 21012 41365 
49.20 50.80 

Kentucky 36988 43911 80899 
45.72 54.28 

Louisiana 53165 45855 99020 
53.69 46.31 

Maine 10638 10077 20715 
51.35 48.65 

Maryland 30663 36965 67628 
45.34 54.66 

Massachusetts 76921 57812 134733 
57.09 42.91 
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State Non-DMAF Deliverable DMAF Deliverable State Total 

number number 
percent percent 

Michigan 77058 93476 170534 
45.19 54.81 

Minnesota 30026 37632 67658 
44.38 55.62 

Mississippi 28666 27037 55703 
51.46 48.54 

Missouri 50811 52557 103368 
49.16 50.84 

Montana 2949 3780 6729 
43.83 56.17 

Nebraska 10230 9537 19767 
51.75 48.25 

Nevada 10894 6928 17822 
61.13 38.87 

New Hampshire 13271 13408 26679 
49.74 50.26 

New Jersey 87867 92962 180829 
48.59 51.41 

New Mexico 8321 14224 22545 
36.91 63.09 

New York 183578 223158 406736 
45.13 54.87 

North Carolina 61190 72150 133340 
45.89 54.11 

North Dakota 2798 4244 7042 
39.73 60.27 

Ohio 83184 97111 180295 
46.14 53.86 

Oklahoma 28772 26059 54831 
52.47 47.53 

Oregon 20171 27720 47891 
42.12 57.88 

Pennsylvania 111752 158895 270647 
41.29 58.71 

Rhode Island 17831 11566 29397 
60.66 39.34 

South Carolina 54161 58227 112388 
48.19 51.81 

South Dakota 4389 3896 8285 
52.98 47.02 

Tennessee 55327 48839 104166 
53.11 46.89 

Texas 167551 144022 311573 
53.78 46.22 

Utah 8751 16306 25057 
34.92 65.08 
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State Non-DMAF Deliverable DMAF Deliverable State Total 

number number 
percent percent 

Vermont 3114 9280 
25.13 74.87 

Virginia 42008 33717 
55.47 44.53 

Washington 57180 59701 
48.92 51.08 

West Virginia 9804 12331 
44.29 55.71 

Wisconsin 44082 45475 
49.22 50.78 

Wyoming 2449 4187 
36.90 63.10 

12394 

75725 

116881 

22135 

89557 

Total 2351127 2795193 5146320 
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Appendix C - State Level Counts for Block Canvassing Addresses Corrected 

Table C-1. Percentage of Addresses in Initial Block Canvassing Universe that were 
Corrected 

State Addresses in Universe Addresses Corrected Percentage 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


District


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


New Jersey


New Mexico


New York


North Carolina


North Dakota


Ohio


1155956 19124 1.65 

146965 5151 3.50 

1578914 25897 1.64 

516754 11369 2.20 

11554587 257591 2.23 

1259842 27014 2.14 

1320217 33082 2.51 

264236 4532 1.72 

287218 2499 0.87 

6417359 93939 1.46 

2215354 27012 1.22 

366167 9589 2.62 

380794 11364 2.98 

4814754 155570 3.23 

2261135 34680 1.53 

810533 8429 1.04 

827794 11670 1.41 

1025719 22201 2.16 

1398381 28736 2.05 

209902 6056 2.89 

1905825 29588 1.55 

2500212 49857 1.99 

3588189 128554 3.58 

1488308 39899 2.68 

730039 10670 1.46 

1684678 31508 1.87 

112309 3259 2.90 

493668 7708 1.56 

561205 26375 4.70 

300948 9112 3.03 

3179844 81835 2.57 

410005 15121 3.69 

6525045 424860 6.51 

1772546 46351 2.61 

138169 5688 4.12 

4311180 77175 1.79 
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State Addresses in Universe Addresses Corrected Percentage 

Oklahoma 912932 31888 3.49 

Oregon 1226307 19693 1.61 

Pennsylvania 4237883 105800 2.50 

Rhode Island 444067 9740 2.19 

South Carolina 1150407 22295 1.94 

South Dakota 156144 4934 3.16 

Tennessee 1641899 33950 2.07 

Texas 6164370 152837 2.48 

Utah 577784 15163 2.62 

Vermont 74867 1536 2.05 

Virginia 2003236 25058 1.25 

Washington 2202766 50884 2.31 

West Virginia 240221 6480 2.70 

Wisconsin 1943965 30499 1.57 

Wyoming 121171 1346 1.11 

Total 91612770 2295168 
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Appendix D - State Level Counts for Block Canvassing Geographic Corrections 

Table D-1.  Percentage of Addresses in Initial Block Canvassing Universe that received 
Geographic Corrections 

State Addresses in Universe Geographic Corrections Percentage 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


District


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


New Jersey


New Mexico


New York


North Carolina


North Dakota


Ohio


Oklahoma


1155956 63021 5.45 

146965 3818 2.60 

1578914 100773 6.38 

516754 39193 7.58 

11554587 244356 2.11 

1259842 56751 4.50 

1320217 32304 2.45 

264236 16817 6.36 

287218 88 0.03 

6417359 197906 3.08 

2215354 66296 2.99 

366167 18425 5.03 

380794 12880 3.38 

4814754 119860 2.49 

2261135 88747 3.92 

810533 31656 3.91 

827794 38979 4.71 

1025719 53648 5.23 

1398381 58806 4.21 

209902 9733 4.64 

1905825 45820 2.40 

2500212 50546 2.02 

3588189 129828 3.62 

1488308 69054 4.64 

730039 27138 3.72 

1684678 71778 4.26 

112309 4220 3.76 

493668 21185 4.29 

561205 20833 3.71 

300948 17857 5.93 

3179844 98531 3.10 

410005 25373 6.19 

6525045 112359 1.72 

1772546 76942 4.34 

138169 5782 4.18 

4311180 119072 2.76 

912932 39643 4.34 
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State Addresses in Universe Geographic Corrections Percentage 

Oregon 1226307 23864 1.95 

Pennsylvania 4237883 201854 4.76 

Rhode Island 444067 15870 3.57 

South Carolina 1150407 83845 7.29 

South Dakota 156144 6308 4.04 

Tennessee 1641899 69304 4.22 

Texas 6164370 160013 2.60 

Utah 577784 19775 3.42 

Vermont 74867 8459 11.30 

Virginia 2003236 34425 1.72 

Washington 2202766 57451 2.61 

West Virginia 240221 8791 3.66 

Wisconsin 1943965 61436 3.16 

Wyoming 121171 7001 5.78 

Total 91612770 2948414 0.03218 
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Table D-2. Percentage of Block Canvassing Geographic Corrections by Block Code 
Agreement 

State Block Codes do not Agree Block Codes Agree State Total 

number number 
percentage percentage 

Alabama 1085 61936 63021 
1.72 98.28 

Alaska 115 3703 3818 
3.01 96.99 

Arizona 8522 92251 100773 
8.46 91.54 

Arkansas 972 38221 39193 
2.48 97.52 

California 10323 234033 244356 
4.22 95.78 

Colorado 2533 54218 56751 
4.46 95.54 

Connecticut 902 31402 32304 
2.79 97.21 

Delaware 752 16065 16817 
4.47 95.53 

District 0 88 88 
0.00 100.00 

Florida 6962 190944 197906 
3.52 96.48 

Georgia 3738 62558 66296 
5.64 94.36 

Hawaii 511 17914 18425 
2.77 97.23 

Idaho 322 12558 12880 
2.50 97.50 

Illinois 6364 113496 119860 
5.31 94.69 

Indiana 5381 83366 88747 
6.06 93.94 

Iowa 813 30843 31656 
2.57 97.43 

Kansas 2172 36807 38979 
5.57 94.43 

Kentucky 1654 51994 53648 
3.08 96.92 

Louisiana 1531 57275 58806 
2.60 97.40 

Maine 147 9586 9733 
1.51 98.49 

Maryland 2598 43222 45820 
5.67 94.33 
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State Block Codes do not Agree Block Codes Agree State Total 

number number 
percentage percentage 

Massachusetts 1199 49347 50546 
2.37 97.63 

Michigan 5679 124149 129828 
4.37 95.63 

Minnesota 1789 67265 69054 
2.59 97.41 

Mississippi 1087 26051 27138 
4.01 95.99 

Missouri 1562 70216 71778 
2.18 97.82 

Montana 180 4040 4220 
4.27 95.73 

Nebraska 428 20757 21185 
2.02 97.98 

Nevada 997 19836 20833 
4.79 95.21 

New Hampshire 196 17661 17857 
1.10 98.90 

New Jersey 3374 95157 98531 
3.42 96.58 

New Mexico 701 24672 25373 
2.76 97.24 

New York 9073 103286 112359 
8.08 91.92 

North Carolina 3621 73321 76942 
4.71 95.29 

North Dakota 268 5514 5782 
4.64 95.36 

Ohio 5200 113872 119072 
4.37 95.63 

Oklahoma 986 38657 39643 
2.49 97.51 

Oregon 1038 22826 23864 
4.35 95.65 

Pennsylvania 7019 194835 201854 
3.48 96.52 

Rhode Island 386 15484 15870 
2.43 97.57 

South Carolina 4178 79667 83845 
4.98 95.02 

South Dakota 217 6091 6308 
3.44 96.56 

Tennessee 2552 66752 69304 
3.68 96.32 

Texas 5001 155012 160013 
3.13 96.87 
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State Block Codes do not Agree Block Codes Agree State Total 

number number 
percentage percentage 

Utah 2462 17313 
12.45 87.55 

Vermont 57 8402 
0.67 99.33 

Virginia 946 33479 
2.75 97.25 

Washington 1958 55493 
3.41 96.59 

West Virginia 153 8638 
1.74 98.26 

Wisconsin 2490 58946 
4.05 95.95 

Wyoming 562 6439 
8.03 91.97 

19775 

8459 

34425 

57451 

8791 

61436 

7001 

Total 122756 2825658 2948414 
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EXECUTIVE SUMMARY

The U.S. Census Bureau conducted the Census 2000 Local Update of Census Addresses 99
program in update/leave and update/enumerate areas of the country from January of 1999 to June
of 2000.  We invited local and tribal governments to participate and those who participated were
sent counts of housing units in blocks and lists of addresses in their area.  Governments identified
any block counts they deemed inaccurate and the Census Bureau recanvassed those blocks.  This
report documents the results of the Local Update of Census Addresses 99 operations.  A
summary of those results follows.

How many governmental units participated in Local Update of Census Addresses 99 and
what are their characteristics?

There were 30,375 functioning governmental units eligible to participate in the Local Update of
Census Addresses 99 program.  A total of 10,925 governments participated and they covered
approximately 67.9 percent of the housing units in eligible areas.   About 36 percent of eligible
governments participated; 17 percent of eligible governments challenged any blocks. They
challenged a total of 117,073 blocks out of 3.5 million blocks in areas eligible for Local Update
of Census Addresses 99.

The majority of eligible entities were in the Midwest, however that region had the lowest
participation rate.  Larger governments (as determined by the number of housing units in the
government’s jurisdiction in 1990) participated at higher rates. 

How many addresses were on the address list before Local Update of Census Addresses 99
Recanvass and what updates did field representatives make to them in the field?

We sent 2,186,765 addresses out for review in the Local Update of Census Addresses 99
Recanvass operation in the U.S.  Field representatives verified that about 76 percent of them
existed as residential units. They deleted approximately 6 percent of the addresses and
determined that less than two tenths of a percent were nonresidential.  They made corrections to
the remaining 18 percent of addresses on their lists.

We sent a total of 35,563 addresses out for review in Puerto Rico. Field representatives verified
that about 93 percent of them existed as residential units.  They deleted approximately 7 percent
and determined that less than one tenth of a percent were nonresidential.  There were no
corrected addresses in Puerto Rico. 

How many addresses did field representatives add in Local Update of Census Addresses 99
Recanvass and what are their characteristics?

Field representatives for the Local Update of Census Addresses 99 Recanvass operation updated
the address list and added any units that existed as a residential unit in the block that were not
already on the list.  They added a total of 328,174  addresses, which represents a 15 percent
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increase in housing units in Update/Leave enumeration areas in the U.S. (excluding Puerto Rico)
that were recanvassed.  Field representatives added a total of 9,874 addresses in Puerto Rico,
which represents an approximate 28 percent increase in housing units in areas that were
recanvassed.

There were about 3.5 million blocks in areas where we conducted Local Update of Census
Addresses 99 and approximately 110,728 of those blocks were included in the Local Update of
Census Addresses 99 Recanvass operation and had at least one address update (verified, deleted,
declared nonresidential, corrected, or added).  About 53 percent of blocks in the Recanvass had
at least one address added.

Approximately 99.5 percent of Local Update of Census Addresses 99 Recanvass adds in the U.S.
and Puerto Rico were included on the initial census address list.  About 85.2 percent of those
adds were in the final census housing unit inventory.  The majority (80.1 percent) of adds in the
U.S. (excluding Puerto Rico) were single unit structures.  About 79.4 percent of adds have
complete city-style address information, making them easier to locate in census field operations. 
Due to a processing error, all of the adds in Puerto Rico do not have city-style address
information reflected on the Master Address File, and hence all appear to be single unit
structures.

What are the characteristics of Local Update of Census Addresses 99 Recanvass deletes?

Local Update of Census Addresses 99 Recanvass field representatives deleted (or declared
nonresidential) a total of 145,378 addresses from their listing pages in the U.S. and 2,543
addresses in Puerto Rico.  Of the 110,728 blocks that had at least one address update in Local
Update of Census Addresses 99 Recanvass, about 36 percent of the blocks had at least one
address deleted.  The deletes represent 6.7 percent and 7.1 percent of the addresses on the list
before the Recanvass in the U.S. and Puerto Rico, respectively. 

Like the adds, the majority of deletes (85.7 percent) in the U.S. were single unit structures.  Also,
about 74.3 percent had complete city-style address information. Due to a processing error, all the
deletes in Puerto Rico do not have city-style address information and appear on the Master
Address File as single unit structures.

What are the characteristics of Local Update of Census Addresses 99 Recanvass
corrections?

LUCA Recanvass field representatives corrected a total of 388,838 addresses in the U.S. and
Puerto Rico.  Of the 110,728 blocks that had at least one address update in Local Update of
Census Addresses 99 Recanvass, about 55 percent of the blocks had at least one address
corrected.   About 85.5 percent of corrections were made to single unit structures  and about 81.1
percent of corrected units have complete city-style address information on the Master Address
File.  
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How many addresses did participants appeal and what was the result of the appeals
process?

After participating local governments  received feedback from the Census Bureau they could
appeal specific addresses.  Participants appealed a total of 18,442 addresses. Appealed addresses
that the Census Address List Appeals Office (in the Office of Management and Budget) approved
were added to the Master Address File .  Approximately 54 percent (10,053) of the addresses
appealed by local governments were included on the final census address list.

What is the overall assessment of the Local Update of Census Addresses 99 operations?

The address list for Local Update of Census Addresses 99 areas was created by the Census 2000
Address Listing operation.  There were approximately 23,227,788 addresses from Address
Listing (in the U.S. and Puerto Rico) that were geocoded with a mapspot and eligible for review
in the Local Update of Census Addresses 99 program.  

About 36 percent of the 30,375 eligible local and tribal governments participated in the Local
Update of Census Addresses 99 program.  The total number of addresses that were to be
reviewed by participants represented about 68 percent of the housing units in eligible areas.

There were approximately 3.5 million blocks in Local Update of Census Addresses 99 areas and
only a portion of those blocks were reviewed by participating governments.  About 17 percent of
participating governments challenged blocks. They challenged a total of 110,728 blocks and the
Census Bureau sent those blocks to Recanvass.  Of the small number of challenged blocks, about
79 percent had addresses that were either added, deleted, or corrected by field representatives.
About 53 percent of the challenged blocks yielded any adds, 36 percent yielded deletes, and 55
percent yielded corrections.

The Local Update of Census Addresses 99 program aided in updating the address list in some
areas.  Given these results, it seems plausible that additional local and tribal governments would
have benefitted from participating in the Local Update of Census Addresses 99 program. We
recommend that the Census Bureau continue to pursue Local Update of Census Addresses
type programs in non-city-style address areas for future censuses and tests.  Also, the
Census Bureau should investigate ways to increase government participation in Local
Update of Census Addresses programs.



1 Update/Leave and Update/Enumerate areas that were the focus of the LUCA 99 program for
Census 2000 were not part of the 1990 Precensus Local Review.  This section is provided for
information about LUCA-type programs conducted in 1990 Census, not for comparison.
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1. BACKGROUND

The U.S. Census Bureau established a program to work with local and tribal governments to
update the address list for Census 2000. This program is referred to as the Local Update of
Census Addresses (LUCA) or Address List Review.  The LUCA program is required by the
Census Address List Improvement Act of 1994 [Public Law 103-430].  

This evaluation documents the results of the LUCA operation conducted in enumeration areas
where the Census Bureau chose to update the existing address list while either enumerating the
household or leaving a questionnaire to be mailed back.  In these areas, for Census 2000,  we
refer to the LUCA program as “LUCA 99".

1.1  Precensus and Postcensus Local Review for the 1990 Census

The Census Bureau conducted two operations to improve housing unit coverage for the 1990
Census that involved the assistance of local governmental units.  In both operations,
governmental units had the opportunity to review census housing unit counts in their jurisdiction. 
The Precensus Local Review was conducted prior to Census Day, and the Postcensus Local
Review was conducted after Census Day. 
 

1.1.1 Precensus Local Review 

The Census Bureau conducted a Precensus Local Review during the 1990 Census in all 
mailout/mailback enumeration areas.1  The objective was to provide local officials of functioning
governments the opportunity to review preliminary housing unit and special place counts for
areas in their jurisdiction.  The Census Bureau delivered counts of housing units to local officials
to review, and to identify and document discrepancies.  Census Bureau staff resolved some
discrepancies in the office. If they could not resolve discrepancies in the office, then additional
field review occurred.  For some discrepancies, they selected blocks to be recanvassed based on
specific criteria.  

A total of 21,048 governmental units were eligible to participate in the 1990 Precensus Local
Review, and 16.3 percent of those governments participated. Of the 3,440 governmental units
that participated, 2,883 of them challenged housing unit counts.  The remaining 557 participants
either agreed with the counts or they disagreed but they did not provide proper documentation to
identify discrepancies.  Approximately 121,000 blocks were challenged and Census Bureau field
representatives recanvassed 52 percent of those blocks.  The 1990 Precensus Local Review added
367,313 housing units to the national housing inventory (Commerce, 1993). 
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1.1.2 Postcensus Local Review

The Census Bureau conducted the Postcensus Local Review operation after the census to help
improve housing unit coverage after Census Day.  Local government officials had the
opportunity to review post-census housing unit counts and group quarters population counts, as
well as boundary maps to identify any major discrepancies.  Unlike the Precensus Local Review,
governmental units in all enumeration areas were eligible to participate in the Postcensus
operation.

A total of 9,847 governmental units out of the 39,198 eligible governmental units participated in
the Postcensus Local Review.  About 67 percent of participants (6,602 governmental units)
challenged the Census Bureau’s housing unit counts with the proper documentation.  They
challenged a total of 270,650 blocks and Census Bureau enumerators recanvassed 62 percent of
the blocks.  The Postcensus Local Review operation added 80,929 housing units to the national
housing inventory in 1990, which translated to an add rate of 0.08 percent.

1.2  LUCA for the Census 2000 Dress Rehearsal

The Census Bureau conducted the LUCA operation in all three sites for the Census 2000 Dress
Rehearsal.  Local and tribal governments could review and improve a list of housing units in
mailout/mailback and update/leave enumeration areas.  The City of Sacramento and the
Menominee Tribal governments participated,  and  51.6 percent of the 60 eligible governments in
the South Carolina site participated.  These governments accounted for 98 percent of the 1990
Census housing units in the South Carolina site.

Participating governments provided feedback in the form of recommended adds, deletes, or
corrections of addresses to the Master Address File (MAF).  Participants added a total of 988
addresses to the MAF in Sacramento, 11,621 addresses in South Carolina, and 25 addresses in
Menominee (Howard, 1999).

1.3  LUCA operations for Census 2000

The Census Bureau invited all eligible functioning and tribal governments to participate in the 
Census 2000 LUCA operations. Governmental units were eligible for one or both of the
operations depending on the type of enumeration areas contained in their jurisdiction.  The two
operations were:

! LUCA 98: Operation for any functioning government that had any addresses in areas
where the Census Bureau planned to use a mailout/mailback enumeration method. 
These areas generally had city-style addresses, that is, addresses with a house number
and street name (“123 Main Street”, for example).  For these areas, participating
governments reviewed the address list for their jurisdiction and added, corrected, deleted
or identified addresses on the list as nonresidential.  The Census Bureau verified



2 In these areas, the initial census address list was created by the Census 2000 Address Listing
operation.  At census time, enumerators updated the existing address list in these areas and
enumerated the household (Update/Enumerate) or left a questionnaire to be returned by the
respondent (Update/Leave).  Areas where the Census Bureau listed housing units and enumerated
people at the same time, referred to as List/Enumerate, were not included in the LUCA 99
operation because no address list existed for these areas in advance of Census 2000.
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virtually all of these updates in the field through the Block Canvassing operation or a
special LUCA 98 Field Verification operation. 

! LUCA 99: Operation for any functioning government that had any addresses in areas
where the Census Bureau did not plan to use a mailout/mailback enumeration method,
but rather an update/leave or update/enumerate enumeration method.2  These areas
included Puerto Rico and any areas that generally have non-city-style addresses, that is,
addresses that did not have a house number and street name for mail delivery but had
location descriptions and map spots on the census address list. For these areas,
participating governments reviewed counts of housing units in blocks in their
jurisdiction.  The Census Bureau recanvassed blocks that the governments identified as
having incorrect housing unit counts.

This report provides the results of the Census 2000 LUCA 99 operation.  Please see the
forthcoming Census 2000 evaluation report titled “Evaluation of the Local Update of Census
Addresses 1998 (LUCA 98)” for results of the LUCA 98 operation.

1.4  Overview of the LUCA 99 Operation

The Census Bureau conducted the Census 2000 LUCA 99 operation between January 1999 and
June 2000. Because the Address Listing operation, which was the source for the addresses and
housing unit counts to be reviewed, took place in “waves” at different times, the Census Bureau
could not provide all governmental units with address review materials at the same time.  The
timing of the specific steps of the operation was different across governmental units.  The
following steps define the operation:

1. We invited all functioning local and tribal governments with update/leave or
update/enumerate areas in their jurisdiction to participate in the LUCA 99 program for
Census 2000. Governments that wished to participate had to identify a liaison and sign a
confidentiality agreement with the Census Bureau. 

2. We provided participating governmental units with a tally of housing unit counts for
each Census 2000 collection block in their jurisdiction, the related maps showing map
spots (housing unit locations), and a paper or computer readable file of their portion of
the Census 2000 address list.
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3. We instructed participating governments to review the counts and identify discrepant
block counts; that is, blocks for which their information shows a higher or lower number
of housing units.  Governments could review block counts, but could not provide
specific housing unit adds, deletions, or corrections.  The review period was generally
six weeks.  We refer to the identification of discrepant blocks as the local government
“challenging” a block in this report.

4. We recanvassed all blocks that participating governments identified as discrepant and
updated the address lists in those blocks. The recanvass took place from August through
December 1999, and we refer to it in this report as “LUCA 99 Recanvass.” See section
1.4.3 of this report for more details on the recanvass operation.

5. We provided participating local governments with detailed feedback/final determination
materials from LUCA 99 Recanvass.

 
6. We gave local governments the opportunity to appeal final Census Bureau decisions to a

Census Address List Appeals Office established by the Office of Management and
Budget.  See section 1.4.4 of this report for more details.

1.4.1  Geography for LUCA 99

As previously mentioned, the Census Bureau conducted the LUCA 99 operation in areas where
we planned to update the existing address list and enumerate households (or hand-deliver census
questionnaires to be returned by the respondent) at the same time.  We used these
enumeration/delivery methods in these areas because Census Bureau staff decided that
developing an accurate mailing list would be problematic since the addresses usually did not
have a house number and street name for mail delivery, but instead had rural route descriptions
and post office boxes. The census address list was initially created by the Address Listing
operation in these areas.  LUCA 99 was the next opportunity for updating the list before
enumeration.  Specifically, the LUCA 99 operation included the following types of enumeration
areas (TEA):

! Update/Leave (TEA 2): Enumerators delivered questionnaires to all housing units
compiled during Address Listing.  While delivering the questionnaires, they also updated
the address list and map spots to reflect housing units that were not listed previously,
eliminated residences that they could not locate, and made corrections to addresses.

! Rural Update/Enumerate (TEA 5): Enumerators visited all residences on the address list
and completed the enumeration on-site.  They also updated the address list and map
spots. 

! Update/Leave from Mailout/Mailback (TEA 9): These areas were initially
mailout/mailback, but the Census Bureau determined that there were large numbers of
non-city-style addresses in these areas and decided to use an update/leave enumeration



3 The local and tribal government identified blocks for which their housing unit counts were
higher or lower than those the Census Bureau provided.
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strategy.  The address list was compiled during the Address Listing operation and
reviewed in Supplemental LUCA 99.  See section 1.4.2 for more details on
Supplemental LUCA. 

The Census Bureau did not include List/Enumerate areas (TEA 3) in the LUCA 99 operation
since there was no address list for these areas in advance of Census 2000 data collection
operations.

1.4.2  Supplemental LUCA 98

The Supplemental LUCA 98 universe consists of governmental units that were originally in the
LUCA 98 program.  Due to one of the following reasons the Geography Division of the Census
Bureau (GEO) produced their review materials later than planned:

! The government had an address list that contained insufficient housing units at the time
of LUCA 98 production and a decision was made to not provide the review materials
until after the Block Canvassing operation made the list appear “reviewable.”

! The government was in the Census 2000 Dress Rehearsal
! The government expressed disappointment with the initial address list they received in

LUCA 98

Geography Divison decided that they would wait to produce  LUCA products for these
governments until they updated the address list with the results of the Block Canvassing
operation.  Subsequently, we reclassified some or all of the blocks in these areas from a
mailout/mailback enumeration area to an update/leave enumeration area (TEA 9). Therefore,
GEO also had to wait for the address list to be updated with the results of the Address Listing
operation before they produced review materials for some of these governments. 

Geography Division used the LUCA 98 system to produce Supplemental LUCA materials for
blocks that remained in mailout/mailback areas, but they used the LUCA 99 system to produce
materials for blocks in TEA 9.   This report includes the results of government participation and
the field recanvass for the Supplemental LUCA program blocks that were in TEA 9 and
processed in the LUCA 99 system. 

1.4.3  LUCA 99 Recanvass

Once participating governments “challenged”3 blocks, we sent those blocks to the LUCA 99
Recanvass operation.  Field representatives compared what was on the ground to what was on the
listing page and:



4 The Census Address List Appeals Office was a temporary Federal office, established separate
from and independent of the Department of Commerce by the Office of Management and Budget
(in accordance with the provisions of Public Law 103-430), to administer the appeals process for
the LUCA programs.
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• Verified addresses and address information at every housing unit

• Corrected address information

• Deleted addresses that did not exist, were a duplicate of another address existing in the
block, or were uninhabitable.

• Identified commercial addresses as nonresidential.

• Added any addresses found that were not listed on the listing page by entering the block
number, map spot number, physical location address, mailing address and E-911
address.  The lister also spotted the location of the housing unit on the map and assigned
a map spot number.

• Updated maps by adding new streets; deleting streets or features that are on the map but
not on the ground; and adding or correcting feature names.

Geography Divison updated the address list, or the Master Address File (MAF), with the LUCA
99 Recanvass results and provided them to all eligible participating governments in Detailed
Feedback/Final Determination materials. 

1.4.4  LUCA 99 Appeals

A local or tribal government that was not satisfied with the results of their detailed feedback from
the recanvass could formally appeal the Census Bureau’s action.  The participant could only
appeal addresses in blocks they had previously challenged.  The Appeal process consisted of the
following:

1. The local or tribal government had 30 days to file an appeal after they received the
results of the recanvass. The local or tribal government submitted documentary
evidence, including a map spot on a map and a descriptive address to the Census
Address List Appeals Office.4

2. Once the eligible local or tribal government filed an appeal, the Census Bureau had 15
days to provide a standard or customized appeal response with any supporting
documentation to the Appeal Official.

3. The Appeal Official made the final decision (and provided written documentation of the
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findings) on whether to add the address to the MAF and the Census 2000 enumeration
process.

1.5  Updating the DMAF with LUCA 99 results

The Decennial Master Address File (DMAF) is a subset of the MAF that is the address list for
Census 2000.  All LUCA 99 Recanvass adds were added to the MAF, however, they were
delivered to the DMAF only if sufficient address information was present.  Addresses on the
DMAF were eligible for inclusion in the final census, however, updates from subsequent
operations may have deemed the address ineligible for inclusion in the final census.  DMAF
deliverability and the final census status of LUCA 99 Recanvass adds will be presented in this
report.

2. METHODS

2.1  Census files used in this evaluation

Geography Divison created the files we used for the LUCA 99 participation analysis in section
4.1 of this report.  There were two governmental unit level files, one for LUCA 99 and one for
Supplemental LUCA.  The files included variables related to participation that GEO obtained
from different production files.

We used the March 2001 MAF extracts to produce the majority of the housing unit level
numbers for this evaluation.  These extracts contain housing units, group quarters, and special
place addresses provided by every MAF building operation that happened before and during
Census 2000.  The extracts also contain information about actions taken on the addresses by the
different operations.  We limited this evaluation to housing unit addresses, and therefore
removed group quarters and special place addresses from our analyses.

We used the November 2000 extracts to produce one statistic of interest in this report.  We
characterize LUCA 99 Recanvass adds by whether the block provided by the operation agrees
with the current official block (see Results section 4.3.5).  The block flag variable we used for
this analysis was not correct on the March 2001 extracts due to a software processing error,
therefore we reverted to using the November 2000 extract for this statistic.

2.2  Definition of a LUCA 99 participant

There were multiple steps involved in taking part in the LUCA 99 operation for Census 2000. 
Geography Divison sent functioning governmental units invitation letters, governments
interested in participating were to indicate so, provide GEO with the name of a liaison, and sign a
confidentiality agreement.  For this report, we used the following criteria to define a
governmental unit as a participant in the program. They:



8

! Agreed to participate
! Signed a confidentiality agreement
! Did not drop out or become a disincorporated government at any time during the LUCA

process

2.3  Levels of geography used for analysis

During field operations, collection geography, based on physical boundaries, was used to help
listers find units in the field.  For evaluation purposes, we characterize the adds by where the
housing units actually are for tabulation purposes.  Therefore, in this evaluation we analyze data
using tabulation geography, with one type of statistic being an exception (See results sections
4.3.1, 4.4.1 and 4.5.1).  In general, collection state and county would not be different from
tabulation state and county but they could be different on occasion because of keying or other
errors.

2.4  Separate analysis for some geography

We provide characteristics of LUCA 99 participants in this report.  In some cases, results for
American Indian and Alaska Native governmental units are presented in separate tables or in the
text after we present information for other governments.

In this report we present results for both the U.S. and Puerto Rico.  In some cases, results for
Puerto Rico can be found in a table or text following the results for the U.S.

2.5  Original source of an address

Evaluations of the MAF-building operations required identification of the source of every
address on the MAF.  An Original Source variable, which did not exist on the MAF, was defined
and created by the Planning, Research and Evaluation Division (PRED) and the Decennial
Statistical Studies Division (DSSD).  This variable identifies the first operation or file to add the
address to the MAF, with the following three qualifications.

• If one operation added an address, but a later operation also identified the address in a
different TEA, the first operation does not receive credit for adding this address.

• An address may not have sufficient operational information to indicate how the address
was added to the MAF.

• In cases where on MAF-building operation overlapped with at least one other MAF
building operation and the address was added independently in each operation, we give
credit to each operation.  An example of this is the Original Source category “LUCA
1998 and Block Canvassing.”

Therefore, the Original Source variable identifies the first operation or operations to add the
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address to the TEA in which it exists for the Census, provided there is sufficient information to
identify a TEA and an operation.  For additional information on how this variable was defined,
see the PRED TXE/2010 Memorandoum Series: MAF-EXT-S-01, “Determining Original Source
for the November 2000 Master Address File for Evaluation Purposes.”

When computing statistics of interest for this report, it was necessary to collapse the different
values of original source into three categories, defined by their relationship to LUCA 99:

• Pre-LUCA 99:  The source for the address was an operation valid in TEAs 2, 5 and 9
and was conducted before the LUCA 99 operation.  These operations include Address
Listing and the Census 2000 Dress Rehearsal.

• LUCA 99 Recanvass: The source for the address was the LUCA 99 Recanvass
operation.

• Some Other Source: The address is not currently located in TEAs 2,5, or 9 and an
operation appropriate for the TEA where the address is located is the original source for
the address.

2.6  Type of Enumeration Area

For the majority of statistics in this report we did not limit the analysis to the TEAs appropriate
for LUCA 99.  That is, TEAs 2, 5 and 9 as described in the Background section 1.4.1.  We do
present some statistics by TEA. In those instances, the six TEAs that were not eligible for the
LUCA 99 operation are collapsed in an “inappropriate for the operation” category.  

One statistic in this evaluation is limited to the TEAs appropriate for LUCA 99.  That is the
geographic clustering of adds, deletes and corrections.  Refer to sections 4.3.1, 4.4.1 and 4.5.1 for
that data.

2.7  Type of address

This evaluation looks at addresses by type of address information.  We classify addresses into
five categories based on the highest criteria met.  The categories are: complete city-style,
complete rural route, complete P.O. Box, incomplete address and no address information.  

< The city-style category includes all units that had a complete city-style address, which
consists of a house number and street name.  

< The Rural Route category includes units that did not have a complete city-style address
but did have a complete rural route address, such as Rural Route 2, Box 3.  

< The P.O. Box category includes units that did not have a complete city-style or rural
route address but did have a complete P.O. Box address, such as P.O. Box 5.  
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< The incomplete category includes units that had some address information but did not
have a complete address of any type.  

< The no address information category includes units that are missing house number, street
name, Rural Route, and P.O. Box information.

Addresses are further delineated by whether or not the address had a physical/location description
provided during a Census 2000 field operation. For additional information on how this variable
was defined, see PRED/TXE/2010 Memorandum Series: MAF-EXT-D-01, “Determining
Address Classification for Master Address File (MAF) Evaluation Purposes.”

2.8  Addresses sent to LUCA 99 Recanvass that came back as “added”

Some addresses on the MAF extract used for analysis have an action code of  “add” from LUCA
99 Recanvass even though we sent them out on the address list for field representatives to
update. Field representatives may have missed the address on their list and added it to the list
again.  We classify the 662 addresses that were added again (6 in Puerto Rico and 656 in the
U.S.) as “verified” housing units  in this report rather than “added” housing units.  

2.9  Applying quality assurance procedures

We applied quality assurance procedures throughout the creation of this report. They
encompassed how we determined evaluation methods, created specifications for project
procedures and software, designed and reviewed computer systems, developed clerical and
computer procedures, analyzed data, and prepared this report. For a description of these
procedures, reference “Census 2000 Evaluation Program Quality Assurance Process.”

3.  LIMITS

3.1 Using 1990 housing unit counts 
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In order to assess the impact of individual government participation, we present government
participation in LUCA 99 by their 1990 housing unit size.  Some governments did not exist in
1990, therefore they did not have any housing units in 1990 and are not included in that analysis. 
Although the 1990 housing unit sizes are likely an underestimate or overestimate of the true
current housing unit size, it was our best measure of pre-Census 2000 housing unit sizes.

3.2  Data for Rhode Island and D.C.

The District of Columbia did not have any addresses in areas appropriate for LUCA 99, so it was
not eligible to participate in the LUCA 99 operation, and will have no data presented in this
report.  

The state of Rhode Island had one participating government, however this government did not
challenge any blocks.  Therefore, there are no LUCA 99 Recanvass results to present for this
state.

3.3  The basic street address size variable was overstated

The variable showing the number of housing units at a basic street address (BSA) on the MAF
included all addresses indicated as DMAF deliverable during the census process. Only a subset
of these addresses remained in the census. Therefore, the size of BSA variable on the MAF is
overstated relative to the size of BSA as of the end of the census.  

Additionally, the size of BSA variable was determined only for units with city-style address
information.  Units with non-city-style addresses are considered single units.  Due to the
processing error explained in section 3.4, all units in Puerto Rico have non-city-style address
information for them on the MAF and are therefore recorded as single units regardless of their
actual BSA size.

3.4  Processing of address information for Puerto Rico

The Decennial Systems and Contracts Management Office (DSCMO) had problems processing
the keyed listing pages from the Address Listing operation in Puerto Rico.  The keyed files had a
60 character address field that could contain a city-style address or a location description.  The
stateside files also had a flag, “A/D”, set by the lister that indicated which it was.  In the U.S.,
field representatives set the flag to “A” for a city-style address or “D” for a location description. 
In Puerto Rico, the flag was “D/L”, and field representatives set the flag to “D” for a city-style
address and “L” for a location description. When the DSCMO processed the files for Puerto
Rico, they initially assumed that the "D" in the flag identified a "location description", as it did in
the U.S.,  but the "D" actually stood for address (the word for address in Spanish starts with a
"D").  The DSCMO attempted to fix this by reprocessing the files.  



5 Urbanization denotes an area, sector, or development within a geographic area. In addition to
being a descriptive word, it precedes the name of the area. This descriptor, commonly used in
Puerto Rican urban areas, is an important part of the addressing format of Puerto Rico, as it
describes the location of a given street.
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There were still major processing problems since listers could have set the flag incorrectly and
there were unexpected address configurations such as urbanization5 appearing in the address
field.  As a result, the DSCMO and the GEO could not use the stateside standardizer on the
address information to get correct information in the appropriate city-style address and location
description fields on the MAF.  

The GEO and the DSCMO decided to load the entire address field (city-style and location
description information) in the location description field on the MAF.  This processing decision
continued for all address updating operations that the Census Bureau conducted in Puerto Rico
after Address Listing.  Due to this problem, there are no address records for Puerto Rico with
city-style address information in the appropriate city-style address fields on the MAF extracts
used for this evaluation.

3.5   Comparing results to previous censuses

The type of enumeration areas, enumeration methodologies, and analysis variables for Census
2000 may differ from previous censuses.  Caution should be taken when comparing results across
censuses.  An example of an analysis variable that has changed from 1990 is size of structure--
the closest approximation being size of basic street address in Census 2000.  The 1990 census
questionnaire included a question asking the respondent the number of units in the structure.  In
Census 2000, we defined the number of units at a basic street address on an address-level
algorithm.   

3.6  Special place and group quarters addresses may have been miscoded as housing

units

LUCA 99 Recanvass may have incorrectly added or verified MAF records as housing units when
the records actually referred to special places or group quarters. The LUCA 99 operation did not
consist of a verification of this miscoding, and we do not know how often it occurred. This
miscoding would generate an overstated count of housing units in the results. 



6 Since some governmental units have overlapping boundaries, the number of challenged blocks
may include the same block more than once if two overlapping governments participated and
challenged the same block.
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4. RESULTS

The following questions repeat the ones in the executive summary and provide expanded
answers.

4.1 How many governmental units participated in LUCA 99 and what are their

characteristics?

A total of 10,925 of the 30,375 eligible governmental units participated in the LUCA 99
program.  The housing units in these participants’ jurisdictions geographically covered
approximately 67.9 percent of the housing units in areas eligible for LUCA 99. About 48 percent
of participating governments challenged block counts. They challenged a total of 117,073
blocks.6

 
Table 1.  LUCA 99 participants by type of governmental unit

Type of Governmental Unit Number of Eligible

Governmental Units
Participants*

Number % of eligible

Alaska Native 12 0 0.00

American Indian 275 147 53.45

County 3,016 1,422 47.15

Incorporated Place 14,103 6,514 46.19

Minor Civil Division 12,969 2,842 21.91

Total eligible governmental units 30,375 10,925 35.97

*A government is a participant if they agreed to participate, signed a confidentiality agreement with the Census

Bureau, and did not disincorporate or drop out of the program at any time.

Table 1 shows that a total of 30,375 governmental units had areas where the Census Bureau
planned to use update/leave or update/enumerate enumeration methods and were eligible to
participate in the LUCA 99 program.  Approximately 36 percent of eligible governments
participated in the program. 

The majority of eligible governments were classified as incorporated places or minor civil
divisions.   Alaska Native governments and minor civil divisions had the lowest rates of
participation in the program.  All other types of governments had rates that were close to 50
percent.
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Table 2.  LUCA 99 governmental units that challenged blocks by type of government

Type of Governmental Unit Governmental units that challenged blocks

Number % of eligible % of participants

Alaska Native 0 0.00 0.00

American Indian 71 25.82 48.30

County 603 19.99 42.41

Incorporated Place 3,431 24.33 52.67

Minor Civil Division 1,170 9.02 41.17

Total governmental units that

challenged blocks
5,275 17.37 48.28

Although 10,925 governments agreed to participate in the program, fewer challenged any block
counts.  A total of 5,275 governments challenged block counts.  This represents 17.37 percent of
all eligible governments and 48.28 percent of participating governments.  Governments that did
not challenge any blocks may have agreed with all census block counts or may have decided not
to pursue the task of comparing counts.  

Also, there were other duties in the program the government may have pursued.  Approximately
11.4 percent of participating governmental units made boundary corrections to maps. 
Approximately 32.9 percent of participating governmental units made feature updates to maps.

Some governments that declined to participate gave reasons for doing so. Some of the reasons
that were recorded include:

< The Census Bureau list is fine
< The operation was too expensive for them to conduct
< They had no time
< They had no source to produce counts of their addresses
< They had a bad previous experience with the Census Bureau
< They had previously returned other map updates

Table 3a shows the participation and percent of eligible entities that challenged blocks by region
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of the United States and Puerto Rico.

Table 3a.  LUCA 99 participants by region of the United States & Puerto Rico

Region Eligible

Governmental

Units

Participants

(% of eligible)

Block Challengers

(% of eligible)

West 2,039 53.16 29.28

Midwest 17,521 28.43 15.20

Northeast 3,908 41.25 15.12

South 6,542 46.64 20.44

Puerto Rico 78 64.10 20.51

Total* 30,088 35.82 17.30

* Does not include American Indian and Alaska Native governmental units. 

The West and South regions of the U.S. had the highest participation in LUCA 99.  The Midwest
had the largest number of entities and the lowest participation rate.  This region has the largest
number of governments, however many of them are small and may have declined to participate
because they knew a larger government was looking at housing counts for their area.  More than
64 percent of the 78 governments in Puerto Rico participated.  

Although participation for most regions of the U.S. was above 40 percent, governments that
challenged blocks in those areas represent a much lower percentage of eligible governments.
Governments may have believed housing unit counts were accurate, or they chose not to pursue
the task of comparing counts. 

Participation by region for the American Indian and Alaska Native governments is different from
the rest of the nation, as can be seen in Table 3b.

Table 3b.  LUCA 99 participants by region of the United States (American Indian and
Alaska Native governmental units)

Region Eligible Governmental

Units

Participants

(% of eligible)

Block Challengers

(% of eligible)

West 194 48.45 25.26

Midwest 50 68.00 32.00

Northeast 10 30.00 30.00

South 33 48.48 9.09

Total 287 51.22 24.74

American Indian and Alaska Native governments in the Midwest had the largest rate of
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participation with 68 percent.  About 48 percent of governments in the West and the South
participated. However, the percentage of governments in the South that challenged any blocks
was much lower than other regions.

To get an idea of the size of governments that participated in the LUCA 99 program we look at
participation by the number of housing units the government had in the 1990 Census. Close to 74
percent of governments eligible to participate in LUCA 99 had fewer than 1,000 housing units in
1990.  Table 4 shows the percentage of eligible governments that participated and the percent
that challenged blocks in different size governments.

Table 4.  LUCA 99 participation by 1990 Census housing unit count 

Housing unit count Eligible

Governmental

Units*

Participants

(% of eligible)

Block Challengers

(% of eligible)

0 - 999 22,215 30.91 15.67

0 - 99 6,593 18.99 9.12

100 - 249 5,946 30.58 16.08

250 -  499 5,159 37.84 20.12

500 -  999 4,517 40.82 19.61

1,000 - 9,999 6,086 47.93 20.97

10,000 - 99,999 1,614 55.08 23.79

100,000 + 171 60.82 35.67

100,000 - 249,999 119 55.46 30.25

250,000 - 499,999 38 71.05 47.37

500,000 - 999,999 11 72.73 45.45

1,000,000 + 3 100.00 66.67

Total** 30,086 35.82 17.29

*This table does not include American Indian and Alaska Native governments. 

**Two governments did not exist in 1990 and do not have1990 housing unit counts associated with them.

As can be seen in Table 4, among all of the eligible governments, participation rates increase as
the number of housing units in the governments increases. Smaller governments may have
participated at a lower rate because they were aware of a larger government that was participating
and comparing counts for blocks in their area.  The percentage of governments that challenged
blocks follows a similar pattern, only it reflects a smaller percentage of eligible governments.

All of the eligible American Indian and Alaska Native governments had fewer than 1,000
housing units  in 1990.

Overall, in terms of participation, the LUCA 99 program met with some success.  However,
another goal of LUCA was to build relationships/partnerships with local and tribal governments
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as part of the Census Partnership program.  We were not able to make an independent assessment
of that aspect of the program for this evaluation.  Information pertaining to the success of the
Partnership program in general (with limited LUCA specifics) can be found in the “Census 2000
Evaluation D.3: Report of Survey of Partners.”  

Also, the Census Bureau contracted with Anteon Corporation to perform a survey of the local
and tribal governments eligible for the Census 2000 LUCA programs.  The survey focused on the
governments’ experiences with the LUCA program and reasons for participation or non-
participation.  This report was produced independent of the official Census 2000 Evaluation
memoranda.

4.2 How many addresses were on the address list before LUCA 99 Recanvass and

what updates did field representatives make to them in the field?

As mentioned in section 4.1, LUCA 99 participants challenged 117,073 blocks.  There were
2,222,338 addresses on the address list in the blocks sent to the LUCA 99 Recanvass operation in
the U.S. and Puerto Rico combined.  Field representatives canvassed the challenged blocks and
either verified, corrected or deleted units on their lists. 

The results of the LUCA 99 Recanvass operation for the 2,186,775 addresses we sent out in the
U.S. are shown in Table 5a.  Results for the 35,563 addresses we sent out in Puerto Rico are
shown in Table 5b.  Field representatives also added units they did not find on their list.  The
results for the number and characteristics of adds for the U.S. and Puerto Rico are in section 4.3.

Table 5a.  LUCA 99 Recanvass results for addresses sent (U.S.)*

Action Number of addresses Percent of total

Verifications** 1,652,559 75.57

Deletes 141,843 6.49

Nonresidentials 3,535 0.16

Corrections 388,838 17.78

Total addresses sent to LUCA 99

Recanvass in the U.S.
2,186,775 100.00

*Units that field representatives added to their list are not included in this table.  For the total number of adds and

their characteristics, see section 4.3.

**656 of these addresses were sent out in LUCA 99 Recanvass and came back as added in the operation.

Field representatives in the U.S. verified that more than 75 percent of the addresses on the list
existed as residential units in the specified block.  They found that about 7 percent of the
addresses did not exist in the specified block at all (or as a residential unit), and they made
corrections to the remaining 17.8 percent of addresses on the list.  For the results of the recanvass
for each state see Appendix A.

Results for the LUCA 99 Recanvass operation in Puerto Rico differ slightly from U.S. results, as



7 In Census 2000 address updating operations it is sometimes the case that field representatives
“add” a unit in one block and “delete” the same unit from another block.  We classify the
combination of these two actions as a “move.”  Files used for analysis did not allow us to identify
moves in LUCA 99 Recanvass.  However, we would like to mention that this scenario may not
be as likely as it is in other operations because blocks that were recanvassed were less likely to be
clustered geographically.
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shown in Table 5b.
 
Table 5b.  Results for addresses sent to  LUCA 99 Recanvass (Puerto Rico)*

Action Number of addresses Percent of total

Verifications** 33,029 92.87

Deletes 2,513 7.07

Nonresidentials 21 0.06

Corrections 0 0.00

Total addresses sent to LUCA 99

Recanvass in Puerto Rico

35,563 100.00

*Units that field representatives added to their list are not included in this table.  For the total number of adds and

their characteristics, see section 4.3.

**Six of these addresses were sent out in LUCA 99 Recanvass and came back as added  in the operation.

Field representatives in Puerto Rico verified that over 92 percent of the addresses on the list
existed as residential units in the specified block.  They found that about 7 percent of the
addresses did not exist in the specified block at all (or as a residential unit), and they did not
make any corrections to any of the addresses on the list.

4.3 How many addresses did field representatives add in LUCA 99 Recanvass

and what are their characteristics?

In addition to the verifications, deletes and corrections presented in section 4.2, LUCA 99 field
representatives added7 a total of 338,048 addresses to their lists nationwide (U.S. and Puerto
Rico).  There were:

< 328,174 adds in the U.S.
< 9,874 adds in Puerto Rico

A number of states had over 20,000 adds, they include: Arizona, Georgia, North Carolina, South
Carolina, and Texas.  See Appendix B for the number of LUCA 99 Recanvass adds in each state.

The percent increase of addresses added (in the U.S. and Puerto Rico) relative to addresses
already on the list and in blocks challenged by LUCA 99 participating governments is 15.21
percent (338,048 adds divided by 2,222,338 addresses already listed).  The state level percentage



8 The number of blocks in the Recanvass stated here does not match the number of blocks
challenged by LUCA 99 participants stated in section 4.1, since the previous number is not
unduplicated across participating governmental units.  Also, the number of blocks stated here
does not include any blocks that governments challenged if the housing unit count was zero and
field representatives did not find any addresses in the recanvass.
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increases ranged from 5.6 percent in West Virginia to 36.7 percent in Nevada.  See Appendix C
for the percentage increase of adds for each state.

We profile the LUCA 99 Recanvass adds for the U.S. and Puerto Rico in the sections that follow. 
The profile will include the following characteristics:

< The clustering of adds in collection blocks (4.3.1)
< The type of address information currently reflected on the MAF for the adds

(4.3.2)
< The number of units at the basic street address where the add is located (4.3.3)
< The type of enumeration area in which the add is currently located (4.3.4)
< Whether the block code for the add that was provided by the LUCA 99 Recanvass

operation is the same as the current official block (4.3.5)
< The sources that originally placed the add on the address list (4.3.6)
< The number of adds that were delivered to the DMAF and in the final census

(4.3.7)

4.3.1 Clustering of adds

There are 3,451,755 blocks in enumeration areas appropriate for LUCA 99.  Approximately 3
percent of those blocks (110,728 total blocks)8 were included in LUCA 99 Recanvass operation
and had at least one address updated (verified, deleted, declared nonresidential, corrected, or
added)  by field representatives.  A total of 58,701 blocks had at least one unit added in the
LUCA 99 Recanvass.  

LUCA 99 Recanvass field representatives in the U.S. and Puerto Rico added 337,782 addresses
in 58,701 blocks in TEAs 2, 5 and 9.  The blocks represent about 53 percent of the blocks in
LUCA 99 Recanvass and 1.7 percent of the 3,451,755 blocks in TEAs eligible for LUCA 99. 
Table 6 shows the total number of blocks (in TEAs 2, 5 and 9) with adds and the distribution of
blocks by the number of adds.
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Table 6.  LUCA 99 Recanvass range of adds in collection blocks (U.S. & Puerto Rico)*

Number of adds
Number  of blocks with

this many adds**

Percent of total

blocks with adds

1 22,025 37.52

2-9 29,688 50.57

10-19 4,058 6.91

20-59 2,364 4.03

60-99 333 0.57

100+ 233 0.40

Total blocks with adds (U.S. & Puerto Rico) 58,701 100.00

* This table is based  on collection geography.  See the Methods Section 2.3 for more details.

** Adds were limited to those in TEAs eligible for LUCA 99.  For a distribution of adds by TEA, see section 4.3.4.

The majority of blocks with adds had fewer than ten adds. About 38 percent of blocks with adds
had a single add, and about 51 percent had between 2 and 9 adds.  The small number of adds in
blocks is likely explained by the fact that these TEAs are rural areas of the country and often
have housing units that are geographically spread apart.

4.3.2  Type of address information

We classified addresses into different categories indicating whether they had complete city-style
address information, complete rural route information, complete P.O. box information, or had
incomplete or missing address information on the MAF.  We also considered whether they had a
location description.  See the Methods section 2.7 for more details.  Table 7a shows the
distribution of LUCA 99 Recanvass adds for the U.S. by their type of address information.



9 City-style address information consists of a house number and street name, 123 Main Street, for
example.
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Table 7a.  LUCA 99 Recanvass adds by type of address information (U.S.)

Type of Address Information Number of adds Percent of total

Complete City-style 260,431 79.36

With location description 16,028 4.88

Without location description 244,403 74.47

Complete Rural Route 8,983 2.74

With location description 8,448 2.57

Without location description 535 0.16

Complete P.O. Box 6,185 1.88

With location description 5,712 1.74

Without location description 473 0.14

Incomplete address information 4,065 1.24

With location description 1,713 0.52

Without location description 2,352 0.72

No address information 48,510 14.78

With location description 47,877 14.59

Without location description 633 0.19

Total adds in the U.S. 328,174 100.00

Almost 79 percent of adds in the U.S. had complete city-style address information9 although they
are in non-city-style address areas.  This likely made addresses in these areas easier for census
field representatives to locate during the Update/Leave operation.  About 15 percent of adds had
no address information.  However, these adds had location descriptions associated with them
over 98 percent of the time.  Therefore, along with a map spot, they should still be locatable by
census field representatives.

The address information for adds in Puerto Rico differs from the U.S., as can be seen in Table
7b.
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Table 7b.  LUCA 99 Recanvass adds by type of address information (Puerto Rico)

Type of Address Information Number of adds Percent of total**

Complete City-style* 0 0.00

Complete Rural Route 942 9.54

With location description 932 9.44

Without location description 10 0.10

Complete P.O. Box 745 7.55

With location description 741 7.50

Without location description 4 0.04

Incomplete address information 4 0.04

With location description 4 0.04

Without location description 0 0.00

No address information 8,183 82.87

With location description 8,181 82.85

Without location description 2 0.02

Total adds in Puerto Rico 9,874 100.00

*Due to the processing error described in section 3.4, there are no city-style addresses reflected on the MAF for

Puerto Rico.

**Percentages do not sum to totals due to rounding

About 10 percent of adds in Puerto Rico had complete Rural Route information and about 8
percent had complete P.O. Box information.  The majority (about 83 percent) had no address
information.  This and the fact that there are no adds with city-style address information in Puerto
Rico is a result of the processing error described in section 3.4.

4.3.3  Size of basic street address

The size of basic street address is the number of units located at a basic street address.  This
variable was created on the MAF for units with city-style address information.  Table 8 shows
the adds by the number of units at the basic street address for the U.S.
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Table 8.  LUCA 99 Recanvass adds by size of basic street address (U.S.)

Size of basic street address Number of adds Percent of total

Single unit 262,895 80.11

Multi unit 65,279 19.89

2-4 units 29,540 9.00

5-9 units 5,529 1.68

10-19 units 6,015 1.83

20-49 units 8,487 2.59

50+ units 15,708 4.79

Total adds in the U.S. 328,174 100.00

Single units account for about 80 percent of the total LUCA 99 Recanvass adds in the U.S. In
fact, single units account for at least 60 percent of the adds in most states. Connecticut and
Hawaii are outliers, with single units accounting for about 51 percent and 40 percent of the adds
in those states, respectively. The states of Arizona, California, Colorado, Georgia, Nevada, North
Carolina, South Carolina, and Texas account for a large number of the adds (over 3,000 each)
that were in multi-unit structures (see Appendix D).  LUCA 99 Recanvass field representatives in
those states likely found a number of whole multi-unit structures that they did not observe on
their list.  

All of the 9,874 adds in Puerto Rico were coded as single unit structures. Since the size of basic
street address variable was only created for units with city-style address information, and there
are no such units in Puerto Rico due to the processing error described in section 3.4, all the
addresses were identified as single unit structures on the MAF.  In reality, this is not the case.

4.3.4  Type of enumeration area

As previously mentioned, the LUCA 99 Recanvass operation occurred in TEAs 2
(Update/Leave), 5 (Rural Update/Enumerate) and 9 (Update/Leave from Mailout/Mailback).
Table 9 shows the adds from the recanvass by the type of enumeration area.

Table 9.  LUCA 99 Recanvass adds by type of enumeration area (U.S.)
Type of enumeration area Number of adds Percent of total*

Adds in TEAs inappropriate  for the operation 266 0.08

Adds in TEAs appropriate for the operation 327,908 99.92

Update / Leave 308,459 93.99

Rural Update / Enumerate 17,866 5.44

Update/Leave from Mailout/Mailback 1,583 0.48

Total adds in the U.S. 328,174 100.00

* The subgroup percentages for appropriate TEAs do not sum to the total due to rounding.

More than 99 percent of adds were in the appropriate TEAs. The majority of the adds were in
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Update/Leave areas, which cover more housing units than the other two TEAs.  The state
distributions also reflect over 99 percent of the adds in appropriate TEAs (see Appendix E).  The
266 adds in TEAs inappropriate for the operation were likely added erroneously by LUCA 99
Recanvass field representatives who went outside their boundaries.  

The 9,874 adds in Puerto Rico were all in Update/Leave areas since all of Puerto Rico is
Update/Leave.

4.3.5 Block code agreement

One measure of the quality of LUCA 99 Recanvass adds is to compare the block code provided
by the operation to the current official block code on the MAF.  The number of adds that have a
block code that agrees with the official block is clouded by the fact that the official collection
block for a given unit may have been suffixed, and the operation was conducted in the unsuffixed
block.  Table 10a shows the extent that the block code provided by LUCA 99 Recanvass for each
unit is considered the official block code on the MAF.  We break down the instances where the
block code disagrees by whether the block is a suffixed block.

Table 10a.  LUCA 99 Recanvass adds by block code agreement (U.S.)

The block code provided by LUCA 99 Recanvass is... Number of adds Percent of total

Same as the official block 183,955 56.05

Different than the official block 462 0.14

Different than the official block, the unit is in a suffixed block 143,757 43.81

Total adds in the U.S. 328,174 100.00

All of the LUCA 99 Recanvass adds in the U.S. had a block code from the operation.  About 56
percent of the adds have a block code that is the same as the official block code on the MAF. 
About 44 percent of the adds are in suffixed blocks and have a block code that disagrees with the
current official block. We should not consider all of these true block disagreements since it is
likely that an address was listed in the correct block during LUCA 99 Recanvass operation, but
the block suffix was not used during listing.

There were 462 addresses recognized by the MAF as placed in the wrong block during LUCA 99
Recanvass. They may represent the following types of addresses:

< Addresses that received block code changes from the Update/Leave operation
(which followed LUCA 99 Recanvass).

< Addresses that actually exist in a different block but were incorrectly listed by
LUCA 99 Recanvass field representatives. 

Unlike the U.S., all of the adds in Puerto Rico have block codes that agree with the official block
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or the add is in a suffixed block.  The results of the block code agreement for adds in Puerto Rico
are shown in Table 10b.

Table 10b.  LUCA 99 Recanvass adds by block code agreement (Puerto Rico)

The block code provided by LUCA 99 Recanvass is... Number of adds Percent of total*

Same as the official block 7,740 78.39

Different than the official block 0 0.00

Different than the official block, the unit is in a suffixed block 2,134 21.61

Total adds in Puerto Rico 7,740 100.00

All of the 9,874 adds in Puerto Rico had a block code from the operation.  About 78 percent of
the adds have a block code that is the same as the official block code on the MAF.  About 22
percent of the adds are in suffixed blocks and have a block code that disagrees with the current
official block.

4.3.6  Original Source

The operation that is identified as the original source of an address is the one that first placed the
address on the MAF, given the address in a TEA appropriate for the operation.  See section 2.5
for more details.  Table 11 shows the LUCA 99 Recanvass adds by original source categories.

Table 11.  LUCA 99 Recanvass adds by original source category (U.S.)

Original source* Number of adds Percent of total

Pre-LUCA 99 705 0.21

LUCA 99 Recanvass 327,241 99.72

Some other source 228 0.07

Total adds in the U.S. 328,174 100.00

*Refer to section 2 .5 for a description of these collapsed original source categories.

Table 11 shows that the majority of addresses have an original source of LUCA 99 Recanvass. 
Those that have an original source of an operation that occurred before LUCA 99 (705 addresses)
were on the MAF before the LUCA 99 Recanvass but were either:

< not assigned to a block or
< considered non-residential prior to being added by this operation.

The 228 addresses that have an original source from some other source reflect rare situations
where the operation added units outside its boundaries, or areas that had boundary changes
subsequent to the operation. 

Every state (except Delaware and Pennsylvania) has at least 99 percent of the adds with an
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original source of LUCA 99 Recanvass.  Delaware and Pennsylvania are not far behind with
about 98 percent.

All of the  9,874 adds in Puerto Rico have an original source of LUCA 99 Recanvass.

4.3.7  DMAF deliverability and final census status

The Decennial Master Address File (DMAF) is the file used for the delivery of census forms to
respondents. An address on the MAF was DMAF deliverable if it was adequate to include in the
census enumeration. The rules for determining the DMAF deliverability of an address were
relatively complex. In general, the DMAF included MAF addresses that represented potential
residential units that were geocoded to census blocks.

An address on the DMAF was assigned a status of "in the Census" if it was considered to be an
existing housing unit at the end of all Census 2000 processes. Although there are errors
(erroneously included or excluded units) in the census results, we suspect the magnitude of errors
to be relatively small. Therefore, we believe we can get an indication of the quality of LUCA 99
Recanvass adds by looking at their final status in the census.

Tables 12 and 13 show the number of adds delivered to the DMAF and the number in the final
census.  

Table 12.  LUCA 99 Recanvass adds by DMAF deliverability (U.S. & Puerto Rico)

State

Number of

adds

Delivered to DMAF Never delivered to DMAF

Number Percent Number Percent

United States 328,174 326,363 99.45 1,811 0.55

Puerto Rico 9,874 9,871 99.97 3 0.03

Total adds 338,048 336,234 99.46 1,814 0.54

Addresses that GEO delivered to the DMAF were input to the Census 2000 process.  Nearly all
(99.46 percent) of the addresses added in Recanvass for the U.S. and Puerto Rico made it into the
census process.  The percentage of adds delivered to the DMAF was over 97 percent for all states
(see Appendix F). Adds that GEO did not deliver to the DMAF likely did not have sufficient
address information or a map spot.  All addresses delivered to the DMAF were not included in
the final census.  For the final census status of adds, see Table 13 below.
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Table 13.  Final census status of LUCA 99 Recanvass adds (U.S. & Puerto Rico)

State

Number of

adds

In the Census Not in the Census

Number Percent Number Percent

United States 328,174 280,503 85.47 47,671 14.53

Puerto Rico 9,874 7,525 76.21 2,349 23.79

Total adds 338,048 288,028 85.20 50,020 14.80

Over 85 percent of addresses LUCA 99 Recanvass adds were part of the final Census 2000
housing unit inventory.  The result for Puerto Rico was a little lower at approximately 76 percent. 
The final census status of adds for the states ranged from over 92 percent in Connecticut, Hawaii,
Maine, New Hampshire, and West Virginia to 66 percent in Delaware.  See Appendix G for all
state results.

A total of 50,020 adds were not in the final census housing unit inventory.  Those adds were
possibly one of the following:

• erroneously added by LUCA 99 Recanvass field representatives, 
• demolished or made unfit for habitation before the census occurred, or
• a duplicate of another address  

4.4 What are the characteristics of  LUCA 99 Recanvass deletes?

We characterize all addresses that field representatives identified as  “delete” or a
“nonresidential” unit in the LUCA 99 Recanvass operation deletes in this section.  LUCA
Recanvass field representatives deleted a total of 147,912 addresses from their listing pages in
the U.S. and Puerto Rico.  Table 14 shows the number of “delete” actions and “nonresidential”
actions as stated in section 4.2.

Table 14.  Type of LUCA 99 Recanvass deletes (U.S. & Puerto Rico)

State

Number of

deletes

Nonresidential actions Delete actions

Number Percent Number Percent

United States 145,378 3,535 2.43 141,843 97.57

Puerto Rico 2,534 21 0.83 2,513 99.17

Nation (U.S. & Puerto Rico) 147,912 3,556 2.40 144,356 97.60

There were a total of 145,378 LUCA 99 Recanvass deletes in the U.S. and 2,534 in Puerto Rico. 
As shown in Table 14, the majority of deletes in the U.S. and Puerto Rico were “delete” actions
in the field.  The field representative did not find the unit in the specified block and removed the
unit from their address list.  The remainder of the deletes were units the field representatives
identified as nonresidential.



10 The number of blocks in the Recanvass stated here does not match the number of blocks
challenged by LUCA 99 participants stated in section 4.1.  See section 4.3.1 for further
explanation.
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We profile the LUCA 99 Recanvass deletes for the U.S. and Puerto Rico in the sections that
follow.  The profile will include the following characteristics:

• The clustering of deletes in collection blocks (4.4.1)
• The type of address information currently reflected on the MAF for the deletes

(4.4.2)
• The number of units at the basic street address where the delete is located (4.4.3)
• The type of enumeration area the delete is currently in (4.4.4)
• The sources that originally placed the delete on the address list (4.4.5)
• The number of deletes that were delivered to the DMAF and in the final census

(4.4.6)

4.4.1  Clustering of deletes

As mentioned in section 4.3.1, there are 3,451,755 blocks in enumeration areas appropriate for
LUCA 99.  Approximately 3 percent of those blocks (110,728 total blocks)10 were included in
LUCA 99 Recanvass operation and had at least one address updated (verified, deleted,
determined nonresidential, corrected, or added)  by field representatives.  A total of 39,640 of
those blocks had at least one unit deleted in LUCA 99 Recanvass.  

LUCA 99 Recanvass field representatives in the U.S. and Puerto Rico deleted 145,527 addresses
in 39,640 blocks in TEAs 2, 5 and 9.  The blocks represent about 36 percent of the blocks in
LUCA 99 Recanvass and about one percent of the 3,451,755 blocks in TEAs eligible for LUCA
99.  Table 15 shows the total number of blocks (in TEAs 2, 5 and 9) with deletes and the
distribution of blocks by the number of deletes.
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Table 15.  LUCA 99 Recanvass range of deletes in collection blocks (U.S. and Puerto Rico)*

Number of deletes
Number  of blocks with

this many deletes**

Percent of total blocks

with deletes

1 18,980 47.88

2-9 17,996 45.40

10-19 1,668 4.21

20-59 856 2.16

60-99 93 0.23

100+ 47 0.12

Total blocks with deletes (U.S. & Puerto Rico) 39,640 100.00

* This table is based  on collection geography.  See the Methods Section 2.3 for more details.

** Deletes were limited to those in TEAs eligible for LUCA 99.  For a distribution of deletes by TEA, see section

4.4.4.

The majority of blocks with deletes have less than 10 deletes. About 48 percent have a single
delete in the block and about 45 percent have between 2 and 9 deletes in the block.  We would
not expect a high number of deletes per block in these rural areas since housing units in these
areas are usually spread out.

4.4.2  Type of address information

Tables 16a and 16b present data for the type of address information for LUCA 99 Recanvass
deletes in the U.S. and Puerto Rico.

Table 16a.  LUCA 99 Recanvass deletes by type of address (U.S.)
Type of Address Information Number of deletes Percent of total

Complete City-style 107,994 74.28

With location description 12,475 8.58

Without location description 95,519 65.70

Complete Rural Route 3,656 2.51

With location description 3,375 2.32

Without location description 281 0.19

Complete P.O. Box 3,056 2.10

With location description 2,698 1.86

Without location description 358 0.25

Incomplete address information 3,224 2.22

With location description 280 0.19

Without location description 2,944 2.03

No address information 27,448 18.88

With location description 27,433 18.87

Without location description 15 0.01

Total deletes in the U.S. 145,378 100.00

About 74 percent of the deletes had city-style address information.  City-style addresses are
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generally easier to locate on the ground. Since a field representative deleted the address, it is
likely that the unit did not exist in the block. About 19 percent of deletes did not have any
address information, but most did have location descriptions.  The states of Georgia and Texas
accounted for a large number of deletes in the U.S.  See Appendix H for the number of LUCA 99
Recanvass deletes by state.

Table 16b.  LUCA 99 Recanvass deletes by type of address (Puerto Rico)*

Type of Address Information Number of deletes Percent of total

Complete City-style 0 0.00

Complete Rural Route 339 13.38

Complete P.O. Box 61 2.41

Incomplete address information 0 0.00

No address information 2,134 84.21

Total deletes in Puerto Rico 2,534 100.00

*All of the deletes in Puerto Rico had location description information in the address fields, so type of address

categories are not broken into subgroups in this table.

There were no deletes with city style address information in Puerto Rico. Again this is due to the
processing error described in section 3.4. The majority of the deletes (about 84 percent) appear to
have no address information on the MAF. However, all of the addresses appear to have location
descriptions.

4.4.3  Size of basic street address

Table 17 shows the range of units indicated on the MAF at the basic street address of the LUCA
99 Recanvass deletes.

Table 17.  LUCA 99 Recanvass deletes by size of basic street address (U.S.)

Size of BSA Number of deletes Percent of total*

Single unit 124,651 85.74

Multi unit 20,727 14.26

2-4 units 8,956 6.16

5-9 units 2,595 1.79

10-19 units 2,178 1.50

20-49 units 3,471 2.39

50+ units 3,527 2.43

Total deletes in the U.S. 145,378 100.00

* Subgroup percentages for multi units do not sum to 14.26 due to rounding.

Single units account for nearly 86 percent of deletes.  Other deletes result from single units being
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deleted from multi-unit structures, or the deletion of whole multi-unit structures. We have no
way of determining which of these situations was more likely.

All the deletes in Puerto Rico were single unit structures. Again, this is the case due to the
processing error.

4.4.4  Type of enumeration area

Table 18.  LUCA 99 Recanvass deletes by type of enumeration area (U.S.)

Type of enumeration area Number of deletes Percent of total

Deletes  in TEAs inappropriate for the operation 2,385 1.64

Deletes  in TEAs appropriate for the operation 142,993 98.36

Update / Leave 135,635 93.30

Rural Update / Enumerate 6,568 4.52

Update/Leave from Mailout/Mailback 790 0.54

Total deletes in the U.S. 145,378 100.00

Table 18 shows that the majority of deletes were in areas appropriate for the operation.  This is as
expected since the LUCA 99 operation took place in these areas and field representatives were
not instructed to go beyond their assignment areas.  Hence, if they did not find a unit in the
specified block, they deleted it.  Like the adds, the majority of deletes are in Update/Leave areas,
which is the largest non-city-style enumeration area.   

All of the 2,534 deletes in Puerto Rico were in Update/Leave areas since the whole country is
assigned to the Update/Leave enumeration method.

4.4.5  Original Source

Table 19.  LUCA 99 Recanvass deletes by original source category (U.S.)

Original source* Number of deletes Percent of total

Pre-LUCA 99 143,762 98.89

Address Listing 143,503 98.71

Census 2000 Dress Rehearsal 259 0.18

Some other source 1,616 1.11

Total deletes in the U.S. 145,378 100.00

* Refer to section 2.5 for a description of these collapsed original source categories

Table 19 shows that almost 99 percent of addresses deleted in LUCA 99 Recanvass were
provided by Address Listing, which is the only previous operation in these areas besides Census
2000 Dress Rehearsal areas.  The 1,616 other addresses were likely erroneously added to a block
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in TEA 2, 5 or 9 by the Address Listing operation and correctly added to a valid block by an
operation that did not occur in Update/Leave areas.

All of the units deleted in Puerto Rico were from the Address Listing operation.

4.4.6 DMAF deliverability and final census status

As previously described, the DMAF is the file used for the delivery of Census forms to
respondents.  An address on the DMAF was assigned a status of "in the Census" if it was
considered to be an existing housing unit at the end of all Census 2000 processes. Although there
are errors (erroneously included or excluded units) in the census results, we suspect the
magnitude of errors to be relatively small. Therefore, we believe we can get an indication of the
quality of LUCA 99 Recanvass deletes by looking at their final status in the census.

Table 20 shows the number of addresses that were deleted in LUCA 99 Recanvass, but were
delivered to the DMAF.  LUCA 99 deletes were not to be delivered to the initial DMAF, but
some were delivered to the DMAF in later updates because:

< the TEA for an address changed
< the address was later successfully appealed by a LUCA participant, or
< a later operation added the unit back

Table 20.  LUCA 99 Recanvass deletes by DMAF deliverability (U.S. & Puerto Rico)

State

Number of

deletes

Delivered to DMAF Never delivered to DMAF

Number Percent Number Percent

United States 145,378 9,783 6.73 135,595 93.27

Puerto Rico 2,534 21 0.83 2,513 99.17

Nation (U.S. & Puerto Rico) 147,912 9,804 6.63 138,108 93.37

Nearly 7 percent of LUCA 99 Recanvass deletes in the U.S. were delivered to the DMAF, hence
input to the census process.  Puerto Rico had about 1 percent of deletes delivered.  Not all
addresses delivered to the DMAF were included in the final census.  For final census status of
deletes, see Table 21.

Table 21.  Final census status of LUCA 99 Recanvass deletes (U.S. & Puerto Rico)

State

Number of

deletes

In the Census Not in the Census

Number Percent Number Percent

United States 145,378 5,838 4.02 139,540 95.98

Puerto Rico 2,534 14 0.55 2,520 99.45

Nation (U.S. & Puerto Rico) 147,912 5,852 3.96 142,060 96.04

A total of 5,838 LUCA 99 Recanvass deletes in the U.S. (4 percent of total deletes) were
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included in the final census. Fourteen were included in the final census in Puerto Rico. These
were good addresses in the final census that LUCA 99 Recanvass field representatives were not
able to find during the operation.  See Appendix I for the number of deletes in the final census in
each state.

4.5 What are the characteristics of  LUCA 99 Recanvass corrections?

LUCA 99 Recanvass field representatives were instructed to correct address information on their
list.  They corrected a total of 388,838 addresses in the U.S. and none in Puerto Rico (see
Appendix J).  This section profiles those corrections.  The profile will include the following
characteristics:

< The clustering of corrections in collection blocks (4.5.1)
< The type of address information currently reflected on the MAF for the

corrections (4.5.2)
< The number of units at the basic street address where the correction is located

(4.5.3)
< The sources that originally placed the correction on the address list (4.5.4)



11 The number of blocks in the Recanvass stated here does not match the number of blocks
challenged by LUCA 99 participants stated in section 4.1.  See section 4.3.1 for further
explanation.
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4.5.1  Clustering of corrections

There are 3,451,755 blocks in enumeration areas appropriate for LUCA 99.  Approximately 3
percent of those blocks (110,728 total blocks)11 were included in LUCA 99 Recanvass operation
and had at least one address updated (verified, deleted, declared nonresidential, corrected, or
added)  by field representatives.  A total of 60,677 blocks had at least one unit corrected in
LUCA 99 Recanvass.  Table 22 shows the total number of blocks with corrections and the
distribution of blocks by the number of corrections.

Table 22.  LUCA 99 Recanvass range of deletes in collection blocks (U.S.)*

Number of corrections
Number  of blocks with

this many corrections**

Percent of total blocks

with corrections

1 18,013 29.69

2-9 32,300 53.23

10-19 6,435 10.61

20-59 3,443 5.67

60-99 336 0.55

100+ 150 0.25

Total blocks with corrections in the U.S. 60,677 100.00

* This table is based  on collection geography.  See the Methods Section 2.3 for more details.

** Corrections were  limited to  those in TEAs eligib le for LU CA 99. 

Like the LUCA 99 Recanvass adds and deletes, the majority of blocks with corrections had fewer
than 10 total corrections.  About 11 percent of blocks had between 10 and 19 corrected units. 
This may indicate blocks with large multi-unit structures, since address corrections often
involved correcting unit designations.
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4.5.2  Type of address information

Table 23 shows the LUCA 99 corrections by the type of address information currently reflected
on the MAF for the U.S.

Table 23.  LUCA 99 Recanvass corrections by type of address information (U.S.)
Type of Address Information Number of Corrections Percent of total

Complete City-style 315,246 81.07

With location description 143,423 36.89

Without location description 171,823 44.19

Complete Rural Route 28,248 7.26

With location description 27,835 7.16

Without location description 413 0.11

Complete P.O. Box 15,049 3.87

With location description 14,496 3.73

Without location description 553 0.14

Incomplete address information 7,034 1.81

With location description 5,602 1.44

Without location description 1,432 0.37

No address information 23,261 5.98

With location description 23,190 5.96

Without location description 71 0.02

Total corrections in the U.S. 388,838 100.00

The majority of corrected addresses had city-style address information.  Approximately 19
percent had other types of address information with location descriptions.  Field representatives
in LUCA 99 Recanvass likely added address information to improve these addresses and put
them in the categories they are in now, but we have no way of determining the types of
corrections they made.
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4.5.3  Size of basic street address

Table 24 shows the number of corrections by the number of units at the basic street address for
the U.S.  

Table 24.  LUCA 99 Recanvass corrections by size of basic street address (U.S.)

Size of BSA Number of Corrections Percent of total

Single unit 332,384 85.48

Multi unit 56,454 14.52

2-4 units 25,467 6.55

5-9 units 6,662 1.71

10-19 units 5,871 1.51

20-49 units 8,234 2.12

50+ units 10,220 2.63

Total corrections in the U.S. 388,838 100.00

Single unit structures account for over 85 percent of corrected units. The other 15 percent were
made on addresses in multi-unit structures. These corrections were likely made to unit
designations.

4.5.4  Original Source

Table 25 shows the number of LUCA 99 Recanvass corrections in the U.S. by the source that
originally put them on the MAF.

Table 25.  LUCA 99 Recanvass corrections by original source category (U.S.)

Original source Number of Corrections Percent of total

Pre-LUCA 99 388,678 99.96

Address Listing 388,540 99.92

Census 2000 Dress Rehearsal 138 0.04

Some other source 160 0.04

Total corrections in the U.S. 388,838 100.00

The majority of corrections were added by the Address Listing operation, which was the only
operation besides the Census 2000 Dress Rehearsal to occur in TEAs 2, 5 and 9 before LUCA
99.  The 160 corrected units that have some other source are incidental.

4.6 How many addresses did participants appeal and how many of them were in



12 The 67.9 percent coverage is an approximation from independent GEO files and was not based
on the number of addresses in LUCA 99 areas (from Address Listing with a mapspot on the
MAF extract evaluation files) provided earlier.  
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the final census?

Local governments appealed a total of 18,442 addresses.  All of those addresses were added to
the MAF after approval by the Census Address List Appeals Office set up by the Office of
Management and Budget.  Approximately 54 percent (10,053) of the addresses appealed by local
governments were included on the final Census address list.

4.7 What is the overall assessment of the LUCA 99 operations?

The address list for LUCA 99 areas (TEAs 2, 5, and 9) was created by the Census 2000 Address
Listing operation.  There were approximately 23,227,788 addresses from Address Listing (in the
U.S. and Puerto Rico) that were geocoded with a mapspot and eligible for review in LUCA 99. 
Only addresses that were in LUCA 99 participant areas were actually sent to a local or tribal
government for review.  

About 36 percent of the 30,375 eligible governments participated in the Local Update of Census
Addresses 99 program.  The participating governments received review materials for addresses in
their area.  The total number of addresses that were to be reviewed by participants represented
about 67.9 percent of the housing units in LUCA 99 eligible areas.12

There were approximately  3.5 million blocks in LUCA 99 eligible areas and only a portion of
those blocks were reviewed by governments.  About 17 percent of participating governments
challenged blocks.  Participants challenged a total of 110,728 blocks and the Census Bureau sent
those blocks to the LUCA 99 Recanvass operation. About 79 percent of the challenged blocks
yielded an address action that was either an add, delete or correction.  Of the challenged blocks,
about 53 percent of blocks yielded at least one add, 36 percent yielded at least one delete, and 55
percent yielded at least one correction.

The LUCA 99 program aided in updating the address list in some areas.  As a result of the
recanvass of challenged blocks, field representatives added 338,048 addresses, deleted 147,912
addresses, and corrected 388,838 addresses in the U.S. and Puerto Rico.  About 85.2 percent of
the added addresses were in the final census housing unit inventory.  Given these results, it seems
plausible that additional local and tribal governments would have benefitted from participating in
the LUCA 99 program.  We recommend that the Census Bureau continue to pursue LUCA-
type programs in non-city-style address areas for future censuses and tests.  Also, the
Census Bureau should investigate ways to increase government participation in the LUCA
programs.
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Appendix A: LUCA 99 Recanvass actions for addresses sent

State
Number of addresses

sent to Recanvass

Recanvass action (percent of addresses sent)

Verified Deleted
Determined

Nonresidential
Corrected

Alabama 33,555 76.52 7.18 0.13 16.17
Alaska 6,288 54.06 10.62 0.40 34.92
Arizona 73,303 68.55 7.86 0.14 23.44
Arkansas 96,593 81.55 4.79 0.12 13.55
California 80,500 80.18 6.25 0.14 13.44
Colorado 76,861 74.40 5.27 0.20 20.12
Connecticut 7,770 79.24 3.78 0.01 16.96
Delaware 454 77.75 0.22 0.22 21.81
District of Columbia --- --- --- --- ---
Florida 44,848 75.95 7.20 0.10 16.76
Georgia 253,135 80.76 5.95 0.15 13.14
Hawaii 5,685 70.45 17.80 0.14 11.61
Idaho 9,072 69.09 8.56 0.23 22.11
Illinois 27,907 75.30 5.53 0.20 18.98
Indiana 12,920 74.68 4.67 0.22 20.43
Iowa 65,945 84.93 4.65 0.16 10.27
Kansas 23,346 75.16 5.89 0.25 18.69
Kentucky 9,877 77.19 4.80 0.15 17.86
Louisiana 30,859 79.91 5.73 0.10 14.26
Maine 16,863 64.17 4.93 0.11 30.79
Maryland 28,134 80.42 4.38 0.22 14.97
Massachusetts 5,055 76.04 5.38 0.53 18.04
Michigan 82,432 78.80 4.46 0.12 16.63
Minnesota 62,054 64.20 5.55 0.14 30.12
Mississippi 29,703 58.86 13.69 0.22 27.23
Missouri 45,350 73.12 4.56 0.15 22.16
Montana 16,653 81.42 5.83 0.07 12.68
Nebraska 11,171 69.94 5.15 0.19 24.72
Nevada 53,080 85.82 3.65 0.15 10.39
New Hampshire 7,866 64.84 7.07 0.14 27.96
New Jersey 9,673 85.59 5.29 0.10 9.01
New Mexico 26,563 64.39 7.52 0.17 27.92
New York 72,025 77.32 7.44 0.11 15.13
North Carolina 205,703 81.71 4.86 0.16 13.26
North Dakota 12,804 71.70 8.38 0.16 19.75
Ohio 30,710 73.04 4.17 0.27 22.52
Oklahoma 18,644 67.13 11.35 0.36 21.16
Oregon 19,086 82.28 5.15 0.15 12.43
Pennsylvania 108,352 67.75 6.44 0.13 25.68
Rhode Island --- --- --- --- ---
South Carolina 109,569 69.74 10.08 0.22 19.97
South Dakota 15,807 76.78 6.70 0.18 16.33
Tennessee 48,742 78.97 5.94 0.13 14.96
Texas 162,666 65.66 10.27 0.18 23.89
Utah 12,548 79.64 5.07 0.06 15.24
Vermont 5,018 45.34 9.80 0.08 44.78
Virginia 51,083 81.28 6.98 0.26 11.48
Washington 12,644 70.29 9.28 0.20 20.23
West Virginia 7,215 78.10 3.62 0.10 18.18
Wisconsin 35,982 78.49 5.93 0.18 15.40
Wyoming 4,662 73.49 4.14 0.11 22.27
Puerto Rico 35,563 92.87 7.07 0.06 0.00

Nation (U.S. & Puerto Rico) 2,222,338 75.85 6.50 0.16 17.50

— The District of Columbia was not eligible to participate since it has no Update/Leave areas.  Rhode Island had

one participant that did not challenge any blocks, hence there were no  blocks sent to recanvass.
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Appendix B:  LUCA 99 Recanvass adds by State

State
Number of

adds

Percent of

national total

Alabama 4,523 1.34
Alaska 1,077 0.32

Arizona 24,979 7.39
Arkansas 9,805 2.90
California 14,586 4.31

Colorado 16,152 4.78
Connecticut 460 0.14
Delaware 145 0.04
District of Columbia 0 0.00
Florida 8,336 2.47
Georgia 30,426 9.00
Hawaii 1,261 0.37
Idaho 2,340 0.69
Illinois 3,006 0.89
Indiana 1,154 0.34
Iowa 6,426 1.90
Kansas 3,021 0.89
Kentucky 1,264 0.37
Louisiana 3,473 1.03
Maine 1,810 0.54
Maryland 2,299 0.68
Massachusetts 450 0.13
Michigan 8,072 2.39
Minnesota 9,096 2.69
Mississippi 5,569 1.65
Missouri 4,256 1.26
Montana 2,159 0.64
Nebraska 1,559 0.46
Nevada 19,497 5.77
New Hampshire 1,116 0.33
New Jersey 1,365 0.40
New Mexico 4,286 1.27
New York 10,725 3.17

North Carolina 23,723 7.02
North Dakota 2,486 0.74
Ohio 2,492 0.74
Oklahoma 3,444 1.02
Oregon 2,523 0.75
Pennsylvania 17,481 5.17
Rhode Island 0 0.00
South Carolina 21,508 6.36
South Dakota 2,153 0.64
Tennessee 5,241 1.55
Texas 26,273 7.77
Utah 2,145 0.63
Vermont 732 0.22
Virginia 5,725 1.69
Washington 2,184 0.65
West Virginia 405 0.12
Wisconsin 4,250 1.26
Wyoming 716 0.21

Puerto Rico 9,874 2.92

Nation (U.S. & Puerto Rico) 338,048 100.00
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Appendix C: Adds as a percentage of the initial LUCA 99 Recanvass universe

State
Addresses on the list

before the Recanvass
Number of adds

Percentage

increase of adds

Alabama 33,555 4,523 13.48
Alaska 6,288 1,077 17.13
Arizona 73,303 24,979 34.08
Arkansas 96,593 9,805 10.15
California 80,500 14,586 18.12
Colorado 76,861 16,152 21.01
Connecticut 7,770 460 5.92
Delaware 454 145 31.94
District of Columbia 0 0 0.00
Florida 44,848 8,336 18.59
Georgia 253,135 30,426 12.02
Hawaii 5,685 1,261 22.18
Idaho 9,072 2,340 25.79
Illinois 27,907 3,006 10.77
Indiana 12,920 1,154 8.93
Iowa 65,945 6,426 9.74
Kansas 23,346 3,021 12.94
Kentucky 9,877 1,264 12.80
Louisiana 30,859 3,473 11.25
Maine 16,863 1,810 10.73
Maryland 28,134 2,299 8.17
Massachusetts 5,055 450 8.90
Michigan 82,432 8,072 9.79
Minnesota 62,054 9,096 14.66
Mississippi 29,703 5,569 18.75
Missouri 45,350 4,256 9.38
Montana 16,653 2,159 12.96
Nebraska 11,171 1,559 13.96
Nevada 53,080 19,497 36.73
New Hampshire 7,866 1,116 14.19
New Jersey 9,673 1,365 14.11
New Mexico 26,563 4,286 16.14
New York 72,025 10,725 14.89
North Carolina 205,703 23,723 11.53
North Dakota 12,804 2,486 19.42
Ohio 30,710 2,492 8.11
Oklahoma 18,644 3,444 18.47
Oregon 19,086 2,523 13.22
Pennsylvania 108,352 17,481 16.13
Rhode Island 0 0 0.00
South Carolina 109,569 21,508 19.63
South Dakota 15,807 2,153 13.62
Tennessee 48,742 5,241 10.75
Texas 162,666 26,273 16.15
Utah 12,548 2,145 17.09
Vermont 5,018 732 14.59
Virginia 51,083 5,725 11.21
Washington 12,644 2,184 17.27
West Virginia 7,215 405 5.61
Wisconsin 35,982 4,250 11.81
Wyoming 4,662 716 15.36
Puerto Rico 35,563 9,874 27.76

Nation (U.S. & Puerto Rico) 2,222,338 338,048 15.21
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Appendix D: LUCA 99 Recanvass adds by size of basic street address

State
Number of

adds
Single-Unit structures Multi-Unit Structures

Number Percent Number Percent

Alabama 4,523 3,603 79.66 920 20.34
Alaska 1,077 794 73.72 283 26.28
Arizona 24,979 19,392 77.63 5,587 22.37
Arkansas 9,805 7,822 79.78 1,983 20.22
California 14,586 11,115 76.20 3,471 23.80
Colorado 16,152 10,720 66.37 5,432 33.63
Connecticut 460 236 51.30 224 48.70
Delaware 145 137 94.48 8 5.52
District of Columbia 0 0 0.00 0 0.00
Florida 8,336 5,645 67.72 2,691 32.28
Georgia 30,426 26,139 85.91 4,287 14.09
Hawaii 1,261 510 40.44 751 59.56
Idaho 2,340 2,055 87.82 285 12.18
Illinois 3,006 2,488 82.77 518 17.23
Indiana 1,154 918 79.55 236 20.45
Iowa 6,426 4,898 76.22 1,528 23.78
Kansas 3,021 2,209 73.12 812 26.88
Kentucky 1,264 934 73.89 330 26.11
Louisiana 3,473 3,054 87.94 419 12.06
Maine 1,810 1,552 85.75 258 14.25
Maryland 2,299 1,897 82.51 402 17.49
Massachusetts 450 310 68.89 140 31.11
Michigan 8,072 6,656 82.46 1,416 17.54
Minnesota 9,096 7,798 85.73 1,298 14.27
Mississippi 5,569 4,836 86.84 733 13.16
Missouri 4,256 3,656 85.90 600 14.10
Montana 2,159 1,569 72.67 590 27.33
Nebraska 1,559 1,241 79.60 318 20.40
Nevada 19,497 15,330 78.63 4,167 21.37
New Hampshire 1,116 760 68.10 356 31.90
New Jersey 1,365 1,212 88.79 153 11.21
New Mexico 4,286 3,915 91.34 371 8.66
New York 10,725 8,199 76.45 2,526 23.55
North Carolina 23,723 20,141 84.90 3,582 15.10
North Dakota 2,486 1,502 60.42 984 39.58
Ohio 2,492 1,950 78.25 542 21.75
Oklahoma 3,444 2,928 85.02 516 14.98
Oregon 2,523 2,021 80.10 502 19.90
Pennsylvania 17,481 15,907 91.00 1,574 9.00
Rhode Island 0 0 0.00 0 0.00
South Carolina 21,508 17,168 79.82 4,340 20.18
South Dakota 2,153 1,539 71.48 614 28.52
Tennessee 5,241 4,215 80.42 1,026 19.58
Texas 26,273 21,808 83.01 4,465 16.99
Utah 2,145 1,631 76.04 514 23.96
Vermont 732 560 76.50 172 23.50
Virginia 5,725 4,453 77.78 1,272 22.22
Washington 2,184 1,683 77.06 501 22.94
West Virginia 405 257 63.46 148 36.54
Wisconsin 4,250 3,009 70.80 1,241 29.20
Wyoming 716 523 73.04 193 26.96
Puerto Rico 9,874 9,874 100.00 0 0.00

Nation (U.S. & Puerto Rico) 338,048 272,769 80.69 65,279 19.31
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Appendix E: LUCA 99 Recanvass adds by Type of Enumeration Area

State
Number of

adds

Appropriate TEAs Inappropriate TEAs

Number Percent Number Percent

Alabama 4,523 4,523 100.00 0 0.00
Alaska 1,077 1,077 100.00 0 0.00
Arizona 24,979 24,969 99.96 10 0.04
Arkansas 9,805 9,769 99.63 36 0.37
California 14,586 14,551 99.76 35 0.24
Colorado 16,152 16,148 99.98 4 0.02
Connecticut 460 460 100.00 0 0.00
Delaware 145 145 100.00 0 0.00
District of Columbia 0 0 0.00 0 0.00
Florida 8,336 8,330 99.93 6 0.07
Georgia 30,426 30,415 99.96 11 0.04
Hawaii 1,261 1,261 100.00 0 0.00
Idaho 2,340 2,336 99.83 4 0.17
Illinois 3,006 3,001 99.83 5 0.17
Indiana 1,154 1,152 99.83 2 0.17
Iowa 6,426 6,413 99.80 13 0.20
Kansas 3,021 3,000 99.30 21 0.70
Kentucky 1,264 1,264 100.00 0 0.00
Louisiana 3,473 3,471 99.94 2 0.06
Maine 1,810 1,810 100.00 0 0.00
Maryland 2,299 2,299 100.00 0 0.00
Massachusetts 450 450 100.00 0 0.00
Michigan 8,072 8,069 99.96 3 0.04
Minnesota 9,096 9,088 99.91 8 0.09
Mississippi 5,569 5,566 99.95 3 0.05
Missouri 4,256 4,254 99.95 2 0.05
Montana 2,159 2,159 100.00 0 0.00
Nebraska 1,559 1,556 99.81 3 0.19
Nevada 19,497 19,487 99.95 10 0.05
New Hampshire 1,116 1,116 100.00 0 0.00
New Jersey 1,365 1,363 99.85 2 0.15
New Mexico 4,286 4,286 100.00 0 0.00
New York 10,725 10,724 99.99 1 0.01
North Carolina 23,723 23,718 99.98 5 0.02
North Dakota 2,486 2,485 99.96 1 0.04
Ohio 2,492 2,488 99.84 4 0.16
Oklahoma 3,444 3,443 99.97 1 0.03
Oregon 2,523 2,520 99.88 3 0.12
Pennsylvania 17,481 17,468 99.93 13 0.07
Rhode Island 0 0 0.00 0 0.00
South Carolina 21,508 21,491 99.92 17 0.08
South Dakota 2,153 2,150 99.86 3 0.14
Tennessee 5,241 5,237 99.92 4 0.08
Texas 26,273 26,252 99.92 21 0.08
Utah 2,145 2,144 99.95 1 0.05
Vermont 732 731 99.86 1 0.14
Virginia 5,725 5,721 99.93 4 0.07
Washington 2,184 2,182 99.91 2 0.09
West Virginia 405 405 100.00 0 0.00
Wisconsin 4,250 4,245 99.88 5 0.12
Wyoming 716 716 100.00 0 0.00
Puerto Rico 9,874 9,874 100.00 0 0.00
Nation (U.S. & Puerto Rico) 338,048 337,782 99.92 266 0.08
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Appendix F:  LUCA 99 Recanvass adds by DMAF deliverability

State
Number of

adds

Delivered to DMAF Never delivered to DMAF

Number Percent Number Percent

Alabama 4,523 4,522 99.98 1 0.02
Alaska 1,077 1,077 100.00 0 0.00
Arizona 24,979 24,903 99.70 76 0.30
Arkansas 9,805 9,800 99.95 5 0.05
California 14,586 14,389 98.65 197 1.35
Colorado 16,152 15,730 97.39 422 2.61
Connecticut 460 460 100.00 0 0.00
Delaware 145 145 100.00 0 0.00
District of Columbia 0 0 0.00 0 0.00
Florida 8,336 8,325 99.87 11 0.13
Georgia 30,426 30,330 99.68 96 0.32
Hawaii 1,261 1,261 100.00 0 0.00
Idaho 2,340 2,339 99.96 1 0.04
Illinois 3,006 3,001 99.83 5 0.17
Indiana 1,154 1,152 99.83 2 0.17
Iowa 6,426 6,403 99.64 23 0.36
Kansas 3,021 3,013 99.74 8 0.26
Kentucky 1,264 1,264 100.00 0 0.00
Louisiana 3,473 3,472 99.97 1 0.03
Maine 1,810 1,810 100.00 0 0.00
Maryland 2,299 2,296 99.87 3 0.13
Massachusetts 450 450 100.00 0 0.00
Michigan 8,072 8,064 99.90 8 0.10
Minnesota 9,096 8,850 97.30 246 2.70
Mississippi 5,569 5,566 99.95 3 0.05
Missouri 4,256 4,244 99.72 12 0.28
Montana 2,159 2,155 99.81 4 0.19
Nebraska 1,559 1,557 99.87 2 0.13
Nevada 19,497 19,496 99.99 1 0.01
New Hampshire 1,116 1,115 99.91 1 0.09
New Jersey 1,365 1,365 100.00 0 0.00
New Mexico 4,286 4,261 99.42 25 0.58
New York 10,725 10,552 98.39 173 1.61
North Carolina 23,723 23,664 99.75 59 0.25
North Dakota 2,486 2,484 99.92 2 0.08
Ohio 2,492 2,489 99.88 3 0.12
Oklahoma 3,444 3,410 99.01 34 0.99
Oregon 2,523 2,522 99.96 1 0.04
Pennsylvania 17,481 17,227 98.55 254 1.45
Rhode Island 0 0 0.00 0 0.00
South Carolina 21,508 21,487 99.90 21 0.10
South Dakota 2,153 2,152 99.95 1 0.05
Tennessee 5,241 5,237 99.92 4 0.08
Texas 26,273 26,195 99.70 78 0.30
Utah 2,145 2,144 99.95 1 0.05
Vermont 732 732 100.00 0 0.00
Virginia 5,725 5,714 99.81 11 0.19
Washington 2,184 2,181 99.86 3 0.14
West Virginia 405 405 100.00 0 0.00
Wisconsin 4,250 4,238 99.72 12 0.28
Wyoming 716 715 99.86 1 0.14
Puerto Rico 9,874 9,871 99.97 3 0.03

Nation (U.S. & Puerto Rico) 338,048 336,234 99.46 1,814 0.54
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Appendix G: Final census status of LUCA 99 Recanvass adds 

State
Number of

adds

In Census Not in Census

Number Percent Number Percent

Alabama 4,523 3,961  87.57 562 12.43
Alaska 1,077 914 84.87 163 15.13
Arizona 24,979 20,650 82.67 4,329 17.33
Arkansas 9,805 8,431 85.99 1,374 14.01
California 14,586 12,241 83.92 2,345 16.08
Colorado 16,152 13,365 82.75 2,787 17.25
Connecticut 460 426 92.61 34 7.39
Delaware 145 96 66.21 49 33.79
District of Columbia 0 0 0.00 0 0.00
Florida 8,336 7,233 86.77 1,103 13.23
Georgia 30,426 25,782 84.74 4,644 15.26
Hawaii 1,261 1,170 92.78 91 7.22
Idaho 2,340 1,898 81.11 442 18.89
Illinois 3,006 2,702 89.89 304 10.11
Indiana 1,154 1,000 86.66 154 13.34
Iowa 6,426 5,679 88.38 747 11.62
Kansas 3,021 2,700 89.37 321 10.63
Kentucky 1,264 1,099 86.95 165 13.05
Louisiana 3,473 2,930 84.37 543 15.63
Maine 1,810 1,669 92.21 141 7.79
Maryland 2,299 1,923 83.65 376 16.35
Massachusetts 450 391 86.89 59 13.11
Michigan 8,072 6,936 85.93 1,136 14.07
Minnesota 9,096 7,901 86.86 1,195 13.14
Mississippi 5,569 4,972 89.28 597 10.72
Missouri 4,256 3,642 85.57 614 14.43
Montana 2,159 1,807 83.70 352 16.30
Nebraska 1,559 1,343 86.14 216 13.86
Nevada 19,497 17,202 88.23 2,295 11.77
New Hampshire 1,116 1,034 92.65 82 7.35
New Jersey 1,365 1,063 77.88 302 22.12
New Mexico 4,286 3,147 73.43 1,139 26.57
New York 10,725 9,240 86.15 1,485 13.85
North Carolina 23,723 20,539 86.58 3,184 13.42
North Dakota 2,486 2,228 89.62 258 10.38
Ohio 2,492 2,139 85.83 353 14.17
Oklahoma 3,444 2,784 80.84 660 19.16
Oregon 2,523 2,106 83.47 417 16.53
Pennsylvania 17,481 14,294 81.77 3,187 18.23
Rhode Island 0 0 0 0 0
South Carolina 21,508 18,714 87.01 2,794 12.99
South Dakota 2,153 1,885 87.55 268 12.45
Tennessee 5,241 4,418 84.30 823 15.70
Texas 26,273 22,923 87.25 3,350 12.75
Utah 2,145 1,612 75.15 533 24.85
Vermont 732 633 86.48 99 13.52
Virginia 5,725 5,117 89.38 608 10.62
Washington 2,184 1,878 85.99 306 14.01
West Virginia 405 374 92.35 31 7.65
Wisconsin 4,250 3,762 88.52 488 11.48
Wyoming 716 550 76.82 166 23.18
Puerto Rico 9,874 7,525 76.21 2,349 23.79

Nation (U.S. & Puerto Rico) 338,048 288,028 85.20 50,020 14.80
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Appendix H: LUCA 99 Recanvass deletes by state

State Number of

deletes

Percent of national

total

Alabama 2,452 1.66
Alaska 693 0.47
Arizona 5,867 3.97
Arkansas 4,739 3.20
California 5,139 3.47
Colorado 4,207 2.84
Connecticut 295 0.20
Delaware 2 0.00
District of Columbia 0 0.00
Florida 3,271 2.21
Georgia 15,455 10.45
Hawaii 1,020 0.69
Idaho 798 0.54
Illinois 1,598 1.08
Indiana 631 0.43
Iowa 3,169 2.14
Kansas 1,435 0.97
Kentucky 489 0.33
Louisiana 1,800 1.22
Maine 850 0.57
Maryland 1,295 0.88
Massachusetts 299 0.20
Michigan 3,771 2.55
Minnesota 3,528 2.39
Mississippi 4,131 2.79
Missouri 2,139 1.45
Montana 982 0.66
Nebraska 596 0.40
Nevada 2,012 1.36
New Hampshire 567 0.38
New Jersey 522 0.35
New Mexico 2,043 1.38
New York 5,438 3.68
North Carolina 10,342 6.99
North Dakota 1,094 0.74
Ohio 1,363 0.92
Oklahoma 2,184 1.48
Oregon 1,010 0.68
Pennsylvania 7,124 4.82
Rhode Island 0 0.00
South Carolina 11,282 7.63
South Dakota 1,088 0.74
Tennessee 2,958 2.00
Texas 16,999 11.49
Utah 643 0.43
Vermont 496 0.34
Virginia 3,701 2.50
Washington 1,198 0.81
West Virginia 268 0.18
Wisconsin 2,197 1.49
Wyoming 198 0.13
Puerto Rico 2,534 1.71

Nation (U.S. & Puerto Rico) 147,912 100.00
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Appendix I: Final census status of LUCA 99 Recanvass deletes

State
Number of

deletes

In the Census Not in the Census

Number Percent Number Percent

Alabama 2,452 90 3.67 2,362 96.33
Alaska 693 10 1.44 683 98.56
Arizona 5,867 176 3.00 5,691 97.00
Arkansas 4,739 298 6.29 4,441 93.71
California 5,139 194 3.78 4,945 96.22
Colorado 4,207 97 2.31 4,110 97.69
Connecticut 295 1 0.34 294 99.66
Delaware 2 0 0.00 2 100.00
District of Columbia 0 0 0.00 0 0.00
Florida 3,271 60 1.83 3,211 98.17
Georgia 15,455 320 2.07 15,135 97.93
Hawaii 1,020 19 1.86 1,001 98.14
Idaho 798 21 2.63 777 97.37
Illinois 1,598 56 3.50 1,542 96.50
Indiana 631 26 4.12 605 95.88
Iowa 3,169 147 4.64 3,022 95.36
Kansas 1,435 54 3.76 1,381 96.24
Kentucky 489 13 2.66 476 97.34
Louisiana 1,800 181 10.06 1,619 89.94
Maine 850 11 1.29 839 98.71
Maryland 1,295 66 5.10 1,229 94.90
Massachusetts 299 18 6.02 281 93.98
Michigan 3,771 131 3.47 3,640 96.53
Minnesota 3,528 136 3.85 3,392 96.15
Mississippi 4,131 186 4.50 3,945 95.50
Missouri 2,139 64 2.99 2,075 97.01
Montana 982 18 1.83 964 98.17
Nebraska 596 18 3.02 578 96.98
Nevada 2,012 183 9.10 1,829 90.90
New Hampshire 567 10 1.76 557 98.24
New Jersey 522 49 9.39 473 90.61
New Mexico 2,043 42 2.06 2,001 97.94
New York 5,438 94 1.73 5,344 98.27
North Carolina 10,342 458 4.43 9,884 95.57
North Dakota 1,094 13 1.19 1,081 98.81
Ohio 1,363 68 4.99 1,295 95.01
Oklahoma 2,184 120 5.49 2,064 94.51
Oregon 1,010 34 3.37 976 96.63
Pennsylvania 7,124 385 5.40 6,739 94.60
Rhode Island 0 0 0.00 0 0.00
South Carolina 11,282 1,104 9.79 10,178 90.21
South Dakota 1,088 53 4.87 1,035 95.13
Tennessee 2,958 79 2.67 2,879 97.33
Texas 16,999 472 2.78 16,527 97.22
Utah 643 25 3.89 618 96.11
Vermont 496 14 2.82 482 97.18
Virginia 3,701 105 2.84 3,596 97.16
Washington 1,198 50 4.17 1,148 95.83
West Virginia 268 7 2.61 261 97.39
Wisconsin 2,197 45 2.05 2,152 97.95
Wyoming 198 17 8.59 181 91.41
Puerto Rico 2,534 14 0.55 2,520 99.45
Nation (U.S. & Puerto Rico) 147,912 5,852 3.96 142,060 96.04
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Appendix J: LUCA 99 Recanvass corrections by state

State Number of

corrections

Percent of national

total

Alabama 5,426 1.40
Alaska 2,196 0.56
Arizona 17,185 4.42
Arkansas 13,084 3.36
California 10,820 2.78
Colorado 15,466 3.98
Connecticut 1,318 0.34
Delaware 99 0.03
District of Columbia 0 0.00
Florida 7,515 1.93
Georgia 33,257 8.55
Hawaii 660 0.17
Idaho 2,006 0.52
Illinois 5,296 1.36
Indiana 2,640 0.68
Iowa 6,771 1.74
Kansas 4,363 1.12
Kentucky 1,764 0.45
Louisiana 4,401 1.13
Maine 5,192 1.34
Maryland 4,213 1.08
Massachusetts 912 0.23
Michigan 13,708 3.53
Minnesota 18,689 4.81
Mississippi 8,088 2.08
Missouri 10,049 2.58
Montana 2,112 0.54
Nebraska 2,762 0.71
Nevada 5,514 1.42
New Hampshire 2,199 0.57
New Jersey 872 0.22
New Mexico 7,417 1.91
New York 10,895 2.80
North Carolina 27,276 7.01
North Dakota 2,529 0.65
Ohio 6,916 1.78
Oklahoma 3,945 1.01
Oregon 2,372 0.61
Pennsylvania 27,821 7.15
Rhode Island 0 0.00
South Carolina 21,877 5.63
South Dakota 2,582 0.66
Tennessee 7,291 1.88
Texas 38,868 10.00
Utah 1,912 0.49
Vermont 2,247 0.58
Virginia 5,862 1.51
Washington 2,558 0.66
West Virginia 1,312 0.34
Wisconsin 5,543 1.43
Wyoming 1,038 0.27
Puerto Rico 0 0.00

Nation (U.S. & Puerto Rico) 388,838 100.00
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EXECUTIVE SUMMARY 

For Census 2000 the country was divided into nine type of enumeration areas, determined by 
address types and special enumeration procedures. The primary enumeration methodology was 
Mailout/Mailback, used in areas that have predominantly city-style addresses like 
121 Main Street. The second largest enumeration methodology, in terms of number of 
questionnaires, was Update/Leave. Update/Leave is intended for use in areas with some 
addresses that are not city-style. Noncity-style addresses, such as Rural Route and Box or 
Post Office Box, are often not linked to the physical location of the housing unit. When there is 
only a location description for a unit but no address, mail delivery of the questionnaire is not a 
possibility. Update/leave areas are primarily rural but not too remote or sparsely populated. 
Designations of update/leave areas are made by block. In Puerto Rico, update/leave was the sole 
enumeration area. 

In the Census 2000 Update/Leave operation, questionnaires with preprinted address labels were 
hand-delivered to every housing unit on the address list. Existing housing units that were not 
listed on the address register also required questionnaires, but these questionnaires were 
hand-addressed and added to the address register. Since staff were in the field delivering the 
questionnaires, they could also make other updates to the address list and to the maps during the 
Update/Leave operation. 

Our evaluation seeks to quantify the Update/Leave operation as one means of assessing its 
effectiveness and value to the census-taking process. A profile of the addresses included in the 
Update/Leave operation is part of our assessment. 

How big was the Update/Leave operation? 

There were 23,525,257 addresses in stateside Update/Leave operations and 1,471,225 in 

Puerto Rico. This number represents how many addresses had either a labeled questionnaire that

was to be distributed during Update/Leave or a hand-addressed questionnaire for a unit that was

added to the address list during the Update/Leave operation. Questionnaires were to be

distributed to all housing units appearing within Update/Leave areas. Some of the addresses on

the Update/Leave address list were deleted as nonexistent or nonresidential in the Update/Leave

operation, and their labeled questionnaires were not delivered. This is included in the workload

calculation in this evaluation because it takes time and effort to try to locate such housing units.


Stateside Update/Leave operations added 1,644,174 addresses, while Puerto Rico added 

111,787 addresses during Update/Leave. The number of corrections in stateside areas was

9,045,814, with 751,156 in Puerto Rico. The number of deletes, either as nonexistent or as

nonresidential, was 1,228,987 in stateside areas and 122,815 in Puerto Rico. In addition, some

units that were deleted in Update/Leave were matched up by address matching with

Update/Leave adds after processing; this resulted in 24,265 moves, all of which were stateside. 

Units on the address list for Update/Leave that did not receive any of these field actions were
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said to be verified. There were 11,582,017 of these stateside and 485,467 of these in Puerto 
Rico. 

What was the quality of the added addresses? 

Not every address added in the Update/Leave operation was included in the census. Some 
records were not included because they did not contain sufficient address information for adding 
to the address list or data sufficient to be assigned to a block. Other added records were found in 
subsequent operations to represent housing units that did not exist in the designated block, either 
because the unit was nonexistent or because the unit existed in another block. 

Of the 1,644,174 Update/Leave adds in the United States, 1,401,169, or 85.2 percent, were in the 
final Census counts. In Puerto Rico, 93,607 of the 111,787 added addresses, or 83.7 percent, 
were included in the counts. 

What was the cost of the Update/Leave questionnaire delivery operation? 

The total cost for all stateside Update/Leave activities as shown in the draft DMD Assessment 
Report of stateside Update/Leave was $130,005,399 (Medina and Butler, 2001). There were 
23,525,257 addresses in the workload for the stateside Update/Leave operation. This gives an 
average cost per housing unit of $5.53. 

Recommendations 

Our analysis revealed large numbers of blocks in update/leave areas that were wholly covered on

the Delivery Sequence File of addresses. Effort should be put into researching areas that could

be converted to a mailout/mailback methodology.


More than half the units in the Update/Leave operation were adds, deletes, or corrections, rather

than verified units. The number of corrections was particularly high. Some number of these

corrections were to the occupant name and telephone number fields. These fields quickly

become out of date. Processing of the Update/Leave operation did not occur in time for results to

be fed into the Nonresponse Followup operation, but these fields are sometimes used by the

Geography Division for matching after the Census operations. The Census Bureau should assess

the value of updates to these fields. In addition, if over half the units required updates and extra

processing, there may be some inefficiencies in the design of the address list-building operations

in these areas.


Puerto Rico Update/Leave had higher percentages of adds, deletes and corrections than stateside

Update/Leave operations Only 33 percent of the operation actions were verifications in 

Puerto Rico. A problem with the file from the Address Listing operation that preceded 
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Update/Leave may account for the additional work that was required during the Update/Leave 
operation in Puerto Rico. Further use of this file will continue to create high processing 
workloads. 
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1. BACKGROUND 

The Update/Leave (U/L) operation is a major questionnaire delivery and address list-building 
operation for the decennial census. In general the U/L areas represent the rural but not too 
remote regions of the country. Determination of U/L areas depends on address types. City-style 
addresses have a house number and street name. Examples of noncity-style addresses are rural 
route and box numbers, post office box numbers, and general delivery and star route addresses. 
Some housing units do not even have addresses but can be identified only with location 
descriptions. Questionnaires are delivered to U/L units by hand and are to be mailed in by 
respondents. Updates are made to the address list and the maps while staff are in the field 
delivering the questionnaires. 

1.1 The 1990 census 

The plan in 1990 was for approximately 95 percent of the United States population to be 
enumerated by respondent-mailed questionnaires. Most of these questionnaires were in the 
mailout/mailback areas, which contained city-style addresses. The U/L areas were defined as 
areas where a majority of the addresses were noncity-style. The U/L universe constituted 
approximately 10 percent of the housing units, with more than 10 million questionnaires 
delivered under the Update/Leave methodology. An additional 400,000 units were added to the 
census during the Update/Leave operation. 

1.2 Census 2000 

The percent of housing units covered by the U/L methodology was close to 19 percent in 

Census 2000. One reason for the significantly higher percent of U/L in Census 2000 is that some

areas that required special enumeration procedures in 1990 were designated as update/leave areas

in 2000. Also the designation of U/L areas for Census 2000 did not build directly upon the

designations used in 1990.


The selection of areas for the U/L enumeration methodology in Census 2000 depended upon

address types. Areas known to have noncity-style addresses but not requiring special

enumeration procedures were designated as U/L areas.


Those areas originally delineated as U/L areas for Census 2000 were designated as Type of

Enumeration Area (TEA) 2 for Census 2000. Some areas that were originally Mailout/Mailback

were later believed to have noncity-style addresses, and so were converted to U/L. These areas

were designated as TEA 9. The different designation was made in order to be able to evaluate

these areas separately for distinguishing characteristics or differences. In Puerto Rico, U/L was

the only enumeration methodology, and TEA 2 was the only designation.


Housing units in the U/L areas were listed in a pre-census operation called Address Listing. This

operation consisted of a complete canvass and listing of residential addresses in the U/L areas. 
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Map updates were an additional component of the operation. Housing units were denoted on the 
maps with location markers known as map spots. Map spot numbers for each housing unit 
structure were assigned on the address register and written on the maps. Additionally, maps were 
updated to include new features and changes in features and feature names. Housing unit records 
from this operation were considered to be invalid for any operation subsequent to Address 
Listing or for the Census without an address and a map spot number. 

There was a cooperative effort with participating governmental units (GUs) to check the address 
list before the Census. This cooperative program was called Local Update of Census Addresses 
(LUCA). In the U/L areas, the Census Bureau sent to the GUs housing unit counts for each block 
in the area covered by the GUs. These block-level housing units counts were determined from 
Address Listing. The GU could challenge the count for any block, and Census Bureau staff were 
sent to do a dependent listing of challenged blocks. During this operation, known as LUCA 1999 
Relisting, staff could make minor address corrections, delete addresses, and designate units as 
nonresidential, in addition to adding addresses. 

The Master Address File (MAF) is the address list maintained by the Census Bureau. In the 
different TEAs, it is fed by different address list-building operations. In the U/L areas, the 
address list-building operations, in chronological order, were Address Listing, LUCA 1999 
Relisting, Update/Leave, Nonresponse Followup (NRFU), and Coverage Improvement Followup 
(CIFU). The initial address list for Census 2000 was created after Address Listing and LUCA 
1999 Relisting. This address list was the Decennial Master Address File (DMAF), which is the 
list of all addresses that were at some point considered to be valid for the Census. It was used for 
control of Census operations. The initial DMAF was created in July 1999 for the purposes of the 
printing of questionnaires with address labels; the status of any unit depended upon the action 
codes assigned in the list-building operations. Updates to the MAF occurred after every 
operation, and updates to the DMAF were made to support the printing of address lists in 
subsequent Census operations. Addresses designated as good addresses for the Census during 
the creation of the initial DMAF were included in the printing of questionnaires with address 
labels. In the U/L areas, these addresses appeared on the listing pages for the U/L operation and 
were designated to receive the preprinted questionnaires. 

Units that were deleted in LUCA 1999 Relisting were not deliverable to the DMAF1. Other 
address updates and additions from LUCA 1999 Relisting were reflected in the U/L address list 
and on the labeled questionnaires. There were some LUCA 1999 Relisting updates that occurred 
after the creation of the initial DMAF and were incorporated into later updates. 

There was an appeals process for the LUCA 1999 Relisting operation. Detailed feedback/final 

1 
One guiding rule for the creation and maintenance of the DMAF was that addresses with some evidence of 

their existence had to be deleted by two subsequent operations in order to be kept off the Census 2000 address list or 

be excluded from later operations. LUCA 1999 Relisting actions of delete are the exception to this rule of two 

deletes for nondeliverability to the DMAF. 
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determination materials from the LUCA 1999 Relisting operation were sent to the participating

governmental units, which could appeal the status of particular records in blocks that had been

challenged. The Census Address List Appeals Office made an independent determination of the

status of appealed records; the results of the appeals were incorporated into the DMAF after the

initial delivery on a flow basis.


The U/L operation consisted of a dependent listing of the addresses in conjunction with the

delivery of a questionnaire to every housing unit. Questionnaire delivery began on 

March 3, 2000, with the intent that all questionnaires were to be delivered by Census Day, 

April 1, 2000. In actuality some questionnaires were delivered earlier than March 3 during

training exercises. In addition the operation was not complete in some areas until April 6, 2000. 


During the U/L operation, field staff could make corrections, deletions and additions on the

address lists and maps. The enumerators could also designate units as nonresidential, or

commercial. Nonresidential actions are categorized as deletes in this evaluation. Corrections

could be made to some of the address data as well as to personal data such as respondent name or

telephone number. If an enumerator believed a house number to be in error, a delete and an add

were required. Housing units added to the address list required a hand-labeled questionnaire

rather than a questionnaire with a preprinted label. The address registers and maps were sent to

the National Processing Center for keying and map scanning, respectively. After the keying, if a

delete in one block matched an add in another block within the same zip code, according to an

address-matching program, the action taken on the unit was considered to be a move. 


There was no time for processing and printing the map updates between the U/L operation and

NRFU, so U/L maps were copied three times in the Local Census Offices (LCOs) and stored

before the U/L operation. Maps with changes from U/L were copied, and the stored copies were

then replaced with the copied maps. Maps and address registers from the U/L operation were

sent to the National Processing Center for digitization and keying. The keying of the address

registers occurred between March 8 and May 15, and map digitization took place from April 17

to September 15. Sometimes the results from the map updates and the address list updates

needed to be reconciled at the end.
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2. METHODOLOGY 

The March 2001 MAF extracts were used to answer questions about the address list for this 
evaluation. These files indicate the final Census status of all units ever delivered to the DMAF. 
There are universe and operation flags on these files that are used for tabulations of the 
characteristics of interest, with limitations brought on by inconsistencies in the determination of 
flag values. The characteristics are discussed below. 

The universe of units in the U/L operation workload is the set of units that appeared on the U/L 
address listing pages (and had labeled questionnaires) and the units that were added in U/L. Not 
all U/L adds were ultimately in the Census. Some added units did not have the appropriate data 
to be included on the Census 2000 address list, while others were deleted in later operations. 
Also, a certain percent of units included on the U/L address listing pages were deleted or 
corrected in later operations. This analysis will use the total number of U/L operation adds, since 
this gives an indication of how much work was required to add units during the operation. We 
give separate tallies indicating how many of the adds were deliverable to the DMAF and how 
many were ultimately in the Census. We do not classify those units that appeared on the address 
list for U/L by their Census status because the units did not originate in U/L, and U/L was only 
one operation used for the determination of their final status. 

There are some errors in the identification of DMAF-deliverable units. The impact on this 
evaluation is that there are 465 anomalous U/L adds that are flagged as in the Census but were 
not deliverable to the DMAF. Logically, all units that are in the Census should be 
DMAF-deliverable. Due to some of these flag inconsistencies, erroneous conclusions result from 
using the intersections of conditions on variables to define certain universes. This is also a 
limitation of the results. 

For addresses on the operation list, we restrict our analysis to those addresses that were 
deliverable to the DMAF. Identification of the file of the universe of units in U/L was 
problematic because of missing verify codes for the Update/Leave action code field. Action 
codes of verify and blank have to be considered the same for the purposes of this evaluation, but 
blank action codes have to be identified somehow as units belonging to the U/L operation. There 
is a flag on the MAF that indicates units that were on the initial address list for U/L questionnaire 
delivery (ICALUNIV=2). When the universe identified by this flag was compared to the 
universe created from units that had a nonblank U/L action code, there were more corrections, 
deletes, moves, and nonresidential units on the file from nonblank U/L actions. Thus, it was 
necessary to create the universe of addresses in the U/L operation by picking those units in the 
U/L TEAs, 2 or 9, that met either of the following two conditions - the ICALUNIV flag was set 
to 2 or the U/L action code was nonblank. By defining this universe using a nonblank action 
code, U/L adds are part of the list of addresses in the evaluation file, and all units on which action 
was taken in U/L are included in the analysis. 
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Data on operation costs come from the draft Assessment Report of Update/Leave and Urban 
Update/Leave by Medina and Butler. 

Definitions of the characteristics that will be profiled in this evaluation: 

1. 	 This evaluation looks at addresses by type of address information. We classify addresses 
into five categories based on the highest criteria met. The categories are: complete 
city-style, complete rural route, complete P.O. box, incomplete address and no address 
information. 

•	 The city-style category includes all units that had complete city-style addresses, 
which consists of a house number and street name. 

•	 The Rural Route category includes units that did not have a complete city-style 
address but did have a complete rural route address, such as Rural Route 2, Box 3. 

•	 The P.O. Box category includes units that did not have either a complete city-style 
or a complete rural route address but did have a complete P.O. Box address, such 
as P.O. Box 5. 

•	 The incomplete category includes units that had some address information but did 
not have a complete address of any type. 

•	 The no address information category includes units that are missing house 
number, street name, Rural Route, and P.O. Box information. 

Addresses are further delineated by whether or not the address had a physical/location 
description provided during a census field operation. For additional information on how 
this variable was defined, see U.S. Census Bureau, 2001a. 

2. 	 Another variable of interest is the size of basic street address, or number of units at one 
address. This evaluation looks at the distribution of the size of basic street address for the 
U/L universe and within the different operation action codes using the variable 
NUMUNITS from the MAF extract. This variable calculates the number of addresses at 
the same basic street address that were DMAF-deliverable. 

3. 	 Evaluations of the MAF-building operations required identification of the source of every 
address on the MAF. An Original Source variable, which did not exist on the MAF, was 
defined and created jointly by the Planning, Research, and Evaluation Division (PRED) 
and the Decennial Statistical Studies Division (DSSD). This variable identifies the first 
operation or file to add the address to the MAF, with the following three qualifications: 
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1.	 If one operation added an address, but a later operation also identified the address 
in a different TEA, the first operation does not receive credit for adding this 
address. 

2.	 An address may not have sufficient operation information to indicate how the 
address was added to the MAF. 

3.	 In cases where one MAF-building operation overlapped with at least one other 
MAF-building operation and the address was added independently in each 
operation, we give credit to each operation. An example of this is the Original 
Source category “LUCA 1998 and Block Canvassing”. 

Therefore, the Original Source variable identifies the first operation or operations to add 
the address to the TEA in which it exists for the census, provided there is sufficient 
information to identify a TEA and an operation. For additional information on how this 
variable was defined, see U.S. Census Bureau, 2001b. 

4. 	 In this evaluation we look for geographic clustering. Geography has been tallied using 
the following variables: 

The EST (evaluation state), ECO (evaluation county), CBLKN (collection block) and 
CBLKNS (collection block suffix) 

These variables are subject to the following qualifications and limitations: 

The EST and ECO variables do not exist on the MAF extracts produced by the 
Geography Division (GEO). They have been created for evaluations, using the current 
state and original state variable values on the MAF. They are defined to be the current 
state and current county when those fields have a value and are otherwise the original 
state and original county variables values. These variable values represent the values of 
tabulation state and tabulation county, which do not otherwise appear on the MAF. 

The CBLKN and CBLKNS variables are the fields that contain the data about the block 
numbers that were in use during the U/L operation. There are also tabulation block 
numbers on the MAF, but there were some changes to the MAF after the U/L operation 
that have an impact on numbers of units in a block. The Census Block variable also 
could not be used because it is no longer filled after tabulation block values are assigned. 
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3. LIMITATIONS 

There are several limitations to this evaluation, related to use of the MAF extracts for the analysis 
and to errors that occurred in the processing of Census 2000 address lists. 

3.1 Comparison of results to previous censuses 

The type of enumeration areas, enumeration methodologies, and analysis variables for

Census 2000 may differ from previous censuses. Caution should be taken when comparing

results across censuses. An example of an analysis variable that has changed from 1990 is the

number of units at the basic street address. In Census 2000, we defined the number of units at

the basic street address based on an address-level algorithm. In 1990, we defined the number of

units at the structure based on the respondent's answer to a census question on this topic.


3.2 Questionnaire Delivery action code of verify 

Every existing unit on the U/L address list was supposed to receive a check mark in U/L to verify 
its existence. These codes were entered in field operations with the expectation that they would 
be keyed. Unfortunately the verify action codes were not keyed and subsequently were not 
processed as U/L verifies when the operation action codes were passed back to the MAF. 
Inexplicably there are 103 U/L verifies in the MAF. Since they do not represent the operation, 
they can only be tallied, not used for any evaluation. This has implications for the definition of 
the universe for this analysis, as discussed in the Methodology section. 

Thus, it was necessary to create the universe of addresses in the U/L operation by picking those 
units in the U/L TEAs, 2 or 9, that met either of the following two conditions - the Initial Census 
Address List flag indicated that the unit was on the initial list (ICENADLF = 2) OR the U/L 
action code was nonblank, indicating some action was taken during the operation. The problems 
with the MAF flags are also a limitation of this evaluation. This definition of the universe does 
not take DMAF-deliverability into account. Although it is logically inconsistent that units listed 
as being a part of the initial U/L universe or that have an action code from the operation would 
not be DMAF-deliverable, there are seven records in the stateside U/L universe file that are not 
DMAF-deliverable. This is a further limitation of these results. 

3.3 Processing problems with Address Listing files from Puerto Rico 

Almost all units in Puerto Rico are designated as single units because of a file transfer problem 
that occurred during the processing of the Address Listing files from Puerto Rico. The Decennial 
Systems and Contracts Management Office (DSCMO) had problems processing the keyed listing 
pages from the Address Listing operation in Puerto Rico. The keyed files had a 60 character 
address field that could contain a city-style address or a location description. The stateside files 
also had a flag, “A/D”, set by the lister that indicated which it was. In the stateside operation, 
field representatives set the flag to “A” for a city-style address or “D” for a location description. 
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In Puerto Rico, the flag was "D/L", and field representatives set the flag to "D" for city-style 
address and "L" for location description. When the DSCMO processed the files for Puerto Rico, 
they initially assumed that the "D" in the flag identified a "location description", as it did in the 
stateside files, but the "D" actually stood for address (the word for address in Spanish starts with 
a "D"). The DSCMO fixed this by re-processing the files. 

However, there were still major processing problems since listers could have set the flag 
incorrectly anyway and there were unexpected address configurations such as urbanization2 

appearing in the address field. As a result, the DSCMO and the GEO could not use the stateside 
standardizer on the address information in order to get the correct information in the appropriate 
city-style address and location description fields on the MAF. 

The GEO and the DSCMO decided to load the entire address field (city-style and location 
description information) in the location description field on the MAF. This processing decision 
continued for all address updating operations that the Census Bureau conducted in Puerto Rico 
after Address Listing. Due to this problem, there are no address records for Puerto Rico with 
city-style address information in the appropriate city-style address fields on the MAF extracts 
used for this evaluation. The effects on the Puerto Rico files are: 

1.	 The U/L operation did not result in any block moves, since address matching could not 
occur. 

2.	 Almost all units are single units because matching of city-style addresses is used to 
identify multi-unit structures. Therefore we do not have an accurate indication of the 
number of multi-unit housing units in Puerto Rico. 

3.4 Overstatement of the Size of Basic Street Address 

The MAF variable NUMUNITS, which gives the size of the basic street address for every unit on 
the MAF, was assigned at the time the unit was deliverable to the DMAF. It is possible that 
some units identified as part of the same structure by this means were duplicates and were 
deleted during subsequent census operations. The NUMUNITS variable is not recalculated to 
account for deleted units. 

On the other hand, the variable may be understated, as it is determined by matching on street 
address and is limited by our ability to match such addresses. 

2
 Urbanization denotes an area, sector, or development within a geographic area. In addition to being a 

descriptive word, it precedes the name of the area. This descriptor, commonly used in Puerto Rican urban areas, is an 

important part of the addressing format of Puerto Rico, as it describes the  location of a given street. 
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3.5 Inconsistency in some of the Deliverability Flags on the MAF 

All U/L units that are in the Census should also be deliverable to the DMAF and in the U/L 
operation. However it was found that 465 U/L adds that were in the Census were not deliverable 
to the DMAF, according to the flags on the MAF. This is due to an error in the 
DMAF-deliverability flag. It is necessary at times to use the deliverability flag to define the 
universe of units for this evaluation. Therefore any error in that flag results in erroneous units in 
the universe. 

3.6 Inclusion of units with surviving MAFIDs in the analysis 

It is desired for this evaluation to have a tally of all the units that were included as part of the 
operation, but the assignment of the flags precludes this from being done correctly. Surviving 
MAFIDs were assigned when units were merged. When a unit was merged with another, the 
flags from both units were included on both records. Thus a tally of units with a particular action 
code will overstate the true number of those actions. However, the exclusion of merged units 
from the tallies understates the number of units receiving the action in the operation because 
some of those units are merged at a later point in time. 

The number of merged units is comparatively small - only 3,038 U/L adds, 613,802 U/L 
corrections and 7,123 U/L deletes - so for this evaluation we have chosen to include the merged 
units in the tallies. 
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4. RESULTS 

4.1 How many addresses were encompassed by the U/L operation? 

Addresses included as part of the U/L operation are tallied in Table 1. All of Puerto Rico was 
handled as a U/L area. In Puerto Rico the universe of units in the U/L operation accounts for all 
of the census housing units except units added in later operations. Stateside the story is different. 
While most of the land area is outside of mailout/mailback areas, most of the housing units are 
handled using the mailout/mailback methodology. Still, a large number of units were processed 
in U/L areas - more than 23.5 million. We also see from Table 1 that U/L operation adds were 
about 7.0 percent of the stateside workload but 7.6 percent of the Puerto Rico workload. 

Table 1: Addresses in Update/Leave areas 

Addresses on the Addresses added Percent of U/L 
Total U/L listing pages for during the U/L workload that 
workload the U/L operation operation is adds 

Total 24,996,482 23,240,521 1,755,961 7.0 

Stateside 23,525,257 21,881,083 1,644,174 7.0 

Puerto Rico 1,471,225 1,359,438 111,787 7.6 

Data source: March 2001 MAF extract 

Most of the tables that follow give tabulations of the characteristics that will be tallied for U/L 
action codes as part of this evaluation. The tables in this first section are presented as a means to 
compare results between U/L action codes. Differences in distribution of these characteristics 
between the U/L action codes could indicate problems with the address list or changes that 
occurred between the Address Listing and LUCA 1999 Relisting operations and the U/L 
questionnaire delivery. The sections that follow will have the stateside tallies of address type, 
size of BSA, TEA, and Original Source within the specific operation action codes of add, correct, 
delete or nonresidential, and geographic move. A later section has these same tallies for 
Puerto Rico. 

It is important to understand some details about the assignment of the operation action codes. 
Any units appearing on the address list in an incorrect block, or misgeocoded units, should have 
been deleted from the block assignment during the U/L operation and added to the correct block. 
Identifying the unit as a geographic move depends upon the ability to match the deleted address 
to the added address. This matching is possible only for units with city-style addresses that 
match exactly. Misgeocoded units without matchable city-style addresses or that otherwise were 
not matched will appear in the tallies of the adds and of the deletes. Therefore the adds and 
deletes represent coverage errors as well as some percentage of the geocoding errors at the time 
of the creation of the U/L address list. Corrections were assigned whenever any data field for a 
particular record was changed, including phone number and occupant name. Some places 
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underwent wholesale telephone area code changes, requiring a correction to almost every unit. It 
is not possible using the codes on the MAF to separate address corrections from respondent data 
corrections. 

In the next table we have the breakdown of the total U/L operation universe by the operation 
action codes. Table 1 had results on numbers of U/L adds and their proportion of the U/L 
workload. In Table 2, we also see that there are many corrections - about 38.5 percent of the 
stateside workload and 51.1 percent of the workload in Puerto Rico. In Puerto Rico, there was 
the problem with the address fields, which presumably resulted in the large number of 
corrections. Starting with Table 2, the delete and nonresidential action codes are grouped 
together because they were treated similarly in the operation. 

Table 2: Update/Leave Actions 

Update/Leave Action Codes 

Total Add Correction Delete* Move Verify** 

Total 24,996,482 1,755,961 9,796,970 1,351,802 24,265 12,067,484 

Stateside 23,525,257 1,644,174 9,045,814 1,228,987 24,265 11,582,017 

Puerto Rico 1,471,225 111,787 751,156 122,815 0 485,467 

Data source:  March 2001 M AF extract 

* U/L action delete denotes operation delete and nonresidential actions 
** U/L action code verify is mostly blank actions 

In Table 3 we show the percent of workload that was in each operation action. We note that the 
percent of corrections is very high. In Puerto Rico, the percentage of adds, corrections and 
deletes is even higher than for stateside operations. Corrections account for more than 50 percent 
of the Puerto Rico workload.  This inefficiency likely stems from the processing problem with 
the files from Address Listing. 

Table 3: Update/Leave Actions as a Percent of Operation 

Update/Leave Action Code Percent of Workload 

Total Add Correction Delete* Move Verify** 

Total 100.0 7.0 39.2 5.4 0.1 48.3 

Stateside 100.0 7.0 38.5 5.2 0.1 49.2 

Puerto Rico 100.0 7.6 51.1 8.4 0.0 33.0 

Data source: March 2001 MAF extract 

* U/L action delete denotes operation delete and nonresidential actions 
** U/L action code verify is mostly blank actions 
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In the following table we show the states with the highest U/L workloads. For comparison, we 
also give the total number of DMAF-deliverable addresses in those states. Determining if the 
workloads are particularly high in an area involves looking both at total numbers and at relative 
percents. There is much variation in the total workload even within the highest five states. 
Texas had twice as many units in its workload as did Pennsylvania. We see that the percent of 
the state covered by U/L in these states ranges from less than thirteen to more than 45, with the 
extremes in New York and North Carolina. Puerto Rico’s workload is comparable to the highest 
state workloads, but all of Puerto Rico was covered by U/L. 

Table 4: Number of Housing Units in Workload by State - five highest values 

U/L as 
Total U/L Total percentage of 

State Workload Workload state workload 

Texas 1,883,633 8,792,996 21.4 

North 1,743,678 3,857,390 45.2 
Carolina 

New York 1,084,600 8,529,607 12.7 

Georgia 1,028,963 3,708,750 27.7 

Pennsylvania 967,824 5,732,579 16.9 

Data source:  March 2001 M AF extract 

The sections that follow give the attribute distributions by operation action code for stateside 
units. In the next two tables we have the overall operation counts as a basis for comparison of 
counts and percents. First we list the distribution of the size of the basic street address for all 
units included as part of the stateside U/L operation. Here we note that overall a little over 
10 percent of units belong to multi-unit structures, as identified by address matching. 
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Table 5: Size of Basic Street Address for units in Update/Leave 

Number PercentSize of Structure 

Total 

Single unit 

Multi-unit 

2 - 4 units 

5 - 9 units 

10 - 19 units 

20 - 49 units 

50+ units 

23,525,257 100.0 

21,021,465 89.4 

2,503,792 10.6 

1,299,840 5.5 

260,909 1.1 

230,303 1.0 

337,109 1.4 

375,631 1.6 

Data source:  March 2001 M AF extract 

Table 6 gives the distribution of addresses by TEA for stateside U/L areas. The TEA 2 accounts 
for the vast majority of U/L addresses, about 98 percent. 

Table 6: Update/Leave addresses by TEA 

TEA Number Percent 

Total 23,525,257 100.0 

2 23,034,580 97.9 

9 490,677 2.1 

Data source:  March 2001 M AF extract 

One further tabulation we make in this evaluation is of the operation responsible for adding the 
units to the MAF. We will show these tallies only by operation action, not for the U/L universe. 
The operation action of “add” acts as an explanatory variable for the Original Source, thus 
confounding the results for the universe of cases. 

4.2 What is the profile of the address records added during this operation? 

To examine the quality of units added in U/L, we tally these units according to 
DMAF-deliverability and final Census 2000 status. Certain criteria had to be met for operation 
adds to be included on the Census 2000 address list. More stringent criteria were incorporated at 
the time of NRFU and CIFU to determine units for inclusion in the census, depending on the 
status of units included in these followup operations. We see that most units added in U/L are 
deliverable to the DMAF - 99.6 percent in stateside files and 100 percent of the Puerto Rico 
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adds. A lower percent of the adds are in the Census - down to 85.2 percent stateside and 
83.7 percent in Puerto Rico. We will not be showing the DMAF-deliverable and In Census 

tallies for the other U/L action codes because other operations are responsible for bringing these 
units onto the address list. 

Table 7: Quality of Update/Leave operation adds 

Deliverable to the DMAF In Census 
On the MAF 

Number Percent Number Percent 

Total Adds 1,755,961 1,748,617 99.6 1,494,766 85.1


Stateside 1,644,174 1,636,830 99.6 1,401,169 85.2


Puerto Rico 111,787 111,787 100.0 93,607 83.7

Data source:  March 2001 M AF extract


While logically there should not be any U/L adds in the Census but not deliverable to the DMAF,

there are 465 of these in stateside files as of the March 2001 extract. 


Below, we profile all the U/L added addresses in stateside files according to Address Type, 

Size of Basic Street Address, TEA, and the Original Source of the address. First, in Table 8, we

give the distribution of address type for U/L adds. All address types other than city-style are

supposed to be accompanied by a physical location description.  While close to 65 percent of the

adds are city-style addresses, still almost 25 percent of the addresses are location description or

no address information at all. Most of the units without city-style addresses also have a location

description. State numbers are shown in Appendix A.
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Table 8: Update/Leave adds by Address Type


Type of Address Number Percent


Total 1,644,174 100.0 

with location description 520,913 31.7 

without location description 1,123,261 68.3 

Complete City-Style Address 1,066,050 64.8 

with location description 7,492 0.5 

without location description 1,058,558 64.4 

Complete Rural Route Address 71,677 4.4 

with location description 65,681 4.0 

without location description 5,996 0.4 

Complete Post Office Box Address 41,498 2.5 

with location description 

without location description 

Incomplete Address 

with location description 

without location description 

No Address Information 

with location description 

without location description 

37,408 2.3 

4,090 0.2 

56,379 3.4 

11,016 0.7 

45,363 2.8 

408,570 24.8 

399,316 24.3 

9,254 0.6 

Data source:  March 2001 M AF extract 

Table 9 shows the distribution of size of basic street address for the units that were added in U/L. 
Here we have a higher percent of multi-units than in the U/L universe. For adds, 14.6 percent are 
multi-units, whereas only 10.6 percent of the units in U/L are multis. 
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Table 9: Update/Leave adds by Size of Basic Street Address 

Size of Structure 

Total 

Single unit 

Multi-unit 

2 - 4 units 

5 - 9 units 

10 - 19 units 

20 - 49 units 

50+ units 

Housing Units 

Number Percent 

1,644,174 100.0 

1,404,170 85.4 

240,004 14.6 

132,741 8.1 

22,881 1.4 

20,517 1.3 

23,747 1.4 

40,118 2.4 

Data source:  March 2001 M AF extract 

In Table 10, we break down the U/L adds by TEA. As in the U/L universe tallied in Table 6, 
almost all units are in TEA 2. The percents are comparable with the U/L universe tallies. 

Table 10: Update/Leave adds by TEA 

Housing Units 
TEA 

Number Percent 

Total 1,644,174 100.0 

2 1,603,792 97.5 

9 40,392 2.5 

Data source:  March 2001 M AF extract 

In Table 11, we show the distribution of Original Source for units added during U/L. Most units 
added during U/L should have an Original Source of U/L, but because of geographic or 
processing problems, not all of them do. There are over 53,000 units that show up as Address 
Listing units, as well as small numbers in other contributing operations. The most likely 
explanation for the Address Listing units is that the two operations added the units in different 
blocks, then the units were matched on address after U/L and found to be the same. There are 
1274 units that have LUCA Relisting or LUCA Appeals and U/L as original sources; these 
represent units that would have been found in U/L without the LUCA process. Evaluation of 
these operations together would yield more complete results about their interactions. The final 
topic report on Address List Development in Census 2000 will examine operation interactions. 
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Table 11: Update/Leave adds by Original Source 

Housing Units 
Original Source 

Number Percent 

Total 1,644,174 100.0 

Address Listing 53,288 3.2 

LUCA 99 Relisting 973 <0.1 

Update/Leave 1,589,043 96.6 

Special Place/Group 13 <0.1 
Quarters 

LUCA 99 Appeals and 301 <0.1 
Update/Leave 

LUCA 1998 6 <0.1 

Unknown - TEA 2 1 <0.1 

Unknown - TEA 9 1 <0.1 

Data source:  March 2001 M AF extract 

Now we look for geographic clustering of the adds. In Table 12 we show the highest numbers of 
adds per state and the percent of housing units in the state workload that these adds represent. 
While Texas has the highest number of adds, North Carolina has almost as many adds, and these 
adds make up a much larger percentage of the U/L workload. 

Table 12: Number of Update/Leave adds per state - five highest values 

Total Total 
State Adds workload 

Texas 164,128  8,792,996 

North Carolina 125,594  3,857,390 

Georgia 76,526  3,708,750 

New York 62,865  8,529,607 

Virginia 60,783  3,071,978 

U/L adds as 
percent of 
workload 

1.9 

3.3 

2.1 

0.7 

2.0 

Data source:  March 2001 M AF extract 
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4.3 What is the profile of the address records corrected during this operation? 

First we profile the address type of units that received corrections in U/L. Almost 77 percent of 
the address records receiving corrections were city-style addresses. State level data are in 
Appendix B. 

Table 13: Update/Leave corrections by Address Type


Type of Address Number Percent


Total 9,045,814 100.0 

with location description 4,086,291 

without location description 4,959,523 

Complete City-Style Address 6,957,362 

with location description 2,053,447 

without location description 4,903,915 

Complete Rural Route Address 835,886 

with location description 825,579 

without location description 10,307 

Complete Post Office Box Address 329,058 

45.2 

54.8 

76.9 

22.7 

54.2 

9.2 

9.1 

0.1 

3.6 

3.5 

0.1 

1.2 

0.9 

0.4 

9.0 

9.0 

<0.1 

with location description 

without location description 

Incomplete Address 

with location description 

without location description 

No Address Information 

with location description 

without location description 

318,529 

10,529 

113,048 

78,480 

34,568 

810,460 

810,256 

204 

Data source:  March 2001 M AF extract 
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In Table 14 we give the distribution of size of basic street address for U/L corrections. About 
10 percent of the corrected units were in multi-unit structures. 

Table 14: Update/Leave corrections by Size of Basic Street Address 

Size of Structure 

Total 

Single unit 

Multi-unit 

2 - 4 units 

5 - 9 units 

10 - 19 units 

20 - 49 units 

50+ units 

Housing Units


Number Percent


9,045,814 100.0 

8,142,274 90.0 

903,540 10.0 

438,232 4.8 

94,893 1.0 

87,814 1.0 

137,808 1.5 

144,793 1.6 

Data source:  March 2001 M AF extract 

In Table 15 we show the TEA distribution for U/L corrections. Again the great majority are in 
TEA 2 areas. 

Table 15: Update/Leave corrections by TEA 

Housing Units 
TEA 

Number Percent 

Total 9,045,814 100.0 

2 8,859,785 97.9 

9 186,029 2.1 

Data source:  March 2001 M AF extract 

In Table 16, we show the Original Source for U/L corrections. These values will vary 
dramatically from the Original Source of U/L adds because we expect questionnaire delivery to 
be the source of addresses that are added in U/L, while other operations have to bring in the 
addresses that receive corrections in U/L. Here Address Listing added the largest number, but 
LUCA 99 Relisting also contributed a sizable number of the units that were corrected in U/L. It 
is not shown here if the number of U/L corrections attributable to LUCA 99 Relisting is 
disproportionate to the number of addresses contributed by the LUCA 99 Relisting operation. 
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Table 16: Update/Leave corrections by Original Source 

Original Source 

Total 

1990 ACF 

Dress Rehearsal 

Address Listing 

LUCA 99 Relisting 

LUCA 98 

LUCA 98 and Delivery 
Sequence File (DSF) 2 

Block Canvassing 

Housing Units


Number Percent


9,045,814 100.0 

1 <0.1 

1,924 <0.1 

8,918,095 98.6 

125,791 1.4 

1 <0.1 

1 <0.1 

1 <0.1 

Data source:  March 2001 M AF extract 

4.4 What is the profile of the address records deleted during this operation? 

As shown in Table 2, there were 1,228,987 deletes in stateside U/L operations. We profile the 
deletes by address type in Table 17. We see a smaller percentage of city-style addresses among 
deletes, as compared to adds and corrections. State level data are in Appendix C. 
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Table 17: Update/Leave deletes by Address Type


Type of Address Number Percent 


Total 1,228,987 100.0 

with location description 

without location description 

Complete City-Style Address 

with location description 

without location description 

Complete Rural Route Address 

with location description 

without location description 

608,518 

620,469 

697,273 

97,492 

599,781 

66,688 

64,582 

2,106 

Complete Post Office Box Address 31,383 

49.5 

50.5 

56.7 

8.0 

48.9 

5.4 

5.3 

0.2 

2.6 

2.4 

0.2 

1.7 

0.3 

1.3 

33.6 

33.6 

<0.1 

with location description 

without location description 

Incomplete Address 

with location description 

without location description 

No Address Information 

with location description 

without location description 

29,232 

2,151 

20,652 

4,246 

16,406 

412,991 

412,966 

25 

Data source:  March 2001 M AF extract 
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In Table 18 we examine the distribution of single and multi-units for U/L deletes. We see that a 
larger percent of the deletes are within multi-unit structures, compared to the adds and 
corrections. 

Table 18: Update/Leave deletes by Size of Basic Street Address 

Size of Structure 

Total 

Single unit 

Multi-unit 

2 - 4 units 

5 - 9 units 

10 - 19 units 

20 - 49 units 

50+ units 

Housing Units 

Number Percent 

1,228,987 100.0 

1,008,838 82.1 

220,149 17.9 

160,610 13.1 

15,909 1.3 

11,558 0.9 

15,228 1.2 

16,844 1.4 

Data source:  March 2001 M AF extract 

In Table 19 we give the distribution of U/L deletes by TEA. Again, most units are in TEA 2. 

Table 19: Update/Leave deletes by TEA 

Housing Units 
TEA 

Number Percent 

Total 1,228,987 100.0 

2 1,201,977 97.8 

9 27,010 2.2 

Data source:  March 2001 M AF extract 

What is the distribution of Original Source for U/L deletes? This is a very interesting issue for 
U/L deletes, because it gets at the issue of which operations result in incorrect housing units on 
the address list. Address Listing and LUCA 99 Relisting account for almost all of the units, and 
other operations contributed only nominal numbers of units that received delete actions in U/L. 
However, it is simplistic to look at these data strictly in terms of percentages, since Address 
Listing was the first operation, and subsequent operations dealt with only a fraction of the U/L 
universe. 
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The distribution of Original Source for U/L deletes is shown in Table 20. We see that many 
operations resulted in units that were deleted in U/L. Sometimes the Original Source of a unit 
does not make logical sense from the perspective of order of operations or TEA. Usually these 
occurrences represent situations in which the action code flags on a unit do not fit within an 
expected pattern. We would expect to find higher numbers of such situations within deleted 
units because a delete action from an operation indicates a problem with that unit. 

Table 20: Update/Leave deletes by Original Source 

Original Source 

Total


1990 ACF


Address Listing


LUCA 99 Relisting


Dress Rehearsal


NRFU


LUCA 1998


Unknown - TEA 2


Block Canvassing


DSF 1


Housing Units 

Number Percent 

1,228,987 100.0 

10 <0.1 

1,182,157 96.2 

45,758 3.7 

908 <0.1 

2 <0.1 

9 <0.1 

2 <0.1 

123 <0.1 

18 <0.1 

Data source:  March 2001 M AF extract 
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4.5 What is the profile of the address records that underwent a geographic move in U/L 
processing? 

Table 21 shows the distribution of address type for stateside U/L moves. It is surprising that there 
are any geographic moves that are not city-style addresses. This address matching should have 
been limited to complete city-style addresses. State level data are in Appendix D. 

Table 21: Update/Leave geographic moves by Address Type 

Type of Address Number Percent 

Total 24,265 100.0 

with location description 

without location description 

Complete City-Style Address 

with location description 

without location description 

Complete Rural Route Address 

with location description 

without location description 

Complete Post Office Box Address 

with location description 

without location description 

Incomplete Address 

with location description 

without location description 

No Address Information 

with location description 

without location description 

2,177 9.0 

22,088 91.0 

24,139 99.5 

2,176 9.0 

21,963 90.5 

1 <0.1 

0 0.0 

1 <0.1 

3 <0.1 

0 0.0 

3 <0.1 

122 0.5 

1 <0.1 

121 0.5 

0 0.0 

0 0.0 

0 0.0 

Data source:  March 2001 M AF extract 

In the following three tables we show the distributions of size of basic street address, TEA and 
Original Source for U/L moves. There are no surprising results here. We compare the 
distributions of size of basic street address for all the action codes in the conclusion section. 
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Table 22: Update/Leave geographic moves by Size of Basic Street Address 

Number Percent 

Size of Structure Housing Units 

Total 

Single unit 

Multi-unit 

2 - 4 units 

5 - 9 units 

10 - 19 units 

20 - 49 units 

50+ units 

24,265 100.0 

20,607 84.9 

3,658 15.1 

1,672 6.9 

325 1.3 

270 1.1 

615 2.5 

776 3.2 

Data source:  March 2001 M AF extract 

In Table 23 we see that there are no significant changes in TEA distribution for geographic 
moves. The distribution is about the same for adds, corrections, deletes, and moves. TEA did 
not differentially affect the actions taken in this operation. 

Table 23: Update/Leave geographic moves by TEA 

Housing Units 

TEA Number Percent 

Total 24,265 100.0 

2 23,626 97.4 

9 639 2.6 

Data source:  March 2001 M AF extract 

In Table 24 we examine the Original Source distribution of the geographic moves. There are no 
unexpected operations contributing to moves, but we do see that both predecessor operations 
contributed geocoding errors. 
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Table 24: Update/Leave geographic moves by Original Source 

Housing Units 

Original Source Number Percent 

Total 24,265 100.0 

Address Listing 24,252 99.9 

LUCA 99 Relisting 13 <0.1 

Data source: March 2001 MAF extract 

4.6 How many blocks in the U/L universe had city-style address only? 

The U/L areas were delineated based on address information from the 1990 census and assigned 
a TEA of 2. Additional blocks were later added to the U/L operation as blocks with address 
problems were identified. A separate TEA of 9 was designated for the newly assigned U/L areas. 
TEAs 2 and 9 were treated the same for the operation, but the separate TEAs allow us to detail 
differences between the areas. A profile of addresses in U/L blocks yields information about 
how well the U/L areas were delineated and the differences between the TEAs. Such information 
is necessary to determine address list-building operations and enumeration methodologies for 
these areas in advance of the next Census. One criterion for creating TEA 9 blocks was evidence 
that a large percent of housing units in a block were not city-style. Therefore it is necessary to 
examine both the TEA 2 and TEA 9 blocks, separately and together, to see what the distribution 
of city-style addresses is. 

The following table gives the distribution of percent of addresses in a block that were city-style. 
TEAs 2 and 9 are then examined separately. Overall we see that 843,543 blocks, or over 
40 percent of the blocks were completely city-style, indicating a possible problem with TEA 
delineation. While the distributions within TEAs 2 and 9 are similar, TEA 9 has fewer blocks 
that are less than 50 percent city-style and more blocks that are 100 percent city-style, as 
compared to TEA 2. Yet there are over 1,000,000 blocks that are not 100 percent city-style, and 
most of those blocks are less than 50 percent city-style. This shows that there are still many 
blocks in which hand-delivery of questionnaires was required. 
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Table 25: Percent of city-style addresses in Update/Leave blocks that have addresses 
  by TEA 

Total Percent of TEA 
Percent Addresses Number of Blocks Number Percent of Number Percent 
in Block that are Blocks with with of Blocks Blocks in of Blocks of Blocks 

City-Style addresses addresses in TEA 2 TEA 2 in TEA 9 in TEA 9 
Total 1,992,418 100.0 1,954,305 100.0 38,113 100.0 
percent < 50 628,696 31.6 623,245 31.9 5,451 14.3 
50 � percent < 75 180,178 9.0 175,991 9.0 4,187 11.0 
75 � percent < 90 207,663 10.4 202,137 10.3 5,526 14.5 
90 � percent < 95 85,228 4.3 82,747 4.2 2,481 6.5 
95 � percent < 100 47,110 2.4 45,926 2.4 1,184 3.1 
100 percent 843,543 42.3 824,259 42.2 19,284 50.6 
Data source:  March 2001 M AF extract 

4.7 What percent of the Update/Leave universe consists of blocks with all addresses on the 
Delivery Sequence File? 

The presence of city-style addresses is an insufficient indicator of where the mailout/mailback 
methodology could be used because not all city-style addresses are mailable. In order to get 
accurate indications of where city-style addresses were mailable, it is necessary to calculate the 
existence of addresses on the Delivery Sequence File (DSF). A high prevalence of addresses on 
the DSF is a key indicator of areas in which presumably the mailout/mailback enumeration 
methodology would have sufficed. 

This analysis was performed using all the units in the U/L universe without regard to their final 
Census status. Therefore the calculations of DSF coverage of these areas are probably 
underestimates of DSF coverage of the existent addresses in these areas. 

Our analysis here is not exhaustive. There were several DSFs from which addresses were taken, 
and the tallies here indicate only the presence of addresses on some or one of the first four DSFs. 
What the results in Table 26 indicate is a reasonably high number of blocks that could have been 
handled in Mailout/Mailback. However it is mostly the blocks with fewer addresses that are 
100 percent on some DSF. 

The tallies indicate the DSF coverage within blocks but not the geographic relationships between 
the blocks. For the purposes of efficient operations, the delineation should avoid creating single 
blocks or small areas using different enumeration methodologies. This analysis is intended only 
as an indicator of the feasibility of converting some areas to the mailout/mailback methodology. 
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Table 26: Blocks with 100 percent of addresses on some DSF 
by number of addresses in a block 

TEA 2 TEA 2 TEA 2 - TEA 9 TEA 9 TEA 9 -
Number blocks Total Percent of blocks Total Percent of 
of that are blocks blocks that that are blocks blocks that 
addresses 100% with are 100% 100% with are 100% 
in block DSF addresses DSF DSF addresses DSF 

Total 295,795 1,954,305 15.1 5,830 38,113 15.3 

105,021 335,883 31.3 2,218 5,469 40.6 

2-9 156,711 1,001,180 15.7 3,170 18,717 16.9 

10-19 24,630 331,376 7.4 356 7,447 4.8 

20-59 8,849 234,134 3.8 83 5,420 1.5 

60-99 424 33,735 1.3 1 723 0.1 

100+ 160 17,997 0.9 2 337 0.6 

Data source:  March 2001 M AF extract 

On the map in Figure 1 (page 28) we show county levels of DSF addresses within the entire U/L 
universe for the lower 48 states. The map gives a starting point for determining U/L areas that 
could potentially be converted to mailout/mailback areas. Darker shading corresponds to heavier 
DSF coverage.  Counties that are completely shaded did not have any U/L. This is either because 
the counties were mailout/mailback or because the areas required some special enumeration 
procedures, or even some combination of these possibilities. No entire U/L county had a higher 
rate of coverage on DSFs than 95 percent. Delineation of TEAs is done at the block level and 
depends on address type and geographic proximity of enumeration areas. Because of the variety 
of situations within every county, we could expect that no county with U/L has 100 percent 
coverage on the DSF. 

By looking at the map we see a number of areas near metropolitan regions that have high levels 
of DSF coverage. These are prime candidates for conversions of blocks to mailout/mailback. In 
particular, the Atlanta metropolitan area, which is completely shaded because it is 
mailout/mailback, is surrounded by areas with high DSF coverage. The dark shading extends 
across into Alabama, up into Tennessee, and as far as Kentucky. Florida also has patches of 
these areas, while the circle around Minneapolis appears with high DSF coverage. 

Other candidate areas for conversion are within entire states or large geographic areas that have 
high DSF coverage. For example, Iowa, Wisconsin, Michigan, Ohio, North Carolina and 
Virginia have large areas of high county-level DSF coverage. The map suggests that these states 
should be examined for large clusters of blocks or tracts that have 100 percent DSF coverage. 
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Figure 1: County Distribution of U/L addresses on some DSF 
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However, some of the areas that are dark on the map are actually List/Enumerate areas. The dark 
areas in Texas, Nevada, and Montana are remote rather than urban. These are not generally areas 
for consideration of conversion to the mailout/mailback methodology. 

We have used this map to look for patterns of DSF coverage in anticipation of finding areas to 
convert to the mailout/mailback methodology. Hawaii, Alaska and Puerto Rico are not shown in 
this map because a map of these selected areas will not show these patterns. Additionally, in 
these areas the map could misrepresent the situation. In Hawaii the counties are more or less the 
islands; each one has a slightly different rate of coverage on the DSF. A county-level map of 
DSF coverage of U/L units in Alaska ignores the List/Enumerate activities and misrepresents the 
counties.  In Puerto Rico, the addresses on our files are not matchable city-style addresses.  We 
have elected to omit these maps rather than present misleading graphics. 

4.8 How distributed are operation adds, corrections, and deletes? 

We would like to examine the distribution of the number of added units per block, the number of 
units with corrections per block, and the number of deletes per block. In Table 27 we show that 
over 95 percent of blocks with adds had small numbers of adds (1-9), although there were 
438 blocks that had more than 100 adds. Large numbers of adds can represent massive housing 
growth but more likely represent problems with the address list, in particular, geocoding errors. 

Table 27: Stateside number of adds per block for blocks that have Update/Leave adds 

Adds per Block 
Blocks


Number Percent


Total Number of Blocks 537,647 100.0 
with Adds 

1 added unit 283,785 52.8 

2 - 9 added units 228,586 42.5 

10 - 19 added units 17,325 3.2 

20 - 59 added units 6,856 1.3 

60 - 99 added units 657 0.1 

100+ added units 438 <0.1 

Data source:  March 2001 M AF extract 

The number of corrections per block, shown in Table 28, has a more diffuse distribution than the 
number of adds per block. Corrections were made for both address updates and respondent name 
or phone number updates. Any area that had a telephone area code conversion would have large 
numbers of corrections. 
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Table 28: Stateside number of corrections per block for blocks that have Update/Leave 
corrections 

Corrections per Block 

Total Number of Blocks 
with Corrections 

1 corrected unit 

2 - 9 corrected units 

10 - 19 corrected units 

20 - 59 corrected units 

60 - 99 corrected units 

100+ corrected units 

Blocks 

Number Percent 

1,352,045 100.0 

350,757 25.9 

763,979 56.5 

146,189 10.8 

79,076 5.9 

8,358 0.6 

3,457 0.3 

Data source: March 2001 MAF extract 

The number of deletes per block, shown in Table 29, is skewed toward small numbers of deletes. 
The blocks with larger numbers of deletes most likely represent geocoding problems. 

Table 29: Stateside number of Deletes per block for blocks that have Update/Leave deletes 

Blocks 
Deletes per Block 

Number Percent 

Total Number of Blocks 494,678 100.0 
with Deletes 

1 deleted unit 

2 - 9 deleted units 

10 - 19 deleted units 

20 - 59 deleted units 

60 - 99 deleted units 

100+ deleted units 

291,156 58.9 

190,125 38.4 

9,947 2.0 

3,094 0.6 

240 <0.1 

116 <0.1 

Data source: March 2001 MAF extract 
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4.9 What are the statistics for Puerto Rico? 

In this section we give the same distributions with the same variables for the Puerto Rico file. 

Because of the processing problems with the Puerto Rico Address Listing files, no U/L units 
have city-style addresses.  Consequently there are no geographic moves in Puerto Rico. The next 
table gives the distribution of address type by U/L action for Puerto Rico. Almost all addresses 
fit into the location description category. 

Table 30: Update/Leave action by Address Type - Puerto Rico 

Adds Corrections Deletes 

Type of Address Number Percent Number Percent Number Percent 

Total of All Addresses 111,787 100.0 751,156 100.0 122,815 100.0 

with location description 110,736 99.1 750,998 100.0 122,713 99.9 

without location description 1,051 0.9 158 <0.1 102 0.1 

Complete city-style 0 0.0 0 0.0 0.0 0.0 

Complete Rural Route 12,924 11.6 159,093 21.2 16,555 13.5 

with location description 12,707 11.4 158,980 21.2 16,467 13.4 

without location description 217 0.2 113 <0.1 88 0.0 

Complete Post Office Box 7,599 6.8 82,246 10.9 6,289 5.1 

with location description 7,508 6.7 82,205 10.9 6,275 5.1 

without location description 91 0.1 41 <0.1 14 0.0 

Incomplete address 31 0.0 143 <0.1 67 < 0.1 
information 

with location description 31 0.0 143 <0.1 67 < 0.1 

without location description 0 0.0 0 0.0 0 0.0 

No address information 91,233 81.6 509,674 67.9 99,904 81.3 

with location description 90,490 80.9 509,670 67.9 99,904 81.3 

without location description 743 0.7 4 <0.1 0 0.0 

Data source:  March 2001 M AF extract 
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All of the addresses on the Puerto Rico file that received correction or delete actions or were 
added in U/L are single units because matching of noncity-style addresses does not occur. 

Puerto Rico had the same set of address list development operations as stateside U/L areas. The 
distribution of Original Source is similar to the stateside distribution, except there are no 
anomalous operations contributing units. 

Table 31: Update/Leave action by Original Source - Puerto Rico 

Original Source 

Total 

Address Listing 

LUCA 99 Relisting 

Update/Leave 

Adds Corrections Deletes 

Number Percent Number Percent Number Percent 

111,787 100.0 751,156 100.0 122,815 100.0 

0 0.0 747,579 99.5 119,775 97.5 

0 0.0 3,577 0.5 3,040 2.5 

111,787 100.0 0 0.0 0 0.0 

Data source:  March 2001 M AF extract 

We would also like to know the workload per block in terms of the number of adds, corrections 
and deletes. This distribution is shown in the tables below. Nearly 90 percent of the adds occur 
in blocks with fewer than ten adds. 

Table 32: Number of adds per block for blocks that have Update/Leave adds - Puerto Rico 

Blocks 
Adds per Block 

Number Percent 

Total Number of Blocks 21,403 100.0 
with Adds 

1 added unit 7,731 36.1 

2 - 9 added units 11,321 52.9 

10 - 19 added units 1,434 6.7 

20 - 59 added units 741 3.5 

60 - 99 added units 103 0.5 

100+ added units 73 0.3 

Data source:  March 2001 M AF extract 
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The numbers of corrections and deletes are more widely distributed, especially corrections. Few 
blocks had only one correction. 

Table 33: Number of corrections per block for blocks that have Update/Leave corrections -
Puerto Rico 

Blocks 
Corrections per Block 

Number Percent 

Total Number of Blocks 37,417 100.0 
with Corrections 

1 corrected unit 

2 - 9 corrected units 

10 - 19 corrected units 

20 - 59 corrected units 

60 - 99 corrected units 

100+ corrected units 

2,737 7.3 

13,939 37.3 

9,222 24.6 

9,241 24.7 

1,377 3.7 

901 2.4 

Data source:  March 2001 M AF extract 

Table 34: Number of deletes per block for blocks that have Update/Leave deletes -
Puerto Rico 

Blocks 
Deletes per Block 

Number Percent 

Total Number of Blocks 22,783 100.0 
with Deletes 

1 deleted unit 

2 - 9 deleted units 

10 - 19 deleted units 

20 - 59 deleted units 

60 - 99 deleted units 

100+ deleted units 

7,980 35.0 

12,178 53.5 

1,647 7.2 

850 3.7 

84 0.4 

44 0.2 

Data source: March 2001 MAF extract 
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4.10 How much did the operation cost, total and per housing unit? 

The total cost for stateside U/L as shown in the draft DMD Assessment Report of Update/Leave 
was $130,005,399 (Medina and Butler, 2001). There were 23,525,257 stateside addresses 
included in the U/L operation. This gives an average cost per housing unit of $5.53. 

5. CONCLUSIONS 

Analysis reveals that there are no huge differences in distributions of the Address Type, Size of 
Basic Street Address and TEA variables across the action codes. Some of the variation that did 
appear was in the distribution of Size of Basic Street Address across U/L action codes.  Nearly 
90 percent of the units in U/L areas in the United States were single units. The percent of multi-
unit housing is expected to be lower in U/L areas than in Mailout/Mailback areas because rural 
regions are less likely than cities to have multi-unit structures, particularly large ones. In 
addition, the Size of Basic Street Address variable is calculated using address matching, which is 
used only on city-style addresses. 

In Table 36, we have the breakdown of all stateside U/L action codes by whether the unit is a 
single or a multi. 

Table 35: Single units versus Multi-units by Update/Leave Action Codes - Stateside 

Update/Leave Action Codes 
Size of 
Structure Total Add Correction Delete* Move Verify** 

Total 23,525,257 1,644,174 9,045,814 1,228,987 24,265 11,582,017 

Single unit 21,021,465 1,404,170 8,142,274 1,008,838 20,607 10,445,576 

Multi-unit 2,503,792 240,004 903,540 220,149 3,658 1,136,441 

Data source:  March 2001 M AF extract 

* U/L action delete denotes operation delete and nonresidential actions 
** U/L action code verify is mostly blank actions 

The percent of single and multi-units by size within each U/L action is shown in the following 
table. We see that there is some variation but the general trend of most units being single units 
does not change. There is a slightly disproportionate rate of moves in large multi-units. This 
problem was traced to a couple localized problems in Florida and Arizona. 

More importantly, deletes in small multi-units are disproportionately high. Further research 
showed that the deletes were disproportionate for both the two-unit structure and the three- or 
four-unit structure. Deletes in two-unit structures are probable duplicate units on the housing 
unit list, where only one unit should have ever been listed. Deletes in structures with three or 
four units may indicate problems with locating and describing all the units in situations in which 
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there is more than one unit at a site where the units are not necessarily standard apartments. 

Table 36: Percent of actions by size of address - stateside 

Size of BSA Total Add Correction Delete* Move Verify** 

Single unit 89.4 85.4 90.0 82.1 84.9 90.2 

Multi-unit 10.6 14.6 10.0 17.9 15.1 9.8 

2 - 4 units 5.5 8.1 4.8 13.1 6.9 4.9 

5 - 9 units 1.1 1.4 1.0 1.3 1.3 1.1 

10 - 19 units 1.0 1.2 1.0 0.9 1.1 1.0 

20 - 49 units 1.4 1.4 1.5 1.2 2.5 1.4 

50+ units 1.6 2.4 1.6 1.4 3.2 1.5 

Data source:  March 2001 M AF extract 

* U/L action delete denotes operation delete and nonresidential actions 
** U/L action code verify is mostly blank actions 

In Figure 2 below we see the distribution of the size of multi-units within the U/L action codes. 
Here it is clear that units in multi-unit structures of 2-4 units are deleted at significantly higher 
rates. 
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Figure 2: Size of Basic Street Address for Multi-Units by Update/Leave action 

There is also a change in the distribution of address type by U/L action, as shown in Table 37. 
We see that deletes have a significantly higher percentage of no address information addresses. 
We see in this table that both adds and deletes have high rates of location description-only 
addresses and lower rates of complete city-style addresses. Corrections and verifies, on the other 
hand, rarely occur with location description-only addresses; the percent of complete city-style 
addresses is significantly higher than in other action code categories. These results would seem 
to indicate general problems with location description-only units. Note that moves are supposed 
to occur only with city-style addresses, so we expect a low rate of address types other than 
city-style. 
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Table 37: Percent of Addresses in Address Type for all Update/Leave action codes 

Type of Address Total Add Correction Delete Move Verify 

Complete city-style 73.9 64.8 76.9 56.7 99.5 74.7 

Complete Rural Route 8.5 4.3 9.2 5.4 <0.1 8.8 

with location description 8.4 4.0 9.1 5.3 0.0 8.7 

without location description 0.1 0.4 0.1 0.2 0.0 0.1 

Complete Post Office Box 3.3 2.5 3.6 2.6 <0.1 3.3 

with location description 3.2 2.3 3.5 2.4 0.0 3.2 

without location description 0.1 0.3 0.1 0.2 0.0 0.1 

Incomplete address information 1.2 3.4 1.3 1.7 0.5 0.9 

with location description 0.5 0.7 0.9 0.4 0.0 0.3 

without location description 0.7 2.8 0.4 1.3 0.5 0.6 

No address information 13.0 24.9 9.0 33.6 <0.1 12.3 

with location description 13.0 24.3 9.0 33.6 0.0 12.3 

without location description 0.0 0.6 0.0 0.0 0.0 0.0 

Data source:  March 2001 M AF extract 

Tabulations of city-style addresses and of addresses that were on some DSF both indicated that a 
sizable number of the blocks that were in U/L could have been Mailout/Mailback areas. In 
addition, many areas will likely be converting addresses to city-style over the coming decade. 
Research should go into identifying those areas that are completely city-style addresses that are 
used for mail delivery. Further motivation for that course is the problems that were encountered 
with duplicate addresses in Census 2000. The U/L operation was so large that results could not 
be processed and incorporated in time for the first followup operation, NRFU. Any measures 
that can be taken to have the address list cleaned up in advance of Census Day, rather than after 
NRFU, should be investigated. 
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6. RECOMMENDATIONS 

The number of corrections in this operation was exceedingly high. One cause for that was that 
any update to a housing unit record required a correction action. This included respondent name 
updates, as well as telephone numbers. Much extra keying was required for records with 
corrections, and it’s not clear if the information was used in later operations. Updates from U/L 
were not available at the time of the NRFU operation because the keying took too long.  While 
the respondent data fields are used for noncity-style address matching, the Census Bureau should 
assess the costs and benefits of collecting these items. In addition, it should be possible to 
calculate how many corrections result from address field corrections and how many result from 
respondent data corrections. 

The distribution of address types for a block showed that a large number of blocks in 
Update/Leave areas could possibly have been in Mailout/Mailback areas. As Mailout/Mailback 
areas are less expensive to list and to deliver questionnaires to, future delineation efforts should 
focus on switching over U/L areas. 

It is clear that there was a disproportionate amount of work in Puerto Rico. This most likely 
results from the Address Listing processing problem. At the point of questionnaire delivery, the 
initial errors in the address list for Puerto Rico have been compounded from the effects of several 
operations. It might be advisable for future efforts in Puerto Rico to create a new address list 
rather than do a dependent listing starting from the current list. 
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Appendix A: State-level tally of address type for U/L adds 

Type of Address 

City-style City-style P.O. box P.O. box Rural Rural route Incomplete Incomplete 
with without with without route with without with without location 

location location location location location location location location description no address 
Total description description description description description description description description only information 

Total 1,644,174 7,492 1,058,558 37,408 4,090 65,681 5,996 11,016 45,363 399,316 9,254 

Alabama 57,468 302 33,787 787 161 1,783 440 560 2,107 17,178 363 

Alaska 9,291 26 4,466 870 35 103 7 23 126 3,586 49 

Arizona 49,373 84 41,013 686 59 195 43 71 875 6,046 301 

Arkansas 50,536 312 32,747 1,181 147 1,860 139 251 1,443 12,226 230 

California 45,072 67 34,688 1,115 110 107 69 265 920 7,557 174 

Colorado 40,124 110 33,305 356 48 64 19 44 800 5,298 80 

Connecticut 4,924 33 4,176 32 4 2 2 35 102 534 4 

Delaware 4,191 6 2,250 50 8 525 33 9 144 1,154 12 

Florida 58,227 139 40,664 832 105 2,559 214 174 1,399 11,889 252 

Georgia 76,526 270 48,781 1,034 163 2,313 324 604 2,679 19,913 445 

Hawaii 5,854 15 2,984 571 38 55 5 45 96 2,032 13 

Idaho 8,249 25 4,631 353 43 369 29 31 193 2,504 71 

Illinois 22,417 179 14,253 483 37 2,243 71 109 569 4,414 59 

Indiana 12,954 45 7,681 203 29 1,348 226 83 378 2,891 70 

Iowa 20,806 100 16,798 134 16 184 9 24 495 2,954 92 
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Type of Address 

City-style City-style P.O. box P.O. box Rural Rural route Incomplete Incomplete 
with without with without route with without with without location 

location location location location location location location location description no address 
Total description description description description description description description description only information 

Kansas 15,757 95 10,812 208 38 611 68 80 529 3,136 180 

Kentucky 50,473 310 28,099 1,947 251 2,620 255 814 1,717 14,225 235 

Louisiana 40,658 183 28,729 636 67 244 33 199 1,001 9,486 80 

Maine 20,819 85 10,537 776 97 1,152 175 243 765 6,944 45 

Maryland 11,726 47 9,600 74 7 1 5 54 248 1,660 30 

Massachusetts 3,873 8 3,025 43 2 18 0 26 87 662 2 

Michigan 39,775 134 27,247 248 17 229 25 132 778 10,844 121 

Minnesota 31,706 185 18,417 429 41 2,089 189 186 692 9,295 183 

Mississippi 36,326 193 21,942 870 125 1,597 160 585 1,185 9,521 148 

Missouri 53,186 328 28,096 1,066 66 4,773 253 300 1,333 16,769 202 

Montana 20,884 129 14,295 642 50 212 10 88 408 4,930 120 

Nebraska 9,209 91 5,651 211 13 650 26 54 203 2,258 52 

Nevada 15,487 28 13,807 111 18 18 24 24 206 1,056 195 

New Hampshire 13,728 74 9,837 297 35 231 24 77 344 2,801 8 

New Jersey 7,192 16 6,099 47 52 18 7 18 263 668 4 

New Mexico 33,428 82 22,455 1,262 211 412 40 108 1,032 7,422 404 

New York 62,865 375 42,627 862 109 734 87 593 2,061 15,292 125 

North Carolina 125,594 414 87,572 1,413 297 1,523 226 1,015 4,307 28,386 441 
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Type of Address 

City-style City-style P.O. box P.O. box Rural Rural route Incomplete Incomplete 
with without with without route with without with without location 

location location location location location location location location description no address 
Total description description description description description description description description only information 

North Dakota 6,931 144 4,656 117 14 89 12 5 179 1,680 35 

Ohio 24,476 144 18,228 236 30 330 41 129 868 4,396 74 

Oklahoma 44,399 247 18,139 2,158 180 6,138 359 396 1,000 15,226 556 

Oregon 13,593 65 10,668 261 25 144 13 39 209 2,116 53 

Pennsylvania 44,770 440 21,985 1,483 109 5,447 333 630 1,326 12,879 138 

South Carolina 56,013 243 37,615 609 110 1,897 245 423 2,313 12,243 315 

South Dakota 8,884 116 5,666 234 25 324 24 17 208 2,222 48 

Tennessee 59,882 384 39,743 763 83 1,688 45 539 1,630 14,864 143 

Texas 164,128 437 90,741 6,015 628 11,372 1,176 662 3,896 48,331 870 

Utah 14,769 44 11,969 209 7 44 0 8 143 2,320 25 

Vermont 13,598 114 9,715 201 34 75 8 84 415 2,918 34 

Virginia 60,783 286 38,547 1,343 124 1,936 123 424 1,899 14,330 1,771 

Washington 14,472 75 10,101 290 18 39 3 58 221 3,608 59 

West Virginia 33,066 164 9,110 3,335 177 5,221 361 587 992 12,877 242 

Wisconsin 20,443 38 16,767 137 12 91 15 63 483 2,820 17 

Wyoming 5,269 61 3,837 188 15 4 1 28 96 955 84 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix B: State-level tally of address type for U/L corrections 

Type of Address 

Rural Incomplete 
Total City-style City-style P.O. box P.O. box Rural route Incomplete without 

with without with without route with without with location location 
location location location location location location location description description no address 

description description description description description description description only information 

Total 9,045,814 2,053,447 4,903,915 318,529 10,529 825,579 10,307 78,480 34,568 810,256 204 

Alabama 284,480 79,410 131,613 6,181 355 20,288 492 3,365 1,473 41,301 2 

Alaska 41,837 10,389 15,842 6,310 97 897 2 227 20 8,049 4 

Arizona 153,700 19,406 122,231 2,478 227 1,586 174 699 658 6,241 0 

Arkansas 282,199 77,745 151,420 8,775 253 22,109 161 2,191 1,131 18,411 3 

California 192,953 26,440 148,356 5,569 245 729 21 937 394 10,262 0 

Colorado 197,675 34,949 150,435 1,555 131 228 7 648 280 9,441 1 

Connecticut 36,972 5,279 30,801 78 6 20 0 104 225 459 0 

Delaware 33,680 3,385 10,696 851 29 13,631 318 218 165 4,387 0 

Florida 225,699 44,192 137,508 5,188 222 18,121 236 1,567 1,071 17,593 1 

Georgia 308,186 71,470 171,129 7,641 406 21,320 1,026 4,800 1,723 28,670 1 

Hawaii 36,863 7,097 19,697 4,663 76 611 11 247 194 4,267 0 

Idaho 45,728 10,220 23,273 2,116 46 3,219 68 354 97 6,335 0 

Illinois 188,767 44,913 96,209 5,533 341 26,758 433 1,189 508 12,882 1 

Indiana 90,061 17,398 50,209 1,612 67 14,327 172 520 301 5,455 0 
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Type of Address 

Rural Incomplete 
Total City-style City-style P.O. box P.O. box Rural route Incomplete without 

with without with without route with without with location location 
location location location location location location location description description no address 

description description description description description description description only information 

Iowa 173,467 25,659 139,982 924 112 3,139 27 323 449 2,852 0 

Kansas 124,378 28,104 73,957 2,393 115 12,195 92 527 213 6,781 1 

Kentucky 295,304 70,193 142,636 14,101 571 27,774 225 4,120 1,931 33,603 150 

Louisiana 217,115 51,411 134,093 3,657 170 4,271 41 1,128 434 21,910 0 

Maine 163,174 39,478 54,286 10,032 164 22,480 409 1,697 546 34,078 4 

Maryland 77,522 17,010 57,222 476 26 6 0 268 148 2,366 0 

Massachusetts 21,521 3,008 17,466 103 22 23 6 117 142 634 0 

Michigan 261,445 47,703 176,037 1,663 141 3,649 63 2,355 770 29,063 1 

Minnesota 276,642 73,242 118,606 5,655 218 46,945 318 1,768 517 29,371 2 

Mississippi 185,567 46,819 93,869 6,412 287 17,729 238 2,017 532 17,662 2 

Missouri 345,525 88,509 156,677 9,579 260 54,356 382 3,290 1,802 30,668 2 

Montana 121,835 27,562 77,133 5,681 222 2,783 26 700 425 7,301 2 

Nebraska 105,486 30,841 48,853 3,563 83 16,880 115 375 211 4,565 0 

Nevada 79,006 7,158 69,179 707 51 180 17 147 105 1,462 0 

New Hampshire 84,278 16,581 49,706 3,160 148 3,421 92 1,162 409 9,597 2 

New Jersey 40,771 4,040 35,072 147 14 144 17 90 149 1,098 0 

New Mexico 115,903 21,439 68,386 7,812 890 2,455 233 1,492 1,137 12,059 0 
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Type of Address 

Rural Incomplete 
Total City-style City-style P.O. box P.O. box Rural route Incomplete without 

with without with without route with without with location location 
location location location location location location location description description no address 

description description description description description description description only information 

New York 438,470 97,078 274,053 10,866 384 12,176 219 3,888 1,943 37,863 0 

North Carolina 563,737 113,663 366,801 9,988 689 17,510 431 6,427 3,085 45,140 3 

North Dakota 62,947 21,496 32,103 1,821 63 2,294 35 180 148 4,807 0 

Ohio 183,160 36,700 131,168 1,997 137 4,537 38 1,112 416 7,055 0 

Oklahoma 256,357 49,709 90,201 19,162 374 63,747 675 2,501 711 29,273 4 

Oregon 70,780 20,374 44,093 1,494 119 1,127 12 335 240 2,986 0 

Pennsylvania 428,313 129,032 128,977 23,814 401 105,458 613 3,801 1,139 35,075 3 

South Carolina 196,460 54,666 97,129 4,526 197 17,968 295 2,920 874 17,885 0 

South Dakota 65,794 18,218 34,605 2,854 55 6,341 68 313 104 3,236 0 

Tennessee 272,969 64,827 166,929 3,840 119 12,672 181 1,932 581 21,888 0 

Texas 699,820 156,992 289,711 45,590 951 111,562 1,249 6,214 3,005 84,540 6 

Utah 68,260 13,679 49,877 1,091 31 239 5 152 191 2,995 0 

Vermont 89,616 50,545 22,658 3,124 35 2,921 39 1,262 141 8,891 0 

Virginia 349,350 90,641 176,537 14,332 271 28,505 273 2,939 973 34,877 2 

Washington 84,143 23,053 47,400 1,534 76 955 18 605 137 10,364 1 

West Virginia 260,139 43,244 57,229 36,741 487 74,411 512 4,447 1,844 41,219 5 

Wisconsin 119,289 13,192 100,901 524 103 853 220 531 800 2,165 0 
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Type of Address 

Rural Incomplete 
Total City-style City-style P.O. box P.O. box Rural route Incomplete without 

with without with without route with without with location location 
location location location location location location location description description no address 

description description description description description description description only information 

Wyoming 28,471 5,288 20,964 616 42 29 2 279 76 1,174 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix C: State-level tally of address type for U/L deletes 

Type of Address 

Rural 
City-style City-style P.O. box P.O. box Rural route Incomplete Incomplete 
with without with without route with without with without location 
location location location location location location location location description no address 

Total description description description description description description description description only information 

Total 1,228,987 97,492 599,781 29,232 2,151 64,582 2,106 4,246 16,406 412,966 25 

Alabama 50,129 3,892 23,187 733 73 2,445 120 157 799 18,720 3 

Alaska 5,439 740 1,561 490 16 70 1 12 17 2,532 0 

Arizona 23,107 1,313 15,321 425 32 220 21 36 311 5,428 0 

Arkansas 38,333 4,405 17,973 992 44 1,872 28 90 351 12,577 1 

California 37,331 1,744 24,223 1,006 69 94 13 186 323 9,673 0 

Colorado 23,189 1,939 15,307 251 29 41 0 48 232 5,341 1 

Connecticut 3,105 267 2,281 11 4 1 0 2 56 483 0 

Delaware 2,438 110 1,098 32 6 323 19 3 45 802 0 

Florida 38,923 1,881 21,450 515 65 2,065 111 93 348 12,395 0 

Georgia 63,953 4,687 34,007 882 121 2,365 190 173 942 20,585 1 

Hawaii 3,661 140 1,926 234 10 36 0 23 64 1,228 0 

Idaho 5,642 419 2,576 165 11 172 4 23 69 2,201 2 

Illinois 17,067 1,531 7,366 370 39 1,460 72 58 516 5,655 0 

Indiana 8,612 405 4,133 166 16 1,115 28 18 88 2,643 0 

Iowa 16,901 1,241 12,561 82 13 145 4 13 220 2,622 0 
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Type of Address 

Rural 
City-style City-style P.O. box P.O. box Rural route Incomplete Incomplete 
with without with without route with without with without location 
location location location location location location location location description no address 

Total description description description description description description description description only information 

Kansas 13,818 1,013 6,092 160 24 641 20 23 183 5,661 1 

Kentucky 43,997 5,153 17,354 1,459 93 2,122 34 359 692 16,730 1 

Louisiana 36,877 3,081 19,786 524 27 543 9 72 345 12,489 1 

Maine 15,270 1,035 6,397 493 25 1,030 34 47 179 6,030 0 

Maryland 7,888 822 4,900 104 4 0 0 19 63 1,976 0 

Massachusetts 2,714 163 1,849 8 3 4 5 7 70 605 0 

Michigan 28,999 1,825 17,561 187 22 195 10 151 282 8,765 1 

Minnesota 22,690 1,907 9,440 379 19 1,911 50 100 219 8,665 0 

Mississippi 32,877 2,429 15,109 762 65 1,873 49 54 393 12,143 0 

Missouri 40,215 3,525 14,032 852 22 3,613 69 302 430 17,368 2 

Montana 12,547 1,955 5,779 622 31 227 3 23 157 3,750 0 

Nebraska 7,907 964 2,227 174 7 680 7 18 55 3,775 0 

Nevada 6,815 459 4,915 112 6 29 25 19 55 1,195 0 

New Hampshire 8,817 824 5,217 218 26 182 4 10 255 2,081 0 

New Jersey 4,046 265 3,032 29 50 13 6 4 105 542 0 

New Mexico 22,645 1,909 11,642 824 260 283 55 224 690 6,758 0 

New York 48,942 5,064 27,159 929 53 1,143 56 176 461 13,901 0 

North Carolina 95,337 5,133 58,306 875 157 1,778 116 131 1,560 27,279 2 
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Type of Address 

Rural 
City-style City-style P.O. box P.O. box Rural route Incomplete Incomplete 
with without with without route with without with without location 
location location location location location location location location description no address 

Total description description description description description description description description only information 

North Dakota 6,505 1,232 2,180 162 6 152 3 15 56 2,699 0 

Ohio 20,633 1,958 12,197 151 20 202 3 28 421 5,653 0 

Oklahoma 33,656 1,715 9,065 1,413 63 5,079 149 96 546 15,530 0 

Oregon 10,062 1,161 5,753 261 21 417 12 12 142 2,283 0 

Pennsylvania 36,902 3,974 10,708 1,557 45 6,253 60 158 296 13,851 0 

South Carolina 43,749 2,361 22,317 530 67 2,923 159 214 1,067 14,111 0 

South Dakota 5,803 738 2,212 171 9 319 4 18 59 2,273 0 

Tennessee 40,754 4,286 22,089 468 44 1,456 29 60 362 11,960 0 

Texas 113,791 8,079 40,694 4,563 257 11,234 350 355 1,125 47,129 5 

Utah 6,582 854 4,016 150 2 34 3 9 53 1,461 0 

Vermont 10,368 1,242 5,217 344 4 573 4 34 139 2,811 0 

Virginia 45,794 2,982 23,232 1,019 62 2,133 77 116 722 15,449 2 

Washington 11,419 1,205 5,476 182 15 101 9 18 99 4,314 0 

West Virginia 35,365 2,476 5,656 3,024 55 4,927 60 384 402 18,379 2 

Wisconsin 13,563 587 10,982 58 25 86 21 39 299 1,466 0 

Wyoming 3,810 402 2,220 114 14 2 0 16 43 999 0 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix D: State-level tally of address type for U/L moves 

Type of Address 

City-style P.O. box Rural route Incomplete 
City-style with without without without Incomplete with without 
location location location location location location 

Total description description description description description description 

Total 24,265 2,176 21,963 3 1 1 121 

Alabama 693 51 642 0 0 0 0 

Alaska 15 2 13 0 0 0 0 

Arizona 634 13 621 0 0 0 0 

Arkansas 541 47 494 0 0 0 0 

California 895 28 867 0 0 0 0 

Colorado 667 40 627 0 0 0 0 

Connecticut 157 10 147 0 0 0 0 

Delaware 33 0 33 0 0 0 0 

Florida 1,131 44 1,084 2 0 0 1 

Georgia 963 69 892 0 0 0 2 

Hawaii 23 0 23 0 0 0 0 

Idaho 72 9 62 0 0 0 1 

Illinois 297 29 268 0 0 0 0 

Indiana 93 4 89 0 0 0 0 

Iowa 322 30 292 0 0 0 0 

Kansas 224 25 199 0 0 0 0 
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Type of Address 

City-style P.O. box Rural route Incomplete 
City-style with without without without Incomplete with without 
location location location location location location 

Total description description description description description description 

Kentucky 

Louisiana 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Missouri 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

New Mexico 

New York 

North Carolina 

North Dakota 

858 118 737 1 0 0 2 

895 55 840 0 0 0 0 

197 28 169 0 0 0 0 

281 27 254 0 0 0 0 

64 0 64 0 0 0 0 

519 14 504 0 0 0 1 

363 58 305 0 0 0 0 

710 78 631 0 1 0 0 

742 79 663 0 0 0 0 

396 45 351 0 0 0 0 

143 44 99 0 0 0 0 

128 3 125 0 0 0 0 

270 20 250 0 0 0 0 

287 4 283 0 0 0 0 

356 28 326 0 0 1 1 

896 141 755 0 0 0 0 

2,274 77 2,125 0 0 0 72 

226 126 100 0 0 0 0 
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Type of Address 

City-style P.O. box Rural route Incomplete 
City-style with without without without Incomplete with without 
location location location location location location 

Total description description description description description description 

Ohio 393 31 362 0 0 0 0 

Oklahoma 304 61 243 0 0 0 0 

Oregon 174 28 146 0 0 0 0 

Pennsylvania 553 111 441 0 0 0 1 

South Carolina 1,157 46 1,111 0 0 0 0 

South Dakota 103 21 82 0 0 0 0 

Tennessee 1,172 145 1,027 0 0 0 0 

Texas 1,597 141 1,456 0 0 0 0 

Utah 371 26 345 0 0 0 0 

Vermont 72 22 50 0 0 0 0 

Virginia 1,006 60 906 0 0 0 40 

Washington 160 6 154 0 0 0 0 

West Virginia 404 111 293 0 0 0 0 

Wisconsin 299 4 295 0 0 0 0 

Wyoming 135 17 118 0 0 0 0 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix E: State-level tally of BSA size for U/L adds 

Size of Basic Street Address 

Total Sing le 2-4 5-9 10-19 20-49 50+ 

Total 1,644,174 1,404,170 132,741 22,881 20,517 23,747 40,118 

Alabama 57,468 50,683 4,167 678 446 765 729 

Alaska 9,291 7,463 1,083 285 314 67 79 

Arizona 49,373 34,886 4,227 532 612 909 8,207 

Arkansas 50,536 43,268 4,480 639 832 717 600 

California 45,072 33,265 6,366 926 774 1,256 2,485 

Colorado 40,124 29,958 4,300 1,077 1,116 1,725 1,948 

Connecticut 4,924 3,515 1,043 195 40 44 87 

Delaware 4,191 3,871 241 73 5 1 0 

Florida 58,227 49,572 3,894 548 690 775 2,748 

Georgia 76,526 67,915 5,431 711 680 682 1,107 

Hawaii 5,854 4,354 1,032 155 64 78 171 

Idaho 8,249 7,192 631 138 80 127 81 

Illinois 22,417 20,047 1,601 391 262 78 38 

Indiana 12,954 11,153 1,056 174 182 338 51 

Iowa 20,806 16,549 2,093 438 581 677 468 

Kansas 15,757 13,750 1,028 138 220 129 492 

Kentucky 50,473 45,442 3,371 528 316 403 413 

Louisiana 40,658 35,264 3,577 482 332 675 328 
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Size of Basic Street Address 

Total Single 2-4 5-9 10-19 20-49 50+ 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Missouri 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

New Mexico 

New York 

North Carolina 

North Dakota 

Ohio 

Oklahoma 

Oregon 

Pennsylvania 

20,819 17,397 2,201 598 196 293 134 

11,726 10,074 1,292 146 66 75 73 

3,873 2,855 688 145 85 88 12 

39,775 35,425 2,954 576 330 262 228 

31,706 28,060 2,140 357 242 709 198 

36,326 32,414 2,800 312 284 292 224 

53,186 48,238 2,953 450 493 806 246 

20,884 16,444 2,205 577 386 476 796 

9,209 7,750 471 148 481 283 76 

15,487 10,903 921 173 249 505 2,736 

13,728 10,864 1,789 278 229 211 357 

7,192 5,952 933 161 124 17 5 

33,428 27,152 4,260 488 271 519 738 

62,865 50,314 8,291 1,481 938 721 1,120 

125,594 111,521 9,140 1,299 1,368 1,524 742 

6,931 5,668 460 149 235 148 271 

24,476 20,241 3,067 337 308 248 275 

44,399 40,297 1,691 393 545 353 1,120 

13,593 10,991 1,455 232 279 473 163 

44,770 40,258 3,487 409 379 119 118 
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Size of Basic Street Address 

Total Sing le 2-4 5-9 10-19 20-49 50+ 

South Carolina 56,013 45,089 3,507 1,498 1,384 1,169 3,366 

South Dakota 8,884 7,854 442 180 112 153 143 

Tennessee 59,882 53,403 4,239 495 471 668 606 

Texas 164,128 146,142 9,201 1,047 1,125 2,053 4,560 

Utah 14,769 12,054 1,113 155 213 461 773 

Vermont 13,598 10,412 1,996 529 209 346 106 

Virginia 60,783 55,305 3,730 667 554 259 268 

Washington 14,472 11,603 1,423 313 467 466 200 

West Virginia 33,066 30,943 1,409 328 163 137 86 

Wisconsin 20,443 16,314 2,286 689 604 305 245 

Wyoming 5,269 4,086 576 163 181 162 101 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix F: State-level tally of BSA size for U/L corrections 

Size of Basic Street Address 

Total Single 2-4 5-9 10-19 20-49 50+ 

Total 9,045,814 8,142,274 438,232 94,893 87,814 137,808 144,793 

Alabama 284,480 258,079 14,977 2,646 2,561 4,113 2,104 

Alaska 41,837 34,500 3,985 933 665 1,212 542 

Arizona 153,700 122,227 9,157 1,667 2,004 3,974 14,671 

Arkansas 282,199 254,352 14,572 2,665 3,202 4,663 2,745 

California 192,953 156,214 16,654 3,129 2,467 5,989 8,500 

Colorado 197,675 157,919 14,607 4,550 4,253 6,803 9,543 

Connecticut 36,972 29,936 3,943 668 289 821 1,315 

Delaware 33,680 32,888 585 107 28 0 72 

Florida 225,699 197,679 9,574 2,014 2,091 3,083 11,258 

Georgia 308,186 278,440 13,967 2,634 2,676 4,831 5,638 

Hawaii 36,863 27,544 4,933 595 272 999 2,520 

Idaho 45,728 41,882 2,017 565 607 534 123 

Illinois 188,767 177,704 6,183 1,900 1,217 1,108 655 

Indiana 90,061 83,921 2,873 657 697 960 953 

Iowa 173,467 156,776 5,971 2,372 2,420 3,205 2,723 

Kansas 124,378 115,970 3,054 1,080 1,384 1,811 1,079 

Kentucky 295,304 271,697 13,770 2,649 1,910 3,489 1,789 

Louisiana 217,115 194,559 12,840 1,623 1,862 4,422 1,809 
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Size of Basic Street Address 

Total Single 2-4 5-9 10-19 20-49 50+ 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Missouri 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

New Mexico 

New York 

North Carolina 

North Dakota 

Ohio 

Oklahoma 

Oregon 

Pennsylvania 

163,174 147,754 9,024 1,915 1,236 2,250 995 

77,522 71,368 3,452 830 752 632 488 

21,521 18,540 2,129 307 180 344 21 

261,445 241,156 10,069 2,799 2,709 3,007 1,705 

276,642 255,319 7,575 2,991 4,188 5,347 1,222 

185,567 169,363 10,136 1,159 1,069 2,660 1,180 

345,525 319,896 11,757 2,575 3,568 4,908 2,821 

121,835 102,850 9,146 2,251 2,002 3,072 2,514 

105,486 97,668 2,486 977 1,183 1,882 1,290 

79,006 62,585 3,917 1,015 912 2,004 8,573 

84,278 72,011 6,873 1,742 989 1,631 1,032 

40,771 37,395 2,366 598 271 75 66 

115,903 99,042 8,778 1,626 1,496 2,517 2,444 

438,470 377,404 33,490 6,267 5,143 8,144 8,022 

563,737 516,175 27,035 5,585 4,805 6,514 3,623 

62,947 54,549 2,835 1,447 1,268 1,521 1,327 

183,160 163,065 10,798 1,773 1,641 3,080 2,803 

256,357 240,279 6,475 1,486 1,761 3,058 3,298 

70,780 61,379 4,079 860 942 1,678 1,842 

428,313 408,217 13,639 2,211 1,423 1,935 888 
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Size of Basic Street Address 

Total Sing le 2-4 5-9 10-19 20-49 50+ 

South Carolina 196,460 180,950 8,686 1,414 1,292 2,122 1,996 

South Dakota 65,794 58,784 2,443 1,051 967 1,546 1,003 

Tennessee 272,969 250,576 12,887 2,140 2,389 3,140 1,837 

Texas 699,820 639,793 28,214 4,254 4,447 8,907 14,205 

Utah 68,260 57,114 3,228 813 947 2,150 4,008 

Vermont 89,616 78,520 7,168 1,931 930 728 

Virginia 349,350 328,110 12,485 2,413 1,794 2,489 2,059 

Washington 84,143 72,067 5,377 1,418 1,496 2,499 1,286 

West Virginia 260,139 243,197 8,567 2,321 1,766 2,690 1,598 

Wisconsin 119,289 101,383 7,218 3,570 3,203 2,720 1,195 

Wyoming 28,471 23,478 2,238 700 440 541 1,074 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix G: State-level tally of BSA size for U/L deletes 

Size of Basic Street Address 

Total Single 2-4 5-9 10-19 20-49 50+ 

Total 1,228,987 1,008,838 160,610 15,909 11,558 15,228 16,844 

Alabama 50,129 42,059 6,455 497 351 471 296 

Alaska 5,439 4,603 553 88 78 14 103 

Arizona 23,107 16,613 3,664 415 377 646 1,392 

Arkansas 38,333 32,290 4,664 375 289 439 276 

California 37,331 27,868 6,760 770 509 722 702 

Colorado 23,189 16,096 4,411 613 632 746 691 

Connecticut 3,105 1,876 960 137 31 62 39 

Delaware 2,438 2,132 282 22 0 2 0 

Florida 38,923 31,220 4,750 416 494 646 1,397 

Georgia 63,953 52,201 8,700 630 414 803 1,205 

Hawaii 3,661 2,383 699 104 43 13 419 

Idaho 5,642 4,887 520 88 49 21 77 

Illinois 17,067 14,902 1,486 163 79 321 116 

Indiana 8,612 7,478 828 79 61 138 28 

Iowa 16,901 13,079 2,527 279 201 345 470 

Kansas 13,818 12,324 1,153 103 91 102 45 

Kentucky 43,997 37,665 4,762 360 210 344 656 
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Size of Basic Street Address 

Total Single 2-4 5-9 10-19 20-49 50+ 

Louisiana 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Missouri 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

New Mexico 

New York 

North Carolina 

North Dakota 

Ohio 

Oklahoma 

Oregon 

36,877 30,227 5,258 352 245 561 234 

15,270 12,285 1,953 413 188 359 72 

7,888 6,109 1,598 69 54 31 27 

2,714 1,924 581 101 20 8 80 

28,999 23,283 4,543 574 259 145 195 

22,690 18,995 2,486 290 191 551 177 

32,877 28,468 3,676 228 155 211 139 

40,215 35,242 3,588 388 368 454 175 

12,547 9,190 2,193 469 220 299 176 

7,907 7,062 590 105 76 38 36 

6,815 4,521 1,093 117 193 244 647 

8,817 6,553 1,600 277 107 102 178 

4,046 2,914 1,050 52 12 17 1 

22,645 18,037 3,167 341 294 251 555 

48,942 36,478 9,570 1,044 591 695 564 

95,337 76,685 15,248 1,132 848 991 433 

6,505 5,326 810 85 53 112 119 

20,633 16,082 3,469 275 279 212 316 

33,656 31,071 1,630 215 153 259 328 

10,062 7,771 1,501 150 143 219 278 
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Size of Basic Street Address 

Total Single 2-4 5-9 10-19 20-49 50+ 

Pennsylvania


South Carolina


South Dakota


Tennessee


Texas


Utah


Vermont


Virginia


Washington


West Virginia


Wisconsin


Wyoming


36,902 32,720 3,666 221 170 78 47 

43,749 36,696 5,954 390 290 257 162 

5,803 4,955 587 105 61 46 49 

40,754 33,380 6,164 291 264 366 289 

113,791 98,678 9,840 708 757 1,532 2,276 

6,582 4,752 984 115 117 235 379 

10,368 7,991 1,555 397 146 133 146 

45,794 38,495 6,166 492 270 133 238 

11,419 9,199 1,278 277 271 173 221 

35,365 32,171 2,359 422 250 122 41 

13,563 9,094 2,662 544 518 456 289 

3,810 2,808 617 131 86 103 65 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix H: State-level tally of BSA size for U/L moves 

Size of Basic Street Address 

Total Single 2-4 5-9 10-19 20-49 50+ 

Total 24,265 20,607 1,672 325 270 615 776 

Alabama 693 606 58 20 6 0 3 

Alaska 15 3 4 7 0 0 1 

Arizona 634 423 46 27 0 42 96 

Arkansas 541 489 38 6 3 0 5 

California 895 787 68 9 11 17 3 

Colorado 667 554 68 2 6 15 22 

Connecticut 157 105 5 0 0 47 0 

Delaware 33 33 0 0 0 0 0 

Florida 1,131 826 107 7 22 38 131 

Georgia 963 830 70 7 21 6 29 

Hawaii 23 13 4 5 0 0 1 

Idaho 72 44 4 0 6 18 0 

Illinois 297 238 46 13 0 0 0 

Indiana 93 79 6 3 0 2 3 

Iowa 322 288 22 2 0 0 10 

Kansas 224 193 8 10 11 0 2 

Kentucky 858 782 49 9 0 0 18 

Louisiana 895 762 71 4 2 17 39 
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Size of Basic Street Address 

Total Single 2-4 5-9 10-19 20-49 50+ 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Missouri 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

New Mexico 

New York 

North Carolina 

North Dakota 

Ohio 

Oklahoma 

Oregon 

Pennsylvania 

197 161 29 2 0 4 1 

281 269 12 0 0 0 0 

64 55 9 0 0 0 0 

519 492 19 1 6 0 1 

363 313 8 8 0 11 23 

710 611 58 2 0 39 0 

742 612 34 8 7 32 49 

396 281 25 9 18 63 0 

143 130 1 0 1 7 4 

128 118 10 0 0 0 0 

270 239 25 5 1 0 0 

287 280 6 0 1 0 0 

356 324 25 3 0 3 1 

896 725 89 22 9 12 39 

2,274 2,046 133 20 18 20 37 

226 132 10 0 0 0 84 

393 356 32 0 0 2 3 

304 260 13 1 6 10 14 

174 149 19 0 1 2 3 

553 513 38 2 0 0 0 
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Size of Basic Street Address 

Total Sing le 2-4 5-9 10-19 20-49 50+ 

South Carolina 1,157 1,000 46 71 40 0 0 

South Dakota 103 74 29 0 0 0 0 

Tennessee 1,172 1,072 76 3 3 18 0 

Texas 1,597 1,363 89 5 8 61 71 

Utah 371 302 11 6 6 7 39 

Vermont 72 58 12 2 0 0 0 

Virginia 1,006 879 48 15 28 1 35 

Washington 160 130 21 0 8 1 0 

West Virginia 404 286 44 3 8 57 6 

Wisconsin 299 261 16 0 13 6 3 

Wyoming 135 61 11 6 0 57 0 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix I: State-level tally of Original Source for U/L adds 

Original Source 

LUCA 99 Special 

Total 
Add ress Dress LUCA 
Listing Rehearsal 1998 

Appeals and 
U/L 

LUCA 99 
Relisting 

Place/Group 
Quarters 

Unknown -
TEA 2 

Unknown -
TEA 9 Update/Leave 

Total 1,644,174 53,288 548 6 301 973 13 1 1 1,589,043 

Alabama 57,468 1,967 0 0 12 18 2 0 0 55,469 

Alaska 9,291 155 0 0 9 0 0 0 0 9,127 

Arizona 49,373 1,115 0 0 2 52 0 0 0 48,204 

Arkansas 50,536 1,839 0 0 31 12 0 0 0 48,654 

California 45,072 1,459 0 0 0 11 0 0 0 43,602 

Colorado 40,124 1,141 0 0 9 14 1 0 0 38,959 

Connecticut 4,924 320 0 0 1 2 1 0 0 4,600 

Delaware 4,191 105 0 0 0 0 0 0 0 4,086 

Florida 58,227 1,709 0 0 1 99 0 0 0 56,418 

Georgia 76,526 1,943 0 0 42 29 0 0 0 74,512 

Hawaii 5,854 138 0 0 0 1 0 0 0 5,715 

Idaho 8,249 169 0 0 0 1 0 0 0 8,079 

Illinois 22,417 870 0 0 8 6 4 0 0 21,529 

Indiana 12,954 362 0 0 0 8 0 0 0 12,584 

Iowa 20,806 1,008 0 0 50 8 0 0 0 19,740 

Kansas 15,757 610 0 0 4 2 0 0 0 15,141 

Kentucky 50,473 1,543 0 0 1 5 0 0 0 48,924 
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Original Source 

LUCA 99 Special 

Total 
Address Dress LUCA Appeals and LUCA 99 Place/Group Unknown - Unknown -
Listing Rehearsal 1998 U/L Relisting Quarters TEA 2 TEA 9 Update/Leave 

Louisiana 40,658 1,543 0 5 4 37 0 0 0 39,069 

Maine 20,819 778 0 0 5 0 0 0 0 20,036 

Maryland 11,726 497 0 0 1 2 0 0 0 11,226 

Massachusetts 3,873 127 0 0 6 0 0 0 0 3,740 

Michigan 39,775 1,894 0 0 8 9 0 1 0 37,863 

Minnesota 31,706 1,184 0 0 16 14 0 0 0 30,492 

Mississippi 36,326 1,430 0 0 19 14 0 0 0 34,863 

Missouri 53,186 1,467 0 0 8 10 0 0 0 51,701 

Montana 20,884 867 0 0 2 2 0 0 0 20,013 

Nebraska 9,209 306 0 0 0 1 0 0 0 8,902 

Nevada 15,487 367 0 0 3 27 0 0 0 15,090 

New Hampshire 13,728 647 0 0 0 0 0 0 0 13,081 

New Jersey 7,192 428 0 0 0 1 0 0 0 6,763 

New Mexico 33,428 1,014 0 0 0 13 0 0 0 32,401 

New York 62,865 2,696 0 0 4 15 0 0 0 60,150 

North Carolina 125,594 4,251 0 0 17 51 2 0 0 121,273 

North Dakota 6,931 400 0 0 0 5 2 0 0 6,524 

Ohio 24,476 1,572 0 0 3 1 0 0 0 22,900 

Oklahoma 44,399 1,083 0 0 0 17 0 0 0 43,299 
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Original Source 

LUCA 99 Special 

Total 
Address Dress LUCA Appeals and LUCA 99 Place/Group Unknown - Unknown -
Listing Rehearsal 1998 U/L Relisting Quarters TEA 2 TEA 9 Update/Leave 

Oregon 13,593 340 0 0 0 3 0 0 0 13,250 

Pennsylvania 44,770 1,241 0 0 2 15 0 0 0 43,512 

South Carolina 56,013 1,488 548 0 17 204 0 0 0 53,756 

South Dakota 8,884 308 0 0 3 2 0 0 0 8,571 

Tennessee 59,882 2,286 0 0 0 9 0 0 0 57,587 

Texas 164,128 3,085 0 0 0 104 0 0 1 160,938 

Utah 14,769 348 0 0 5 1 0 0 0 14,415 

Vermont 13,598 335 0 0 0 1 1 0 0 13,261 

Virginia 60,783 2,515 0 0 1 139 0 0 0 58,128 

Washington 14,472 363 0 1 1 5 0 0 0 14,102 

West Virginia 33,066 733 0 0 0 0 0 0 0 32,333 

Wisconsin 20,443 1,057 0 0 6 3 0 0 0 19,377 

Wyoming 5,269 185 0 0 0 0 0 0 0 5,084 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix J: State-level tally of Original Source for U/L corrections 

Original Source 

Address Block Dress LUCA 98 LUCA 99 
Total 

1990 ACF Listing Canvassing Rehearsal LUCA 1998 and DSF 2 Relisting 

Total 9,045,814 1 8,918,095 1 1,924 1 1 125,791 

Alabama 284,480 0 282,676 0 0 0 0 1,804 

Alaska 41,837 0 41,254 0 0 0 0 583 

Arizona 153,700 0 144,494 0 0 0 0 9,206 

Arkansas 282,199 0 277,816 0 0 0 0 4,383 

California 192,953 0 188,406 0 0 0 0 4,547 

Colorado 197,675 0 192,186 0 0 0 0 5,489 

Connecticut 36,972 0 36,700 0 0 0 0 272 

Delaware 33,680 0 33,572 0 0 0 0 108 

Florida 225,699 0 223,118 0 0 0 0 2,581 

Georgia 308,186 0 297,216 0 0 0 0 10,970 

Hawaii 36,863 0 36,154 0 0 0 0 709 

Idaho 45,728 0 44,540 0 0 0 0 1,188 

Illinois 188,767 0 187,111 0 0 0 0 1,656 

Indiana 90,061 0 89,591 0 0 0 0 470 

Iowa 173,467 0 170,812 0 0 0 0 2,655 

Kansas 124,378 0 122,976 0 0 0 0 1,402 

Kentucky 295,304 0 294,850 0 0 0 0 454 
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Original Source 

Address Block Dress LUCA 98 LUCA 99 
Total 

1990 ACF Listing Canvassing Rehearsal LUCA 1998 and DSF 2 Relisting 

Louisiana 217,115 0 215,956 0 0 1 1 1,157 

Maine 163,174 0 162,229 0 0 0 0 945 

Maryland 77,522 0 76,636 0 0 0 0 886 

Massachusetts 21,521 0 21,429 0 0 0 0 92 

Michigan 261,445 0 257,941 0 0 0 0 3,504 

Minnesota 276,642 0 272,750 0 0 0 0 3,892 

Mississippi 185,567 0 183,242 0 0 0 0 2,325 

Missouri 345,525 0 343,592 0 0 0 0 1,933 

Montana 121,835 0 121,114 0 0 0 0 721 

Nebraska 105,486 0 104,752 0 0 0 0 734 

Nevada 79,006 0 70,939 0 0 0 0 8,067 

New Hampshire 84,278 0 83,772 0 0 0 0 506 

New Jersey 40,771 0 40,218 0 0 0 0 553 

New Mexico 115,903 0 115,198 0 0 0 0 705 

New York 438,470 0 434,350 0 0 0 0 4,120 

North Carolina 563,737 0 555,063 0 0 0 0 8,674 

North Dakota 62,947 0 61,910 0 0 0 0 1,037 

Ohio 183,160 0 182,053 0 0 0 0 1,107 

Oklahoma 256,357 0 254,895 0 0 0 0 1,462 

Oregon 70,780 0 69,500 0 0 0 0 1,280 
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Original Source 

Address Block Dress LUCA 98 LUCA 99 
Total 

1990 ACF Listing Canvassing Rehearsal LUCA 1998 and DSF 2 Relisting 

Pennsylvania 428,313 0 422,494 0 0 0 0 5,819 

South Carolina 196,460 0 187,303 0 1,924 0 0 7,233 

South Dakota 65,794 0 64,856 0 0 0 0 938 

Tennessee 272,969 0 270,716 0 0 0 0 2,253 

Texas 699,820 0 689,941 0 0 0 0 9,879 

Utah 68,260 0 67,392 0 0 0 0 868 

Vermont 89,616 0 89,319 0 0 0 0 297 

Virginia 349,350 0 346,494 0 0 0 0 2,856 

Washington 84,143 0 83,143 0 0 0 0 1,000 

West Virginia 260,139 0 259,947 0 0 0 0 192 

Wisconsin 119,289 1 117,270 1 0 0 0 2,017 

Wyoming 28,471 0 28,209 0 0 0 0 262 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix K: State-level tally of Original Source for U/L deletes 

Original Source 

1990 Address Block Dress LUCA LUCA 99 Nonresponse Unknown -
Total ACF Listing Canvassing DSF 1 Rehearsal 1998 Relisting Followup TEA 2 

Total 1,228,987 10 1,182,157 123 18 908 9 45,758 2 2 

Alabama 50,129 0 49,564 0 0 0 0 565 0 0 

Alaska 5,439 0 5,290 0 0 0 0 149 0 0 

Arizona 23,107 0 18,919 0 0 0 0 4,188 0 0 

Arkansas 38,333 0 37,009 0 0 0 0 1,324 0 0 

California 37,331 3 35,158 2 1 0 0 2,165 2 0 

Colorado 23,189 0 20,846 2 0 0 0 2,341 0 0 

Connecticut 3,105 0 3,070 0 0 0 0 35 0 0 

Delaware 2,438 0 2,382 0 0 0 0 56 0 0 

Florida 38,923 0 38,018 0 0 0 0 905 0 0 

Georgia 63,953 0 58,680 0 0 0 0 5,271 0 2 

Hawaii 3,661 0 3,528 0 0 0 0 133 0 0 

Idaho 5,642 0 5,229 0 1 0 0 412 0 0 

Illinois 17,067 0 16,724 0 0 0 0 343 0 0 

Indiana 8,612 0 8,453 0 0 0 0 159 0 0 

Iowa 16,901 0 16,082 0 0 0 0 819 0 0 

Kansas 13,818 0 13,525 0 0 0 0 293 0 0 

Kentucky 43,997 0 43,881 0 0 0 0 116 0 0 
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Original Source 

1990 Address Block Dress LUCA LUCA 99 Nonresponse Unknown -
Total ACF Listing Canvassing DSF 1 Rehearsal 1998 Relisting Followup TEA 2 

Louisiana 36,877 7 36,313 10 14 0 9 524 0 0 

Maine 15,270 0 15,115 0 0 0 0 155 0 0 

Maryland 7,888 0 7,478 0 0 0 0 410 0 0 

Massachusetts 2,714 0 2,685 0 0 0 0 29 0 0 

Michigan 28,999 0 27,789 0 0 0 0 1,210 0 0 

Minnesota 22,690 0 21,583 0 0 0 0 1,107 0 0 

Mississippi 32,877 0 32,166 0 0 0 0 711 0 0 

Missouri 40,215 0 39,641 0 0 0 0 574 0 0 

Montana 12,547 0 12,225 0 0 0 0 322 0 0 

Nebraska 7,907 0 7,713 0 0 0 0 194 0 0 

Nevada 6,815 0 4,904 0 0 0 0 1,911 0 0 

New

Hampshire 8,817 0 8,702 0 0 0 0 115 0 0


New Jersey 4,046 0 3,615 0 0 0 0 431 0 0 

New Mexico 22,645 0 22,130 0 0 0 0 515 0 0 

New York 48,942 0 47,905 0 0 0 0 1,037 0 0 

North Carolina 95,337 0 92,124 0 0 0 0 3,213 0 0 

North Dakota 6,505 0 6,236 0 0 0 0 269 0 0 

Ohio 20,633 0 20,320 0 0 0 0 313 0 0 

Oklahoma 33,656 0 33,151 0 0 0 0 505 0 0 
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Original Source 

1990 Address Block Dress LUCA LUCA 99 Nonresponse Unknown -
Total ACF Listing Canvassing DSF 1 Rehearsal 1998 Relisting Followup TEA 2 

Oregon 10,062 0 9,637 0 0 0 0 425 0 0 

Pennsylvania 36,902 0 34,240 0 0 0 0 2,662 0 0 

South Carolina 43,749 0 39,888 0 0 908 0 2,953 0 0 

South Dakota 5,803 0 5,605 0 0 0 0 198 0 0 

Tennessee 40,754 0 39,956 0 0 0 0 798 0 0 

Texas 113,791 0 110,078 0 0 0 0 3,713 0 0 

Utah 6,582 0 5,948 0 0 0 0 634 0 0 

Vermont 10,368 0 10,263 0 0 0 0 105 0 0 

Virginia 45,794 0 45,265 0 0 0 0 529 0 0 

Washington 11,419 0 10,990 103 0 0 0 326 0 0 

West Virginia 35,365 0 35,335 0 0 0 0 30 0 0 

Wisconsin 13,563 0 13,083 6 2 0 0 472 0 0 

Wyoming 3,810 0 3,716 0 0 0 0 94 0 0 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix L: State-level tally of Original Source for U/L moves 

Total 

Alabama 

Alaska 

Arizona 

Arkansas 

California 

Colorado 

Connecticut 

Delaware 

Florida 

Georgia 

Hawaii 

Idaho 

Illinois 

Indiana 

Iowa 

Kansas 

Kentucky 

Original Source 

Address LUCA 99 
Total Listing Relisting 

24,265 24,252 13 

693 693 0 

15 15 0 

634 633 1 

541 541 0 

895 895 0 

667 667 0 

157 157 0 

33 33 0 

1,131 1,131 0 

963 959 4 

23 23 0 

72 72 0 

297 297 0 

93 93 0 

322 321 1 

224 224 0 

858 858 0 
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Original Source 

Louisiana 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Missouri 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

New Mexico 

New York 

North Carolina 

North Dakota 

Ohio 

Oklahoma 

Oregon 

Address LUCA 99 
Total Listing Relisting 

895 895 0 

197 197 0 

281 281 0 

64 64 0 

519 518 1 

363 363 0 

710 710 0 

742 742 0 

396 396 0 

143 143 0 

128 128 0 

270 270 0 

287 287 0 

356 355 1 

896 896 0 

2,274 2,273 1 

226 226 0 

393 393 0 

304 304 0 

174 174 0 
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Original Source 

Pennsylvania


South Carolina


South Dakota


Tennessee


Texas


Utah


Vermont


Virginia


Washington


West Virginia


Wisconsin


Wyoming


Address 
Total Listing 

553 552 

1,157 1,157 

103 103 

1,172 1,172 

1,597 1,594 

371 371 

72 72 

1,006 1,006 

160 160 

404 404 

299 299 

135 135 

LUCA 99 
Relisting 

1 

0 

0 

0 

3 

0 

0 

0 

0 

0 

0 

0 

Data source:  March 2001 M AF extract 

** District of Columbia and Rhode Island have no U/L and are not shown in this table. 
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Appendix M: MAF variables 

Questionnaire Delivery Action Code (QDACT) 
A: add 
C: correction

D: delete

M: move

N: nonresidential

V: verify


Group Quarters/Housing Unit Flag (GQ_HUF) 
0: Housing Unit 
1: Special Place 
2: Group Quarters 
3: GQ Embedded Housing Unit 

Initial Census Address List Flag (ICALUNIV) 
1: In initial mail universe 
2: Sent to Update/Leave 
5: Sent to Update/Enumerate 
7: Sent to Urban Update/Leave 
Blank: Not part of initial Census universe 

In Census Flag (INCENSUS) 
Y: Final Census 2000 record

N: Not a final Census 2000 record


Delivery Specific Address Flag (DSAF) 
Y: Valid address for this delivery

N: Not a valid address for this delivery


Current State (CST) 
1-72 

Current County (CCO) 

Within-County ID (W_COID) 
starts with 0000001 

Surviving Within-County ID (SW_COID) 
starts with 0000001 
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Type of Enumeration Area (TEA) 
Based on 2000 collection block: 
1: Mailout/Mailback 
2: Update/Leave 
3: List/Enumerate 
4: Remote Alaska 
5: Rural Update/Enumerate (from TEA 2) 
6: Military in Update/Leave area 
7: Update/Enumerate 
8: Urban Update/Enumerate (from TEA 1) 
9: Update/Leave (from TEA 1) 

Number of Units at this BSA (NUMUNITS) 
derived from number of DMAF-deliverable units at a BSA 

Additional defined variables 

Evaluation State (EST) 

Evaluation County (ECO) 

MAFID 
characters 1-2 = state code when the within county ID was assigned 
characters 3-5 = county code when the within county ID was assigned 
characters 6-12 = within county ID 

Address Type (ADRESTYP) 
see U.S. Census Bureau 2001a 

Original Source (OS) 
see U.S. Census Bureau 2001b 
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EXECUTIVE SUMMARY 

The U.S. Census Bureau conducted the Urban Update/Leave operation from March 3 to 
March 31, 2000. The objective of the Urban Update/Leave operation was to improve coverage 
in the following ways: 

• improving the deliverability of the questionnaires, and 
• updating address information and census maps. 

The Urban Update/Leave operation targeted areas deemed unsuitable for Mailout/Mailback. 
Primarily, these are 1) multi-unit buildings where the United States Postal Service delivers the 
mail to a drop point instead of individual unit designations, and 2) urban communities that had 
city-style addresses but many residents picked up their mail at a post office box. The Urban 
Update/Leave operation relied on the local regions to identify areas based on their knowledge of 
whether the United States Postal Service could adequately deliver the census questionnaires. 
Ethnographic studies encourage local involvement, including tapping community-based 
organizations, in planning and conducting the census. 

In Urban Update/Leave areas, enumerators delivered the census questionnaires and updated their 
address registers and census maps concurrently. Residents were asked to complete and mail 
their census questionnaires. Housing units for which the U.S. Census Bureau did not receive a 
completed questionnaire on or before April 18, 2000, were visited and enumerated during 
Nonresponse Followup. 

The eight participating regions were Atlanta, Boston, Chicago, Dallas, Denver, Detroit, 
Philadelphia, and Seattle. The four regions that chose not to participate were Charlotte, Kansas 
City, Los Angeles, and New York. Twelve states (California, Colorado, Delaware, Florida, 
Idaho, Illinois, Louisiana, Michigan, New Jersey, Pennsylvania, Rhode Island, and Washington) 
and the District of Columbia had Urban Update/Leave areas. Individual regions had the 
prerogative of whether to participate. In the future, we recommend areas be designated for 
Urban Update/Leave based on headquarters’ objective requirements supplemented by regional 
office input instead of the current practice of the regions designating areas as Urban 
Update/Leave subjectively. 

Nationwide, 12,843 blocks were covered by Urban Update/Leave, and 7,657 of these blocks, or 
59.6 percent, contained housing units. The Master Address File had 314,059 residential 
addresses in Urban Update/Leave blocks. After removing known duplicates, there were 310,114 
addresses. Of the 310,114 addresses, 280,086 addresses, or 90.3 percent, were delivered to the 
Decennial Master Address File. Ultimately, 238,216 addresses, or 85.1 percent of the Decennial 
Master Address File addresses, were enumerated in the census as either occupied or vacant 
housing units. 

This evaluation looks at the extent of address updating, descriptive statistics of the addresses, 
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demographic characteristics of the households and people living in Urban Update/Leave areas, 
and timing and cost of the operation. The Urban Update/Leave evaluation provides information 
to help determine whether the operation was a success. 

Did Urban Update/Leave contribute to the success of Census 2000? 

Yes. We improved the address list and successfully targeted hard-to-enumerate areas. 

What was the extent of address updating in Urban Update/Leave areas? 

•	 Of the 267,005 addresses in the address registers, 48,233 addresses, or 18.1 percent, were 
updated. An update is a deletion or change in the address or the block in which it is 
located by an enumerator during census questionnaire delivery. 

•	 There were 13,131 additions during questionnaire delivery, a 4.9 percent increase to the 
addresses printed in the address registers. 

How well was Urban Update/Leave targeted? 

•	 There were 2,114 blocks out of 7,657 blocks with housing units in the census, or 
27.6 percent of blocks, where 75 percent or less of the housing units in the block matched 
the Delivery Sequence File, a list of the addresses serviced by the United States Postal 
Service. These blocks contained 36,541 housing units out of the 238,216 housing units 
in the census, or 15.3 percent of the housing units in the census. Such blocks would 
presumably present mail delivery challenges for the United States Postal Service. 

•	 Like other type-of-enumeration areas that return their completed questionnaire by mail, 
0.9 percent of Urban Update/Leave housing units in the census–or 2,065 housing units– 
were drop delivery; that is, mail is delivered to a central location instead of individual 
units of a multi-unit structure. While these addresses should be included in Urban 
Update/Leave, they do not make up a large part of the Urban Update/Leave housing units 
in the census. Furthermore, the variable used to identify drop delivery status is not 
robust. We recommend more field work or better United States Postal Service input to 
identify drop delivery status. 

•	 Close to one-quarter of the housing units in the census with hard-to-count scores, 
45,877 housing units, were in the hardest hard-to-count class. The Planning Database 
provided a 1990 census tract-level hard-to-count score, a composite measure of 
characteristics correlated with success in counting people. We classified each hard-to-
count score into one of ten hard-to-count classes. Matching the Census 2000 census 
tracts to the Planning Database, 189,045 addresses, or 79.4 percent of the Urban 
Update/Leave housing units in the census, were in census tracts that could be matched. 
We should expand our use of the Planning Database to target hard-to-count areas deemed 
suitable for Urban Update/Leave. 
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What were the demographic characteristics of the households and people living in Urban 
Update/Leave areas? 

•	 Persons under 18 years old, African Americans, and renters were over-represented in 
Urban Update/Leave areas as compared to the nation: 

•	 Of persons, 27.3 percent were under 18 years old in Urban Update/Leave versus 
25.7 percent nationally; 

•	 Of persons, 17.4 percent were African American in Urban Update/Leave versus 
12.3 percent nationally; 

•	 Of occupied housing units, 43.1 percent were rented in Urban Update/Leave 
versus 33.8 percent nationally. 

These traditionally undercounted persons were enumerated by mail at lower percentages 
than the average household or persons in Urban Update/Leave areas: 

•	 For persons under 18 years old in Urban Update/Leave areas, 63.7 percent were 
enumerated by mail. For all persons in Urban Update/Leave areas, 68.3 percent 
were enumerated by mail; 

•	 For African Americans in Urban Update/Leave areas, 51.4 percent were 
enumerated by mail. For all persons in Urban Update/Leave areas, 68.3 percent 
were enumerated by mail; 

•	 For renters in Urban Update/Leave areas, 57.1 percent were enumerated by mail. 
For all households in Urban Update/Leave areas, 68.7 percent were enumerated 
by mail. 

More gains in enumerating areas with these traditionally undercounted persons may 
possibly be achieved by Update/Enumerate methods. In Update/Enumerate, the housing 
unit is enumerated at the time of questionnaire delivery, instead of leaving a 
questionnaire and perhaps having to revisit the housing unit in Nonresponse Followup 
and/or Coverage Improvement Followup. 

Was Urban Update/Leave completed on time and at what cost? 

• Urban Update/Leave was conducted from March 3 to March 31, 2000, as planned. 

•	 The total field cost of Urban Update/Leave was $1,284,506, or $4.59 per housing unit for 
the 280,136 housing units on or added to the Urban Update/Leave address registers. 
Additional costs, not included here, were headquarters costs, local census office 
infrastructure costs, and costs for housing units that required visits during census 
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followup operations. 

Recommendations 

In the future, we recommend areas be designated for Urban Update/Leave based on 
headquarters’ objective requirements supplemented by regional office input instead of the 
current practice of the regions designating areas as Urban Update/Leave subjectively. 

We recommend more field work or better United States Postal Service input to identify drop 
delivery status. 

We should expand our use of the Planning Database to target hard-to-count areas deemed 
suitable for Urban Update/Leave. 

More gains in enumerating areas with these traditionally undercounted persons may possibly be 
achieved by Update/Enumerate methods. 
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1. BACKGROUND 

1.1 The 1990 census 

In the 1990 census, Urban Update/Leave (UU/L) was a special enumeration procedure in urban 
areas. It targeted urban areas with potential questionnaire mail delivery problems. The Census 
Bureau conducted UU/L in pre-identified census blocks consisting almost entirely of inner city 
public housing developments containing 500 or more units. In addition, an outreach program 
was an integral part of this operation. The outreach program provided direct and detailed 
information to the targeted population. Outreach staff recruited residents of the housing projects 
to distribute literature and brochures and to hang census posters in high-visibility areas. 
Outreach staff also attended local resident meetings to raise census awareness. 

The UU/L operation began on March 8, 1990, and was completed by Census Day, April 1, 1990. 
Enumerators used address registers and census maps from the Precanvass operation. At each 
address, the enumerator conducted a brief interview to verify the address. Based on this 
information, the enumerator made corrections and additions to the address register and annotated 
questionnaires for all deleted units. The enumerator left a prelabeled questionnaire for the 
household, if any, to complete and mail. For addresses not in the register, the enumerator 
addressed a blank questionnaire. 

The UU/L operation covered 346 census blocks and 55,365 housing units in Chicago, Detroit, 
Los Angeles, Baltimore, Cleveland, and Philadelphia. Initially, New York city and the District 
of Columbia were in the UU/L workload, but their regional census center (RCC) directors chose 
to exclude the cities from this special urban enumeration. 

Contrary to the operational design, the results documented from 1990 showed that only 
77.2 percent of the units in UU/L were within multi-unit structures; no data were available to 
determine the proportion of these units that were public housing. Thus, no conclusions were 
made as to the effectiveness of this procedure within the defined targeted area (public housing). 
(See U.S. Census Bureau, 1993b.) 

1.2 Census 2000 

The objective of the UU/L operation was to improve coverage in the following ways: 

• improving the deliverability of the questionnaires, and 
• updating address information and census maps. 

The UU/L blocks were originally Mailout/Mailback blocks. Mailout/Mailback was the 
enumeration methodology for most areas that had mail delivery to city-style addresses (addresses 
with a house number and street name). In Mailout/Mailback areas, housing units received the 
census questionnaires by mail and were asked to return the completed questionnaires by mail. 

1




The UU/L operation targeted areas deemed unsuitable for Mailout/Mailback. Primarily, these

are 1) multi-unit buildings where the United States Postal Service delivers the mail to a drop

point instead of individual unit designations, and 2) urban communities that had city-style

addresses but many residents picked up their mail at a post office box. The Urban Update/Leave

operation relied on the local regions to identify areas based on their knowledge of whether the

United States Postal Service could adequately deliver the census questionnaires. Ethnographic

studies encourage local involvement, including tapping community-based organizations, in

planning and conducting the census.


Eight of the twelve RCCs identified blocks for UU/L. The eight participating RCCs were

Atlanta, Boston, Chicago, Dallas, Denver, Detroit, Philadelphia, and Seattle. The four RCCs

that did not participate were Charlotte, Kansas City, Los Angeles, and New York. There were

UU/L areas in California, Colorado, Delaware, the District of Columbia, Florida, Idaho, Illinois,

Louisiana, Michigan, New Jersey, Pennsylvania, Rhode Island, and Washington.


Operationally in UU/L areas, enumerators delivered the census questionnaires and updated their

address registers and census maps concurrently. Residents were asked to complete and mail

their census questionnaires. The operation was conducted from March 3 to March 31, 2000. 

Housing units for which the Census Bureau did not receive a completed questionnaire on or

before 

April 18, 2000, were visited during Nonresponse Followup. 


2. METHODOLOGY 

2.1 Files used in this evaluation 

The following are the data sources for this report: 
• the March 2001 Master Address File (MAF) extract, 
• the Decennial Master Address File (DMAF), 
• the Hundred Percent Census Edited File with reinstated cases (HCEF_D’), 
• the Hundred Percent Census Unedited File (HCUF), 
• the Planning Database, 
• the Master Activity Schedule (MAS), and 
•	 the Pre-appointment Management System/Automated Decennial Administrative 

Management System (PAMS/ADAMS). 

The Census Bureau created the MAF, UU/L, and census universes using the March 2001 MAF 
extract. We defined the MAF universe as all housing units in UU/L areas: variable GQ_HUF=0 
or 3 and variable TEA=7. After identifying the MAF universe, we limited analysis to addresses 
without a surviving MAFID: variable SW_COID=blank. In this way, we excluded from our 
analysis any housing units that were known to be a duplicate of another address on the MAF. 
We refer to the unduplicated MAF addresses in UU/L areas as the UU/L universe. We refer to 
all addresses with variable CENFLG=Y as the census universe. See Appendix A for a complete 
description of the March 2001 MAF extract variables used to create the MAF, UU/L, and census 
universes. 
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Using the MAFID variable, we matched the UU/L universe with the DMAF housing units 
(variable GQFLG=0 or 3) to identify which UU/L addresses were on the DMAF. The MAFID 
variable is a unique identifier assigned to each housing unit on the MAF. The records on both 
the DMAF and in the UU/L universe became our DMAF universe. See Appendix B for more 
detailed DMAF variable descriptions. 

The HCEF_D’ contributed the demographic characteristics of the households and people in 
UU/L areas. First, we removed from the analysis all HCEF_D’ person records in group quarters 
(variable RT= 5), thus limiting the analysis to people in housing units. We merged together the 
HCEF_D’ person and housing unit records by variables PUID and MAFID, respectively. We 
matched the HCEF_D’ records to the UU/L universe by the variable MAFID, and records 
common to both files became the HCEF_D’ universe. See Appendix C for more detailed 
HCEF_D’ variable descriptions. 

The HCUF identified the mail return status of UU/L addresses. We matched the housing 
unit-level HCUF records to the UU/L universe by variable MAFID. Records in common to both 
files became our HCUF universe. See Appendix D for more detailed HCUF variable 
descriptions. 

The Planning Database provided a 1990 census tract-level hard-to-count score for the UU/L 
universe. We matched the Planning Database and UU/L universe by two equivalent measures: 
variable GIDTRACT on the Planning Database and the concatenation of variables state, county, 
and Census 2000 census tract on the UU/L universe. If the Census 2000 census tract number had 
fewer than six digits, we filled the tract number with zeros to make it equivalent to the 11-digit 
GIDTRACT variable. See Appendix E for a more detailed description of GIDTRACT. 

The MAS identified the timing of the UU/L operation, and the PAMS/ADAMS provided the cost 
numbers for the UU/L operation. 

2.2 Levels of geography used to analyze numbers 

During UU/L, collection geography, based on features shown on census maps, was used to help 
enumerators identify their assignment areas in the field. When reporting the state-level number 
of blocks and housing units in UU/L (Appendix O), we use collection geography. For other 
state-level appendixes, we report tabulation geography, which is a housing unit’s location for 
data tabulation purposes. In general, collection state and county would not be different from 
tabulation state and county, but they could be different, on occasion, because of keying, 
mapping, or other errors. 

2.3 Reporting of self-initiated responses as mail returns 

We referred to paper mailback questionnaires, Be Counted forms, Internet, Telephone 
Questionnaire Assistance, and Coverage Edit Followup responses as mail returns, RSOURCE on 
the HCUF=01, 03, 04, 05, 06, 07, 08, 09, 10, 11, 12, 30, 31, 32, 33, 34, 35, or 36. Appendix D 
gives a complete description of the RSOURCE values. 
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2.4 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed computer 
procedures, analyzed data, and prepared this report. 

3. LIMITATIONS 

3.1 Questionnaire delivery status of “verify” not data captured 

The questionnaire delivery action code variable on the March 2001 MAF extract had the 
following possible outcomes: 

• addition 
• correction 
• block move 
• deletion (nonexistent) 
• nonresidential 
• verify 

For the UU/L universe, the verify code was not data captured. We assumed housing units with a 
missing questionnaire delivery status were verified. Using this assumption, the number verified 
is probably overstated. 

3.2 Hard-to-count scores not available for every Census 2000 census tract 

The Planning Database has hard-to-count scores for 1990 census tracts. For 1990 census tracts 
that do not geographically correspond to Census 2000 census tracts, a hard-to-count score is not 
available. 

3.3 Number of housing units at the basic street address overstated 

The “Number of Units at This Basic Street Address” variable is overstated. It is based on 
addresses that are eligible to be in the census instead of on addresses included in the census. We 
used this variable to determine whether an address belonged to a single- or multi-unit basic street 
address. 

3.4 Number of families served at drop point overstated 

The “Number of Families Served at Drop Point” variable is used to determine whether the 
housing unit is drop delivery; that is, mail is delivered to a central location instead of individual 
units of a multi-unit structure. The variable also indicates when there are multiple families at an 
individual housing unit. Therefore, the variable overstates the number of drop delivery points. 
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3.5 Comparing results to previous censuses not trivial 

The type-of-enumeration areas (TEAs), enumeration methodologies, and analysis variables for 
Census 2000 can differ from previous censuses. Caution should be taken when comparing 
results across censuses. An example of an analysis variable that has changed from 1990 is size 
of structure–the closest approximation being number of housing units at the basic street address 
in Census 2000. In the 1990 census, we had a census question asking the respondent about the 
number of housing units in the structure. In Census 2000, we defined the number of housing 
units at the basic street address based on an address-level algorithm. 

4. RESULTS 

The results section answers questions at the national level concerning the extent of address 
updating in UU/L areas, the degree of targeting in UU/L areas, and the demographics of 
households and people enumerated in UU/L areas. 

4.1 What was the extent of address updating in Urban Update/Leave areas? 

Table 1 shows what happened during questionnaire delivery to UU/L addresses that were printed 
in the UU/L address registers. Our universe approximating the UU/L address registers is UU/L 
addresses on the DMAF less UU/L addresses added during questionnaire delivery. For each 
address in an address register, an enumerator compared the address information in the register to 
what was on the ground. The enumerator either verified (i.e., accepted) the house number and 
street name address/location description or updated the address. Enumerators performed the 
following address updates: correction of street name and/or unit designation of an address or 
deletion of nonexistent or nonresidential addresses.  A block move took place when an address 
was deleted in one block and added in another.  The classification of block move occurred 
during processing and not during the UU/L operation. If an address was both corrected and 
moved, we classify the address as a block move. 
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Table 1. Address verification and updates during 
questionnaire delivery for addresses printed in the 
Urban Update/Leave address registers 

Questionnaire delivery action 
during Urban Update/Leave 

Total housing units 

Verification (acceptable) 

Update 

Correction 

Block move* 

Nonexistent 

Nonresidential 

Number Percent 

267,005 100.0 

218,772 81.9 

48,233  18.1 

7,371 2.8 

1,851 0.7 

35,376 13.2 

3,635 1.4 
Data sources: March 2001 MAF extract and DMAF

*If an address was both corrected and moved, we classify the 

address as a block move.


Most addresses–81.9 percent–were acceptable as listed in the address registers. A total of 
18.1 percent of addresses had updates. The most frequent update was deletion, 14.6 percent 
(nonexistent or nonresidential addresses). Appendixes G and H contain the state-level and in-
census state-level totals for Table 1, respectively. 

There were 13,131 UU/L additions during questionnaire delivery, a 4.9 percent increase to the 
addresses printed in the address registers. Of these additions, 13,081 made it to the DMAF, and 
10,455 were in the census. The 50 additions that did not make it to the DMAF either could not 
be geocoded–that is, linked to an address range in the Topologically Integrated Geographic 
Encoding and Referencing (TIGER) database–or were deleted by two or more census operations. 
The 2,626 additions on the DMAF and not in the census were deleted addresses; that is, they 
were determined not to be valid housing units. Addresses either excluded from or included in 
the census may have been categorized erroneously. The DMAF and in-census state-level tables 
for additions are in Appendix I. 

In the following sections, we give some descriptive statistics about the additions, deletions 
(nonexistent and nonresidential addresses), corrections, and block moves. 
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4.1.1 Characteristics of additions 

There were 12,843 UU/L collection blocks. A total of 9,884 of these blocks, or 77.0 percent, did 
not have any additions during questionnaire delivery. Table 2 presents the clustering of 
additions for the 2,959 blocks with at least one addition. Most of the blocks with 
additions–2,697 blocks, or 91.1 percent–contained nine or fewer additions. Of the blocks with 
additions, 125 blocks, or 4.2 percent, did not have any housing units in the block prior to the 
address updating process. 

Table 2. Counts of collection blocks 
by number of additions per block 

Number of Numbe Percen 
housing units r of t of 
added blocks blocks 

1 or more 2,959 100.0 

1 1,240 41.9 

2-9  1,457 49.2 

10-19 167 5.6 

20-59  81 2.7 

60-99 6 0.2 

100+  8 0.3 
Data source: March 2001 MAF extract 

Table 3 is a description of the addresses by type of address. We classify addresses into five 
categories based on the highest criterion met. The categories are complete city-style, complete 
rural route, complete post office box, incomplete address, and no address information. 

•	 The complete city-style category includes all housing units that had a complete 
city-style address, which consists of a house number and street name. 

•	 The complete rural route category includes housing units that did not have a 
complete city-style address, but did have a complete rural route (or highway 
contract route) address, such as Rural Route 2, Box 3. 

•	 The complete post office box category includes housing units that did not have a 
complete city-style or complete rural route address, but did have a complete post 
office box address, such as P.O. Box 5. 

•	 The incomplete category includes housing units that had some address 
information, but did not have a complete address of any type. 
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•	 The no address information category includes housing units that are missing 
house number, street name, rural route, and post office box information. 

Addresses are further delineated by whether or not the address had a physical/location 
description provided during a census field operation. For additional information on how this 
variable was defined, see U.S. Census Bureau, 2001h. 

Most of the UU/L additions, 91.0 percent, were complete city-style addresses. The majority of 
the remaining addresses had incomplete address information. Appendix J has the state-level 
totals for Table 3. 

Table 3. Type of address: additions 

Address type Number Percent 

Total housing units 13,131 100.0 

Complete city-style 11,954 91.0 

With location 39 0.3 

Without location 11,915 90.7 

Complete rural route 0 0.0 

With location 0 0.0 

Without location 0 0.0 

Complete post office box 0 0.0 

With location 0 0.0 

Without location 0 0.0 

Incomplete address 1,021 7.8 

With location 6 0.0 

Without location 1,015 7.7 

No address 156 1.2 

With location 131 1.0 

Without location 25 0.2 
Data source: March 2001 MAF extract 
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Table 4 shows the UU/L additions by number of housing units at the basic street address. Most 
of the additions, 63.9 percent, were single units. Of the multi-unit basic street addresses, 
45.4 percent were 2-4 units. Appendix N has the state-level totals for Table 4. 

Table 4. Number of housing units at the basic 
street address: additions 

Number of housing units

at the basic street

address Number Percent


Total housing units 

Single unit 

Multi-unit 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+ units 

13,131 100.0 

8,395 63.9 

4,736  36.1 

2,149  16.4 

634 4.8 

387  2.9 

458 3.5 

1,108  8.4 
Data source: March 2001 MAF extract 

Table 5 identifies the original source for additions. The original source is the first operation or 
file to add the address to the MAF, with the following three qualifications: 

•	 If one operation added an address, but a later operation also identified the address 
in a different TEA, the first operation does not receive credit for adding this 
address. 

•	 An address may not have sufficient operation information to indicate how the 
address was added to the MAF. 

•	 In cases where one MAF-building operation overlapped with at least one other 
MAF-building operation and the address was added independently in each 
operation, we give credit to each operation. An example of this is the original 
source category, “Local Update of Census Addresses (LUCA) 1998 and Block 
Canvassing.” 

Therefore, the original source variable identifies the first operation or operations to add the 
address to the TEA in which it exists for the census, provided there is sufficient information to 
identify a TEA and an operation. For additional information on how this variable was defined, 
see U.S. Census Bureau, 2001b. 
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For additions, we collapsed the original source based on whether or not the original source 
included UU/L and whether the original source(s) pre- or post-dated the address register (AR). 
The following four categories emerged: 

•	 original source(s) that provided an address before creation of the UU/L address 
register (pre-AR), 

• original source of UU/L, 

•	 original source of UU/L and original source(s) that post-dated the creation of the 
UU/L address register (post-AR), and 

• original source(s) post-AR. 

For pre-AR original sources, a housing unit address was on the MAF but was not DMAF 
deliverable, and therefore was left off the UU/L address register. The UU/L program 
independently added these housing units. For post-AR original sources, the file or operation 
credited as the original source coincided with or post-dated the UU/L address register. The fact 
that the original source was not UU/L for all of the additions highlights the multiplicity of 
overlapping operations and file sources in the census in general and UU/L areas in particular. 

Nearly two-thirds of added addresses, 65.6 percent, had UU/L as one of the original sources. For 
addresses with UU/L as the only original source, UU/L was the first and perhaps only source for 
that address. 

Table 5. Original source: additions 

Original source Number Percent 

Total housing units 13,131 100.0 

Pre-AR* 3,398 25.9 

UU/L 8,113 61.8 

UU/L and post-AR** 501 3.8 

Post-AR** 1,119 8.5 
Data source: March 2001 MAF extract 
* Pre-AR includes the 1990 Address Control File, November 1997 Delivery 

Sequence File (DSF), September 1998 DSF, block canvassing, LUCA 1998, and 

Supplemental LUCA 1998.

**Post-AR appears in two original source categories: (1) UU/L and post-AR, and 

(2) post-AR. For original source of UU/L and post-AR, the post-AR original source

is the April 2000 DSF and/or New Construction. For original source of post-AR, 

the post-AR original source includes the November 1999 DSF, February 2000 DSF, 
and New Construction. 

4.1.2 Characteristics of deletions 

10 



There were 12,843 UU/L collection blocks. A total of 5,045 UU/L blocks had no housing units 
printed in the address registers at the time of questionnaire delivery. Of the 7,798 UU/L blocks 
with housing units in the address registers, 3,441 blocks, or 44.1 percent, did not have any 
deletions during questionnaire delivery. Table 6 presents the clustering of deletions for the 
4,357 blocks with at least one deletion. 

About half, 50.7 percent, of the blocks with at least one deletion had 2-9 housing units deleted. 

Table 6. Counts of collection 
blocks by number of deletions per 
block 

Number of Numbe Percen 
housing units r of t of 
deleted blocks blocks 

1 or more 4,357 100.0 

1 1,434  32.9 

2-9  2,210  50.7 

10-19 373 8.6 

20-59  256  5.9 

60-99 42 1.0 

100+  42  1.0 
Data source: March 2001 MAF extract 
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Table 7 shows the type of address for deletions. Nearly all, 97.5 percent, of deletions were 
complete city-style addresses. The majority of the remaining addresses had incomplete address 
information. Appendix K has the state-level totals for Table 7. 

Table 7. Type of address: deletions


Address type Number Percent


Total housing units 

Complete city-style 

With location 

Without location 

Complete rural route 

With location 

Without location 

39,011 100.0 

38,034 97.5 

258 0.7 

37,776 96.8 

6 0.0 

6 0.0 

0 0.0 

Complete post office box 10 0.0 

With location 10 0.0 

Without location 0 0.0 

Incomplete address 961 2.5 

With location 957 2.5 

Without location 4 0.0 

No address 0 0.0 

With location 0 0.0 

Without location 0 0.0 
Data source: March 2001 MAF extract 

Table 8 shows the number of housing units at the basic street address for deletions. Most of the 
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deletions, 56.1 percent, were in multi-unit structures. Of the multi-unit basic street addresses, 
20.3 percent were 2-4 units and 63.3 percent were 50+ units. Looking back to UU/L additions 
(Table 4), the majority of additions were single unit, 63.9 percent. The greater number of 
multi-unit deletions versus single-unit deletions may be a function of enumerators cleaning up 
duplication introduced during the creation of the Master Address File. Multiple file sources 
were used to create the Master Address File, and the same unit within a multi-unit structure may 
have been put on the file more than once because of variations in the basic street address, unit 
designations, or the absence of unit designations. Appendix N has the state-level totals for 
Table 8. 

Table 8. Number of housing units at the basic 
street address: deletions 

Number of housing units

at the basic street address Number Percent


Total housing units 

Single unit 

Multi-unit 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+ units 

39,011 100.0 

17,110 43.9 

21,901  56.1 

4,439  11.4 

1,475 3.8 

887  2.3 

1,234 3.2 

13,866  35.5 
Data source: March 2001 MAF extract 

Table 9 shows that the greatest number of deletions had the original source as the 1990 Address 
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Control File, which was also the most dated source. 

Table 9. Original source: deletions 

Original source Number Percent 

Total housing units 39,011 100.0 

1990 Address Control File 19,422 49.8 

November 1997 DSF 6,276 16.1 

September 1998 DSF 559 1.4 

Block canvassing 5,657 14.5 

LUCA 1998 or Supplemental LUCA 1998 6,628 17.0 

Block canvassing and LUCA 1998 417 1.1 

LUCA 1998 and September 1998 DSF 40 0.1 

Address listing 12 0.0 
Data source: March 2001 MAF extract 
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4.1.3 Characteristics of corrections 

There were 12,843 UU/L collection blocks. Of these, 5,045 had no housing units printed in the 
address registers at the time of questionnaire delivery. Of the 7,798 UU/L blocks with housing 
units in the address registers, 6,407 blocks, or 82.2 percent, did not have any corrections during 
questionnaire delivery. 

Table 10 presents the clustering of corrections for the 1,391 blocks with at least one correction. 
Most of the blocks with corrections–1,226, or 88.1 percent–were blocks with nine or fewer 
corrections. Corrections include changing the street name and/or unit designation of an address, 
which might affect multiple housing units. 

Table 10. Counts of collection 
blocks by number of corrections 
per block 

Number of 
housing units 
corrected 

1 or more 


1


2-9


10-19


20-59


60-99


100+


Numbe Percen 
r of t of 

blocks blocks 

1,391 100.0 

590  42.4 

636  45.7 

111 8.0 

45  3.2 

5 0.4 

4  0.3 
Data source: March 2001 MAF extract 
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Table 11 contains a breakdown of type of address for the corrections. Most of the UU/L 
corrections, 95.1 percent, were complete city-style addresses. The majority of the remaining 
addresses had incomplete address information. Appendix L has the state-level totals for 
Table 11. 

Table 11. Type of address: corrections 

Address type Number Percent 

Total housing units 

Complete city-style 

With location 

Without location 

Complete rural route 

With location 

Without location 

7,371 100.0 

7,008 95.1 

152 2.1 

6,856 93.0 

1 0.0 

1 0.0 

0 0.0 

Complete post office box 3 0.0 

With location 3 0.0 

Without location 0 0.0 

Incomplete address 359 4.9 

With location 357 4.8 

Without location 2 0.0 

No address 0 0.0 

With location 0 0.0 

Without location 0 0.0 
Data source: March 2001 MAF extract 

Table 12 contains a breakdown for the corrections by number of housing units at the basic street 
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address. The majority of the corrections (57.7 percent) occurred in single units. For multi-units, 
38.2 percent of the corrections were 2-4 units in size. Appendix N has the state-level totals for 
Table 12. 

Table 12. Number of housing units at the basic 
street address: corrections 

Number of housing units

at the basic street address Number Percent


Total housing units 

Single unit 

Multi-unit 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+ units 

7,371 100.0 

4,254 57.7 

3,117  42.3 

1,190  16.1 

465 6.3 

229  3.1 

435 5.9 

798  10.8 
Data source: March 2001 MAF extract 

Table 13 shows that corrections occurred for a sizable number of addresses whose original 
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source was the 1990 Address Control File, the November 1997 DSF, and block canvassing. 

Table 13. Original source: corrections


Original source Number Percent 


Total housing units 7,371 100.0 

1990 Address Control File 3,301 44.8 

November 1997 DSF 2,024 27.5 

September 1998 DSF 141 1.9 

Block canvassing 1,651 22.4 

LUCA 1998 or Supplemental LUCA 1998 85 1.2 

Block canvassing and LUCA 1998 138 1.9 

LUCA 1998 and September 1998 DSF 30 0.4 

Address listing 1 0.0 
Data source: March 2001 MAF extract 

4.1.4 Characteristics of block moves 
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There were 12,843 UU/L collection blocks. Of these, 5,045 had no housing units printed in the 
address registers at the time of questionnaire delivery. Of the 7,798 UU/L blocks with housing 
units in the address registers, 7,186 blocks, or 92.2 percent, did not have any block moves during 
questionnaire delivery. Table 14 presents the clustering of block moves for the 612 blocks with 
at least one block move. 

About half, 54.6 percent of the blocks with at least one housing unit moved to another block had 
only one move; and 93.3 percent of the blocks had nine or fewer moves. 

Table 14. Counts of collection 
blocks by number of block moves 
per block 

Number of Numbe Percen 
housing units r of t of 
moved blocks blocks 

1 or more 612 100.0 

1 334  54.6 

2-9  237  38.7 

10-19 34 5.6 

20-59  7  1.1 
Data source: March 2001 MAF extract 

Table 15 shows that all of the block moves were complete city-style addresses. For an address to 
be identified as a block move, it has to be identified as the same unit during processing, which 
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could be done only for complete addresses. Appendix M has the state-level totals for Table 15. 

Table 15. Type of address: block moves 

Address type Number Percent 

Total housing units 1,851 100.0 

Complete city-style 1,851 100.0 

With location 3 0.2 

Without location 1,848 99.8 

Complete rural route 0 0.0 

With location 0 0.0 

Without location 0 0.0 

Complete post office box 0 0.0 

With location 0 0.0 

Without location 0 0.0 

Incomplete address 0 0.0 

With location 0 0.0 

Without location 0 0.0 

No address 0 0.0 

With location 0 0.0 

Without location 0 0.0 
Data source: March 2001 MAF extract 

Table 16 contains a breakdown for the moves by number of housing units at the basic street 
address. The majority of the moves (79.8 percent) occurred in single units. For multi-units, 
50.0 percent of the moves were 2-4 units in size. Appendix N has the state-level totals for 
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Table 16. 

Table 16. Number of housing units at the basic 
street address: block moves 

Number of housing units

at the basic street address Number Percent


Total housing units 1,851 100.0 

Single unit 1,477 79.8 

Multi-unit 374  20.2 

2-4 units  187 10.1 

5-9 units 40 2.2 

10-19 units  42  2.3 

20-49 units 53 2.9 

50+ units  52  2.8 
Data source: March 2001 MAF extract 

Table 17 shows that block moves occurred for a sizable number of addresses whose original 
source was the 1990 Address Control File, the November 1997 DSF, and block canvassing. 

Table 17. Original source: block moves


Original source Number Percent 


Total housing units 1,851 100.0 

1990 Address Control File 909 49.1 

November 1997 DSF 658 35.5 

September 1998 DSF 29 1.6 

Block canvassing 206 11.1 

LUCA 1998 20 1.1 

Block canvassing and LUCA 1998 21 1.1 

LUCA 1998 and September 1998 DSF 8 0.4 
Data source: March 2001 MAF extract 

4.2 How well was Urban Update/Leave targeted? 

The MAF had 314,059 residential addresses in UU/L blocks. After removing known duplicates, 
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there were 310,114 addresses. Of the 310,114 addresses, 280,086 addresses, or 90.3 percent, 
were delivered to the DMAF. Ultimately, 238,216 UU/L addresses, or 85.1 percent of the 
DMAF addresses, were enumerated in the census as either occupied or vacant housing units. 

The 30,028 addresses that did not make it from the MAF to the DMAF either could not be 
geocoded or were deleted by two or more census operations. The 41,870 addresses on the 
DMAF and not in the census were deleted addresses; that is, they were determined not to be 
valid housing units. Addresses either excluded from or included in the census may have been 
categorized erroneously. This section discusses the 238,216 addresses that were in the census. 

Nationally, eight RCCs designated 12,843 blocks as UU/L. Of the UU/L blocks with housing 
units, the majority, 86.7 percent, were in three regions: Boston, Dallas, and Seattle. 

Not all UU/L blocks had housing units; 5,186 blocks, 40.4 percent, had no housing units. In two 
RCCs, Dallas and Seattle, over half of the UU/L blocks had no housing units. The high 
percentage of blocks with no housing units indicates that many blocks did not have the high 
housing unit densities expected for UU/L areas. The blocks with no housing units could be 
blocks consisting of only commercial structures and may be included in the UU/L areas to create 
contiguous assignment areas. 

The average number of housing units per block with housing units was 31.1. This number varied 
widely by RCC. Chicago, Detroit, and Atlanta had the densest UU/L blocks with an average of 
312.1, 97.4, and 82.3 housing units per block with housing units, respectively. The other RCCs 
had averages ranging from 21.5 to 35.6 housing units per block with housing units. Appendix O 
has the state-level totals for Table 18. 
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Table 18. Number of Urban Update/Leave blocks and Urban Update/Leave housing 
units in the census by regional census center 

Regional 
Urban Update/Leave blocks 

census With Without 
center Total housing units housing units 

Total 12,843 7,657  5,186 

Average 
number of 

Number of housing units
housing units per block* 

238,216 31.1 

Atlanta 414 357 57 

Boston 3,520 2,854 666 

Chicago 79 76  3 

Dallas 4,554 2,141 2,413 

29,390 82.3 

66,278 23.2 

23,723 312.1 

51,274 23.9 

Denver 88 76 12 

Detroit 9 7 2 

Philadelphi 579 502 77 
a 

Seattle  3,600 1,644  1,956 

1,636 21.5 

682 97.4 

17,859 35.6 

47,374 28.8 
Data source: March 2001 MAF extract 

*Average is for blocks with at least one housing unit. 
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Most of the UU/L addresses, 99.1 percent, were complete city-style addresses (see Table 19). 
Overall, 128 UU/L housing units, or 0.1 percent of the UU/L housing units in the census, had 
complete post office box addresses (not shown). Though not surprising–because this operation 
occurred in urban areas of the country, which typically have complete city-style addresses– 
targeting areas for Urban Update/Leave where many residents picked up their mail at post office 
boxes was not successful. The majority of the remaining addresses in the address hierarchy had 
incomplete address information. Appendix P has the state-level totals for Table 19. 

Table 19. Type of address for Urban Update/Leave 
housing units in the census 

Address type Numbe Percen 
r t 

Total housing units 238,216 100.0 

Complete city-style 236,090 99.1 

With location 871 0.4 

Without location 235,219 98.7 

Complete rural route 6 0.0 

With location 6 0.0 

Without location 0 0.0 

Complete post office box 23 0.0 

With location 23 0.0 

Without location 0 0.0 

Incomplete address 1,960 0.8 

With location 1,352 0.6 

Without location 608 0.3 

No address 137 0.1 

With location 120 0.1 

Without location 17 0.0 
Data source: March 2001 MAF extract 
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Tables 20-22 show the number of UU/L housing units in the census as a percent of each UU/L 
block with housing units for three characteristics: matches to a residential address on the DSF (a 
list of the addresses serviced by the USPS), multi-unit addresses, and drop delivery addresses. 
Appendixes Q, R, and S present the state-level totals for Tables 20, 21 and 22, respectively. 

Table 20. Number of Urban Update/Leave housing units in the census 
that match the Delivery Sequence File as a percent of each Urban 
Update/Leave block 

Numbe Percent 
Percent of housing units in Numbe Percen r of of 
a block that match the r of t of housing housing 
Delivery Sequence File blocks blocks units units 

Total 7,657 100.0 238,216 100.0 

0% 625 8.2 3,835 1.6


Greater than 0% to 25% 187 2.4 5,675 2.4 

Greater than 25% to 50% 503 6.6 8,069 3.4 

Greater than 50% to 75% 799 10.4 18,962 8.0 

Greater than 75% up to 100% 2,602 34.0 151,712 63.7 

100% 2,941 38.4 49,963 21.0

Data source: March 2001 MAF extract 

Table 21. Number of multi-unit Urban Update/Leave housing units in 
the census as a percent of each Urban Update/Leave block 

Number Percent 
Numbe Percen of of 

Percent of housing units in a r of t of housing housing 
block that are multi-unit blocks blocks units units 

Total 7,657 100.0 238,216 100.0 

0% 3,925 51.3 47,091 19.8 

Greater than 0% to 25% 1,610 21.0 69,196 29.0 

Greater than 25% to 50% 910 11.9 27,385 11.5 

Greater than 50% to 75% 476 6.2 18,346 7.7 

Greater than 75% up to 100% 453 5.9 64,381 27.0 

100% 283 3.7 11,817 5.0 
Data source: March 2001 MAF extract 
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Table 22. Number of drop delivery Urban Update/Leave housing 
units in the census as a percent of each Urban Update/Leave block 

Percent of housing units in 
a block that are drop 
delivery 

Total


0%


Greater than 0% to 25%


Greater than 25% to 50%


Greater than 50% to 75%


Numbe Percent 
Numbe Percen r of of 

r of t of housing housing 
blocks blocks units units 

7,657 100.0 238,216 100.0 

6,917 90.3 185,117 77.7 

715 9.3 52,858 22.2 

23 0.3 236 0.1 

1 0.0 3 0.0 

Greater than 75% up to 100% 0 0.0 0 0.0 

100% 1 0.0 2 0.0 
Data source: March 2001 MAF extract 

Tables 20-22 measure how well we targeted areas deemed unsuitable for mail delivery. 

According to our metrics–the percent of housing units in each UU/L block that match the DSF

(Table 20), the percent of housing units in each UU/L block that are in multi-unit structures

(Table 21), and the percent of housing units in each UU/L block that are drop delivery 

(Table 22), we visited many blocks that had no mail delivery problems.


In Table 20, 72.4 percent of blocks and 84.7 percent of housing units were in blocks with greater

than 75 percent of the housing units in the block matching the DSF. These are blocks that we

would expect the USPS to have success in delivering the mail. On the other hand, 27.6 percent

of blocks and 15.3 percent of housing units were in blocks where 75 percent or less of the

housing units in the block matched the DSF. Such blocks would presumably present mail

delivery challenges for the USPS.


In Table 21, 72.3 percent of blocks and 48.8 percent of housing units were in blocks where 

25 percent or less of the housing units in the block were multi-unit addresses. A multi-unit

structure has multiple unit designations at the same basic street address; for example, an

apartment building. We would expect it to be easier to deliver mail to the correct unit in blocks

with lower multi-unit concentrations.


In Table 22, 99.7 percent of blocks and 99.9 percent of housing units were in blocks where 

25 percent or less of the housing units in the blocks were drop delivery. In areas where the

USPS delivers to a drop delivery point, we have low confidence in the delivery of the right

census questionnaire to the corresponding unit within a multi-unit structure. 


Overall, there were 2,065 drop delivery addresses, or 0.9 percent of UU/L housing units in the

census–the same rate as other TEAs that return their completed questionnaire by mail. Of the
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2,065 drop delivery addresses, 613 addresses, or 29.7 percent, were single-unit housing units. 
The fact that we identified drop delivery addresses at single-unit structures highlights the 
limitations of the drop delivery and number of housing units at the basic street address variables. 
Very few areas had high concentrations of drop delivery addresses, and the measure itself was 
suspect. 

Table 23 crosses the number of housing units at the basic street address by DSF match status. 
Single-unit UU/L housing units in the census were slightly more likely to match the DSF than 
multi-unit UU/L housing units–87.2 percent versus 85.7 percent, respectively. Both percentages 
were close to the overall rate of 86.6 percent of UU/L addresses matching the DSF. Appendix T 
has the state-level totals for Table 23. 

Table 23. Number of housing units at the basic street address for 
Urban Update/Leave housing units in the census by Delivery Sequence 
File match 

Number of housing units Percent of Percent of 
at the basic street address Total total subcategory 

Total housing units 238,216 100.0 NA 

DSF match 206,228 86.6 NA 

Not DSF match 31,988 13.4 NA 

Single unit 136,333 57.2 100.0 

DSF match 118,947 49.9 87.2 

Not DSF match 17,386 7.3 12.8 

Multi unit 101,883 42.8 100.0 

DSF match 87,281 36.6 85.7 

Not DSF match 14,602 6.1 14.3 
Data source: March 2001 MAF extract 
NA-not applicable 
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Matching the Census 2000 census tracts to the Planning Database, 189,045 addresses, 
79.4 percent of UU/L addresses in the census, were in tracts that could be matched. 

Table 24 shows the hard-to-count classes for UU/L addresses that match to a census tract on the 
Planning Database. Of the 424 census tracts that had UU/L housing units in the census, 355, or 
83.7 percent, could be matched to a census tract on the Planning Database. 

The hard-to-count scores are a composite measure of characteristics correlated with success in 
counting people. The list of variables used to create the hard-to-count score is in Appendix F. 
The scores, from 0 to 132, are grouped into ten classes, with one being the most difficult to count 
and ten being the easiest to count. 

Close to one-quarter of the addresses were in the hardest hard-to-count class. Nearly half of the 
addresses, 47.1 percent, were in the top three hard-to-count classes (classes 1, 2, and 3). Nearly 
one-quarter of the addresses were in the bottom three hard-to-count classes (classes 8, 9, and 10). 
So, while we identified addresses in the hardest-to-count classes, we also identified addresses in 
tracts not considered hard-to-count. Appendix U presents the state-level totals for Table 24. 

Table 24. Hard-to-count classes for Urban Update/Leave 
housing units in the census 

Cumulativ 
e PercentHard-to-count class Number Percent 

Total housing units 

1 hardest-to-count 

2 

3 

4 

5 

6 

7 

8 

9 

10 easiest-to-count 

189,045 100.0


45,877 

28,237 

14,913 

14,991 

12,874 

7,627 

17,952 

20,816 

17,203 

8,555 

24.3 24.3 

14.9  39.2 

7.9 47.1 

7.9 55.0 

6.8 61.8 

4.0 65.9 

9.5 75.4 

11.0 86.4 

9.1 95.5 

4.5 100.0 
Data sources: March 2001 MAF extract and Planning Database 
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Table 25 shows how many UU/L census addresses were in Nonresponse Followup and Coverage 
Improvement Followup operations. The analysis includes all UU/L addresses delivered to the 
DMAF, 280,086 addresses. 

A greater percent of UU/L addresses on the DMAF required contact in Nonresponse Followup 
than in Coverage Improvement Followup, 45.2 percent versus 16.2 percent, respectively. 

Table 25. Nonresponse Followup and Coverage Improvement Followup status 

Nonresponse Followup 

Coverage 
Improvement 

Followup 

Status Number Percent Number Percent 

Total 280,086 100.0 280,086 100.0 

In operation 249,954 89.2 274,171 97.9 

Required contact 126,677 45.2 45,391 16.2 

In census 106,015 37.9 22,505 8.0 

Not in census 20,662 7.4 22,886 8.2 

Did not require 123,277 44.0 228,780 81.7 
contact 

In census 122,095 43.6 212,967 76.0 

Not in census 1,182 0.4 15,813 5.6 

Not in operation 30,132 10.8 5,915 2.1 
Data source: HCEF_D’ 

Table 26 shows the occupancy status for those housing units in the census. The UU/L vacancy 
rate, 14.9 percent, was higher than the national rate, 9.0 percent. (For national comparisons, see 
U.S. Census Bureau, 2001e.) Appendix V presents the state-level data for Table 26. 

Table 26. Occupancy status 

Total housing units 

Occupancy status Number Percent 

Total 238,216 100.0 

Vacant 35,467 14.9 

Occupied 202,749 85.1 
Data source: HCEF_D’ 

29




Collectively, Tables 25 and 26 show that maybe some UU/L areas should have been designated 
as Update/Enumerate areas to save the additional visits to the housing unit during Nonresponse 
Followup and/or Coverage Improvement Followup. In Update/Enumerate areas, enumerators 
administer the census questionnaire during the same visit that they are updating their address 
registers and census maps, instead of leaving the questionnaire and perhaps having to revisit the 
housing unit in Nonresponse Followup and/or Coverage Improvement Followup. 

Table 27 contains a breakdown of the number of housing units at the basic street address (single-
unit versus multi-unit) by whether the housing unit returned a questionnaire by mail. The 
analysis is limited to occupied housing units because only occupied housing units have the 
ability to respond by mail. (Appendix W has the state-level totals for Table 27.) Overall, 68.7 
percent of occupied housing units returned their questionnaires by mail. Single units were more 
likely to respond by mail, 74.3 percent, than addresses in multi-unit structures, 60.1 percent. 
Note that these numbers are not the official mail response or mail return rates for UU/L. For 
additional information on the official mail response and mail return rates, see U.S. Census 
Bureau, 2001f and U.S. Census Bureau, 2001g, respectively. 

Table 27. Number of housing units at the basic street address by 
mail return status 

Occupied housing units 

Number of housing units 
enumerated by mail 

at the basic street address Total Number Percent 

Total occupied housing units 202,749 139,194 68.7 

Single unit 122,150 90,722 74.3 

Multi-unit 80,599 48,472 60.1 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+ units 

22,792 12,324 54.1 

7,540 3,828 50.8 

5,539 3,086 55.7 

9,197 5,730 62.3 

35,531 23,504 66.2 
Data sources: HCEF_D’ and HCUF 
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Table 28 shows the number of housing units in the census that responded by either Telephone 
Questionnaire Assistance, Internet, or Be Counted. The table distinguishes between housing 
units that responded exclusively by the indicated method (“Only” column) and those that 
responded in combination with one or more other types of responses (“In combination” column). 
Few housing units responded by Telephone Questionnaire Assistance, Internet, or the Be 
Counted program, which are respondent-initiated enumerations. Appendix X provides the 
state-level totals for Table 28. 

Table 28. Telephone Questionnaire Assistance, Internet, Be Counted responses 
by whether only response or response in combination with other types of 
responses 

Total Only 
In 

combination 

Telephone Questionnaire Assistance 340 82 258 

Internet 107 101 6 

Be Counted 1,374 306 1,068 
Data source: DMAF 

4.3	 What were the demographic characteristics of the households and people 
living in Urban Update/Leave areas? 

The analysis in this section looks at people enumerated in the census. So, the analysis is limited 
to occupied housing units in the census. 

4.3.1 Household demographics 

Table 29 shows the number and percent of owned and rented UU/L housing units that returned 
their questionnaires by mail. Appendix Y has the state-level totals for Table 29. 

Table 29. Tenure by mail return status 

Occupied housing units 
enumerated by mail 

Tenure Total Number Percent 

Total occupied housing units 202,749 139,194 68.7 

Owned 115,334 89,322 77.4 

Rented 87,415  49,872 57.1 
Data sources: HCEF_D’ and HCUF 

A greater percent of UU/L owner-occupied housing units returned their questionnaires by mail, 
77.4 percent, than UU/L renter-occupied housing units, 57.1 percent. 
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Here are summary statistics for UU/L enumerated households and comparisons to national totals: 

•	 The average household size in UU/L areas was 2.5 persons, compared to 
2.6 persons nationally. 

•	 Of occupied housing units, 43.1 percent were rented, compared to 33.8 percent 
nationally. 

4.3.2 Person-level demographics 

Tables 30-33 show the number and percent of persons broken down by sex, age, Hispanic origin, 
and race that were enumerated on questionnaires returned by mail in UU/L. Appendixes Z, AA, 
BB, and CC have the state-level totals for Tables 30-33, respectively. 

Table 30. Sex by mail return status 

Persons enumerated by mail 

Sex Total Number Percent 

Total 511,195 349,123 68.3 

Male 247,770 167,007 67.4 

Femal 263,425  182,116 69.1 
e 

Data sources: HCEF_D’ and HCUF 

Table 30 shows that females were more likely than males to be enumerated by mail, 69.1 percent 
versus 67.4 percent, respectively. In addition, females were more likely than the average, 
68.3 percent, to be enumerated by mail. 

32




Table 31. Age by mail return status 

Persons enumerated by mail 

Age Total Number Percent 

Total 511,195 349,123 68.3 

<18 years old 139,811 89,019 63.7 

18 to 24 years old 44,951 25,921 57.7 

25 to 34 years old 66,775 41,377 62.0 

35 to 44 years old 82,253 56,114 68.2 

45 to 54 years old 71,147 52,174 73.3 

55 to 64 years old 44,002 33,937 77.1 

65+ years old 62,256 50,581 81.2 
Data sources: HCEF_D’ and HCUF 

Table 31 shows that persons aged 45 and over were more likely than the average to be 
enumerated by mail. Persons under 35 years old were less likely than average to be enumerated 
by mail. Persons 35 to 44 years in age were as likely as the total to be enumerated by mail, 
68.2 percent compared to 68.3 percent, respectively. Note: each age category does not contain 
the same number of years. 

Table 32. Hispanic origin by mail return status 

Persons enumerated by mail 

Hispanic origin Total Number Percent 

Total 511,195 349,123 68.3 

Non-Hispanic 446,916 309,436 69.2 

Hispanic 64,279  39,687 61.7 
Data sources: HCEF_D’ and HCUF 

Table 32 shows that non-Hispanics were more likely than average to be enumerated by mail, 
69.2 percent for non-Hispanics versus 68.3 percent overall. 
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Table 33. Race by mail return status 

Persons enumerated by mail 

Race Total Number Percent 

Total 511,195 349,123 68.3 

White 359,894 267,300 74.3 

African American 88,923 45,670 51.4 

American Indian/Alaska Native 4,823 2,697 55.9 

Asian 13,667 9,578 70.1 

Native Hawaiian/Pacific Islander 657 245 37.3 

Some other race 30,343 16,366 53.9 

Two or more races 12,888 7,267 56.4 
Data sources: HCEF_D’ and HCUF 

Table 33 shows whites and Asians were more likely than average to be enumerated by mail, 
74.3 percent and 70.1 percent, respectively. Other races were less likely than average to be 
enumerated by mail. 

The Census Bureau enumerated 511,195 persons in UU/L, 68.3 percent on questionnaires 
returned by mail. The percent of enumerated persons who responded by mail shows how often 
different groups responded by the prescribed method. In terms of the demographics listed in 
Tables 30-33, persons 65 years and over were the most compliant, 81.2 percent. Persons 
18 to 24 years old had the lowest percent of the different age groups, 57.7 percent. Most 
nonwhite groups had a lower percent enumerated by mail relative to total persons enumerated by 
mail. 

Here are summary statistics for the UU/L enumerated persons and comparisons to national totals: 

• Of UU/L persons, 48.5 percent were male. Nationally, 49.1 percent were male. 
•	 Of UU/L persons, 27.3 percent were under 18 years old. Nationally, 25.7 percent 

were under 18 years old. 
•	 Of UU/L persons, 12.6 percent were Hispanic. Nationally, 12.5 percent were 

Hispanic. 
•	 Of UU/L persons, 17.4 percent were African American. Nationally, 12.3 percent 

were African American. 
•	 Of UU/L persons, 0.9 percent were American Indian/Alaska Native, the same rate 

as nationally. 

The UU/L operation had a higher percentage of renters, a lower percentage of males, a greater 
percentage under 18 years old, and a greater percentage of African Americans than nationwide. 
The greater percentage of renters, persons under 18 years old, and African Americans were 
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encouraging numbers in terms of potentially improving coverage in traditionally undercounted 
groups. 

4.4 Was Urban Update/Leave completed on time and at what cost? 

Urban Update/Leave was conducted from March 3 to March 31, 2000, as planned. 

The total field cost of UU/L was $1,284,506, or $4.59 per housing unit for the 280,136 housing 
units on or added to the UU/L address registers. Additional costs, not included here, were 
headquarters costs, local census office infrastructure costs, and costs for housing units that 
required visits during census followup operations. 

Table 34 shows the field cost by expenditure category. 

Table 34. Field cost by expenditure category 

Expenditure category 

Total 

Salaries 

Regular 

Training 

Overtime 

Night Differential 

Reimbursables 

Mileage 

Telephone 

Other 

Field cost Percent 

$1,284,506 100.0 

$1,149,861 89.5 

$774,570 60.3 

$355,652 27.7 

$18,200 1.4 

$1,439 0.1 

$134,645 10.5 

$128,363 10.0 

$721 0.1 

$5,561 0.4 
Data source: PAMS/ADAMS 

Field costs can be divided into salaries (regular, training, overtime, night differential) and 
reimbursable costs (mileage, telephone, other): 

• Salaries: $1,149,861 (89.5 percent of the total cost) 
• Reimbursables: $134,645 (10.5 percent of the total cost) 

Most of the cost of the operation was the regular salary, training salary, and mileage 
reimbursable: $774,570, 60.3 percent; $355,652, 27.7 percent; and $128,363, 10.0 percent, 
respectively. 

35




Another way to evaluate costs is to compare the mail response rate needed to conduct the 
enumeration in UU/L areas using the Mailout/Mailback methodology and keeping the cost 
constant. The UU/L cost for the 280,136 housing units on or added to the UU/L address 
registers is $5,022,977. The two components of the UU/L cost are the total field cost for the 
UU/L operation, $1,284,506, and the cost of NRFU, $3,738,471. (The unit cost for NRFU is 
$26.96 (U.S. Census Bureau, 2002b), and the mail response rate in UU/L areas as of April 18, 
the NRFU cutoff date, is 50.5 percent (U.S. Census Bureau, 2002d).) 

In order for the cost of the Mailout/Mailback scenario to equal the cost of the UU/L scenario 
($5,022,977), the mail response rate would need to be 37.6 percent. This rate is a decrease of 
12.9 percentage points from the 50.5 percent observed in UU/L areas using UU/L methodology. 
Under the Mailout/Mailback scenario, the total cost is equal to the cost of postage plus the cost 
of NRFU. Postage costs are as follows (U.S. Census Bureau, 2002c): 

• $0.305 postage for the advance letter, 
• $0.525 postage for the short form questionnaire, 
• $1.139 postage for the long form questionnaire, and 
• $0.180 postage for the reminder postcard. 

The postage calculation for the Mailout/Mailback scenario assumes a long form sampling rate of 
one-in-six. 

The UU/L enumeration is cost efficient if the differential mail response rate were actually greater 
than 12.9 percent. This could happen if the census questionnaires are undeliverable by the USPS 
at a rate of over 12.9 percent or hand delivery of the questionnaires inflates the mail response 
rate in the UU/L areas by 12.9 percent. Traditionally, the USPS undeliverable rate is about 
10 percent. 

5. CONCLUSIONS AND RECOMMENDATIONS 

We measured the success of UU/L by determining if we improved the address list, identified 
areas deemed unsuitable for mail delivery, and enumerated at a high rate traditionally 
undercounted groups. Overall, we were successful in these respects. 

We verified 81.9 percent of the address list and updated the remaining 18.1 percent (of which 
14.6 percentage points were nonexistent or nonresidential). We added 13,131 addresses, a 
4.9 percent increase to the UU/L address registers. 

We examined targeting of areas deemed unsuitable for mail delivery by looking at the DSF 
match rate, number of multi-units, number of post office boxes, and number of drop delivery 
addresses. We found 27.6 percent of the blocks and 15.3 percent of the housing units had 
75 percent or less of the block matching the DSF. These areas might present census 
questionnaire delivery challenges for the USPS. 

The highest average number of UU/L housing units per block with housing units were in 
Chicago, Detroit, and Atlanta, 312.1, 97.4, and 82.3 housing units per block with housing units, 

36




respectively. The other five regions, Boston, Dallas, Denver, Philadelphia, and Seattle, averaged 
under 40 housing units per block with housing units. Most areas did not identify blocks with a 
high concentration of multi-unit structures, 72.3 percent of blocks had 25 percent or less of the 
block as multi-unit structures. 

Most of the UU/L addresses, 99.1 percent, were complete city-style addresses. The majority of 
the remaining addresses had incomplete address information. Though not surprising–because 
this operation occurred in urban areas of the country, which typically have complete city-style 
addresses–targeting areas for Urban Update/Leave where many residents picked up their mail at 
post office boxes was not successful. 

Fewer than one percent of addresses were drop delivery. While these addresses should be 
included in UU/L, they do not make up a large part of the UU/L housing units in the census. 
Furthermore, the variable used to identify drop delivery status is not robust. We recommend 
more field work or better USPS input to identify drop delivery status. 

In terms of hard-to-count classes, about one-quarter of the addresses, 24.3 percent, were in the 
hardest class, and nearly half of the addresses, 47.1 percent, were in the top three classes. 
Additionally, about one-quarter of the addresses, 24.6 percent, were in the three easiest classes. 
We should expand our use of the Planning Database to target hard-to-count areas deemed 
suitable for UU/L. 

We enumerated three groups of traditionally undercounted persons at a higher rate than 
nationally: renters, persons under 18 years old, and African Americans. We enumerated two 
groups of traditionally undercounted persons at nearly the same rate as nationally: Hispanics 
and American Indians/Alaska Natives. These traditionally undercounted groups were 
enumerated by mail at lower percentages than the average household or persons in UU/L areas. 

More gains in enumerating areas with these traditionally undercounted groups may possibly be 
achieved by Update/Enumerate methods; that is, enumerating the housing unit at the time of 
questionnaire delivery. In addition, Update/Enumerate would eliminate revisiting housing units 
that do not mail back the questionnaire during Nonresponse Followup and/or Coverage 
Improvement Followup. UU/L areas had vacancy rates higher than the national average, and 
most vacant housing units require followup. 

While the operation did include some areas that the operation was intended for, it included many 
areas where the operation was not intended, including the following: 

• blocks without housing units, 
• areas with higher than average vacancy rates, 
• high percentages of blocks with high DSF match rates, 
• low percentages of blocks with high concentrations of multi-unit structures, 
• areas that did not use post office box delivery, 
•	 and low percentages of blocks with high concentrations of drop delivery housing 

units. 

Furthermore, there could have been places where UU/L should have been used and was not. In 
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the future, we recommend areas be designated for Urban Update/Leave based on headquarters’ 
objective requirements supplemented by regional office input instead of the current practice of 
the regions designating areas as Urban Update/Leave subjectively. 
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Appendix A: March 2001 Master Address File extract variables 

Group Quarters/Housing Unit Flag (GQ_HUF) 
0: Housing Unit 
1: Special Place 
2: Group Quarters 
3: GQ Embedded Housing Unit 

In Census Flag (CENFLG) 
Y: Final Census 2000 record

N: Not a final Census 2000 record


MAFID 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 

Surviving Within-County ID (SW_COID) 
starts with 0000001 

Type-of-Enumeration Area (TEA) 
Based on 2000 collection block: 
1: Mailout/Mailback 
2: Update/Leave 
3: List/Enumerate 
4: Remote Alaska 
5: “Rural” Update/Enumerate (from TEA 2) 
6: Military in Update/Leave area 
7: Urban Update/Leave 
8: “Urban” Update/Enumerate (from TEA 1) 
9: Update/Leave (from TEA 1) 
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Appendix B: Decennial Master Address File variables 

Group Quarters/Housing Unit Flag (GQFLG) 
0: Housing Unit 
1: Special Place 
2: Group Quarters 
3: GQ Embedded Housing Unit 

MAFID 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 
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Appendix C: Hundred Percent Census Edited File with reinstated cases variables 

Person Records 

Unit ID number (PUID) 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 

Record Type (RT) 
3=Housing unit person record 
5=Group quarters person record 

Housing Unit Records 

MAFID 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 
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Appendix D: Hundred Percent Census Unedited File variables 

Housing Unit Records 

MAFID 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 

RSOURCE SOURCE OF RETURN (RECODE) (From DRF2 Processing) 
blank	 = Not computed 

= Paper mail back questionnaire from mail out 
= (not used) 
= Paper mail back questionnaire from TQA mail out with NO ID 
= Paper mail back questionnaire from Update Leave 
= Paper mail back questionnaire from Update Leave ADD 
= Paper mail back questionnaire from Update Leave SUBSTITUTE 
= Paper mail back questionnaire from Urban Update Leave 
= Paper mail back questionnaire from Urban Update Leave ADD 
= Paper mail back questionnaire from Urban Update Leave SUBSTITUTE 
= Paper mail back questionnaire from Request for Foreign Language 
= Paper mail back questionnaire from BCF marked as whole household 
= Paper mail back questionnaire from BCF partial household (i.e., NOT marked as whole household) 
= Paper enumerator questionnaire from List Enumerate 
= Paper enumerator questionnaire from Update Enumerate 
= Paper enumerator questionnaire from Update Enumerate ADD 
= Paper enumerator questionnaire from Update Enumerate SUBSTITUTE 
= Paper enumerator questionnaire from Nonresponse Follow-up (NRFU) 
= Paper enumerator questionnaire from NRFU ADD 
= Paper enumerator questionnaire from NRFU SUBSTITUTE 
= Paper enumerator questionnaire from NRFU Whole Household Usual Home Elsewhere (WHUHE) 
= Paper enumerator questionnaire from NRFU In-mover 
= Paper enumerator questionnaire from Coverage Improvement Follow-up (CIFU) 
= Paper enumerator questionnaire from CIFU ADD 
= Paper enumerator questionnaire from CIFU SUBSTITUTE 
= Paper enumerator questionnaire from T-Night 
= Paper questionnaire for UHE from Service-based Enumeration (SBE) (Individual Census Questionnaire (ICQ)) 
= Paper questionnaire for UHE from Group Quarters (GQ) enumeration (Individual Census Report (ICR)) 
= Paper questionnaire for UHE from Military GQ enumeration (Military Census Report (MCR)) 
= Paper questionnaire for UHE from Shipboard GQ enumeration (Shipboard Census Report (SCR)) 
= Electronic short form from IDC 
= Electronic TQA reverse-CATI short form 
= Electronic TQA reverse-CATI BCF for whole household 
= Electronic TQA reverse-CATI BCF for partial household 
= Electronic Coverage Edit Follow-up (CEFU) from long or short form 
= Electronic CEFU from BCF for whole household 
= Electronic CEFU from IDC 
= Paper enumerator continuation form – unlinked “orphan” 
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Appendix E: Planning Database variables 

GIDTRACT 

State/County/Tract or BNA Code–An 11-digit code. The first two digits denote state, the next 
three digits denote county, and the last six digits denote 1990 census tract or 1990 block 
numbering area. 
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Appendix F: Variables used to compute hard-to-count scores at the 1990 census tract level 
on the Planning Database 

Percent vacant housing units

Percent two or more housing units in structure

Percent occupied housing units rented

Percent occupied housing units with more than one person per room

Percent not husband/wife households

Percent occupied housing units without a telephone

Percent persons 25+ years old who are not high school graduates (no diploma)

Percent persons below poverty level

Percent households receiving public assistance income

Percent of civilian labor force unemployed

Percent linguistically isolated households(no person 14+ years old speaks English very well)

Percent occupied housing units whose householder moved into housing unit 1989 or 1990
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Appendix G: Address verification and updates during questionnaire delivery for addresses printed in the Urban 
Update/Leave address registers, state-level totals for Table 1 

Urban Update/Leave action codes 

Total Updates 

# housing 
units % verified Correction Block move Nonexistent 

Verificatio 
n 

Non-
residentialArea 

United States 267,005 81.9  218,772 7,371  1,851 35,376 3,635 

California 50,043 84.9 42,464 1,206 380 5,623 370 

Colorado 1,837 81.9 1,504 91 12 207 23 

Delaware 773 77.4 598 5 81 89 0 

District of Columbia 304 85.9 261 0 0 37 6 

Florida 33,351 78.9 26,322 968 41 4,300 1,720 

Idaho 420 46.9 197 109 1 109 4 

Illinois 30,436 70.3 21,401 362 0 8,347 326 

Louisiana 56,059 84.0 47,094 2,025 821 5,890 229 

Michigan 1,212 21.2 257 176 0 776 3 

New Jersey 132 69.7 92 0 0 37 3 

Pennsylvania 22,131 70.5 15,604 398 2 5,444 683 

Rhode Island 69,132 89.6 61,931 1,983 511 4,454 253 

Washington 1,175 89.1 1,047 48 2 63 15 
Data sources: March 2001 MAF extract and DMAF 
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Appendix H: Address verification and updates during questionnaire delivery for addresses printed in the Urban 
Update/Leave address registers, in-census state-level totals for Table 1 

Urban Update/Leave action codes 

Total Updates 

# housing 
units % verified Correction Block move Nonexistent 

Verificatio 
n 

Non-
residentialArea 

United States 227,761 90.6  206,238 6,653  1,800 12,284 

California 43,698 92.2 40,277 1,090 362 1,840 129 

Colorado 1,465 89.2 1,307 81 11 58 8 

Delaware 702 82.5 579 5 81 37 0 

District of Columbia 275 92.7 255 0 0 14 6 

Florida 28,135 88.8 24,976 949 41 2,045 124 

Idaho 306 53.9 165 107 1 33 0 

Illinois 23,426 84.4 19,777 321 0 3,121 207 

Louisiana 48,253 90.1 43,470 1,731 800 2,189 63 

Michigan 606 40.9 248 163 0 193 2 

New Jersey 116 77.6 90 0 0 25 1 

Pennsylvania 16,390 90.9 14,891 321 2 998 178 

Rhode Island 63,494 93.5 59,376 1,847 500 1,708 63 

Washington 895 92.4 827 38 2 23 5 
Data source: March 2001 MAF extract 
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Appendix I: Additions by Decennial Master Address File deliverability status and 
in-census status, state-level totals 

Area 

United States 


California


Colorado


Delaware


District of Columbia


Florida


Idaho


Illinois


Louisiana


Michigan


New Jersey


Pennsylvania


Rhode Island


Washington


Delivered to DMAF In census 

Total % of total % of total 
additions Number additions Number additions 

13,131  13,081 99.6 10,455  79.6 

3,017 3,005 99.6 2,350 77.9 

211 209 99.1 171 81.0 

162 162 100.0 141 87.0 

3 3 100.0 2 66.7 

1,453 1,451 99.9 1,255 86.4 

87 87 100.0 66 75.9 

349 349 100.0 297 85.1 

4,007 3,981 99.4 3,021 75.4 

78 78 100.0 76 97.4 

0 0 NA 0 NA 

309 309 100.0 233 75.4 

3,383 3,375 99.8 2,784 82.3 

72 72 100.0 59 81.9 
Data sources: March 2001 MAF extract and DMAF 
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Appendix J: Type of address: additions, state-level totals for Table 3 
Complete city-style Complete rural Complete post office 

Total 
address route address box address Incomplete address No address 

housing (1) with (2) without 
Area units location location (1) (2) (1) (2) (1) (2) (1) (2) 

United States 13,131 39 11,915 0 0 0 0 6 1,015 131 

California 3,017 

Colorado 211 

Delaware 162 

D.C. 3 

16 2,666 0 0 0 0 6 275 47 7 

0 187 0 0 0 0 0 12 12 0 

0 151 0 0 0 0 0 10 1 0 

0 3 0 0 0 0 0 0 0 0 

Florida 1,453 

Idaho 87 

Illinois 349 

Louisiana 4,007 

3 1,415 0 0 0 0 0 16 16 3 

0 66 0 0 0 0 0 18 3 0 

0 304 0 0 0 0 0 42 3 0 

1 3,510 0 0 0 0 0 455 29 12 

Michigan 78 

New Jersey 0 

Pennsylvania 309 

Rhode Island 3,383 

Washington 72 

0 71 0 0 0 0 0 6 0 1 

0 0 0 0 0 0 0 0 0 0 

0 294 0 0 0 0 0 14 1 0 

19 3,181 0 0 0 0 0 165 16 2 

0 67 0 0 0 0 0 2 3 0 
Data source: March 2001 MAF extract 
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Appendix K: Type of address: deletions, state-level totals for Table 7 
Complete city-style Complete rural Complete post office 

Total 
address route address box address Incomplete address No address 

housing (1) with (2) without 
Area units location location (1) (2) (1) (2) (1) (2) (1) (2) 

United States 39,011 258 37,776 6 0 10 0 957 4 0 0 

California 5,993 

Colorado 230 

Delaware 89 

D.C. 43 

98 5,625 0 0 7 0 263 0 0 0 

0 212 0 0 0 0 18 0 0 0 

0 84 0 0 0 0 5 0 0 0 

0 43 0 0 0 0 0 0 0 0 

Florida 6,020 

Idaho 113 

Illinois 8,673 

Louisiana 6,119 

7 6,011 0 0 0 0 2 0 0 0 

0 112 0 0 0 0 1 0 0 0 

2 8,671 0 0 0 0 0 0 0 0 

47 5,527 4 0 3 0 538 0 0 0 

Michigan 779 

New Jersey 40 

Pennsylvania 6,127 

Rhode Island 4,707 

Washington 78 

0 779 0 0 0 0 0 0 0 0 

0 40 0 0 0 0 0 0 0 0 

0 6,127 0 0 0 0 0 0 0 0 

102 4,471 2 0 0 0 128 4 0 0 

2 74 0 0 0 0 2 0 0 0 
Data source: March 2001 MAF extract 
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Appendix L: Type of address: corrections, state-level totals for Table 11 
Complete rural Complete post office 

Total 
Complete city-style address route address box address Incomplete address No address 

housing (1) with (2) without 
Area units location location (1) (2) (1) (2) (1) (2) (1) (2) 

United States 7,371 152 6,856 1 0 3 0 357 2 0 0 

California 1,206 

Colorado 91 

Delaware 5 

D.C. 0 

26 1,115 1 0 1 0 62 1 0 0 

1 69 0 0 0 0 21 0 0 0 

0 5 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

Florida 968 

Idaho 109 

Illinois 362 

Louisiana 2,025 

0 967 0 0 0 0 1 0 0 0 

1 104 0 0 0 0 4 0 0 0 

0 362 0 0 0 0 0 0 0 0 

20 1,793 0 0 1 0 211 0 0 0 

Michigan 176 

New Jersey 0 

Pennsylvania 398 

Rhode Island 1,983 

Washington 48 

0 176 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

1 397 0 0 0 0 0 0 0 0 

102 1,822 0 0 1 0 58 0 0 0 

1 46 0 0 0 0 0 1 0 0 
Data source: March 2001 MAF extract 
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Appendix M: Type of address: block moves, state-level totals for Table 15 
Complete city-style Complete rural Complete post office 

Total 
housing (1) with (2) without 

Area units location location (1) (2) (1) (2) (1) (2) (1) (2) 

United States 1,851 3 1,848 0 0 0 0 0 0 0 0 

California 380 0 380 0 0 0 0 0 0 0 0 

Colorado 12 0 12 0 0 0 0 0 0 0 0 

Delaware 81 0 81 0 0 0 0 0 0 0 0 

D.C. 0 0 0 0 0 0 0 0 0 0 0 

Florida 41 0 41 0 0 0 0 0 0 0 0 

Idaho 1 0 1 0 0 0 0 0 0 0 0 

Illinois 0 0 0 0 0 0 0 0 0 0 0 

Louisiana 821 0 821 0 0 0 0 0 0 0 0 

Michigan 0 0 0 0 0 0 0 0 0 0  0 

New  Jersey 0 0 0 0 0 0 0 0 0 0 0 

Pennsylvania 2 0 2 0 0 0 0 0 0 0 0 

Rhode Island 511 3 508 0 0 0 0 0 0 0 0 

Washington 2 0 2 0 0 0 0 0 0 0 0 
Data source March 2001 MAF extract 

address route address box address Incomplete address No address 
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Appendix N: Number of housing units at the basic street address for additions, deletions, corrections, and block moves, state-
level totals for Tables 4, 8, 12, and 16 

Additions Deletions Corrections Block moves 

% % % %

# single single # single single # single single # single single


Total unit unit Total unit unit Total unit unit Total unit unit

housing housing housing housing housing housing housing housing housing housing housing housing


Area units units units units units units units units units units units units


United States 13,131 8,395 63.9 39,011 17,110 43.9 7,371 4,254 57.7 1,851 1,477 79.8 

California 3,017 1,764 58.5 5,993 3,339 55.7 1,206 674 55.9 380 180 47.4 

Colorado 211 174 82.5 230 152 66.1 91 69 75.8 12 11 91.7 

Delaware 162 151 93.2 89 83 93.3 5 5 100.0 81 80 98.8 

District  of  Columbia 3 0 0.0 43 8 18.6 0 0 NA 0 0 NA 

Florida 1,453 452 31.1 6,020 516 8.6 968 763 78.8 41 20 48.8 

Idaho 87 59 67.8 113 86 76.1 109 99 90.8 1 1 100.0 

Illinois 349 112 32.1 8,673 113 1.3 362 24 6.6 0 0 NA 

Louisiana 4,007 3,211 80.1 6,119 4,620 75.5 2,025 1,432 70.7 821 744 90.6 

Michigan 78 19 24.4 779 110 14.1 176 36 20.5 0 0 NA 

New Jersey 0 0 NA 40 40 100.0 0 0 NA 0 0 NA 

Pennsylvania 309 137 44.3 6,127 5,325 86.9 398 37 9.3 2 2 100.0 

Rhode Island 3,383 2,280 67.4 4,707 2,666 56.6 1,983 1,077 54.3 511 437 85.5 

Washington 72 36 50.0 78 52 66.7 48 38 79.2 2 2 100.0 
Data source: March 2001 MAF extract 
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Appendix O: Number of Urban Update/Leave blocks and Urban Update/Leave housing units in the census, 
state-level totals for Table 18 

Urban Update/Leave blocks 
Average 

number of 
With Without Number of housing units 

Area Total housing units housing units housing units per block* 

United States 12,843 7,657 5,186 238,216 

California 3,511 1,569 1,942 46,048 29.3 

Colorado 88 76 12 1,636 21.5 

Delaware 58 52 6 843 16.2 

District of Columbia 1 1 0 277 277.0 

Florida 414 357 57 29,390 82.3 

Idaho 38 29 9 372 12.8 

Illinois 79 76 3 23,723 312.1 

Louisiana 4,554 2,141 2,413 51,274 23.9 

Michigan  9 7 2 682 97.4 

New Jersey 4 4 0 116 29.0 

Pennsylvania 516 445 71 16,623 37.4 

Rhode Island 3,520 2,854 666 66,278 23.2 

Washington 51 46 5 954 20.7 
Data source: March 2001 MAF extract

*Average is for blocks with at least one housing unit.
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Appendix P: Type of address for Urban Update/Leave housing units in the census, state-level totals for Table 19 
Complete rural Complete post 

Total 
Complete city-style address route address office box address Incomplete address No address 

housing (1) with (2) without 
Area units location location (1) (2) (1) (2) (1) (2) (1) (2) 

United States 238,216 871 235,219 6 0 23 0 1,352 608 120 

California 46,048 275 45,152 2 0 14 0 354 182 63 6 

Colorado 1,636 4 1,572 0 0 0 0 43 9 8 0 

Delaware 843 5 827 0 0 1 0 5 5 0 0 

D.C. 277 0 277 0 0 0 0 0 0 0 0 

Florida 29,390 63 29,309 0 0 0 0 1 8 6 3 

Idaho 372 1 344 0 0 0 0 13 11 3 0 

Illinois 23,723 4 23,682 0 0 0 0 0 33 2 2 

Louisiana 51,274 93 50,106 3 0 7 0 776 267 20 2 

Michigan 682 0 677 0 0 0 0 0 4 0 1 

New Jersey 116 0 116 0 0 0 0 0 0 0 0 

Pennsylvania 16,623 5 16,609 0 0 0 0 0 9 0 0 

Rhode Island 66,278 416 65,608 1 0 1 0 159 77 13 3 

Washington 954 5 940 0 0 0 0 1 3 5 0 
Data source: March 2001 MAF extract 
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Appendix Q: Number of Urban Update/Leave housing units in the census that match the Delivery Sequence File as a percent 
of each Urban Update/Leave block, state-level totals for Table 20 

Total 
0% 

DSF match 

Greater than 
0% to 25% 
DSF match 

Greater than 
25% to 50% 
DSF match 

Greater than 
50% to 75% 
DSF match 

Greater than 
75% up to 100% 

DSF match 
100% 

DSF match 

# 
housing 

# blocks units 
Area (blks) (HUs) #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs 

United States 155,218 52,136 625 3,835 187 5,675 503 8,069 799 18,962 2,602 151,712 2,941 49,963 

California 1,569 46,048 211 1,117 65 1,789 137 2,115 182 5,676 349 23,907 625 11,444 

Colorado 1,631 76 60 679 1 259 4 121 6 318 3 254 2 5 

Delaware 829 52 27 284 3 70 4 45 4 154 11 276 3 14 

D.C. 277 1 0 0 0 0 0 0 0 0 1 277 0 0 

Florida 23,572 357 10 29 11 864 26 673 28 1,255 133 20,751 149 5,818 

Idaho 366 29 15 135 5 43 2 5 2 24 1 159 4 

Illinois 21,079 76 0 0 0 0 1 128 3 246 59 20,705 13 2,644 

Louisiana 36,201 2,141 134 646 30 579 114 1,249 205 3,669 644 30,058 1,014 15,073 

Michigan 593 7 0 0 0 0 0 0 1 398 2 195 4 89 

New  Jersey 94 4 0 0 0 0 0 0 0 0 3 94 1 22 

Pennsylvania 12,655 445 4 5 0 0 7 146 37 973 256 11,531 141 3,968 

Rhode Island 55,412 2,854 149 870 63 1,826 197 3,069 325 6,151 1,139 43,496 981 10,866 

Washington 940 46 15 70 9 245 11 518 6 98 1 9 4 14 
Data source: March 2001 MAF extract 
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Appendix R: Number of multi-unit Urban Update/Leave housing units in the census as a percent of each Urban Update/Leave 
block, state-level totals for Table 21 

Greater than Greater than Greater than Greater than 
0% 0% to 25% 25% to 50% 50% to 75% 75% up to100% 100% 

Total multi-unit multi-unit multi-unit multi-unit multi-unit multi-unit 

Area #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs 

United States 184,105 52,136 3,925 47,091 1,610 69,196 910 27,385 476 18,346 453 64,381 283 11,817 

California 1,569 46,048 738 6,129 286 12,475 231 6,832 123 5,151 97 13,276 94 2,185 

Colorado 1,636 76 42 394 20 1,000 8 52 2 32 4 158 0 0 

Delaware 843 52 41 607 9 206 2 30 0 0 0 0 0 0 

D.C. 277 1 0 0 0 0 0 0 1 277 0 0 0 0 

Florida 25,389 357 106 2,413 31 2,394 24 856 35 1,075 108 18,651 53 4,001 

Idaho 369 29 21 121 2 27 4 221 0 0 0 0 2 3 

Illinois 20,602 76 0 0 0 0 0 0 0 0 58 20,602 18 3,121 

Louisiana 50,500 2,141 1,389 18,809 454 20,023 177 6,738 59 3,177 26 1,753 36 774 

Michigan 682 7 4 107 2 177 0 0 0 0 1 398 0 0 

New  Jersey 116 4 2 53 2 63 0 0 0 0 0 0 0 0 

Pennsylvania 16,521 445 139 3,662 186 7,728 74 3,013 25 758 16 1,360 5 102 

Rhode Island 64,657 2,854 1,411 14,578 611 24,962 385 9,058 231 7,876 143 8,183 73 1,621 

Washington 944 46 32 218 7 141 5 585 0 0 0 0 2 10 
Data source: March 2001 MAF extract 
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Appendix S: Number of drop delivery Urban Update/Leave housing units in the census as a percent of each Urban 
Update/Leave block, state-level totals for Table 22 

Total 
0% 

drop delivery 

Greater than 
0% to 25% 

drop delivery 

Greater than 
25% to 50% 
drop delivery 

Greater than 
50% to 75% 
drop delivery 

Greater than 
75% up to100% 

drop delivery 
100% 

drop delivery 

Area #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs 

United States 193,735 52,136 6,917 185,117 715 52,858 23 236 1 3 0 0 1 2 

California 1,569 46,048 1,554 43,072 15 2,976 0 0 0 0 0 0 0 0 

Colorado 1,636 76 76 1,636 0 0 0 0 0 0 0 0 0 0 

Delaware 843 52 52 843 0 0 0 0 0 0 0 0 0 0 

D.C. 277 1 1 277 0 0 0 0 0 0 0 0 0 0 

Florida 29,390 357 243 17,376 110 11,962 4 52 0 0 0 0 0 0 

Idaho 372 29 29 372 0 0 0 0 0 0 0 0 0 0 

Illinois 23,723 76 42 12,277 32 11,424 2 22 0 0 0 0 0 0 

Louisiana 51,274 2,141 2,072 47,852 67 3,417 2 5 0 0 0 0 0 0 

Michigan 682 7 7 682 0 0 0 0 0 0 0 0 0 0 

New Jersey 116 4 4 116 0 0 0 0 0 0 0 0 0 0 

Pennsylvania 16,623 445 342 12,368 101 4,217 1 35 1 3 0 0 0 0 

Rhode Island 66,276 2,854 2,450 47,708 389 18,446 14 122 0 0 0 0 1 2 

Washington 954 46 45 538 1 416 0 0 0 0 0 0 0 0 
Data source: March 2001 MAF extract 
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Appendix T: Number of housing units at the basic street address for Urban Update/Leave housing units in the census by 
Delivery Sequence File match, state-level totals for Table 23 

Number of housing units at the basic street address 

Single-unit Multi-unitTotal 

Area 
# housing 

units 
% DSF 
match 

% single 
unit DSF match 

not DSF 
match DSF match 

not DSF 
match 

United States 238,216 86.6 57.2 118,947 17,386 87,281 14,602 

California 46,048 82.8 52.5 20,030 4,140 18,114 3,764 

Colorado 1,636 31.7 84.8 444 944 75 173 

Delaware 843 44.5 96.7 369 446 6 22 

District of Columbia 277 97.5 28.5 79 0 191 7 

Florida 29,390 88.9 20.4 5,706 293 20,412 2,979 

Idaho 372 40.9 70.2 91 170 61 50 

Illinois 23,723 96.3 1.9 326 130 22,518 749 

Louisiana 51,274 89.6 83.1 38,857 3,752 7,066 1,599 

Michigan 682 81.7 41.2 260 21 297 104 

New Jersey 116 94.0 96.6 107 5 2 2 

Pennsylvania 16,623 92.3 78.1 12,662 319 2,676 966 

Rhode Island 66,278 83.8 70.0 39,709 6,717 15,844 4,008 

Washington 954 34.2 79.2 307 449 19 179 
Data source: March 2001 MAF extract 
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Appendix U-1: Hard-to-count classes for Urban Update/Leave housing units in the census, state-level totals for Table 24, 
Part 1: hard-to-count classes 1-5 

Hard-to-count class 
Total 1 2housing 3 4 5 

Area units # % # % # % # % # % 

United States 189,045 45,877 24.3 28,237 14.9 14,913 7.9 14,991 7.9 12,874 6.8 

California 33,158 5,770 17.4 6,010 18.1 7,186 21.7 3,151 9.5 5,697 17.2 

Colorado 1,270 0 0.0 315 24.8 0 0.0 0 0.0 0 0.0 

Delaware 298 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

District of Columbia 277 0 0.0 277 100.0 0 0.0 0 0.0 0 0.0 

Florida 15,983 8,015 50.1 1,338 8.4 306 1.9 5,448 34.1 100 0.6 

Idaho 372 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Illinois 23,723 18,750 79.0 3,522 14.8 1,276 5.4 175 0.7 0 0.0 

Louisiana 45,244 1,492 3.3 5,157 11.4 4,793 10.6 3,767 8.3 6,098 13.5 

Michigan 682 682 100.0 0 0.0 0 0.0 0 0.0 0 0.0 

New Jersey 116 116 100.0 0 0.0 0 0.0 0 0.0 0 0.0 

Pennsylvania 12,976 4,253 32.8 6,354 49.0 1,331 10.3 248 1.9 627 4.8 

Rhode Island 53,992 6,799 12.6 5,264 9.8 7 0.0 1,262 2.3 352 0.7 

Washington 954 0 0.0 0 0.0 14 1.5 940 98.5 0 0.0 
Data sources: Planning Database and March 2001 MAF extract 
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Appendix U-2: Hard-to-count classes for Urban Update/Leave housing units in the census, state-level totals for Table 24, 
Part 2: hard-to-count classes 6-10 

Hard-to-count class 
Total 6housing 7 8 9 10 

Area units # % # % # % # % # % 

United States 189,045 7,627 4.0 17,952 9.5 20,816 11.0 17,203 9.1 8,555 4.5 

California 33,158 1,262 3.8 1,123 3.4 2,298 6.9 661 2.0 0 0.0 

Colorado 1,270 0 0.0 268 21.1 0 0.0 687 54.1 0 0.0 

Delaware 298 298 100.0 0 0.0 0 0.0 0 0.0 0 0.0 

District of Columbia 277 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Florida 15,983 441 2.8 335 2.1 0 0.0 0 0.0 0 0.0 

Idaho 372 372 100.0 0 0.0 0 0.0 0 0.0 0 0.0 

Illinois 23,723 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Louisiana 45,244 4,931 10.9 5,261 11.6 10,114 22.4 3,082 6.8 549 1.2 

Michigan 682 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

New  Jersey 116 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Pennsylvania 12,976 131 1.0 0 0.0 0 0.0 0 0.0 32 0.2 

Rhode Island 53,992 192 0.4 10,965 20.3 8,404 15.6 12,773 23.7 7,974 14.8 

Washington 954 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 
Data sources: Planning Database and March 2001 MAF extract 
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Appendix V: Occupancy status, state-level totals for Table 26 

Percent of 
Total total 

housing Number housing 
Area units vacant units 

United States 238,216 35,467 14.9 

California 46,048 4,393 9.5 

Colorado 1,636 112 6.8 

Delaware 843 50 5.9 

District of Columbia 277 23 8.3 

Florida 29,390 9,387 31.9 

Idaho 372 36 9.7 

Illinois 23,723 6,095 25.7 

Louisiana 51,274 4,412 8.6 

Michigan 

New Jersey 

Pennsylvania 

Rhode Island 

Washington 

682 245 35.9 

116 32 27.6 

16,623 2,877 17.3 

66,278 7,677 11.6 

954 128 13.4 
Data source HCEF_D’ 
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Appendix W: Number of housing units at the basic street address by mail return status, state-level totals for Table 27 

Occupied housing units 

enumerated by mail 

Area Total # % 

United States 202,749 139,194 68.7 

California 41,655 29,026 69.7 

Colorado 1,524 1,153 75.7 

Delaware 793 564 71.1 

District of Columbia 254 133 52.4 

Florida 20,003 13,035 65.2 

Idaho 336 213 63.4 

Illinois 17,628 9,972 56.6 

Louisiana 46,862 34,011 72.6 

Michigan 437 291 66.6 

New Jersey 84 55 65.5 

Pennsylvania 13,746 7,208 52.4 

Rhode Island 58,601 42,973 73.3 

Washington 826 560 67.8 
Data sources HCEF_D’ and HCUF 

Number of housing units at the basic street address 

Single-unit structure Multi-unit structure 

enumerated by mail enumerated by mail 

Total # % Total # % 

122,150 90,722 74.3 80,599 48,472 60.1 

21,803 16,044 73.6 19,852 12,982 65.4 

1,307 1,026 78.5 217 127 58.5 

767 548 71.4 26 16 61.5 

71 46 64.8 183 87 47.5 

5,173 3,310 64.0 14,830 9,725 65.6 

239 163 68.2 97 50 51.5 

426 246 57.7 17,202 9,726 56.5 

39,386 29,817 75.7 7,476 4,194 56.1 

267 173 64.8 170 118 69.4 

80 54 67.5 4 1 25.0 

10,826 6,091 56.3 2,920 1,117 38.3 

41,136 32,710 79.5 17,465 10,263 58.8 

669 494 73.8 157 66 42.0 
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Appendix X: Telephone Questionnaire Assistance, Internet, Be Counted responses by whether only response or response in 
combination with other types of responses, state-level totals for Table 28 

Telephone Questionnaire 
Assistance Internet Be Counted 

Area Total Only 
In 

Combination Total Only 
In 

Combination Total Only 
In 

Combination 

United States 340 82 258 107 101 6 1,374 306 1,068 

California 64 19 45 40 37 3 261 67 194 

Colorado 6 2 4 2 2 0 12 11 1 

Delaware 0 0 0 0 0 0 0 0 0 

District of Columbia 0 0 0 0 0 0 2 0 2 

Florida 27 10 17 8 7 1 136 32 104 

Idaho 0 0 0 0 0 0 0 0 0 

Illinois 107 14 93 3 3 0 395 69 326 

Louisiana 33 7 26 36 35 1 226 42 184 

Michigan 1 0 1 0 0 0 18 9 9 

New Jersey 0 0 0 0 0 0 2 0 2 

Pennsylvania 42 11 31 5 5 0 226 50 176 

Rhode Island 59 18 41 13 12 1 95 26 69 

Washington 1 1 0 0 0 0 1 0 1 
Data source: DMAF 
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Appendix Y: Tenure by mail return status, state-level totals for Table 29 

Tenure 

Occupied housing units Owned housing units Rented housing units 

enumerated by mail enumerated by mail enumerated by mail 

Area Total # % Total # % Total # % 

United States 202,749 139,194 68.7 115,334 89,322 77.4 87,415 49,872 57.1 

California 41,655 29,026 69.7 20,290 15,773 77.7 21,365 13,253 62.0 

Colorado 1,524 1,153 75.7 1,200 963 80.3 324 190 58.6 

Delaware 793 564 71.1 664 496 74.7 129 68 52.7 

District of Columbia 254 133 52.4 62 44 71.0 192 89 46.4 

Florida 20,003 13,035 65.2 8,780 6,568 74.8 11,223 6,467 57.6 

Idaho 336 213 63.4 246 173 70.3 90 40 44.4 

Illinois 17,628 9,972 56.6 1,108 763 68.9 16,520 9,209 55.7 

Louisiana 46,862 34,011 72.6 36,222 27,890 77.0 10,640 6,121 57.5 

Michigan 437 291 66.6 2 2 100.0 435 289 66.4 

New Jersey 84 55 65.5 53 43 81.1 31 12 38.7 

Pennsylvania 13,746 7,208 52.4 6,701 4,108 61.3 7,045 3,100 44.0 

Rhode Island 58,601 42,973 73.3 39,441 32,056 81.3 19,160 10,917 57.0 

Washington 826 560 67.8 565 443 78.4 261 117 44.8 
Data sources: HCEF_D’ and HCUF 
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Appendix Z:  Sex by mail return status, state-level totals for Table 30 

Sex 

Persons Male Female 

enumerated by mail 

Total 

enumerated by mail 

Total 

enumerated by mail 

Area Total # % # % # % 

United States 511,195 349,123 68.3 247,770 167,007 67.4 263,425 182,116 69.1 

California 96,538 66,763 69.2 47,917 32,429 67.7 48,621 34,334 70.6 

Colorado 3,869 2,951 76.3 1,960 1,475 75.3 1,909 1,476 77.3 

Delaware 2,074 1,432 69.0 987 679 68.8 1,087 753 69.3 

District of Columbia 740 399 53.9 333 183 55.0 407 216 53.1 

Florida 40,581 25,847 63.7 19,019 11,786 62.0 21,562 14,061 65.2 

Idaho 833 531 63.7 443 281 63.4 390 250 64.1 

Illinois 39,744 21,139 53.2 17,923 9,319 52.0 21,821 11,820 54.2 

Louisiana 126,640 92,298 72.9 61,777 44,675 72.3 64,863 47,623 73.4 

Michigan 1,085 723 66.6 430 289 67.2 655 434 66.3 

New Jersey 313 198 63.3 170 109 64.1 143 89 62.2 

Pennsylvania 43,916 23,572 53.7 20,748 10,989 53.0 23,168 12,583 54.3 

Rhode Island 152,692 111,816 73.2 74,925 54,045 72.1 77,767 57,771 74.3 

Washington 2,170 1,454 67.0 1,138 748 65.7 1,032 706 68.4 
Data sources: HCEF_D’ and HCUF 
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Appendix AA-1: Age by mail return status, state-level totals for Table 31, Part 1: total, ages 0-24 

Age 

Persons <18 years old 18 to 24 years old 

enumerated by mail enumerated by mail enumerated by mail 

Area Total # % Total # % Total # % 

United States  511,195 349,123 68.3 139,811 89,019 63.7 44,951 25,921 57.7 

California 96,538 66,763 69.2 22,777 14,802 65.0 7,527 4,458 59.2 

Colorado 3,869 2,951 76.3 931 701 75.3 254 173 68.1 

Delaware 2,074 1,432 69.0 570 367 64.4 149 96 64.4 

District of Columbia 740 399 53.9 276 144 52.2 63 43 68.3 

Florida 40,581 25,847 63.7 8,425 4,546 54.0 2,625 1,369 52.2 

Idaho 833 531 63.7 214 129 60.3 67 37 55.2 

Illinois 39,744 21,139 53.2 13,601 6,281 46.2 4,119 1,903 46.2 

Louisiana 126,640 92,298 72.9 35,933 25,090 69.8 11,226 7,314 65.2 

Michigan 1,085 723 66.6 446 292 65.5 95 61 64.2 

New Jersey 313 198 63.3 111 57 51.4 34 21 61.8 

Pennsylvania 43,916 23,572 53.7 16,861 8,536 50.6 5,108 2,516 49.3 

Rhode Island 152,692 111,816 73.2 39,056 27,680 70.9 13,461 7,830 58.2 

Washington 2,170 1,454 67.0 610 394 64.6 223 100 44.8 
Data sources: HCEF_D’ and HCUF 
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Appendix AA-2: Age by mail return status, state-level totals for Table 31, Part 2: ages 25-54 

Age 

25 to 34 years old 35 to 44 years old 

enumerated by mail enumerated by mail 

Area Total # % Total # % 

United States 66,775 41,377 62.0 82,253 56,114 68.2 

California 12,952 7,960 61.5 15,388 10,214 66.4 

Colorado 463 334 72.1 745 558 74.9 

Delaware 275 170 61.8 357 230 64.4 

District of Columbia 68 40 58.8 125 57 45.6 

Florida 5,041 2,723 54.0 5,487 3,249 59.2 

Idaho 90 62 68.9 124 63 50.8 

Illinois 5,321 2,619 49.2 4,518 2,378 52.6 

Louisiana 16,566 11,353 68.5 21,846 15,862 72.6 

Michigan 119 72 60.5 114 79 69.3 

New Jersey 43 23 53.5 33 25 75.8 

Pennsylvania 6,438 3,250 50.5 5,869 3,234 55.1 

Rhode Island 19,139 12,630 66.0 27,318 19,949 73.0 

Washington 260 141 54.2 329 216 65.7 
Data sources: HCEF_D’ and HCUF 

45 to 54 years old 

enumerated by mail 

Total # % 

71,147 52,174 73.3 

16,077 11,612 72.2 

797 628 78.8 

286 220 76.9 

86 53 61.6 

4,806 3,086 64.2 

151 102 67.6 

3,340 1,919 57.5 

18,015 13,788 76.5 

63 47 74.6 

27 20 74.1 

4,240 2,484 58.6 

22,914 17,946 78.3 

345 269 78.0 
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Appendix AA-3: Age by mail return status, state-level totals for Table 31, Part 3: ages 55+ 

Age 

55 to 64 years old 65+ 

enumerated by mail 

Total 

enumerated by mail 

Area Total # % # % 

United States  44,002 33,937 77.1 62,256 50,581 

California 9,183 7,132 77.7 12,634 10,585 83.8 

Colorado 385 311 80.8 294 246 83.7 

Delaware 142 105 73.9 295 244 82.7 

District of Columbia 57 22 38.6 65 40 61.5 

Florida 4,283 3,042 71.0 9,914 7,832 79.0 

Idaho 82 54 65.9 105 84 80.0 

Illinois 2,678 1,642 61.3 6,167 4,397 71.3 

Louisiana 10,858 8,672 79.9 12,196 10,219 83.8 

Michigan 84 54 64.3 164 118 72.0 

New Jersey 34 22 64.7 31 30 96.8 

Pennsylvania 2,739 1,783 65.1 2,661 1,769 66.5 

Rhode Island 13,270 10,929 82.4 17,534 14,852 84.7 

Washington 207 169 81.6 196 165 84.2 
Data sources: HCEF_D’ and HCUF 
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Appendix BB: Hispanic origin by mail return status, state-level totals for Table 32 

Hispanic origin 

Persons Not Hispanic Hispanic 

enumerated by mail enumerated by mail enumerated by mail 

Area Total # % Total # % Total # % 

United States  511,195 349,123 68.3 446,916 309,436 69.2 64,279 39,687 61.7 

California 96,538 66,763 69.2 86,402 60,484 70.0 10,136 6,279 61.9 

Colorado 3,869 2,951 76.3 3,429 2,693 78.5 440 258 58.6 

Delaware 2,074 1,432 69.0 2,015 1,400 69.5 59 32 54.2 

District of Columbia 740 399 53.9 659 345 52.4 81 54 66.7 

Florida 40,581 25,847 63.7 28,907 17,248 59.7 11,674 8,599 73.7 

Idaho 833 531 63.7 830 528 63.6 3 3 100.0 

Illinois 39,744 21,139 53.2 37,427 19,897 53.2 2,317 1,242 53.6 

Louisiana 126,640 92,298 72.9 124,149 90,460 72.9 2,491 1,838 73.8 

Michigan 1,085 723 66.6 1,078 717 66.5 7 6 85.7 

New Jersey 313 198 63.3 82 52 63.4 231 146 63.2 

Pennsylvania 43,916 23,572 53.7 19,067 8,835 46.3 24,849 14,737 59.3 

Rhode Island 152,692 111,816 73.2 140,968 105,423 74.8 11,724 6,393 54.5 

Washington 2,170 1,454 67.0 1,903 1,354 71.2 267 100 37.5 
Data sources: HCEF_D’ and HCUF 
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Appendix CC-1: Race by mail return status, state-level totals for Table 33, Part 1: total, white, African American 

Race 

Persons White African American 

enumerated by mail 

Total 

enumerated by mail 

Total 

enumerated by mail 

Area Total # % # % # % 

United States  511,195 349,123 68.3 359,894 267,300 74.3 88,923 45,670 51.4 

California 96,538 66,763 69.2 70,435 51,524 73.2 7,096 3,291 46.4 

Colorado 3,869 2,951 76.3 3,460 2,712 78.4 14 5 35.7 

Delaware 2,074 1,432 69.0 1,825 1,307 71.6 175 80 45.7 

District of Columbia 740 399 53.9 14 14 100.0 663 348 52.5 

Florida 40,581 25,847 63.7 25,530 18,370 72.0 11,730 5,789 49.4 

Idaho 833 531 63.7 798 509 63.8 2 0 0.0 

Illinois 39,744 21,139 53.2 6,114 4,047 66.2 30,482 15,197 49.9 

Louisiana 126,640 92,298 72.9 101,197 76,472 75.6 22,050 13,562 61.5 

Michigan 1,085 723 66.6 8 8 100.0 1,064 702 66.0 

New Jersey 313 198 63.3 44 32 72.7 154 58 37.7 

Pennsylvania 43,916 23,572 53.7 10,912 6,998 64.1 12,087 5,125 42.4 

Rhode Island 152,692 111,816 73.2 137,668 103,989 75.5 3,397 1,506 44.3 

Washington 2,170 1,454 67.0 1,889 1,318 69.8 9 7 77.8 
Data sources: HCEF_D’ and HCUF 
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Appendix CC-2: Race by mail return status, state-level totals for Table 33, Part 2: American Indian/Alaska Native, Asian, 
native Hawaiian/Pacific Islander 

Race 

American Indian/Alaska Native Asian Native Hawaiian/Pacific Islander 

enumerated by mail enumerated by mail enumerated by mail 

Area Total # % Total # % Total # % 

United States  4,823 2,697 55.9 13,667 9,578 70.1 657 245 37.3 

California 2,269 1,205 53.1 7,793 5,839 74.9 467 144 30.8 

Colorado 47 34 72.3 22 21 95.5 4 3 75.0 

Delaware 10 4 40.0 3 3 100.0 1 1 100.0 

District of Columbia 1 1 100.0 3 3 100.0 0 0 NA 

Florida 576 222 38.5 300 181 60.3 20 8 40.0 

Idaho 5 2 40.0 10 6 60.0 2 2 100.0 

Illinois 91 72 79.1 1,581 1,052 66.5 20 11 55.0 

Louisiana 483 315 65.2 872 618 70.9 27 21 77.8 

Michigan 2 2 100.0 0 0 NA 0 0 NA 

New Jersey 0 0 NA 1 0 0.0 0 0 NA 

Pennsylvania 312 231 74.0 1,674 889 53.1 45 16 35.6 

Rhode Island 937 564 60.2 1,393 954 68.5 62 34 54.8 

Washington 90 45 50.0 15 12 80.0 9 5 55.6 
Data sources: HCEF_D’ and HCUF; NA-not applicable 
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Appendix CC-3: Race by mail return status, state-level totals for Table 33, Part 3: some other race, two or more races 

Race 

Some other race Two or more races 

enumerated by mail 

Total 

enumerated by mail 

Area Total # % # % 

United States 30,343 16,366 53.9 12,888 7,267 56.4 

California 4,620 2,606 56.4 3,858 2,154 55.8 

Colorado 242 122 50.4 80 54 67.5 

Delaware 18 9 50.0 42 28 66.7 

District of Columbia 31 7 22.6 28 26 92.9 

Florida 1,010 605 59.9 1,415 672 47.5 

Idaho 2 2 100.0 14 10 71.4 

Illinois 892 408 45.7 564 352 62.4 

Louisiana 625 400 64.0 1,386 910 65.7 

Michigan 

New Jersey 

Pennsylvania 

Rhode Island 

Washington 

0 0 NA 11 11 100.0 

111 105 94.6 3 3 100.0 

16,540 9,094 55.0 2,346 1,219 52.0 

6,135 2,959 48.2 3,100 1,810 58.4 

117 49 41.9 41 18 43.9 
Data sources: HCEF_D’ and HCUF 
NA-not applicable 
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EXECUTIVE SUMMARY 

The Update/Enumerate method of enumeration targeted communities with special enumeration 
needs and where most housing units may not have had house number and street name mailing 
addresses. These areas included resort areas with high concentrations of seasonally vacant 
housing units, selected American Indian reservations and colonias; the latter generally are 
Hispanic-occupied unincorporated communities near the Mexican border. Going directly to the 
field saves time and money in areas where we have concerns about responsiveness and address 
integrity. 

In Update/Enumerate areas, enumerators updated their address registers and census maps and 
enumerated the housing unit at the time of their visit. The U.S. Census Bureau conducted the 
Update/Enumerate operation from March 13 to June 5, 2000. 

Every regional census center except Detroit had areas enumerated using the Update/Enumerate 
methodology. The following 35 states had Update/Enumerate areas: Alabama, Alaska, Arizona, 
California, Colorado, Connecticut, Florida, Idaho, Indiana, Iowa, Kansas, Kentucky, Louisiana, 
Maine, Massachusetts, Minnesota, Mississippi, Montana, Nebraska, Nevada, New Mexico, New 
York, North Carolina, North Dakota, Oregon, Pennsylvania, Rhode Island, South Carolina, South 
Dakota, Texas, Utah, Virginia, Washington, Wisconsin, and Wyoming. 

Nationwide, 183,889 blocks were covered by Update/Enumerate, and 75,827 of these blocks 
(41.2 percent) contained housing units. The Master Address File had 1,191,835 residential 
addresses in Update/Enumerate blocks. After removing known duplicates, there were 1,169,090 
addresses. Of the 1,169,090 addresses, 1,056,317 addresses, or 90.4 percent, were delivered to 
the Decennial Master Address File. Ultimately, 956,214 Update/Enumerate addresses, or 
90.5 percent of the Decennial Master Address File addresses, were enumerated in the census as 
either occupied or vacant housing units. 

This evaluation looks at the extent of address updating, descriptive statistics of the addresses, 
demographic characteristics of the households and people living in Update/Enumerate areas, and 
timing and cost of the operation. The Update/Enumerate evaluation provides information to help 
determine whether the operation contributed to a successful Census 2000. 

Did Update/Enumerate contribute to the success of Census 2000? 

Yes. We improved the address list and identified areas suited to field enumeration. 

What was the extent of address updating in Update/Enumerate areas? 

•	 Of the 926,861 addresses in the address registers, 345,088 addresses, or 37.2 percent, 
were updated. An update is a deletion or change in the address or the block in which it is 
located by an enumerator during field enumeration. The most frequent updates, 
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corrections (change in the address), were made to 284,127 addresses, or 30.7 percent of 
the Update/Enumerate address registers.  The remainder of the updates were nearly all 
deletions. 

•	 There were 129,692 Update/Enumerate additions during field enumeration, a 14.0 percent 
increase to the addresses printed in the address registers. 

How well was Update/Enumerate targeted? 

Local Census Offices, using general guidelines, designated areas for Update/Enumerate. The 
targeting measures are objective results of subjective decisions. 

•	 For 54,510 blocks out of 75,827 blocks with housing units in the census, or 71.9 percent 
of blocks, no more than 25 percent of the housing units in the block matched the Delivery 
Sequence File, a list of the addresses serviced by the United States Postal Service. These 
blocks contained 579,665 housing units out of the 956,214 housing units in the census, or 
60.6 percent of the Update/Enumerate housing units. Such blocks would presumably 
present mail delivery challenges. 

•	 Of the addresses in the census, 145,295 (15.2 percent) had no address information; that is, 
the housing unit was missing the house number, street name, rural route, and post office 
box information. 

•	 The Planning Database provided a 1990 census tract-level hard-to-count score, which is a 
composite measure of characteristics correlated with success in counting people. We 
classified each hard-to-count score into one of ten hard-to-count classes. Matching the 
Census 2000 census tracts to the Planning Database, 566,399 addresses, or 59.2 percent 
of the Update/Enumerate addresses in the census, were in census tracts that could be 
matched. While about one quarter of the addresses, 138,757 addresses, were in the top 
three hard-to-count classes and few addresses–3,462 addresses, or 0.6 percent–were in the 
bottom two hard-to-count classes, Update/Enumerate was not limited to the most difficult 
hard-to-count classes. These results show that we followed the 1995 census test 
recommendation to not target Update/Enumerate based on hard-to-enumerate criteria. 

•	 The higher-than-national enumeration rates of American Indians/Alaska Natives, 
Hispanics, and vacant housing units indicate successful targeting of areas with special 
enumeration needs. 

What were the demographic characteristics of the households and people living in 
Update/Enumerate areas? 

•	 The average household size in Update/Enumerate areas was 2.9 persons, compared to 
2.6 persons nationally. 
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•	 The Update/Enumerate vacancy rate, 38.7 percent, was higher than the national vacancy 
rate, 9.0 percent. Most vacants–78.9 percent of vacants–were seasonal vacants. 

•	 Of occupied housing units, 76.1 percent were owned, compared to 66.2 percent 
nationally. 

• Of persons, 49.6 percent were male, compared to 49.1 percent nationally. 

• Of persons, 31.9 percent were under 18 years old, compared to 25.7 percent nationally. 

• Of persons, 23.6 percent were Hispanic, compared to 12.5 percent nationally. 

• Of persons, 1.5 percent were African American, compared to 12.3 percent nationally. 

•	 Of persons, 27.7 percent were American Indian/Alaska Native; nationally, 0.9 percent 
were American Indian/Alaska Native. 

Was Update/Enumerate completed on time and at what cost? 

•	 Update/Enumerate was conducted from March 13 to June 5, 2000, one week past the 
planned May 30, 2000, end date. The extra time was needed to enumerate an American 
Indian reservation at the bottom of the Grand Canyon accessible only by mule. 

•	 The direct field cost of Update/Enumerate–including Reinterview and Update/Enumerate 
Field Followup– was $31,986,343, or $30.27 per housing unit for the 1,056,553 housing 
units on or added to the Update/Enumerate address registers. Reinterview and 
Update/Enumerate Field Followup are two quality assurance checks on the 
Update/Enumerate operation. Additional costs, not included here, were headquarters costs 
and local census office infrastructure costs. 

ix 



1. BACKGROUND 

1.1 The 1990 census 

Urban Update/Enumerate (U/E) was a special enumeration procedure in urban areas in the 
1990 census. In this operation, we field-verified concentrated areas of boarded-up housing units 
(95 percent or more), thus eliminating these areas from the Vacant/Delete Check operation. This 
operation occurred in 96 blocks in New York City and Detroit. 

Of the 10,303 housing units in Urban U/E, 86.5 percent were occupied and 13.5 percent were 
vacant. Only 10.4 percent of these vacant housing units were boarded up. No conclusions were 
made as to the effectiveness of this procedure in areas consisting almost entirely of boarded-up 
housing units. 

1.2 The 1995 census test 

In the 1995 census test, Urban U/E took place in Oakland, CA. The operational design was 
different from 1990 (and somewhat similar to Census 2000). For the 1995 census test, Urban 
U/E was a targeted special enumeration procedure. Targeted areas were blocks where the Census 
Bureau thought the U.S. Postal Service (USPS) would have difficulty delivering census 
questionnaires and where we anticipated low mail response (referred to as hard-to-enumerate 
areas). The 1995 Planning Database Team identified the following variables associated with 
these barriers: 

• percent vacant, 
• percent multi-unit structures, 
• percent of residents in poverty or on public assistance, 
• percent non-white, 
• percent Hispanic, 
• projected Nonresponse Followup workload, 
• percent boarded up, 
• and percent unmailable or undeliverable addresses. 

Staff from the Los Angeles Regional Office and the Oakland District Office reviewed the areas 
targeted for this method and participated in the final identification of the areas. 

This method took place in 106 blocks in Oakland. The experiment had a control group of blocks 
paired with similar targeted characteristics and assigned to the Mailout/Mailback 
type-of-enumeration area (TEA).  Results from the 1995 census test showed that although we 
were successful at targeting areas with low mail response, the Urban U/E operation did not seem 
to improve coverage or data quality. Therefore, a major recommendation from the 1995 census 
test was to concentrate this type of enumeration procedure in areas strictly due to the 
deliverability issue rather than targeting hard-to-enumerate areas. 
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1.3 Census 2000 

Update/Enumerate primarily targeted communities with special enumeration needs and where 
most housing units may not have had house number and street name mailing addresses. These 
areas included resort areas with high concentrations of seasonally vacant housing units, selected 
American Indian reservations and colonias; the latter generally are Hispanic-occupied 
unincorporated communities near the Mexican border. Most U/E areas were originally 
Update/Leave areas, but some came from Mailout/Mailback areas with high concentrations of 
seasonally vacant housing units. 

The Census Bureau assigned TEAs at the block level. In Census 2000, the TEA reflected both 
the enumeration method and the method of compiling the Decennial Master Address File 
(DMAF). Update/Enumerate took place in two TEAs: 

• TEA 5, or “Rural” U/E (originally Update/Leave areas), and 
• TEA 8, or “Urban” U/E (originally Mailout/Mailback areas). 

Creation of the DMAF in Rural U/E began from scratch with Address Listing. In Urban U/E, we 
extracted the DMAF from the Master Address File (MAF). Before DMAF creation, we 
field-checked MAF addresses in areas with house number-street name addresses (referred to as 
city-style addresses) in the door-to-door Block Canvassing operation. 

Update/Enumerate was similar to Update/Leave, except that interviewers enumerated the housing 
unit at the time of their visit–both occupied and vacant housing units–rather than leaving a 
questionnaire to be completed by a resident and mailed to a data capture center. In both 
operations, the enumerator updated the address registers and census maps.  The operation was 
conducted from March 13 to June 5, 2000.  Detroit was the only regional census center that did 
not participate in the U/E operation. 

2. METHODOLOGY 

2.1 Files used in this evaluation 

The following are the data sources for this report: 

• the March 2001 MAF extract, 
• the DMAF, 
• the Decennial Response File–Stage 2 (DRF2), 
• the Hundred Percent Census Edited File with reinstated cases (HCEF_D’), 
• the Planning Database, 
• the Master Activity Schedule (MAS), and 
•	 the Pre-appointment Management System/Automated Decennial Administrative 

Management System (PAMS/ADAMS). 
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The Census Bureau created the MAF, U/E, and census universes using the March 2001 MAF 
extract. We defined the MAF universe as all housing units in U/E areas: variable GQ_HUF=0 
or 3 and variable TEA=5 or 8. After identifying the MAF universe, we limited analysis to 
addresses without a surviving MAFID: variable SW_COID=blank. In this way, we excluded 
from our analysis any housing units that were known to be a duplicate of another address on the 
MAF. We refer to the unduplicated MAF addresses in U/E areas as the U/E universe. We refer 
to all addresses with variable CENFLG=Y as the census universe. See Appendix A for a 
complete description of the March 2001 MAF extract variables used to create the MAF, U/E, and 
census universes. 

Using the MAFID variable, we matched the U/E universe with the DMAF housing units 
(variable GQFLG=0 or 3) to identify which U/E addresses were on the DMAF.  The MAFID 
variable is a unique identifier assigned to each housing unit on the MAF. The records on both 
the DMAF and in the U/E universe became our DMAF universe. See Appendix B for more 
detailed DMAF variable descriptions. 

The DRF2 provided data at the census questionnaire return level. First, we pulled off 
return-level records from the DRF2 (variable RRT=2 or 3). Then we matched the DRF2 
return-level records to the U/E universe by the variables MAFID and RUID, the MAFID variable 
equivalent on the DRF2. Records common to both files became our DRF2 universe. See 
Appendix C for more-detailed DRF2 variable descriptions. 

The HCEF_D’ contributed the demographic characteristics of the households and people in U/E 
areas. First, we removed from the analysis all HCEF_D’ person records in group quarters 
(variable RT= 5), thus limiting the analysis to people in housing units. We merged together the 
HCEF_D’ person and housing unit records by variables PUID and MAFID, respectively.  We 
matched the HCEF_D’ records to the U/E universe by the variable MAFID, and records common 
to both files became the HCEF_D’ universe. See Appendix D for more detailed HCEF_D’ 
variable descriptions. 

The Planning Database provided a 1990 census tract-level hard-to-count score for the U/E 
universe. We matched the Planning Database and U/E universe by two equivalent measures: 
variable GIDTRACT on the Planning Database and the concatenation of variables state, county, 
and Census 2000 census tract on the U/E universe. If the Census 2000 census tract number had 
fewer than six digits, we filled the tract number with zeros to make it equivalent to the 11-digit 
GIDTRACT variable. See Appendix E for a more detailed description of GIDTRACT. 

The MAS identified the timing of the U/E operation. 

The PAMS/ADAMS provided the cost numbers for the U/E operation. 

2.2 Levels of geography used to analyze numbers 

During U/E, collection geography, based on features shown on census maps, was used to help 
enumerators identify their assignment areas in the field. When reporting the state-level number 
of blocks and housing units in U/E (Appendix Q), we use collection geography. For other 
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state-level appendixes, we report tabulation geography, which is a housing unit’s location for 
data tabulation purposes. In general, collection state and county would not be different from 
tabulation state and county, but they could be different, on occasion, because of keying, mapping, 
or other errors. 

2.3 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed computer 
procedures, analyzed data, and prepared this report. 

3. LIMITATIONS 

3.1 Subjective designation of Update/Enumerate areas measured objectively 

Local Census Offices, using general guidelines, designated areas for Update/Enumerate. There 
were no requirements for Local Census Offices to include or justify inclusion of areas as 
Update/Enumerate. The targeting measures in the results section are objective results of 
subjective decisions. 

3.2 Hard-to-count scores not available for every Census 2000 census tract 

The Planning Database has hard-to-count scores for 1990 census tracts. For 1990 census tracts 
that do not geographically correspond to Census 2000 census tracts, a hard-to-count score is not 
available. 

3.3 Number of housing units at the basic street address overstated 

The “Number of Units at This Basic Street Address” variable is overstated. It is based on 
addresses that are eligible to be in the census instead of on addresses included in the census. We 
used this variable to determine whether an address belonged to a single- or multi-unit basic street 
address. 

3.4 Spanish interview variable not documented 

The variable used to determine whether an interview was conducted in Spanish did not have 
documentation about the values of the variable. We assumed that if any value appeared in this 
field, then a Spanish interview had been conducted. This may have overstated Spanish 
interviews. This variable could also underrepresent the number of Spanish interviews if the 
information was not recorded. 
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3.5 Comparing results to previous censuses not trivial 

The TEAs, enumeration methodologies, and analysis variables for Census 2000 can differ from 
previous censuses. Caution should be taken when comparing results across censuses. An 
example of an analysis variable that has changed from 1990 is size of structure--the closest 
approximation being number of housing units at the basic street address in Census 2000. In the 
1990 census, we had a census question asking the respondent about the number of housing units 
in the structure. In Census 2000, we defined the number of housing units at the basic street 
address based on an address-level algorithm. 

4. RESULTS 

The results section answers questions at the national level concerning the extent of address 
updating in U/E areas, the degree of targeting in U/E areas, and the demographics of households 
and people enumerated in U/E areas. 

4.1 What was the extent of address updating in Update/Enumerate areas? 

Table 1 shows what happened during field enumeration to U/E addresses that were printed in the 
U/E address registers. Our universe approximating the U/E address registers is U/E addresses on 
the DMAF less U/E addresses added during field enumeration. For each address in an address 
register, an enumerator compared the address information in the register to what was on the 
ground. The enumerator either verified (i.e., accepted) the house number and street name 
address/location description or updated the address. Enumerators performed the following 
address updates: correction of street name and/or unit designation of an address or deletion of 
nonexistent or nonresidential addresses. A block move took place when an address was deleted 
in one block and added in another. The classification of block move occurred during processing 
and not during the U/E operation. If an address was both corrected and moved, we classify the 
address as a block move. We designate addresses not classified by the enumerator or not data 
entered by the data entry clerk as undetermined. 
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Table 1. Address verification and updates during field 
enumeration for addresses printed in the Update/Enumerate 
address registers 

Update/Enumerate action code Number Percent 

Total housing units 

Verification 

Update 

Undetermined 

(acceptable) 

Correction 

Block move* 

Nonexistent 

Nonresidential 

926,861 100.0 

573,699 61.9 

345,088 37.2 

284,127 30.7 

25 0.0 

49,294 5.3 

11,642 1.3 

8,074 0.9 

Data sources:  March 2001 MAF extract and DMAF 

*If an address was both corrected and moved, we classify the address as a block move. 

Over half of the addresses, 61.9 percent, were verified, and 37.2 percent of the addresses were 
updated. The most frequent update was correction, 30.7 percent of all addresses. Appendixes G 
and H contain the state-level and in-census state-level totals for Table 1, respectively. 

There were 129,692 U/E additions during field enumeration, a 14.0 percent increase to the 
addresses printed in the address registers. Of these additions, 129,456 made it to the DMAF, and 
122,735 were in the census. The 236 additions that did not make it to the DMAF either could not 
be geocoded–that is, linked to an address range in the Topologically Integrated Geographic 
Encoding and Referencing (TIGER) database–or were deleted by two or more census operations. 
The 6,721 additions on the DMAF and not in the census were deleted addresses; that is, they 
were determined not to be valid housing units. Addresses either excluded from or included in the 
census may have been categorized erroneously. The DMAF and in-census state-level tables for 
additions are in Appendix I. 

In the following sections, we give some descriptive statistics about the additions, deletions 
(nonexistent and nonresidential addresses), corrections, and block moves. 
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4.1.1 Characteristics of additions 

There were 183,889 U/E collection blocks.  A total of 154,045 of these blocks, or 83.8 percent, 
did not have any additions during field enumeration. Table 2 presents the clustering of additions 
for the 29,844 blocks with at least one addition.  Most of the blocks with additions– 
27,410 blocks, or 91.8 percent–contained nine or fewer additions. Of the blocks with additions, 
3,386 blocks, or 11.3 percent, did not have any housing units in the block prior to the address 
updating process. 

Table 2. Counts of collection blocks by 
number of additions per block 

Number of Number Percent 
housing units of of 
added blocks blocks 

1 or more


1


2-9


10-19


20-59


60-99


100+


29,844 100.0 

13,456 45.1 

13,954 46.8 

1,478 5.0 

773 2.6 

97 0.3 

86 0.3 

Data source:  March 2001 M AF extract 

Table 3 is a description of the addresses by type of address. We classify addresses into five 
categories based on the highest criterion met. The categories are complete city-style, complete 
rural route, complete P.O. box, incomplete address, and no address information. 

•	 The complete city-style category includes all housing units that had a complete 
city-style address, which consists of a house number and street name. 

•	 The complete rural route category includes housing units that did not have a 
complete city-style address, but did have a complete rural route (or highway 
contract route) address, such as Rural Route 2, Box 3. 

•	 The complete post office box category includes housing units that did not have a 
complete city-style or complete rural route address, but did have a complete post 
office box address, such as P.O. Box 5. 
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•	 The incomplete address category includes housing units that had some address 
information, but did not have a complete address of any type. 

•	 The no address information category includes housing units that are missing house 
number, street name, rural route, and post office box information. 

Addresses are further delineated by whether or not the address had a physical/location description 
provided during a census field operation. For additional information on how this variable was 
defined, see U.S. Census Bureau, 2001e. 

The U/E additions fall into three categories: complete city-style, incomplete address, or no 
address–67.8 percent, 13.4 percent, and 18.8 percent, respectively. (Not all additions had a 
complete address.) Appendix J has the state-level totals for Table 3. 

Table 3. Type of address:  additions


Address type Number Percent


Total housing units 129,692 100.0 

Complete city-style 87,888 67.8 

With location 24,611 19.0 

Without location 63,277 48.8 

Complete rural route 0 0.0 

With location 0 0.0 

Without location 0 0.0 

Complete post office box 2 0.0 

With location 1 0.0 

Without location 1 0.0 

Incomplete address 17,423 13.4 

With location 14,304 11.0 

Without location 3,119 2.4 

No address 24,379 18.8 

With location 21,107 16.3 

Without location 3,272 2.5 
Data source:  March 2001 M AF extract 
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Table 4 shows the U/E additions by number of housing units at the basic street address. Most of 
the additions, 79.3 percent, were single units. Of the multi-unit basic street addresses, 
41.2 percent were 2-4 units. Appendix N has the state-level totals for Table 4. 

Table 4. Number of housing units at the basic 
street address: additions 

Number of housing units

at the basic street address Number Percent


Total housing units 

Single unit 

Multi-unit 

2-4 units 

5-9 units 

10-19 units 

20-49 units 

50+ units 

129,692 100.0 

102,875 79.3 

26,817 20.7 

11,045 8.5 

2,680 2.1 

2,275 1.8 

3,553 2.7 

7,264 5.6 

Data source:  March 2001 M AF extract 

Table 5 identifies the original source for additions. The original source is the first operation or 
file to add the address to the MAF, with the following three qualifications: 

•	 If one operation added an address, but a later operation also identified the address 
in a different TEA, the first operation does not receive credit for adding this 
address. 

•	 An address may not have sufficient operation information to indicate how the 
address was added to the MAF. 

•	 In cases where one MAF-building operation overlapped with at least one other 
MAF-building operation and the address was added independently in each 
operation, we give credit to each operation. An example of this is the original 
source category, “Local Update of Census Addresses (LUCA) 1998 and Block 
Canvassing.” 

Therefore, the original source variable identifies the first operation or operations to add the 
address to the TEA in which it exists for the census, provided there is sufficient information to 
identify a TEA and an operation. For additional information on how this variable was defined, 
see U.S. Census Bureau, 2001a. 
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For additions, we collapsed the original source based on whether or not the original source 
included U/E and whether the original source(s) pre- or post-dated the address register (AR). 
The following four categories emerged: 

•	 original source(s) that provided an address before creation of the U/E address 
register (pre-AR), 

• original source of U/E, 

•	 original source of U/E and an original source that post-dated the creation of the 
U/E address register (post-AR), and 

• original source is post-AR. 

For pre-AR original sources, a housing unit address was on the MAF but was not DMAF 
deliverable, and therefore was left off the U/E address register. The U/E program independently 
added these housing units. For post-AR original sources, the file or operation credited as the 
original source coincided with or post-dated the U/E address register. 

Most of the additions, 93.1 percent, had U/E as the only original source. A pre-AR original 
source was the original source for 6.5 percent of the additions. For addresses with U/E as the 
only original source, U/E was the first and perhaps only source for that address. 

Table 5. Original source: additions 

Original source 

Total housing units


Pre-AR*


U/E


U/E and post-AR**


Post-AR**


Number Percent 

129,692 100.0 

8,488 6.5 

120,706 93.1 

34 0.0 

464 0.4 

Data source:  March 2001 M AF extract

*Pre-AR includes the 1990  Address Control File, November 1997 D elivery 

Sequence File (D SF), September 1998  DSF, address listing, block canvassing, 

and LUCA 1998.

**Post-AR appears in two original source categories:  (1) U/E and post-AR and 

(2) post-AR. For original source of U/E and post-AR, the post-AR original 

source is New Construction or LUCA 1999 appeals. For original source of 

post-AR, the  post-AR original source includes the November 1999 D SF, 

special place/group quarters, Supplemental LUCA 1998 , and LUCA 1999 relisting.
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4.1.2 Characteristics of deletions 

There were 183,889 U/E collection blocks. A total of 108,225 U/E blocks had no housing units 
in the address registers. Of the 75,664 U/E blocks with housing units in the address registers, 
54,878 blocks, or 72.5 percent, did not have any deletions during field enumeration. Table 6 
presents the clustering of deletions for the 20,786 blocks with at least one deletion. 

About half, 53.5 percent, of the blocks with at least one deletion had only one deletion. The 
other category with a large percentage of deletions was blocks with 2-9 deletions, 42.2 percent of 
blocks with at least one deletion. 

Table 6. Counts of collection blocks 
by number of deletions per block 

Number of Number Percent 
housing units of of 
deleted blocks blocks 

1 or more 20,786 100.0 

1 11,119 53.5 

2-9 8,773 42.2 

10-19 604 2.9 

20-59 239 1.2 

60-99 31 0.1 

100+ 20 0.1 

Data source:  March 2001 M AF extract 
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Table 7 shows the type of address for deletions. About half of the deletions, 53.5 percent were 
complete city-style addresses. The majority of the remaining addresses had no address 
information. Appendix K has the state-level totals for Table 7. 

Table 7. Type of address:  deletions 

Address type Number Percent 

Total housing units 60,936 100.0 

Complete city-style 32,593 53.5 

With location 4,404 7.2 

Without location 28,189 46.3 

Complete rural route 2,197 3.6 

With location 2,120 3.5 

Without location 77 0.1 

Complete post office box 5,408 8.9 

With location 5,060 8.3 

Without location 348 0.6 

Incomplete address 2,027 3.3 

With location 813 1.3 

Without location 1,214 2.0 

No address 18,711 30.7 

With location 18,710 30.7 

Without location 1 0.0 

Data source:  March 2001 M AF extract 
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Table 8 shows the number of housing units at the basic street address for deletions. Most of the 
deletions, 81.2 percent, were single-unit structures. Of the deletions in multi-unit basic street 
addresses, 60.3 percent were at basic street addresses with 2-4 units. Appendix N has the 
state-level totals for Table 8. 

Table 8. Number of housing units at the basic 
street address: deletions 

Number of housing units

at the basic street address Number Percent


Total housing units 60,936 

Single unit 49,450 

Multi-unit 11,486 

2-4 units 6,926 

5-9 units 986 

10-19 units 682 

20-49 units 1,149 

50+ units 1,743 

100.0 

81.2 

18.8 

11.4 

1.6 

1.1 

1.9 

2.9 

Data source:  March 2001 M AF extract 
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Table 9 shows that the greatest number of deletions, 82.8 percent, affected addresses acquired 
originally from the address listing operation. 

Table 9. Original source: deletions 

Original source Number Percent 

Total housing units


1990 Address Control File


November 1997 DSF


Address listing


Block canvassing


LUCA 1998 or Supplemental LUCA 1998


LUCA 1999 relisting


Special place/group quarters


60,936 100.0 

1,945 3.2 

2,470 4.1 

50,469 82.8 

1,936 3.2 

769 1.3 

2,587 4.2 

561 0.9 

Dress rehearsal or Telephone Questionnaire Assistance 6 0.0 

Block canvassing and LUCA 1998 41 0.1 

September 1998 DSF 149 0.2 

LUCA 1998 and September 1998 DSF 3 0.0 

Data source:  March 2001 M AF extract 
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4.1.3 Characteristics of corrections 

There were 183,889 U/E collection blocks. Of these,108,225 had no housing units printed in the 
address registers. Of the 75,664 U/E blocks with housing units in the address registers, 29,792 
blocks, or 39.4 percent, did not have any corrections during field enumeration. 

Table 10 presents the clustering of corrections for the 45,872 blocks with at least one correction. 
Most of the blocks with corrections–38,730, or 84.4 percent–were blocks with nine or fewer 
corrections. Corrections include changing the street name and/or unit designation of an address, 
which might affect multiple housing units. 

Table 10. Counts of collection blocks 
by number of corrections per block 

Number of Number Percent 
housing units of of 
corrected blocks blocks 

1 or more


1


2-9


10-19


20-59


60-99


100+


45,872 100.0 

15,080  32.9 

23,650  51.6 

4,391 9.6 

2,337  5.1 

267 0.6 

147  0.3 

Data source:  March 2001 M AF extract 
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Table 11 contains a breakdown of type of address for the corrections.  More than half of the U/E 
corrections, 59.6 percent, were complete city-style addresses. The other U/E corrections were 
split relatively closely between complete rural route, complete post office box, and no address: 
9.1 percent, 13.9 percent, and 15.4 percent, respectively. Appendix L has the state-level totals 
for Table 11. 

Table 11. Type of address: corrections 


Address type Number Percent


Total housing units 284,127 100.0 

Complete city-style 169,256 59.6 

With location 75,594 26.6 

Without location 93,662 33.0 

Complete rural route 25,902 9.1 

With location 25,641 9.0 

Without location 261 0.1 

Complete post office box 39,611 13.9 

With location 38,626 13.6 

Without location 985 0.3 

Incomplete address 5,552 2.0 

With location 3,251 1.1 

Without location 2,301 0.8 

No address 43,806 15.4 

With location 43,806 15.4 

Without location 0 0.0 
Data source:  March 2001 M AF extract 
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Table 12 contains a breakdown for the corrections by number of housing units at the basic street 
address.  The majority of the corrections (89.2 percent) occurred for single units. Appendix N 
has the state-level totals for Table 12. 

Table 12. Number of housing units at the basic 
street address: corrections 

Number of housing units

at the basic street address Number Percent


Total housing units 284,127 100.0 

Single unit 253,451 89.2 

Multi-unit 30,676  10.8 

2-4 units 12,375  4.4 

5-9 units 2,537 0.9 

10-19 units 2,545  0.9 

20-49 units 5,348 1.9 

50+ units 7,871  2.8 

Data source:  March 2001 M AF extract 
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Table 13 shows that most of the corrections, 94.5 percent, had address listing as the original 
source. 

Table 13. Original source: corrections


Original source Number Percent


Total housing units


1990 Address Control File


November 1997 DSF


September 1998 DSF


Dress rehearsal


Address listing


Block canvassing


LUCA 1998 or Supplemental LUCA 1998


Block canvassing and LUCA 1998


LUCA 1998 and September 1998 DSF


LUCA 1999 relisting


Special place/group quarters


284,127 100.0 

4,133 1.5 

2,087 0.7 

157 0.1 

31 0.0 

268,501 94.5 

1,912 0.7 

345 0.1 

84 0.0 

14 0.0 

6,606 2.3 

257 0.1 

Data source:  March 2001 M AF extract 

4.1.4 Characteristics of block moves 

There were 183,889 U/E collection blocks. Of these, 108,225 had no housing units printed in the 
address registers. Of the 75,664 U/E blocks with housing units in the address registers, 75,643 
blocks, or nearly 100.0 percent, did not have any block moves during field enumeration. Of the 
21 blocks with at least one block move, 17 blocks, or 81.0 percent had only one block move, and 
4 blocks, or 19.0 percent, had 2 block moves. 

All of the 25 block moves were complete city-style addresses. For an address to be identified as 
a block move, it has to be identified as the same unit during processing, which could be done 
only for complete addresses.  Appendix M has the state-level totals. 

The majority of the block moves (80.0 percent) occurred for single units. Appendix N has the 
state-level totals. 

For 22 of the 25 blocks moves, the original source was a file, either the 1990 Address Control 
File or the November 1997 DSF. These files did not provide the geocode for the addresses; 
TIGER provided the geocode. The original source for the remaining 3 block moves was Block 
Canvassing and LUCA 1998. 
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4.2 How well was Update/Enumerate targeted? 

The MAF had 1,191,835 residential addresses in U/E blocks (1,091,848 in Rural U/E and 99,987 
in Urban U/E). After removing known duplicates, there were 1,169,090 addresses (1,072,744 in 
Rural U/E and 96,346 in Urban U/E). Of the 1,169,090 addresses, 1,056,317 addresses 
(973,721 in Rural U/E and 82,596 in Urban U/E ), or 90.4 percent, were delivered to the DMAF. 
Ultimately, 956,214 U/E addresses, or 90.5 percent of the DMAF addresses, were enumerated in 
the census as either occupied or vacant housing units (886,231 in Rural U/E and 69,983 in Urban 
U/E). 

The 112,773 addresses that did not make it from the MAF to the DMAF either could not be 
geocoded or were deleted by two or more census operations. The 100,103 addresses on the 
DMAF and not in the census were deleted addresses; that is, they were determined not to be valid 
housing units. This section discusses the 956,214 addresses that were in the census. 

Table 14 shows the number of collection blocks and housing units (HUs) in U/E. Nationally, 
11 regional census centers designated 183,889 blocks as U/E. Not all U/E blocks had housing 
units; 108,062 blocks, 58.8 percent, had no housing units. 

The average number of housing units per block with housing units was 12.6. The regional 
census centers had averages ranging from 8.2 to 25.7 housing units per block with housing units. 
Appendixes O and P show the number of collection blocks and housing units in Rural U/E and 
Urban U/E, respectively. Appendix Q has the state-level totals for Table 14. 
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Table 14. Number of Update/Enumerate blocks and Update/Enumerate housing units in 
the census by regional census center 

Average 
number of 

Regional 
Update/Enumerate blocks 

Number of housing 
census With Without housing units per 
center Total housing units housing units units block* 

Total 183,889 75,827 108,062 956,214 12.6 

Atlanta 4,084 2,705 1,379 69,455 25.7 

Boston 6,577 4,805 1,772 85,054 17.7 

Charlotte 3,862 2,420 1,442 42,554 17.6 

Chicago 12,011 7,440 4,571 81,561 11.0 

Dallas 6,317 4,621 1,696 114,639 24.8 

Denver 119,094 35,347 83,747 295,221 8.4 

Detroit 0 0 0 0 NA 

Kansas City 3,607 2,064 1,543 16,862 8.2 

Los Angeles 8,594 5,284 3,310 95,446 18.1 

New York 2,297 1,864 433 39,624 21.3 

Philadelphia 8,448 6,311 2,137 90,497 14.3 

Seattle 8,998 2,966 6,032 25,301 8.5 

Data source:  March 2001 M AF extract

*Average is for blocks with at least one housing unit.

NA–not applicable
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In Table 15, 67.7 percent of U/E housing units in the census were complete city-style and 
18.4 percent of U/E housing units in the census had incomplete or no address information. These 
high rates of incomplete or no address information indicate successful targeting of areas with 
mail delivery problems. The overall address rates were driven by the rural component of U/E. 
Appendix R has the state-level totals for Table 15. 

Table 15. Type of address for Update/Enumerate housing units in the census 

Total Rural Urban 
Update/Enumerate Update/Enumerate Update/Enumerate 

Address type Number Percent Number Percent Number Percent 

Total housing units 956,214 100.0 886,231 100.0 69,983 100.0 

Complete city-style 647,164 67.7 578,310 65.3 68,854 98.4 

With location 124,336 13.0 120,844 13.6 3,492 5.0 

Without location 522,828 54.7 457,466 51.6 65,362 93.4 

Complete rural route 54,657 5.7 54,655 6.2 2 0.0 

With location 53,464 5.6 53,462 6.0 2 0.0 

Without location 1,193 0.1 1,193 0.1 0 0.0 

Complete post office box 78,602 8.2 78,600 8.9 2 0.0 

With location 75,088 7.9 75,086 8.5 2 0.0 

Without location 3,514 0.4 3,514 0.4 0 0.0 

Incomplete address 30,496 3.2 29,641 3.3 855 1.2 

With location 19,816 2.1 19,180 2.2 636 0.9 

Without location 10,680 1.1 10,461 1.2 219 0.3 

No address 145,295 15.2 145,025 16.4 270 0.4 

With location 142,168 14.9 142,009 16.0 159 0.2 

Without location 3,127 0.3 3,016 0.3 111 0.2 

Data source:  March 2001 M AF extract 
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Tables 16 and 17 show the number of U/E housing units in the census as a percent of each U/E 
block for two characteristics: matches to a residential address on the DSF and multi-unit 
addresses. The DSF is a list of the addresses serviced by the USPS. A multi-unit address is a 
housing unit with more than one unit designation at one basic street address; for example, an 
apartment building. Appendixes S and T present the state-level totals for Tables 16 and 17, 
respectively. 

Table 16. Number of Update/Enumerate housing units in the census 
that match the Delivery Sequence File as a percent of each 
Update/Enumerate block 

Number Percent 
Percent of housing units in Number Percent of of 
a block that match the of of housing housing 
Delivery Sequence File blocks blocks units units 

Total 75,827 100.0 956,214 100.0 

0% 50,121 66.1 451,157 47.2 

Greater than 0% to 25% 4,389 5.8 128,508 13.4 

Greater than 25% to 50% 5,895 7.8 112,825 11.8 

Greater than 50% to 75% 5,192 6.8 114,540 12.0 

Greater than 75% up to 100% 3,994 5.3 107,003 11.2 

100% 6,236 8.2 42,181 4.4 

Data source:  March 2001 M AF extract 
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Table 17. Number of multi-unit Update/Enumerate housing units in 
the census as a percent of each Update/Enumerate block 

Percent of housing units in 
a block that are multi-unit 

Total


0%


Greater than 0% to 25%


Greater than 25% to 50%


Greater than 50% to 75%


Number Percent 
Number Percent of of 

of of housing housing 
blocks blocks units units 

75,827 100.0 956,214 100.0 

61,859 81.6 519,303 54.3 

7,524 9.9 269,951 28.2 

3,295 4.3 76,007 7.9 

1,294 1.7 34,055 3.6 

Greater than 75% up to 100% 777 1.0 47,640 5.0 

100% 1,078 1.4 9,258 1.0 

Data source:  March 2001 M AF extract 

Table 16 shows that many of the addresses were not on the DSF. In Table 16, 13.5 percent of 
blocks and 15.6 percent of housing units were in blocks with more than 75 percent of the housing 
units in the block matching the DSF. These are blocks for which we would expect successful 
mail delivery. On the other hand, 71.9 percent of blocks and 60.6 percent of housing units were 
in blocks where no more than 25 percent of the housing units in the block matched the DSF. 
Such blocks, which in this case were a substantial percentage of all U/E blocks, would 
presumably present mail delivery challenges for the USPS. 

While mail delivery to the correct unit designation within a multi-unit structure may also be 
problematic, U/E did not have blocks with high concentrations of multi-unit basic street 
addresses. Table 17 shows that 91.5 percent of blocks and 82.5 percent of housing units were in 
blocks where no more than 25 percent of the housing units in the block were located at multi-unit 
structures. Relatively few–2.4 percent of blocks and 6.0 percent of housing units–were in blocks 
with more than 75 percent of the housing units in such structures. 
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Table 18 compares the percentages of single-unit and multi-unit basic street addresses in Rural 
U/E and Urban U/E. Most of the U/E housing units were single-unit basic street addresses, with 
an unsurprising higher percentage of single-unit basic street addresses in Rural U/E than Urban 
U/E, 87.4 percent vs. 78.0 percent. 

Table 18. Number of housing units at the basic street address in the census 

Total Rural Urban 
Number of housing Update/Enumerate Update/Enumerate Update/Enumerate
units at the basic street 
address Number Percent Number Percent Number Percent 

Total housing units 956,214 100.0 886,231 100.0 69,983 100.0 

Single unit 828,848 86.7 774,246 87.4 54,602 78.0 

Multi-unit 127,366 13.3 111,985 12.6 15,381 22.0 

Data source:  March 2001 M AF extract 
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Table 19 crosses the number of housing units at the basic street address with DSF match status. 
Multi-unit U/E housing units were more likely to match the DSF than single-unit U/E housing 
units–36.3 percent vs. 26.5 percent, respectively. Addresses in U/E include seasonal housing 
units, selected American Indian reservations, and colonias; each of which may have 
non-city-style (complete rural route or complete post office box), incomplete, or no addresses. 
The overall DSF match rate was a low 27.8 percent. Appendix U has the state-level totals for 
Table 19. 

Table 19. Number of housing units at the basic street address for 
Update/Enumerate housing units in the census by Delivery Sequence File match 

Number of housing units at

the basic street address Total


Total housing units 

DSF match 

Not DSF match 

Single unit 

DSF match 

Not DSF match 

Multi unit 

DSF match 

Not DSF match 

956,214 

265,816 

690,398 

828,848 

219,535 

609,313 

127,366 

46,281 

81,085 

Percent of Percent of 
total subcategory 

100.0 NA 

27.8 NA 

72.2 NA 

86.7 100.0 

23.0 26.5 

63.7 73.5 

13.3 100.0 

4.8 36.3 

8.5 63.7 

Data source: March 2001  MAF extract; NA–not applicable 
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Matching the Census 2000 census tracts to the Planning Database, 566,399 addresses, 
59.2 percent of U/E addresses in the census, were in tracts that could be matched. 

Table 20 shows the hard-to-count classes for U/E addresses that match to a census tract on the 
Planning Database. Of the 1,051 census tracts that had U/E housing units in the census, 572, or 
54.4 percent, could be matched to a census tract on the Planning Database. 

The hard-to-count scores are a composite measure of characteristics correlated with success in 
counting people. The list of variables used to create the hard-to-count score is in Appendix F. 
The scores, from 0 to 132, are grouped into ten classes, with one being the most difficult to count 
and ten being the easiest to count. 

Table 20 shows that U/E encompassed a wide range of hard-to-count classes. While about one 
quarter of the U/E addresses were in the top three hard-to-count classes (classes 1, 2, and 3) and 
few U/E addresses (0.6 percent) were in the least hard-to-count classes (classes 9 and 10), U/E 
was not limited to the most difficult hard-to-count classes; 74.9 percent were in the middle range 
(classes 4-8), with 60.7 percent in classes 5-7. These results show that we followed the 
1995 Census Test recommendation to not target U/E based on hard-to-enumerate criteria. 
Appendix V presents the state-level totals for Table 20. 

Table 20. Hard-to-count classes for Update/Enumerate 
housing units in the census 

Hard-to-count class 

Total housing units


1 hardest-to-count


2


3 


4


5


6


7


8


9


10 easiest-to-count


Cumulative 
Number Percent Percent 

566,399 100.0 

42,398 7.5 7.5 

55,632 9.8 17.3 

40,727 7.2 24.5 

55,552 9.8 34.3 

82,327 14.5 48.8 

143,528 25.3 74.2 

117,947 20.8 95.0 

24,826 4.4 99.4 

1,411 0.2 99.6 

2,051 0.4 100.0 

Data sources: March 2001 M AF extract and Planning Database 
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The results for Tables 21 and 22 are for housing units on the DRF2. The variables of interest 
from this file were the number of proxy interviews and the number of interviews conducted in 
Spanish. We report the results in terms of the number of returns (census questionnaires) on the 
DRF2. There were 1,056,046 returns on the DRF2, and 110,559 housing units, 10.5 percent, had 
more than one return. 

Table 21 shows that, overall, 41.6 percent of returns were proxies. The high proxy rate is 
probably due to the high vacancy rate for the seasonal housing in U/E areas. Appendix W has the 
state-level totals for Table 21. 

Table 21. Proxy interviews 

Total Rural Urban 
Update/Enumerate Update/Enumerate Update/Enumerate 

returns returns returns 

Number Percent Number Percent Number Percent 

Total returns 1,056,046 100.0 978,799 100.0 77,247 100.0 

Household member 531,374 50.3 485,717 49.6 45,657 59.1 

Proxy 439,572 41.6 416,086 42.5 23,486 30.4 

In mover 5,088 0.5 4,610 0.5 478 0.6 

Neighbor 434,484 41.1 411,476 42.0 23,008 29.8 

Information not collected 85,100 8.1 76,996 7.9 8,104 10.5 

Data source:  DRF2 

We interviewed household members and proxies in Spanish. In Rural U/E, we conducted 3.6 
percent of interviews in Spanish. Part of the Rural U/E universe was colonias, which may be 
linguistically isolated. Appendix X has the state-level totals for Table 22. 

Table 22. Interviews conducted in Spanish 

Total Rural Urban 
Update/Enumerate Update/Enumerate Update/Enumerate 

returns returns returns 

Number Percent Number Percent Number Percent 

Total returns 1,056,046 100 978,799 100.0 77,247 100.0 

Spanish interview 36,934 3.5 35,629 3.6 1,305 1.7 

Not Spanish interview 1,019,112 96.5 943,170 96.4 75,942 98.3 

Data source:  DRF2 
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Table 23 shows the occupancy status for those housing units in the census. Most vacants– 
78.9 percent of vacants–were seasonal vacants. The “vacant other” category includes the 
following: 

• for rent, 
• for sale, 
• rented or sold and not occupied, 
• for migrant workers, 
• and other vacant. 

The U/E vacancy rate, 38.7 percent was higher than the national vacancy rate, 9.0 percent. (For 
national comparisons, see U.S. Census Bureau, 2001d.) Appendix Y has the state-level totals for 
Table 23. 

Table 23. Occupancy status 

Occupancy 
Total housing units 

status Number Percent 

Total 956,214 100.0 

Vacant 370,221 38.7 

Seasonal 292,167 30.6 

Other 78,054 8.2 

Occupied 585,993 61.3 

Data source: HCEF_D’ 

Table 24 shows the number of housing units in the census that responded by either Telephone 
Questionnaire Assistance or Be Counted. The table distinguishes between housing units that 
responded exclusively by the indicated method (“Only” column) and those that responded in 
combination with one or more other types of responses (“In combination” column). Few housing 
units responded by Telephone Questionnaire Assistance or the Be Counted program, which are 
respondent-initiated enumerations. Appendix Z provides the state-level totals for Table 24. 

Table 24. Telephone Questionnaire Assistance and Be Counted responses by 
whether only response or response in combination with other types of responses 

In 
Total Only combination 

Telephone Questionnaire Assistance 1,451 399 1,052 

Be Counted 2,873 799 2,074 

Data source: DMAF 
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4.3 	 What were the demographic characteristics of the households and people living 

in Update/Enumerate areas? 

4.3.1 Household demographics 

Of the 956,214 U/E housing units in the census, 585,993 were occupied and 370,221 were 
vacant. The average household size in U/E areas was 2.9 persons, compared to 2.6 persons 
nationally. Table 25 shows the number and percent of owned and rented U/E housing units for 
the occupied housing units. Appendix AA has the state-level totals for Table 25. 

Table 25. Tenure 

Occupied housing units 

Tenure Number Percent 

Total occupied housing units 585,993 100.0 

Owned 445,907  76.1 

Rented 140,086  23.9 

Data source: HCEF_D’ 

U/E had a greater percent of owned than rented housing units: 76.1 percent vs. 23.9 percent. 
Nationally, 66.2 percent of occupied housing units were owned. 

4.3.2 Person-level demographics 

Tables 26-29 show the number and percent of persons broken down by sex, age, Hispanic origin, 
and race. We enumerated 1,727,361 persons in U/E. Appendixes BB, CC, DD, and EE have the 
state-level totals for Tables 26-29, respectively. 

Table 26. Sex 

Persons 

Sex Number Percent 

Total 1,727,361 100.0 

Male 856,096 49.6 

Female 871,265 50.4 

Data source: HCEF_D ’ 

Table 26 shows that we enumerated males and females in U/E areas at nearly the same rate, 
49.6 percent vs. 50.4 percent, respectively.  Nationally, 49.1 percent were male. 
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Table 27. Age 

Age 

Total


<18 years old


18 to 24 years old


25 to 34 years old


35 to 44 years old


45 to 54 years old


55 to 64 years old


65+ years old


Persons 

Number Percent 

1,727,361 100.0 

551,742 31.9 

147,279 8.5 

208,435 12.1 

255,366 14.8 

216,846 12.6 

153,751 8.9 

193,942 11.2 

Data source: HCEF_D ’ 

Table 27 has age breakdowns of persons enumerated in U/E. More U/E persons were less than 
18 years old, 551,742 or 31.9 percent, than any other category. Nationally, 25.7 percent were 
under 18 years old. The smallest number of persons were 18 to 24 years old, 147,279 or 
8.5 percent of persons enumerated in U/E areas. Note: each age category does not contain the 
same number of years. 

Table 28. Hispanic origin 

Hispanic origin 

Total 

Non-Hispanic 

Hispanic 

Persons 

Number Percent 

1,727,361 100.0 

1,320,087 76.4 

407,274 23.6 

Data source: HCEF_D ’ 

Table 28 shows that almost one quarter of the persons enumerated in U/E were Hispanic. 
Nationally, 12.5 percent were Hispanic. 
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Table 29. Race 

Persons 

Race Number Percent 

Total 


White


African American


American Indian/Alaska Native


Asian 


Native Hawaiian/Pacific Islander


Some other race


Two or more races


1,727,361 100.0 

1,094,851 63.4 

26,393 1.5 

478,742 27.7 

5,743 0.3 

882 0.1 

87,843 5.1 

32,907 1.9 

Data source: HCEF_D’ 

Table 29 shows we enumerated 1,094,851 whites, 63.4 percent of persons enumerated in U/E. 
Of U/E persons, 1.5 percent were African American; nationally, 12.3 percent were African 
American. American Indian/Alaska Native were 27.7 percent of persons enumerated in U/E 
areas; nationally, 0.9 percent were American Indian/Alaska Native. We enumerated many 
persons as “some other race,” 87,843 persons or 5.1 percent. From Census Bureau research, we 
know Hispanics sometimes choose this category. 

The U/E operation had a greater percentage under 18 years old, a greater percentage of Hispanics, 
and a greater percentage of American Indian/Alaska Native than nationwide. The Hispanics and 
American Indian/Alaska Natives were traditionally undercounted groups that we enumerated by 
targeting colonias and selected American Indian reservations. 

4.4 Was Update/Enumerate completed on time and at what cost? 

Update/Enumerate was conducted from March 13 to June 5, 2000, running a week past the 
scheduled May 30, 2000, end date. The extra time was needed to enumerate an American Indian 
reservation at the bottom of the Grand Canyon accessible only by mule. 

The direct field cost of U/E–including Reinterview and U/E Field Followup–was $31,986,343, or 
$30.27 per housing unit for the 1,056,553 housing units on or added to the U/E address registers. 
Reinterview and U/E Field Followup are two quality assurance checks on the U/E operation. 
Additional costs, not included here, were headquarters costs and local census office infrastructure 
costs. 
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Table 30 shows the field cost by expenditure category. 

Table 30. Field cost by expenditure category 

Expenditure category Field cost Percent 

Total $31,986,343 100.0 

Salaries $26,315,874 82.3 

Regular $19,616,455 61.3 

Training $5,860,409 18.3 

Overtime $778,282 2.4 

Night Differential $60,728 0.2 

Reimbursables $5,670,469 17.7 

Mileage $5,541,624 17.3 

Telephone $79,496 0.2 

Other $49,349 0.2 

Data source:  PAMS/ADAMS 

Field costs can be divided into salaries (regular, training, overtime, night differential) and 
reimbursable costs (mileage, telephone, other): 

• Salaries: $26,315,874 (82.3 percent of the total cost) 
• Reimbursables: $5,670,469 (17.7 percent of the total cost) 

Most of the cost of the operation was the regular salary, training salary, and mileage 
reimbursable: $19,616,455, 61.3 percent; $5,860,409, 18.3 percent; and $5,541,624, 
17.3 percent, respectively. 

5. CONCLUSIONS 

We measured the success of U/E by determining if we improved the address list and identified 
areas ripe for field enumeration. Going directly to the field saves time and money in areas where 
we have concerns about responsiveness and address integrity. Overall, we were successful in 
these respects. 

We verified 61.9 percent of the address list and updated 37.2 percent. We added 129,692 
addresses, a 14.0 percent increase to the address registers. 
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We deemed selected American Indian reservations, colonias, and seasonal housing units suited 
for field enumeration. The higher-than-national enumeration rates of American Indians/Alaska 
Natives, Hispanics, and vacant housing units indicate successful targeting. We would not have 
been able to successfully mail census questionnaires to these addresses, as demonstrated by the 
high rate of incomplete or no address information for the U/E addresses, 18.4 percent. We did 
not target U/E by trying to identify hard-to-enumerate areas, so we are not surprised that U/E 
addresses were in a wide range of hard-to-count classes. 

References 

U.S. Census Bureau, 1993, Evaluation of Special Urban Enumeration in the 1990 Decennial 
Census, Decennial Statistical Studies Division 1990 Research, Evaluation, and Experimental 
Series #N-5, November 5, 1993. 

U.S. Census Bureau, 1996, 1995 Census Test Results for the Urban Update Enumerate Targeted 
Methods Objective, Decennial Statistical Studies Division 1995 Census Test Memorandum 
Series #I-4, February 20, 1996. 

U.S. Census Bureau, 1997, Report to Congress–The Plan for Census 2000, unpublished report, 
August 1997. 

U. S. Census Bureau, 1999, 1990 Data for Census 2000 Planning, (CD-ROM) technical 
documentation to the Planning Database for all tracts in the United States, December 1, 1999. 

U.S. Census Bureau, 2000a, Decennial Master Address File Layout, Decennial Systems and 
Contracts Management Office, March 31, 2000. 

U.S. Census Bureau, 2000b, 2000 Decennial Census Documentation Decennial Response 
File–Stage 2 (DRF2), Decennial Systems and Contracts Management Office, April 24, 2000. 

U.S. Census Bureau, 2000c, Program Master Plan: Census 2000 Update/Enumerate, Census 
2000 Informational Memorandum No. 79, November 9, 2000. 

U.S. Census Bureau, 2000d, 2000 Decennial Census Documentation Hundred percent Census 
Edited File (HCEF), Decennial Systems and Contracts Management Office, December 15, 2000. 

U.S. Census Bureau, 2001a, Determining Original Source for the November 2000 Master 
Address File for Evaluation Purposes, PRED TXE/2010 Memorandum Series: MAF-EXT-S-01, 
March 5, 2001. 

U.S. Census Bureau, 2001b, “Collection 2000 State Tally Update Leave Blocks by TEA,” 
Geography Intranet at the U.S. Census Bureau, October 24, 2001, 
<http://www.geo.census.gov/gasb/total_coblktea.html> 

33


http://<http://www.geo.census.gov/gasb/total_coblktea.html>
http://<http://www.geo.census.gov/gasb/total_coblktea.html>
http://<http://www.geo.census.gov/gasb/total_coblktea.html>


U.S. Census Bureau, 2001c, “MAF Extract Layout,” Geography Intranet at the U.S. Census 
Bureau, April 18, 2001, <http://www.geo.census.gov/tsb/mafextract/MAFXlayout.html>. 

U.S. Census Bureau, 2001d, Table DP-1. Profile of General Demographic Characteristics: 
2000, Geographic Area: United States, 2000 Census of Population and Housing, May 2001. 

U.S. Census Bureau, 2001e, Determining Address Classification for Master Address File (MAF)

Evaluation Purposes, PRED TXE/2010 Memorandum Series MAF-EXT-D-01, 

September 26, 2001.


U.S. Census Bureau, 2002, The Address Listing Operation and Its Impact on the Master Address

File, Census 2000 Evaluation F.2, January 30, 2002.


34




Appendix A: March 2001 Master Address File extract variables 

Group Quarters/Housing Unit Flag (GQ_HUF) 
0: Housing Unit 
1: Special Place 
2: Group Quarters 
3: GQ Embedded Housing Unit 

In Census Flag (CENFLG) 
Y: Final Census 2000 record

N: Not a final Census 2000 record


MAFID 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 

Surviving Within-County ID (SW_COID) 
starts with 0000001 

Type-of-Enumeration Area (TEA) 
Based on 2000 collection block: 
1: Mailout/Mailback 
2: Update/Leave 
3: List/Enumerate 
4: Remote Alaska 
5: “Rural” Update/Enumerate (from TEA 2) 
6: Military in Update/Leave area 
7: Urban Update/Leave 
8: “Urban” Update/Enumerate (from TEA 1) 
9: Update/Leave (from TEA 1) 
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Appendix B: Decennial Master Address File variables 

Group Quarters/Housing Unit Flag (GQFLG) 
0: Housing Unit 
1: Special Place 
2: Group Quarters 
3: GQ Embedded Housing Unit 

MAFID 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 

Processing ID (PID) 
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Appendix C:  Decennial Response File–Stage 2 variables 


Return-level Records


Record type (RRT)

2=return-level record for short form in housing unit 
3=return-level record for long form in housing unit 

Unit ID number (RUID) 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=sequence ID 
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Appendix D: Hundred Percent Census Edited File with reinstated cases variables


Person Records


Unit ID number (PUID)

characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 

Record Type (RT) 
3=Housing unit person record 
5=Group quarters person record 

Housing Unit Records 

MAFID 
characters 1-2=state code when the MAFID was assigned 
characters 3-5=county code when the MAFID was assigned 
characters 6-12=control ID 
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Appendix E: Planning Database variables 

GIDTRACT 

State/County/Tract or BNA Code–An 11-digit code. The first two digits denote state, the next 
three digits denote county, and the last six digits denote 1990 census tract or 1990 block 
numbering area. 
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Appendix F: Variables used to compute hard-to-count scores at the 1990 census tract level 
on the Planning Database 

Percent vacant housing units

Percent two or more housing units in structure

Percent occupied housing units rented

Percent occupied housing units with more than one person per room

Percent not husband/wife households

Percent occupied housing units without a telephone

Percent persons 25+ years old who are not high school graduates (no diploma)

Percent persons below poverty level

Percent households receiving public assistance income

Percent of civilian labor force unemployed

Percent linguistically isolated households(no person 14+ years old speaks English very well) 

Percent occupied housing units whose householder moved into housing unit 1989 or 1990
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Appendix G:  Address verification and updates during field enumeration for addresses printed in the 
Update/Enumerate address registers, state-level totals for Table 1 

Update/Enumerate action code 

Updates 

Non-
Area Total Verification Correction Block move Nonexistent residential Undetermined 

United States 926,861 573,699 284,127 25 49,294 11,642 8,074 

Alabama 10,041 8,062 1,282 0 673 17 7 

Alaska 122 3 108 0 11 0 0 

Arizona 79,095 41,352 28,437 1 6,349 2,514 442 

California 96,196 62,794 26,646 0 4,833 473 1,450 

Colorado 30,285 17,417 10,031 0 2,338 208 291 

Connecticut 96 84 8 0 2 1 1 

Florida 54,230 36,891 12,945 0 2,930 350 1,114 

Idaho 13,942 7,520 5,736 0 411 119 156 

Indiana 4,575 3,508 360 4 562 18 123 

Iowa 231 191 22 0 17 0 1 

Kansas 2,506 1,593 845 0 49 11 8 

Kentucky 14,533 11,437 2,332 1 489 161 113 

Louisiana 21,115 17,091 1,975 5 1,668 272 104 

Maine 7,277 3,567  2,935 7 668 92 8 

Massachusetts 66,170 52,577 10,526 0 2,525 419 123 

Minnesota 14,216 8,259 5,272 0 403 103 179 

Mississippi 1,537 413 1,082 0 11 21 10 

Montana 26,397 14,867 9,927 0 841 373 389 

Nebraska 3,544 2,649 778 0 81 24 12 

Nevada 20,512 12,575 6,333 0 1,061 403 140 

New Mexico 63,259 32,946 22,269 0 4,492 2,938 614 
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Appendix G:  Address verification and updates during field enumeration for addresses printed in the 
Update/Enumerate address registers, state-level totals for Table 1 

Update/Enumerate action code 

Updates 

Non-
Area Total Verification Correction Block move Nonexistent residential Undetermined 

New York 45,524 32,545 10,662 0 1,876 247 194 

North Carolina 19,673 13,327 4,789 0 1,131 228 198 

North Dakota 16,018 10,325 4,782 0 728 157 26 

Oregon 1,870 776 893 0 141 15 45 

Pennsylvania 87,254 47,062 35,302 0 4,007 271 612 

Rhode Island 1,532 728 778 0 5 20 1 

South Carolina 5,983 4,853 878 0 238 3 11 

South Dakota 21,490 12,034 8,097 0 753 350 256 

Texas 87,218 49,791 31,203 0 4,551 811 862 

Utah 20,911 11,279 8,132 2 1,194 191 113 

Virginia 28 25 3 0 0 0 0 

Washington 5,717 2,176 3,119 0 307 72 43 

Wisconsin 74,000 44,954 24,421 5 3,651 606 363 

Wyoming 9,764 8,028 1,219 0 298 154 65 

Data source:  March 2001 M AF extract 
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Appendix H: Address verification and updates during field enumeration for addresses printed in the 
Update/Enumerate address registers, in-census state-level totals for Table 1 

Update/Enumerate action code 

Updates 

Non-
Area Total Verification Correction Block move Nonexistent residential Undetermined 

United States 833,479 562,782 260,852 2 380 5,037 4,426 

Alabama 9,095 8,034 1,056 0 0 1 4 

Alaska 106 3 103 0 0 0 0 

Arizona 66,548 39,815 24,821 0 22 1,661 229 

California 87,877 61,975 24,685 0 24 54 1,139 

Colorado 27,064 17,293 9,521 0 6 28 216 

Connecticut 86 83 3 0 0 0 0 

Florida 48,723 36,514 11,284 0 23 21 881 

Idaho 12,776 7,439 5,276 0 3 23 35 

Indiana 3,745 3,385 315 0 10 0 35 

Iowa 197 189 8 0 0 0 0 

Kansas 2,308 1,539 761 0 2 4 2 

Kentucky 13,420 11,240 2,063 0 3 30 84 

Louisiana 18,262 16,652 1,462 1 6 100 41 

Maine 6,351 3,502 2,842 0 0 5 2 

Massachusetts 62,317 52,276 9,962 0 7 32 40 

Minnesota 13,144 8,059 4,989 0 6 26 64 

Mississippi 978 85 890 0 0 2 1 

Montana 24,048 14,612 9,211 0 13 138 74 

Nebraska 3,287 2,614 657 0 0 12 4 

Nevada 17,547 12,441 4,959 0 0 95 52 

New Mexico 53,260 31,189 19,914 0 74 1,822 261 
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Appendix H: Address verification and updates during field enumeration for addresses printed in the 
Update/Enumerate address registers, in-census state-level totals for Table 1 

Update/Enumerate action code 

Updates 

Non-
Area Total Verification Correction Block move Nonexistent residential Undetermined 

New York 42,555 32,304 10,138 0 3 34 76 

North Carolina 17,821 13,145 4,475 0 6 107 88 

North Dakota 14,504 10,199 4,220 0 0 83 2 

Oregon 1,537 740 757 0 1 0 39 

Pennsylvania 81,366 46,742 34,355 0 34 31 204 

Rhode Island 1,485 717 762 0 0 5 1 

South Carolina 5,272 4,614 638 0 8 1 11 

South Dakota 19,344 11,737 7,250 0 1 179 177 

Texas 79,172 48,792 29,574 0 40 358 408 

Utah 18,461 10,806 7,565 0 6 46 38 

Virginia 28 25 3 0 0 0 0 

Washington 5,118 2,137 2,945 0 0 16 20 

Wisconsin 66,911 44,121 22,449 1 82 84 174 

Wyoming 8,766 7,764 939 0 0 39 24 

Data source:  March 2001 M AF extract 
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Appendix I: Additions by Decennial Master Address File deliverability status and in-census 
status, state-level totals 

Delivered to DMAF In census 

% of total % of total 
Area Total additions Number additions Number additions 

United States 129,692 129,456 99.8 122,735  94.6 

Alabama 1,000 999 99.9 936 93.6 

Alaska 20 20 100.0 14 70.0 

Arizona 11,653 11,634 99.8 11,106 95.3 

California 11,334 11,329 100.0 10,575 93.3 

Colorado 7,224 7,218 99.9 6,928 95.9 

Connecticut 7 7 100.0 7 100.0 

Florida 11,336 11,317 99.8 10,701 94.4 

Idaho 1,566 1,565 99.9 1,492 95.3 

Indiana 2,493 2,493 100.0 2,150 86.2 

Iowa 37 37 100.0 22 59.5 

Kansas 117 117 100.0 110 94.0 

Kentucky 1,501 1,494 99.5 1,407 93.7 

Louisiana 1,921 1,920 99.9 1,679 87.4 

Maine 1,209 1,208 99.9 1,171 96.9 

Massachusetts 6,550 6,518 99.5 6,295 96.1 

Minnesota 1,108 1,108 100.0 1,081 97.6 

Mississippi 565 564 99.8 468 82.8 

Montana 3,119 3,114 99.8 3,027 97.1 

Nebraska 140 140 100.0 136 97.1 

Nevada 4,765 4,747 99.6 4,550 95.5 

New Mexico 9,955 9,932 99.8 9,614 96.6 

New York 4,428 4,409 99.6 4,290 96.9 
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Appendix I: Additions by Decennial Master Address File deliverability status and in-census 
status, state-level totals 

Area 

North Carolina


North Dakota


Oregon


Pennsylvania


Rhode Island


South Carolina


South Dakota


Texas


Utah


Virginia


Washington


Wisconsin


Wyoming


Total additions 

3,194 

1,574 

602 

9,479 

121 

1,595 

2,487 

14,783 

2,677 

0 

758 

9,592 

782 

Delivered to DMAF In census 

% of total % of total 
Number additions Number additions 

3,194 100.0 3,034 95.0 

1,566 99.5 1,504 95.6 

602 100.0 533 88.5 

9,461 99.8 9,131 96.3 

121 100.0 121 100.0 

1,594 99.9 1,572 98.6 

2,484 99.9 2,402 96.6 

14,774 99.9 14,080 95.2 

2,667 99.6 2,421 90.4 

0 NA 0 NA 

758 100.0 719 94.9 

9,563 99.7 8,755 91.3 

782 100.0 704 90.0 

Data sources:  March 2001 MAF extract and DMAF 

NA–not applicable 
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 Appendix J: Type of address: additions, state-level totals for Table 3 

Co mple te city -style Complete rural Co mplete p ost 

Total addr ess route addr ess office bo x add ress Incom plete ad dress No addr ess 

housing (1) with (2) without 

Area units location location -1 -2 -1 (2) (1) (2)  (1) (2) 

United States 129,692 24,611 63,277 0 0 1 1 14,304 3,119 21,107 3,272 
Alabama  1,000 78 822 0 0 0 0 32 15 34 19 
Alaska 20 0 19 0 0 0 0 0 0 0 1 
Arizona 11,653 1,242 2,431 0 0 0 0 1,443 292 5,750 495 
Califo rnia 11,334 1,656 7,544 0 0 0 0 1,181 105 674 174 
Colorado 7,224 1,277 5,338 0 0 0 0 163 31 61 354 
Connecticut 7 0 3 0 0 0 0 4 0 0 0 
Florida 11,336 1,819 8,698 0 0 0 0 273 83 128 335 
Idaho 1,566 331 545 0 0 0 0 310 43 301 36 
Indiana 2,493 589 1,502 0 0 0 0 202 146 54 0 
Iowa 37 1 31 0 0 0 0 1 2 0 2 
Kansas 117 24 80 0 0 0 0 2 7 3 1 
Kentucky 1,501 303 816 0 0 0 0 261 58 35 28 
Louisiana 1,921 444 1,318 0 0 0 0 52 17 25 65 
Maine 1,209 73 300 0 0 0 0 489 34 297 16 
M assachusetts 6,550 2,000 3,488 0 0 0 0 719 140 142 61 
M inneso ta 1,108 217 241 0 0 0 0 173 18 423 36 
Mississippi 565 89 443 0 0 0 0 16 3 13 1 
Mo ntana 3,119 639 918 0 0 0 0 459 98 865 140 
Nebraska 140 16 51 0 0 0 0 8 2 59 4 
Nevada 4,765 423 3,321 0 0 0 0 523 84 289 125 
New M exico 9,955 1,983 1,864 0 0 1 1 1,129 279 4,291 407 
New Y ork 4,428 1,336 2,136 0 0 0 0 485 131 243 97 
North Carolina 3,194 454 2,084 0 0 0 0 223 209 99 125 
No rth Dakota 1,574 282 572 0 0 0 0 102 32 530 56 
Oregon 602 50 492 0 0 0 0 5 29 13 13 
Pen nsylvania 9,479 2,474 3,239 0 0 0 0 2,334 249 1,055 128 
Rhode Island 121 3 2 0 0 0 0 48 7 58 3 
South Carolina 1,595 1,246 328 0 0 0 0 1 3 1 16 
Sou th Da kota 2,487 285 218 0 0 0 0 264 45 1,575 100 
Texas 14,783 2,367 6,763 0 0 0 0 2,092 578 2,695 288 
Utah 2,677 261 1,305 0 0 0 0 317 37 695 62 
Virg inia 0 0 0 0 0 0 0 0 0 0 0 
Washington 758 211 302 0 0 0 0 136 38 53 18 
W isconsin 9,592 2,199 5,591 0 0 0 0 826 297 636 43 
W yoming 782 239 472 0 0 0 0 31 7 10 23 

Data source:  March 2001 M AF extract 
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Appendix K: Type of address: deletions, state-level totals for Table 7 

Co mple te city -style Complete rural Complete post office 

Total addr ess route addr ess box a ddress Incom plete ad dress No addr ess 

housing (1) with (2) without 

Area units location location -1 (2) (1) (2) (1) (2)  (1) (2) 

United States 60,936 4,404 28,189 2,120 77 5,060 348 813 1,214 18,710 1 
Alabama 690 20 393 0 0 2 1 0 249 25 0 
Alaska 11 3 7 0 0 0 0 0 0 1 0 
Arizona 8,863 243 1,929 100 6 1,969 118 191 172 4,135 0 
Califo rnia 5,306 249 3,705 194 12 81 10 8 31 1,016 0 
Colorado 2,546 169 2,060 0 0 13 3 10 22 269 0 
Connecticut 3 0 3 0 0 0 0 0 0 0 0 
Florida 3,280 75 2,656 0 0 17 16 0 104 412 0 
Idaho 530 36 186 54 5 23 1 6 6 213 0 
Indiana 580 6 536 3 0 0 0 34 0 1 0 
Iowa 17 4 9 0 0 0 2 0 2 0 0 
Kansas 60 4 36 5 0 0 0 2 0 13 0 
Kentucky 650 59 390 0 0 0 0 7 5 189 0 
Louisiana 1,940 53 1,699 0 0 5 1 85 9 88 0 
Maine 760 6 327 54 1 50 3 75 8 236 0 
M assachusetts 2,944 167 1,821 7 1 61 8 11 40 828 0 
M inneso ta 506 40 166 66 0 30 0 7 3 194 0 
Mississippi 32 0 6 3 0 0 0 0 0 23 0 
Mo ntana 1,214 174 257 33 1 204 8 19 19 499 0 
Nebraska 105 12 40 12 0 21 0 6 0 14 0 
Nevada 1,464 113 555 35 5 62 9 10 34 641 0 
New M exico 7,430 595 1,023 163 13 1,423 107 65 266 3,774 1 
New Y ork 2,123 119 1,470 4 0 47 1 1 5 476 0 
North Carolina 1,359 57 870 6 0 28 8 10 13 367 0 
No rth Dakota 885 89 176 40 0 125 6 6 16 427 0 
Oregon 156 20 103 3 0 4 2 0 3 21 0 
Pen nsylvania 4,278 1,247 1,039 245 4 108 3 9 27 1,596 0 
Rhode Island 25 0 2 1 2 0 12 0 2 6 0 
South Carolina 241 1 235 0 0 0 0 3 2 0 0 
Sou th Da kota 1,103 40 78 121 3 203 2 34 36 586 0 
Texas 5,362 285 2,027 906 15 308 3 86 66 1,666 0 
Utah 1,385 124 737 9 1 203 1 15 2 293 0 
Virg inia 0 0 0 0 0 0 0 0 0 0 0 
Washington 379 56 119 6 0 25 6 1 2 164 0 
W isconsin 4,257 305 3,196 50 6 43 12 102 58 485 0 
W yoming 452 33 333 0 2 5 5 10 12 52 0 

Data source:  March 2001 M AF extract 
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Appendix L: Type of address: corrections, state-level totals for Table 11 

Co mple te city -style Complete rural Co mplete p ost 

Total addr ess route addr ess office bo x add ress Incom plete ad dress No addr ess 

housing (1) with (2) without 

Area units location location (1) (2) (1) (2) (1) (2)  (1) -2 

United States 284,127 75,594 93,662 25,641 261 38,626 985 3,251 2,301 43,806 0 
Alabama 1,282 361 805 0 0 6 0 0 0 110 0 
Alaska 108 11 97 0 0 0 0 0 0 0 0 
Arizona 28,437 4,863 4,375 1,297 14 11,971 332 615 477 4,493 0 
Califo rnia 26,646 4,074 19,981 304 1 709 71 27 64 1,415 0 
Colorado 10,031 3,403 6,043 33 0 94 2 46 17 393 0 
Connecticut 8 0 7 0 0 0 0 1 0 0 0 
Florida 12,945 2,941 9,002 5 1 48 13 74 151 710 0 
Idaho 5,736 1,369 1,368 1,413 15 616 4 55 15 881 0 
Indiana 360 89 265 0 0 0 0 6 0 0 0 
Iowa 22 8 13 0 0 0 0 0 0 1 0 
Kansas 845 456 252 64 0 7 0 1 0 65 0 
Kentucky 2,332 717 1,190 7 0 15 1 18 10 374 0 
Louisiana 1,975 248 1,540 0 0 15 2 16 2 152 0 
Maine 2,935 206 150 853 1 507 0 57 2 1,159 0 
M assachusetts 10,526 5,177 3,770 42 0 120 4 44 10 1,359 0 
M inneso ta 5,272 1,966 811 1,098 1 639 3 55 9 690 0 
Mississippi 1,082 571 266 159 0 4 0 0 0 82 0 
Mo ntana 9,927 2,551 2,053  598 2 2,886 21 117 75 1,624 0 
Nebraska 778 245 191  75 19 144 0 21 0 83 0 
Nevada 6,333 1,802 2,794  151 1 284 16 35 47 1,203 0 
New M exico 22,269 6,019 4,423  900 14 6,972 244 443 247 3,007 0 
New Y ork 10,662 4,281 2,453 80 0 525 1 28 8 3,286 0 
North Carolina 4,789 1,244 2,227 198 4 451 28 60 36 541 0 
No rth Dakota 4,782 1,164 819 297 6 1,453 60 85 49 849 0 
Oregon 893 186 620 3 3 42 0 1 1 37 0 
Pen nsylvania 35,302 11,641 3,999 5,959 37 2,148 8 181 75 11,254 0 
Rhode Island 778 34 29 33 7 161 94 14 10 396 0 
South Carolina 878 224 654 0 0 0 0 0 0 0 0 
Sou th Da kota 8,097 1,030 1,112 1,244 51 2,740 54 181 68 1,617 0 
Texas 31,203 6,544 5,770 9,157 68 3,773 7 531 831 4,522 0 
Utah 8,132 1,137 4,366 430 1 1,241 1 76 9 871 0 
Virg inia 3 1 2 0 0 0 0 0 0 0 0 
Washington 3,119 1,292 440 135 0 452 8 26 7 759 0 
W isconsin 24,421 9,393 11,012 1,103 15 587 9 431 71 1,800 0 
W yoming 1,219 346 763 3 0 16 2 6 10 73 0 

Data source:  March 2001 M AF extract 
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Appendix M:  Type of address: block moves, state-level totals 

Co mple te city -style Complete rural Co mplete p ost 

Total addr ess route addr ess office bo x add ress Incom plete ad dress No addr ess 

housing (1) with (2) without 

Area units location location -1 -2 -1 -2 -1 -2  -1 -2 

United States 25 8 17 0 0 0 0 0 0 0 0 
Alabama 0 0 0 0 0 0 0 0 0 0 0 
Alaska 0 0 0 0 0 0 0 0 0 0 0 
Arizona 1 0 1 0 0 0 0 0 0 0 0 
Califo rnia 0 0 0 0 0 0 0 0 0 0 0 
Colorado 0 0 0 0 0 0 0 0 0 0 0 
Connecticut 0 0 0 0 0 0 0 0 0 0 0 
Florida 0 0 0 0 0 0 0 0 0 0 0 
Idaho 0 0 0 0 0 0 0 0 0 0 0 
Indiana 4 2 2 0 0 0 0 0 0 0 0 
Iowa 0 0 0 0 0 0 0 0 0 0 0 
Kansas 0 0 0 0 0 0 0 0 0 0 0 
Kentucky 1 0 1 0 0 0 0 0 0 0 0 
Louisiana 5 2 3 0 0 0 0 0 0 0 0 
Maine 7 2 5 0 0 0 0 0 0 0 0 
M assachusetts 0 0 0 0 0 0 0 0 0 0 0 
M inneso ta 0 0 0 0 0 0 0 0 0 0 0 
Mississippi 0 0 0 0 0 0 0 0 0 0 0 
Mo ntana 0 0 0 0 0 0 0 0 0 0 0 
Nebraska 0 0 0 0 0 0 0 0 0 0 0 
Nevada 0 0 0 0 0 0 0 0 0 0 0 
New M exico 0 0 0 0 0 0 0 0 0 0 0 
New Y ork 0 0 0 0 0 0 0 0 0 0 0 
North Carolina 0 0 0 0 0 0 0 0 0 0 0 
No rth Dakota 0 0 0 0 0 0 0 0 0 0 0 
Oregon 0 0 0 0 0 0 0 0 0 0 0 
Pen nsylvania 0 0 0 0 0 0 0 0 0 0 0 
Rhode Island 0 0 0 0 0 0 0 0 0 0 0 
South Carolina 0 0 0 0 0 0 0 0 0 0 0 
Sou th Da kota 0 0 0 0 0 0 0 0 0 0 0 
Texas 0 0 0 0 0 0 0 0 0 0 0 
Utah 2 2 0 0 0 0 0 0 0 0 0 
Virg inia 0 0 0 0 0 0 0 0 0 0 0 
Washington 0 0 0 0 0 0 0 0 0 0 0 
W isconsin 5 0 5 0 0 0 0 0 0 0 0 
W yoming 0 0 0 0 0 0 0 0 0 0 0 

Data source:  March 2001 M AF extract 
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Appendix N:  Number of housing units at the basic street address for additions, deletions, corrections, and block moves, 
state-level totals for Tables 4, 8, and 12 

Additions Deletions Corrections Block moves 

% % % %

# single single # single single # single single # single single


# unit unit # unit unit # unit unit # unit unit

housing housing housing housing housing housing housing housing housing housing housing housing


Area units units units units units units units units units units units units


United States 129,692 102,875 79.3 60,936 49,450 81.2 284,127 253,451 89.2 25 20 80.0 

Alabama 1,000 546 54.6 690 464 67.2 1,282 758 59.1 0 0 NA 

Alaska 20 15 75.0 11 9 81.8 108 88 81.5 0 0 NA 

Arizona 11,653 10,776 92.5 8,863 8,114 91.5 28,437 26,194 92.1 1 1 100 .0 

California 11,334 8,261 72.9 5,306 3,985 75.1 26,646 22,785 85.5 0 0 NA 

Colorado 7,224 3,123 43.2 2,546 1,336 52.5 10,031 6,389 63.7 0 0 NA 

Connecticut 7 7 100 .0 3 1 33.3 8 8 100 .0 0 0 NA 

Florida 11,336 6,852 60.4 3,280 1,885 57.5 12,945 7,947 61.4 0 0 NA 

Idaho 1,566 1,401 89.5 530 459 86.6 5,736 5,463 95.2 0 0 NA 

Indiana 2,493 1,879 75.4 580 480 82.8 360 258 71.7 4 3 75.0 

Iowa 37 32 86.5 17 8 47.1 22 11 50.0 0 0 NA 

Kansas 117 91 77.8 60 51 85.0 845 781 92.4 0 0 NA 

Kentucky 1,501 1,309 87.2 650 514 79.1 2,332 2,185 93.7 1 1 100 .0 

Louisiana 1,921 1,499 78.0 1,940 1,152 59.4 1,975 1,409 71.3 5 4 80.0 

Maine 1,209 1,148 95.0 760 708 93.2 2,935 2,907 99.0 7 4 57.1 

Massachusetts 6,550 4,764 72.7 2,944 2,133 72.5 10,526 8,602 81.7 0 0 NA 

Minnesota 1,108 1,045 94.3 506 452 89.3 5,272 5,087 96.5 0 0 NA 

Mississippi 565 546 96.6 32 31 96.9 1,082 1,073 99.2 0 0 NA 

Montana 3,119 2,808 90.0 1,214 1,080 89.0 9,927 9,410 94.8 0 0 NA 

Nebraska 140 130 92.9 105 78 74.3 778 730 93.8 0 0 NA 

Nevada 4,765 3,529 74.1 1,464 1,268 86.6 6,333 5,141 81.2 0 0 NA 

New Mexico 9,955 9,265 93.1 7,430 7,042 94.8 22,269 21,096 94.7 0 0 NA 

New York 4,428 3,207 72.4 2,123 1,422 67.0 10,662 9,909 92.9 0 0 NA 

North Carolina 3,194 2,103 65.8 1,359 921 67.8 4,789 4,238 88.5 0 0 NA 

North Dakota 1,574 1,412 89.7 885 802 90.6 4,782 4,295 89.8 0 0 NA 

Oregon 602 526 87.4 156 126 80.8 893 802 89.8 0 0 NA 

Pennsylvania 9,479 9,187 96.9 4,278 3,890 90.9 35,302 34,916 98.9 0 0 NA 
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Appendix N:  Number of housing units at the basic street address for additions, deletions, corrections, and block moves, 
state-level totals for Tables 4, 8, and 12 

Additions Deletions Corrections Block moves 

% % % % 

# sing le single # sing le single # sing le single # sing le single 

# unit unit # unit unit # unit unit # unit unit 

housing housing housing housing housing housing housing housing housing housing housing housing 

Area units units units units units units units units units units units units 

Rhode Island 121 121 100 .0 25 24 96.0 778 764 98.2 0 0 NA 

South Carolina 1,595 704 44.1 241 176 73.0 878 382 43.5 0 0 NA 

Sou th Da kota 2,487 2,423 97.4 1,103 1,077 97.6 8,097 7,903 97.6 0 0 NA 

Texas 14,783 12,755 86.3 5,362 4,549 84.8 31,203 29,153 93.4 0 0 NA 

Utah 2,677 2,364 88.3 1,385 1,151 83.1 8,132 7,200 88.5 2 2 100 .0 

Virg inia 0 0 NA 0 0 NA 3 3 100 .0 0 0 NA 

Washington 758 677 89.3 379 328 86.5 3,119 2,931 94.0 0 0 NA 

W isconsin 9,592 7,753 80.8 4,257 3,383 79.5 24,421 21,749 89.1 5 5 100 .0 

W yoming 782 617 78.9 452 351 77.7 1,219 884 72.5 0 0 NA 

Data source:  March 2001 M AF extract 

NA–not applicable 
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Appendix O: Number of Rural Update/Enumerate blocks and Rural Update/Enumerate housing units in the 
census by regional census center for Table 14 

Rural Update/Enumerate blocks Number of 
With housing 

Regional census center Total units 

Total  177,739 71,740 105,999 886,231 

Atlanta 4,077 2,702 1,375 69,418 

Boston 6,361 4,637 1,724 81,516 

Charlotte 3,676 2,275 1,401 35,075 

Chicago 9,454 5,692 3,762 54,956 

Dallas 4,623 3,753 870 100,172 

Denver 117,844 34,341 83,503 278,405 

Detroit 0 0 0 0 

Kansas City 3,442 1,941 1,501 16,030 

Los Angeles 8,579 5,273 3,306 95,369 

New York 2,297 1,864 433 39,624 

Philadelphia 8,448 6,311 2,137 90,497 

Seattle 8,938 2,951 5,987 25,169 

Without housing housing 
units units 

Average number 
of housing units 

per block* 

12.4 

25.7 

17.6 

15.4 

9.7 

26.7 

8.1 

NA 

8.3 

18.1 

21.3 

14.3 

8.5 

Data source:  March 2001 M AF extract


*Average is for blocks with at least one housing unit.


NA– not applicable
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Appendix P: Number of Urban Update/Enumerate blocks and Urban Update/Enumerate housing units in the 
census by regional census center for Table 14 

Urban Update/Enumerate blocks Number of 
With housing 

Regional census center Total units 

Total  6,150 4,087 2,063 69,983 

Atlanta 7 3 4 37 

Boston 216 168 48 3,538 

Charlotte 186 145 41 7,479 

Chicago 2,557 1,748 809 26,605 

Dallas 1,694 868 826 14,467 

Denver 1,250 1,006 244 16,816 

Detroit 0 0 0 0 

Kansas City 165 123 42 832 

Los Angeles 15 11 4 77 

New York 0 0 0 0 

Philadelphia 0 0 0 0 

Seattle 60 15 45 132 

Without housing housing 
units units 

Average number 
of housing units 

per block* 

17.1 

12.3 

21.1 

51.6 

15.2 

16.7 

16.7 

NA 

6.8 

7.0 

NA 

NA 

8.8 

Data source:  March 2001 M AF extract


*Average is for blocks with at least one housing unit.


NA– not applicable
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Appendix Q: Number of Update/Enumerate blocks and Update/Enumerate housing units in the 
census, state-level totals for Table 14


Area Total 

United States 183,889

Alabama 316

Alaska 18

Arizona 37,295

California 9,524

Colorado 2,594

Connecticut 9

Florida 3,768

Idaho 3,523

Indiana 342

Iowa 88

Kansas 911

Kentucky 2,269

Louisiana 2,188

Maine 891

Massachusetts 4,864

Minnesota 2,608

Mississippi 252

Montana 9,089

Nebraska 1,144

Nevada 8,163

New Mexico 32,557

New York 3,047

North Carolina 1,447


Update/Enumerate blocks 

With housing Without housing 
units units 

75,827 108,062 

240 76

16 2


9,807 27,488

5,614 3,910

1,241 1,353


5 4

2,465 1,303

1,591 1,932


256 86

23 65


573 338

1,359 910

1,164 1,024


628 263

3,682 1,182

1,468 1,140


139 113

3,417 5,672


717 427

2,091 6,072

7,491 25,066

2,306 741


947 500
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Number of 
housing 
units 

956,214 

10,031 

120

77,654

98,452

33,992


93

59,424

14,268

5,895 

219

2,418 

14,827 

19,941 

7,522 

68,612 

14,225 

1,446 

27,075 

3,423 

22,097 

62,874 

46,845 

20,855 

Average number 
of housing units 

per block* 

12.6 

41.8 

7.5 

7.9 

17.5 

27.4 

18.6 

24.1 

9.0 

23.0 

9.5 

4.2 

10.9 

17.1 

12.0 

18.6 

9.7 

10.4 

7.9 

4.8 

10.6 

8.4 

20.3 

22.0 



Appendix Q: Number of Update/Enumerate blocks and Update/Enumerate housing units in the 
census, state-level totals for Table 14 

Area Total 

North Dakota 5,281 

Oregon 1,317 

Pennsylvania 8,448 

Rhode Island 63 

South Carolina 143 

South Dakota 13,436 

Texas 3,877 

Utah 6,000 

Virginia 3 

Washington 3,210 

Wisconsin 11,669 

Wyoming 3,535 

Update/Enumerate blocks Number of Average number 
With housing Without housing housing of housing units 

units units units per block* 

2,672 2,609 16,008 6.0 

258 1,059 2,070 8.0 

6,311 2,137 90,497 14.3 

48 15 1,606 33.5 

111 32 6,844 61.7 

4,653 8,783 21,746 4.7 

3,318 559 93,252 28.1 

2,108 3,892 20,882 9.9 

3 0 28 9.3 

771 2,439 5,837 7.6 

7,184 4,485 75,666 10.5 

1,150 2,385 9,470 8.2 

Data source:  March 2001 M AF extract


*Average is for blocks with at least one housing unit. 
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Appendix R: Type of address for Update/Enumerate housing units in the census, state-level totals for Table 15 

Co mple te city -style Complete rural Complete post office 

Total addr ess route addr ess box a ddress Incom plete ad dress No addr ess 

housing (1) with (2) without 

Area units location location (1) (2) (1) (2) (1) (2)  (1) (2) 

United States 956,214 124,336 522,828 53,464 1,193 75,088 3,514 19,816 10,680 142,168 3,127 

Alabama 10,031 540 8,920 0 0 14 1 32 55 452 17 
Alaska 120 10 109 0 0 0 0 0 0 0 1 
Arizona 77,654 6,941 19,954 1,963 50 22,654 879 2,384 1,538 20,817 474 
Califo rnia 98,452 7,045 81,806 235 0 1,334 90 1,245 518 6,020 159 
Colorado 33,992 5,110 27,338 32 0 126 12 214 60 755 345 
Connecticut 93 0 83 0 0 0 0 10 0 0 0 
Florida 59,424 4,973 50,898 9 1 73 39 353 532 2,235 311 
Idaho 14,268 2,257 5,133 2,593 53 1,098 82 401 91 2,525 35 
Indiana 5,895 643 4,818 0 0 0 0 253 130 51 0 
Iowa 219 58 150 0 0 3 0 2 2 4 0 
Kansas 2,418 626 1,513 151 0 8 0 4 8 106 2 
Kentucky 14,827 1,676 10,875 13 1 36 1 300 114 1,786 25 
Louisiana 19,941 768 18,409 0 0 45 4 109 29 514 63 
Maine 7,522 294 1,330 1,291 7 990 4 654 40 2,897 15 
M assachusetts 68,612 8,530 52,831 96 0 429 20 813 300 5,535 58 

M inneso ta 14,225 3,439 2,185 2,407 33 1,624 18 320 89 4,074 36 
Mississippi 1,446 574 586 188 0 5 1 15 3 73 1 
Mo ntana 27,075 5,741 9,233 1,018 7 5,294 80 670 254 4,645 133 
Nebraska 3,423 431 1,140 657 131 638 7 101 7 307 4 
Nevada 22,097 2,885 15,931 201 5 531 129 582 243 1,473 117 
New M exico 62,874 10,491 16,958 1,708 131 13,092 1,091 1,790 1,620 15,603 390 
New Y ork 46,845 7,203 31,044 380 1 975 17 534 170 6,430 91 
North Carolina 20,855 1,904 14,185 294 12 761 101 296 542 2,636 124 
No rth Dakota 16,008 2,538 5,302 1,328 21 3,203 137 234 121 3,070 54 
Oregon 2,070 272 1,608 15 4 58 1 7 28 65 12 
Pen nsylvania 90,497 17,449 23,499 11,069 125 3,894 45 2,566 744 30,983 123 
Rhode Island 1,606 39 108 44 73 212 325 63 29 710 3 
South Carolina 6,844 1,547 5,273 0 0 0 0 3 3 3 15 
Sou th Da kota 21,746 1,986 3,400 3,392 112 5,813 200 728 224 5,791 100 
Texas 93,252 11,219 34,187 21,217 377 7,729 87 3,092 2,486 12,580 278 
Utah 20,882 2,070 11,504 830 3 2,373 15 407 78 3,544 58 
Virg inia 28 1 27 0 0 0 0 0 0 0 0 
Washington 5,837 1,733 2,128 144 0 510 23 162 59 1,060 18 
W isconsin 75,666 12,313 52,394 2,186 46 1,495 70 1,423 503 5,193 43 
W yoming 9,470 1,030 7,969 3 0 71 35 49 60 231 22 

Data source: March 2001 M AF extract 
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Appendix S: Number of Delivery Sequence File matching Update/Enumerate housing units in the census as a percent of each 
Update/Enumerate block, state-level totals for Table 16 

Greater than Greater than Greater than Greater than 

0% to 25%  DSF 25% to 50% 50% to 75% 75% up to 100% 100% D SF 

Total 0% DSF match match DSF match DSF match DSF match match 

Area #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs 

United States 75,827 956,214 50,121 451,157 4,389 128,508 5,895 112,825 5,192 114,540 3,994 107,003 6,236 42,181 
Alabama 240 10,031 75 618 49 2,200 68 2,834 30 3,865 6 474 12 40 
Alaska 16 120 13 89 1 10 1 8 0 0 1 13 0 0 
Arizona 9,807 77,654 9,021 59,811 89 2,754 165 2,859 184 3,842 159 6,328 189 2,060 
Califo rnia 5,614 98,452 3,944 65,057 397 11,855 386 6,097 304 6,163 255 6,990 328 2,290 
Colorado 1,241 33,992 765 20,126 98 5,956 128 2,762 115 3,492 53 1,467 82 189 
Connecticut 5 93 2 73 0 0 1 16 1 3 0 0 1 1 
Florida 2,465 59,424 491 5,926 225 8,539 397 12,363 505 13,760 491 16,160 356 2,676 
Idaho 1,591 14,268 1,259 8,784 84 2,075 93 1,731 68 1,015 27 513 60 150 
Indiana 256 5,895 55 548 31 851 46 1,056 59 1,822 23 1,314 42 304 
Iowa 23 219 3 5 0 0 1 4 9 111 4 77 6 22 
Kansas 573 2,418 283 752 17 184 36 147 37 214 23 235 177 886 
Kentucky 1,359 14,827 192 499 63 644 290 3,218 318 5,568 201 3,957 295 941 
Louisiana 1,164 19,941 159 1,425 63 1,371 81 1,685 109 3,071 233 5,722 519 6,667 
Maine 628 7,522 559 6,107 12 231 17 187 19 629 12 318 9 50 
M assachusetts 3,682 68,612 1,703 19,246 436 12,173 501 11,721 511 15,182 330 9,228 201 1,062 
M inneso ta 1,468 14,225 1,027 7,939 186 3,494 154 2,128 42 483 10 99 49 82 
Mississippi 139 1,446 89 552 22 457 13 298 6 94 3 25 6 20 
Mo ntana 3,417 27,075 2,363 13,840 119 2,236 230 2,871 203 3,042 186 3,455 316 1,631 
Nebraska 717 3,423 593 2,866 10 178 20 136 14 57 3 23 77 163 
Nevada 2,091 22,097 923 6,643 74 846 253 2,501 396 6,455 206 4,246 239 1,406 
New M exico 7,491 62,874 6,941 47,933 206 7,653 107 2,276 81 2,066 60 2,370 96 576 
New Y ork 2,306 46,845 829 10,718 328 10,753 355 7,397 289 7,552 282 7,749 223 2,676 
North Carolina 947 20,855 514 7,421 139 5,692 160 6,335 56 900 25 390 53 117 
No rth Dakota 2,672 16,008 1,867 9,191 133 2,174 192 1,120 104 1,355 51 837 325 1,331 
Oregon 258 2,070 130 1,023 5 60 17 78 20 235 23 451 63 223 
Pen nsylvania 6,311 90,497 4,941 63,307 392 13,595 390 5,951 315 5,224 130 1,926 143 494 
Rhode Island 48 1,606 47 1,432 1 174 0 0 0 0 0 0 0 0 
South Carolina 111 6,844 1 11 2 135 6 1,978 8 316 44 3,784 50 620 
Sou th Da kota 4,653 21,746 4,032 18,464 69 1,272 127 747 61 382 10 263 354 618 
Texas 3,318 93,252 1,594 33,853 435 19,719 357 13,761 340 12,249 389 11,540 203 2,130 
Utah 2,108 20,882 1,425 10,328 21 338 40 1,173 66 1,318 171 4,016 385 3,709 
Virg inia 3 28 0 0 0 0 0 0 0 0 1 18 2 10 
Washington 771 5,837 606 3,762 48 831 49 462 18 251 10 266 40 265 
W isconsin 7,184 75,666 3,318 21,230 576 9,314 1,080 16,091 797 12,914 453 10,283 960 5,834 
W yoming 1,150 9,470 357 1,578 58 744 134 834 107 910 119 2,466 375 2,938 

Data source:  March 2001 M AF extract 
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Appendix T: Number of multi-unit Update/Enumerate housing units in the census as a percent of each Update/Enumerate 
block, state-level totals for Table 17 

Greater than Greater than Greater than Greater than 

75%  up to 100 % multi-

Area #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs #blks #HUs 

United States 75,827 956,214 61,859 519,303 7,524 269,951 3,295 76,007 1,294 34,055 777 47,640 1,078 9,258 
Alabama 240 10,031 154 1,501 35 2,321 19 1,666 4 84 17 4,351 11 108 
Alaska 16 120 13 89 1 8 0 0 0 0 2 23 0 0 
Arizona 9,807 77,654 9,336 61,211 183 6,881 97 2,609 48 1,459 41 3,365 102 2,129 
Califo rnia 5,614 98,452 4,087 48,611 842 31,542 287 6,585 135 3,338 101 6,338 162 2,038 
Colorado 1,241 33,992 655 5,193 222 10,451 128 4,797 78 3,813 89 9,030 69 708 
Connecticut 5 93 4 77 0 0 1 16 0 0 0 0 0 0 
Florida 2,465 59,424 1,442 15,716 453 17,576 232 10,119 120 4,810 135 10,404 83 799 
Idaho 1,591 14,268 1,401 10,050 100 3,108 41 518 21 383 12 144 16 65 
Indiana 256 5,895 191 3,000 32 1,944 10 253 5 256 8 269 10 173 
Iowa 23 219 9 39 5 69 6 72 2 38 0 0 1 1 
Kansas 573 2,418 533 1,968 21 234 6 51 6 85 3 75 4 5 
Kentucky 1,359 14,827 1,091 8,604 172 4,823 50 692 17 342 8 337 21 29 
Louisiana 1,164 19,941 596 6,128 272 6,366 180 4,947 78 1,874 21 442 17 184 
Maine 628 7,522 588 6,186 30 1,227 8 94 2 15 0 0 0 0 
M assachusetts 3,682 68,612 2,204 20,818 837 33,698 374 8,190 143 3,337 69 2,385 55 184 
M inneso ta 1,468 14,225 1,325 10,648 103 3,265 25 184 3 69 3 30 9 29 
Mississippi 139 1,446 126 1,331 9 95 1 11 1 7 0 0 2 2 
Mo ntana 3,417 27,075 2,938 17,729 259 6,794 132 1,767 37 377 18 223 33 185 
Nebraska 717 3,423 678 2,836 16 314 13 154 7 83 3 36 0 0 
Nevada 2,091 22,097 1,500 10,293 287 6,581 150 2,209 67 1,314 37 1,485 50 215 
New M exico 7,491 62,874 6,667 42,208 412 15,004 215 3,778 100 1,261 22 467 75 156 
New Y ork 2,306 46,845 1,540 20,262 524 19,519 145 3,959 50 1,700 24 1,062 23 343 
North Carolina 947 20,855 679 7,946 134 6,732 70 2,653 22 2,081 18 1,037 24 406 
No rth Dakota 2,672 16,008 2,452 12,459 85 1,576 70 955 19 246 13 476 33 296 
Oregon 258 2,070 204 1,192 23 635 18 152 5 29 0 0 8 62 
Pen nsylvania 6,311 90,497 5,840 73,429 359 15,670 78 1,120 8 84 5 121 21 73 
Rhode Island 48 1,606 32 726 15 874 1 6 0 0 0 0 0 0 
South Carolina 111 6,844 93 2,876 11 1,995 2 225 1 215 2 1,528 2 5 
Sou th Da kota 4,653 21,746 4,548 20,023 41 953 28 348 9 145 11 209 16 68 
Texas 3,318 93,252 2,191 44,906 788 37,093 249 7,618 55 2,327 20 1,174 15 134 
Utah 2,108 20,882 1,792 13,329 182 4,803 68 1,308 25 511 19 762 22 169 
Virg inia 3 28 3 28 0 0 0 0 0 0 0 0 0 0 
Washington 771 5,837 649 3,911 51 1,204 39 582 11 69 2 10 19 61 
W isconsin 7,184 75,666 5,459 39,141 883 23,944 467 7,422 183 3,332 61 1,428 131 399 
W yoming 1,150 9,470 839 4,839 137 2,652 85 947 32 371 13 429 44 232 

0% to 25% 25% to 50% 50% to 75% 

Total 0%  multi-unit multi-unit multi-unit multi-unit 100% multi-unit unit 

Data source:  March 2001 M AF extract 
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Appendix U: Number of housing units at the basic street address for Update/Enumerate housing units in the census by 
Delivery Sequence File match, state-level totals for Table 19 

Number of housing units at the basic street address 

Total Single-unit  Multi-unit 

# housing not DSF not DSF 
Area units % DSF match % single unit DSF match match DSF match match 

United States 956,214 27.8 86.7 219,535 609,313 46,281 81,085 

Alabama 10,031 44.5 51.6 1,901 3,276 2,562 2,292 

Alaska 120 14.2 81.7 5 93 12 10 

Arizona 77,654 14.7 90.2 7,747 62,325 3,679 3,903 

California 98,452 16.2 85.2 12,505 71,332 3,476 11,139 

Colorado 33,992 14.9 58.1 3,551 16,191 1,523 12,727 

Connecticut 93 9.7 93.5 6 81 3 3 

Florida 59,424 52.2 68.2 23,744 16,781 7,267 11,632 

Idaho 14,268 14.9 93.3 1,848 11,469 282 669 

Indiana 5,895 53.1 86.6 2,987 2,119 146 643 

Iowa 219 74.4 72.6 124 35 39 21 

Kansas 2,418 54.7 93.0 1,221 1,028 102 67 

Kentucky 14,827 63.1 91.9 8,683 4,950 676 518 

Louisiana 19,941 73.8 78.1 11,535 4,048 3,172 1,186 

Maine 7,522 10.9 98.0 763 6,607 55 97 

Massachusetts 68,612 35.9 83.9 20,263 37,291 4,384 6,674 

Minnesota 14,225 11.8 96.9 1,583 12,206 99 337 

Mississippi 1,446 18.5 98.5 262 1,162 5 17 

Montana 27,075 29.6 92.6 6,887 18,180 1,123 885 

Nebraska 3,423 8.6 94.8 280 2,965 13 165 

Nevada 22,097 47.1 81.9 8,583 9,511 1,820 2,183 

New Mexico 62,874 8.8 93.2 4,925 53,680 622 3,647 
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Appendix U: Number of housing units at the basic street address for Update/Enumerate housing units in the census by 
Delivery Sequence File match, state-level totals for Table 19 

Area 

Number of housing units at the basic street address 

Total Single-unit  Multi-unit 

# housing not DSF not DSF 
units % DSF match % single unit DSF match match DSF match match 

New York 46,845 38.8 88.2 16,020 25,299 2,150 3,376 

North Carolina 20,855 19.4 79.6 3,300 13,301 750 3,504 

North Dakota 16,008 22.8 91.2 2,883 11,710 763 652 

Oregon 2,070 39.8 90.2 774 1,093 49 154 

Pennsylvania 90,497 9.8 98.3 8,501 80,467 399 1,130 

Rhode Island 1,606 0.1 97.9 1 1,572 0 33 

South Carolina 6,844 71.9 74.2 4,314 761 604 1,165 

South Dakota 21,746 7.0 97.3 1,363 19,806 168 409 

Texas 93,252 28.8 90.5 22,709 61,679 4,168 4,696 

Utah 20,882 41.4 89.5 7,085 11,601 1,556 640 

Virginia 28 92.9 100.0 26 2 0 0 

Washington 5,837 15.7 92.4 798 4,594 117 328 

Wisconsin 75,666 40.6 87.8 27,301 39,171 3,393 5,801 

Wyoming 9,470 65.1 84.3 5,057 2,927 1,104 382 

Data source:  March 2001 M AF extract 
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Appendix V-1: Hard-to-count classes for Update/Enumerate housing units in the census, state-level totals for Table 20, 

Part 1: hard-to-count classes 1-5 

Total Hard-to-count class 

housing 1 2 3 4 5 

Area units # % # % # % # % # % 

United States 566,399 42,398 7.5 55,632 9.8 40,727 7.2 55,552 9.8 82,327 14.5 

Alabama 0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Alaska 0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Arizona 10,044 2,550 0.5 2,234 0.4 1,855 0.3 1,995 0.4 407 0.1 

California 63,972 0 0.0 3,793 0.7 10,748 1.9 12,204 2.2 18,161 3.2 

Colorado 168 0 0.0 0 0.0 3 0.0 97 0.0 67 0.0 

Connecticut 93 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Florida 57,770 45 0.0 3,756 0.7 4,427 0.8 14,793 2.6 8,821 1.6 

Idaho 12,455 0 0.0 1,673 0.3 0 0.0 3,006 0.5 6,789 1.2 

Indiana 5,213 0 0.0 0 0.0 407 0.1 51 0.0 104 0.0 

Iowa 219 0 0.0 0 0.0 0 0.0 0 0.0 155 0.0 

Kansas 2,418 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Kentucky 14,827 0 0.0 0 0.0 0 0.0 5,018 0.9 1,404 0.2 

Louisiana 19,941 3,610 0.6 4,137 0.7 5,386 1.0 2,645 0.5 1,259 0.2 

Maine 7,522 0 0.0 0 0.0 0 0.0 263 0.0 0 0.0 

Massachusetts 66,334 0 0.0 3,890 0.7 0 0.0 2,275 0.4 3,820 0.7 

Minnesota 13,958 1,388 0.2 5,126 0.9 2,419 0.4 103 0.0 1,666 0.3 

Mississippi 71 0 0.0 0 0.0 15 0.0 56 0.0 0 0.0 

Montana 1,057 0 0.0 0 0.0 0 0.0 128 0.0 0 0.0 

Nebraska 276 0 0.0 0 0.0 0 0.0 34 0.0 0 0.0 

Nevada 6,750 381 0.1 1,426 0.3 1,634 0.3 1,851 0.3 767 0.1 

New Mexico 12,086 1,002 0.2 8,049 1.4 1,625 0.3 293 0.1 36 0.0 

New York 45,907 0 0.0 977 0.2 0 0.0 6,091 1.1 1,761 0.3 

North Carolina 19,259 0 0.0 0 0.0 1,876 0.3 204 0.0 6,995 1.2 
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Appendix V-1: Hard-to-count classes for Update/Enumerate housing units in the census, state-level totals for Table 20, 

Part 1: hard-to-count classes 1-5 

Total Hard-to-count class 

housing 1 2 3 4 5 

Area units # % # % # % # % # % 

North Dakota 10,474 1,911 0.3 1,104 0.2 0 0.0 133 0.0 616 0.1 

Oregon 2,070 0 0.0 674 0.1 1,065 0.2 0 0.0 331 0.1 

Pennsylvania 60,463 0 0.0 0 0.0 0 0.0 101 0.0 16,646 2.9 

Rhode Island 1,606 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

South Carolina 6,844 0 0.0 0 0.0 0 0.0 0 0.0 1,939 0.3 

South Dakota 4,340 21 0.0 1,232 0.2 1,430 0.3 124 0.0 830 0.1 

Texas 41,496 29,293 5.2 10,624 1.9 977 0.2 172 0.0 315 0.1 

Utah 691 0 0.0 228 0.0 0 0.0 11 0.0 71 0.0 

Virginia 28 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Washington 5,837 99 0.0 3,994 0.7 1,348 0.2 188 0.0 145 0.0 

Wisconsin 72,147 2,098 0.4 2,715 0.5 5,449 1.0 3,716 0.7 9,222 1.6 

Wyoming 63 0 0.0 0 0.0 63 0.0 0 0.0 0 0.0 

Data sources: Planning Database and March 2001 M AF extract 
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Appendix V-2: Hard-to-count classes for Update/Enumerate housing units in the census, state-level totals for Table 20, 

Part 2: hard-to-count classes 6-10 

Total Hard-to-count class 

housing 6 7 8 9 10 

Area units # % # % # % # % # % 

United States 566,399 143,528 25.3 117,947 20.8 24,826 4.4 1,411 0.2 2,051 0.4 

Alabama 0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Alaska 0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Arizona 10,044 999 0.2 4 0.0 0 0.0 0 0.0 0 0.0 

California 63,972 19,066 3.4 0 0.0 0 0.0 0 0.0 0 0.0 

Colorado 168 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Connecticut 93 0 0.0 4 0.0 0 0.0 19 0.0 70 0.0 

Florida 57,770 25,205 4.5 723 0.1 0 0.0 0 0.0 0 0.0 

Idaho 12,455 1 0.0 982 0.2 3 0.0 1 0.0 0 0.0 

Indiana 5,213 2,090 0.4 2,561 0.5 0 0.0 0 0.0 0 0.0 

Iowa 219 0 0.0 10 0.0 54 0.0 0 0.0 0 0.0 

Kansas 2,418 0 0.0 1,931 0.3 0 0.0 487 0.1 0 0.0 

Kentucky 14,827 7,241 1.3 1,164 0.2 0 0.0 0 0.0 0 0.0 

Louisiana 19,941 815 0.1 2,089 0.4 0 0.0 0 0.0 0 0.0 

Maine 7,522 6,280 1.1 480 0.1 499 0.1 0 0.0 0 0.0 

Massachusetts 66,334 20,591 3.6 32,195 5.7 3,563 0.6 0 0.0 0 0.0 

Minnesota 13,958 1,358 0.2 1,452 0.3 178 0.0 0 0.0 268 0.0 

Mississippi 71 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Montana 1,057 245 0.0 642 0.1 42 0.0 0 0.0 0 0.0 

Nebraska 276 44 0.0 190 0.0 8 0.0 0 0.0 0 0.0 

Nevada 6,750 432 0.1 105 0.0 0 0.0 0 0.0 154 0.0 

New Mexico 12,086 924 0.2 0 0.0 0 0.0 157 0.0 0 0.0 

New York 45,907 3,349 0.6 24,658 4.4 9,051 1.6 20 0.0 0 0.0 

North Carolina 19,259 6,262 1.1 3,922 0.7 0 0.0 0 0.0 0 0.0 
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Appendix V-2: Hard-to-count classes for Update/Enumerate housing units in the census, state-level totals for Table 20, 

Part 2: hard-to-count classes 6-10 

Total Hard-to-count class 

housing 6 7 8 9 10 

Area units # % # % # % # % # % 

North Dakota 10,474 2,984 0.5 3,696 0.7 30 0.0 0 0.0 0 0.0 

Oregon 2,070 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Pennsylvania 60,463 12,729 2.2 23,291 4.1 7,696 1.4 0 0.0 0 0.0 

Rhode Island 1,606 1,606 0.3 0 0.0 0 0.0 0 0.0 0 0.0 

South Carolina 6,844 4,731 0.8 0 0.0 174 0.0 0 0.0 0 0.0 

South Dakota 4,340 511 0.1 126 0.0 66 0.0 0 0.0 0 0.0 

Texas 41,496 115 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Utah 691 148 0.0 231 0.0 2 0.0 0 0.0 0 0.0 

Virginia 28 28 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Washington 5,837 0 0.0 0 0.0 0 0.0 63 0.0 0 0.0 

Wisconsin 72,147 25,773 4.6 17,491 3.1 3,460 0.6 664 0.1 1,559 0.3 

Wyoming 63 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Data sources: Planning Database and March 2001 M AF extract 
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Appendix W: Proxy, state-level totals for Table 21 

Household Information not 
member Proxy collected 

Total Total In mover Neighbor 

Area persons Number Percent Number Percent Number Percent Number Percent Number Percent 

United States 1,056,046 531,374 50.3 439,572 41.6 5,088 0.5 434,484 41.1 85,100 8.1 

Alabama 11,015 2,417 21.9 8,081 73.4 23 0.2 8,058 73.2 517 4.7 

Alaska 132 107 81.1 21 15.9 1 0.8 20 15.2 4 3.0 

Arizona 90,166 51,855 57.5 30,155 33.4 443 0.5 29,712 33.0 8,156 9.0 

California 108,859 43,918 40.3 56,530 51.9 468 0.4 56,062 51.5 8,411 7.7 

Colorado 36,716 14,378 39.2 20,408 55.6 153 0.4 20,255 55.2 1,930 5.3 

Connecticut 100 66 66.0 24 24.0 0 0.0 24 24.0 10 10.0 

Florida 70,064 26,801 38.3 37,509 53.5 460 0.7 37,049 52.9 5,754 8.2 

Idaho 15,528 10,438 67.2 4,126 26.6 79 0.5 4,047 26.1 964 6.2 

Indiana 5,754 2,376 41.3 2,952 51.3 55 1.0 2,897 50.3 426 7.4 

Iowa 253 167 66.0 77 30.4 2 0.8 75 29.6 9 3.6 

Kansas 0 0 NA 0 NA 0 NA 0 NA 0 NA 

Kentucky 16,077 8,965 55.8 6,291 39.1 98 0.6 6,193 38.5 821 5.1 

Louisiana 22,396 15,977 71.3 4,230 18.9 125 0.6 4,105 18.3 2,189 9.8 

Maine 7,890 2,895 36.7 4,718 59.8 38 0.5 4,680 59.3 277 3.5 

Massachusetts 72,043 30,302 42.1 39,331 54.6 267 0.4 39,064 54.2 2,410 3.3 

Minnesota 15,507 8,058 52.0 5,505 35.5 125 0.8 5,380 34.7 1,944 12.5 

Mississippi 1,529 1,299 85.0 181 11.8 8 0.5 173 11.3 49 3.2 

Montana 29,954 20,522 68.5 7,942 26.5 199 0.7 7,743 25.8 1,490 5.0 

Nebraska 3,751 2,874 76.6 703 18.7 19 0.5 684 18.2 174 4.6 

Nevada 24,654 16,248 65.9 6,469 26.2 171 0.7 6,298 25.5 1,937 7.9 

New Mexico 72,831 43,698 60.0 21,511 29.5 310 0.4 21,201 29.1 7,622 10.5 

New York 50,260 20,250 40.3 27,394 54.5 143 0.3 27,251 54.2 2,616 5.2 

North Carolina 24,354 6,715 27.6 14,966 61.5 149 0.6 14,817 60.8 2,673 11.0 

North Dakota 17,966 11,986 66.7 5,116 28.5 115 0.6 5,001 27.8 864 4.8 

Oregon 2,333 1,803 77.3 316 13.5 10 0.4 306 13.1 214 9.2 

Pennsylvania 96,043 34,202 35.6 52,141 54.3 229 0.2 51,912 54.1 9,700 10.1 
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Appendix W: Proxy, state-level totals for Table 21 

Household Information not 
member Proxy collected 

Total Total In mover Neighbor 

Area persons Number Percent Number Percent Number Percent Number Percent Number Percent 

Rhode Island 1,636 388 23.7 1,128 68.9 3 0.2 1,125 68.8 120 7.3 

South Carolina 7,901 1,572 19.9 5,328 67.4 66 0.8 5,262 66.6 1,001 12.7 

South Dakota 24,063 16,430 68.3 6,025 25.0 123 0.5 5,902 24.5 1,608 6.7 

Texas 106,442 69,992 65.8 21,713 20.4 679 0.6 21,034 19.8 14,737 13.8 

Utah 23,040 15,232 66.1 6,950 30.2 149 0.6 6,801 29.5 858 3.7 

Virginia 29 26 89.7 1 3.4 0 0.0 1 3.4 2 6.9 

Washington 6,294 4,520 71.8 1,546 24.6 21 0.3 1,525 24.2 228 3.6 

Wisconsin 79,984 37,122 46.4 38,075 47.6 278 0.3 37,797 47.3 4,787 6.0 

Wyoming 10,482 7,775 74.2 2,109 20.1 79 0.8 2,030 19.4 598 5.7 

Data source:  DRF2 

NA–not applicable 
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Appendix X: Interview conducted in Spanish, state-level totals for Table 22 

Spanish Interview Not Spanish Interview 

Area Total returns Number Percent Number Percent 

United States

Alabama

Alaska

Arizona

California

Colorado

Connecticut

Florida

Idaho

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Massachusetts

Minnesota

Mississippi

Montana

Nebraska

Nevada

New Mexico

New York

North Carolina

North Dakota

Oregon

Pennsylvania

Rhode Island

South Carolina


1,056,046 36,934 3.5 1,019,112 96.5 

11,015 1 0.0 11,014 100.0 

132 0 0.0 132 100.0 

90,166 316 0.4 89,850 99.7 

108,859 405 0.4 108,454 99.6 

36,716 67 0.2 36,649 99.8 

100 0 0.0 100 100.0 

70,064 245 0.4 69,819 99.7 

15,528 4 0.0 15,524 100.0 

5,754 2 0.0 5,752 100.0 

253 0 0.0 253 100.0 

0 0 NA 0 NA 

16,077 5 0.0 16,072 100.0 

22,396 5 0.0 22,391 100.0 

7,890 0 0.0 7,890 100.0 

72,043 22 0.0 72,021 100.0 

15,507 6 0.0 15,501 100.0 

1,529 0 0.0 1,529 100.0 

29,954 14 0.0 29,940 100.0 

3,751 3 0.1 3,748 99.9 

24,654 68 0.3 24,586 99.7 

72,831 56 0.1 72,775 99.9 

50,260 128 0.3 50,132 99.7 

24,354 2 0.0 24,352 100.0 

17,966 6 0.0 17,960 100.0 

2,333 0 0.0 2,333 100.0 

96,043 15 0.0 96,028 100.0 

1,636 0 0.0 1,636 100.0 

7,901 2 0.0 7,899 100.0 
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Appendix X: Interview conducted in Spanish, state-level totals for Table 22 

Spanish Interview Not Spanish Interview 

Area Total returns Number Percent Number Percent 

South Dakota

Texas

Utah

Virginia

Washington

Wisconsin

Wyoming


24,063 27 0.1 24,036 99.9 

106,442 35,453 33.3 70,989 66.7 

23,040 7 0.0 23,033 100.0 

29 0 0.0 29 100.0 

6,294 39 0.6 6,255 99.4 

79,984 34 0.0 79,950 100.0 

10,482 2 0.0 10,480 100.0 

Data source:  DRF2 

NA–not applicable 
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Appendix Y: Occupancy status, state-level totals for Table 23 

Area 

United States

Alabama

Alaska

Arizona

California

Colorado

Connecticut

Florida

Idaho

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Massachusetts

Minnesota

Mississippi

Montana

Nebraska

Nevada

New Mexico

New York

North Carolina

North Dakota

Oregon

Pennsylvania


Vacant Occupied 

Total Total Seasonal Other 

HUs Number Percent Number Percent Number Percent Number Percent 

956,214 370,221 38.7 292,167 30.6 78,054 8.2 585,993 61.3 

10,031 7,393 73.7 6,703 66.8 690 6.9 2,638 26.3 

120 11 9.2 0 0.0 11 9.2 109 90.8 

77,654 21,851 28.1 12,373 15.9 9,478 12.2 55,803 71.9 

98,452 49,889 50.7 41,691 42.3 8,198 8.3 48,563 49.3 

33,992 18,033 53.1 15,513 45.6 2,520 7.4 15,959 46.9 

93 11 11.8 7 7.5 4 4.3 82 88.2 

59,424 30,131 50.7 21,709 36.5 8,422 14.2 29,293 49.3 

14,268 2,747 19.3 1,614 11.3 1,133 7.9 11,521 80.7 

5,895 2,992 50.8 2,625 44.5 367 6.2 2,903 49.2 

219 30 13.7 0 0.0 30 13.7 189 86.3 

2,418 207 8.6 25 1.0 182 7.5 2,211 91.4 

14,827 4,960 33.5 3,939 26.6 1,021 6.9 9,867 66.5 

19,941 1,986 10.0 165 0.8 1,821 9.1 17,955 90.0 

7,522 4,330 57.6 4,014 53.4 316 4.2 3,192 42.4 

68,612 36,217 52.8 33,452 48.8 2,765 4.0 32,395 47.2 

14,225 5,118 36.0 4,498 31.6 620 4.4 9,107 64.0 

1,446 45 3.1 1 0.1 44 3.0 1,401 96.9 

27,075 4,958 18.3 2,884 10.7 2,074 7.7 22,117 81.7 

3,423 394 11.5 119 3.5 275 8.0 3,029 88.5 

22,097 3,351 15.2 655 3.0 2,696 12.2 18,746 84.8 

62,874 13,117 20.9 5,937 9.4 7,180 11.4 49,757 79.1 

46,845 24,524 52.4 22,465 48.0 2,059 4.4 22,321 47.6 

20,855 13,405 64.3 11,320 54.3 2,085 10.0 7,450 35.7 

16,008 3,398 21.2 1,545 9.7 1,853 11.6 12,610 78.8 

2,070 121 5.8 28 1.4 93 4.5 1,949 94.2 

90,497 53,999 59.7 50,421 55.7 3,578 4.0 36,498 40.3 
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Appendix Y: Occupancy status, state-level totals for Table 23 

Vacant Occupied 

Total Total Seasonal Other 

Area HUs Number Percent Number Percent Number Percent Number Percent 

Rhode Island 1,606 1,134 70.6 1,109 69.1 25 1.6 472 29.4 

South Carolina 6,844 5,162 75.4 3,837 56.1 1,325 19.4 1,682 24.6 

South Dakota 21,746 3,674 16.9 1,647 7.6 2,027 9.3 18,072 83.1 

Texas 93,252 15,213 16.3 5,968 6.4 9,245 9.9 78,039 83.7 

Utah 20,882 4,894 23.4 2,983 14.3 1,911 9.2 15,988 76.6 

Virginia 28 1 3.6 0 0.0 1 3.6 27 96.4 

Washington 5,837 958 16.4 488 8.4 470 8.1 4,879 83.6 

Wisconsin 75,666 34,933 46.2 32,201 42.6 2,732 3.6 40,733 53.8 

Wyoming 9,470 1,034 10.9 231 2.4 803 8.5 8,436 89.1 

Data source: HCEF_D’ 
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Appendix Z: Telephone Questionnaire Assistance and Be Counted responses by whether only response or 
response in combination with other types of responses, state-level totals for Table 24 

Telephone Questionnaire Assistance Be Counted 

In In 
Area Total Only Combination Total Only Combination 

United States 1,451 399 1,052 2,873 799 2,074 

Alabama 12 4 8 5 1 4 

Alaska 0 0 0 0 0 0 

Arizona 64 21 43 239 68 171 

California 151 52 99 170 54 116 

Colorado 46 15 31 18 10 8 

Connecticut 0 0 0 1 0 1 

Florida 77 14 63 45 3 42 

Idaho 10 5 5 37 11 26 

Indiana 15 4 11 36 6 30 

Iowa 0 0 0 1 0 1 

Kansas 21 2 19 11 1 10 

Kentucky 9 2 7 100 17 83 

Louisiana 41 14 27 22 5 17 

Maine 2 0 2 6 1 5 

Massachusetts 42 4 38 35 5 30 

Minnesota 82 15 67 53 11 42 

Mississippi 3 2 1 1 0 1 

Montana 30 5 25 121 19 102 

Nebraska 5 0 5 0 0 0 

Nevada 26 10 16 83 29 54 

New Mexico 118 53 65 608 242 366 

New York 46 7 39 33 5 28 

North Carolina 27 3 24 87 21 66 
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Appendix Z: Telephone Questionnaire Assistance and Be Counted responses by whether only response or 
response in combination with other types of responses, state-level totals for Table 24 

Telephone Questionnaire Assistance Be Counted 

Area 

North Dakota


Oregon


Pennsylvania


Rhode Island


South Carolina


South Dakota


Texas


Utah


Virginia


Washington


Wisconsin


Wyoming


In In 
Total Only Combination Total Only Combination 

5 0 5 5 0 5 

4 0 4 23 10 13 

111 29 82 237 89 148 

1 1 0 0 0 0 

15 4 11 14 2 12 

10 0 10 7 1 6 

270 97 173 215 76 139 

7 2 5 36 8 28 

0 0 0 0 0 0 

4 1 3 17 5 12 

183 29 154 600 97 503 

14 4 10 7 2 5 

Data source: DMAF 
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Appendix AA: Tenure, state-level totals for Table 25 

Area 

United States


Alabama


Alaska


Arizona


California


Colorado


Connecticut


Florida


Idaho


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Massachusetts

Minnesota

Mississippi

Montana

Nebraska

Nevada

New Mexico

New York

North Carolina

North Dakota


Tenure 

Occupied Owned housing Rented housing 

housing units units 

units Number Percent Number Percent 

585,993 445,907 76.1 140,086 23.9 

2,638 2,033 77.1 605 22.9 

109 85 78.0 24 22.0 

55,803 40,449 72.5 15,354 27.5 

48,563 35,783 73.7 12,780 26.3 

15,959 10,362 64.9 5,597 35.1 

82 79 96.3 3 3.7 

29,293 21,438 73.2 7,855 26.8 

11,521 8,935 77.6 2,586 22.4 

2,903 2,502 86.2 401 13.8 

189 168 88.9 21 11.1 

2,211 1,685 76.2 526 23.8 

9,867 8,312 84.2 1,555 15.8 

17,955 12,957 72.2 4,998 27.8 

3,192 2,482 77.8 710 22.2 

32,395 24,413 75.4 7,982 24.6 

9,107 7,007 76.9 2,100 23.1 

1,401 1,121 80.0 280 20.0 

22,117 14,503 65.6 7,614 34.4 

3,029 1,839 60.7 1,190 39.3 

18,746 14,132 75.4 4,614 24.6 

49,757 39,401 79.2 10,356 20.8 

22,321 16,984 76.1 5,337 23.9 

7,450 5,992 80.4 1,458 19.6 

12,610 8,869 70.3 3,741 29.7 
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Appendix AA: Tenure, state-level totals for Table 25 

Area 

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Texas

Utah

Virginia

Washington

Wisconsin

Wyoming


Tenure 

Occupied Owned housing Rented housing 

housing units units 

units Number Percent Number Percent 

1,949 1,320 67.7 629 32.3 

36,498 31,486 86.3 5,012 13.7 

472 320 67.8 152 32.2 

1,682 1,560 92.7 122 7.3 

18,072 10,476 58.0 7,596 42.0 

78,039 64,532 82.7 13,507 17.3 

15,988 12,702 79.4 3,286 20.6 

27 25 92.6 2 7.4 

4,879 3,355 68.8 1,524 31.2 

40,733 32,492 79.8 8,241 20.2 

8,436 6,108 72.4 2,328 27.6 
Data source: HCEF_D’ 
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Appendix BB: Sex, state-level totals for Table 26 

Area 

United States

Alabama

Alaska

Arizona

California

Colorado

Connecticut

Florida

Idaho

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Massachusetts

Minnesota

Mississippi

Montana

Nebraska

Nevada

New Mexico

New York

North Carolina

North Dakota

Oregon

Pennsylvania

Rhode Island

South Carolina


Sex 

Total Males Females 

persons Number Percent Number Percent 

1,727,361 856,096 49.6 871,265 50.4 
5,766 2,987 51.8 2,779 48.2 

354 187 52.8 167 47.2 
200,489 98,010 48.9 102,479 51.1 
119,997 59,935 49.9 60,062 50.1 
39,980 21,977 55.0 18,003 45.0 

229 114 49.8 115 50.2 
63,547 32,709 51.5 30,838 48.5 
30,204 15,142 50.1 15,062 49.9 
7,091 3,620 51.1 3,471 48.9 

647 319 49.3 328 50.7 
5,818 2,904 49.9 2,914 50.1 

22,763 11,314 49.7 11,449 50.3 
48,471 23,414 48.3 25,057 51.7 
7,233 3,530 48.8 3,703 51.2 

70,911 34,228 48.3 36,683 51.7 
26,417 13,216 50.0 13,201 50.0 
5,192 2,482 47.8 2,710 52.2 

65,854 32,523 49.4 33,331 50.6 
9,165 4,566 49.8 4,599 50.2 

47,377 24,008 50.7 23,369 49.3 
163,268 79,545 48.7 83,723 51.3 
55,313 27,114 49.0 28,199 51.0 
18,187 8,884 48.8 9,303 51.2 
37,166 18,581 50.0 18,585 50.0 
6,545 3,219 49.2 3,326 50.8 

97,754 49,084 50.2 48,670 49.8 
1,007 488 48.5 519 51.5 
3,533 1,708 48.3 1,825 51.7 
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Appendix BB: Sex, state-level totals for Table 26 

Sex 

Total Males Females 

Area persons Number Percent Number Percent 

South Dakota 60,968 30,423 49.9 30,545 50.1 
Texas 318,318 156,266 49.1 162,052 50.9 
Utah 49,046 24,258 49.5 24,788 50.5 
Virginia 58 26 44.8 32 55.2 
Washington 14,381 7,356 51.2 7,025 48.8 
Wisconsin 101,442 50,645 49.9 50,797 50.1 
Wyoming 22,870 11,314 49.5 11,556 50.5 

Data source: HCEF_D’ 
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Appendix CC-1: Age, state-level totals for Table 27, Part 1: ages 0-44 
Age 

Total <18 years old 18 to 24 years old 25 to 34 years old 35 to 44 years old 

Area persons Number Percent Number Percent Number Percent Number Percent 

United States 1,727,361 551,742 31.9 147,279 8.5 208,435 12.1 255,366 14.8 

Alabama 5,766 966 16.8 359 6.2 621 10.8 899 15.6 
Alaska 354 107 30.2 39 11.0 39 11.0 47 13.3 
Arizona 200,489 79,086 39.4 19,692 9.8 24,734 12.3 26,998 13.5 
California 119,997 30,873 25.7 7,042 5.9 10,503 8.8 18,663 15.6 
Colorado 39,980 8,476 21.2 4,704 11.8 8,252 20.6 7,242 18.1 
Connecticut 229 87 38.0 18 7.9 29 12.7 31 13.5 
Florida 63,547 10,843 17.1 3,324 5.2 6,580 10.4 10,838 17.1 
Idaho 30,204 8,447 28.0 2,149 7.1 3,148 10.4 4,419 14.6 
Indiana 7,091 1,611 22.7 458 6.5 796 11.2 1,104 15.6 
Iowa 647 234 36.2 71 11.0 80 12.4 89 13.8 
Kansas 5,818 1,741 29.9 431 7.4 651 11.2 787 13.5 
Kentucky 22,763 4,709 20.7 1,369 6.0 2,438 10.7 3,250 14.3 
Louisiana 48,471 14,470 29.9 4,173 8.6 6,154 12.7 7,799 16.1 
Maine 7,233 1,736 24.0 384 5.3 778 10.8 1,137 15.7 
Massachusetts 70,911 13,297 18.8 3,337 4.7 6,996 9.9 11,307 15.9 
Minnesota 26,417 9,124 34.5 2,214 8.4 2,682 10.2 3,674 13.9 
Mississippi 5,192 2,186 42.1 624 12.0 767 14.8 661 12.7 
Montana 65,854 22,820 34.7 5,626 8.5 7,138 10.8 9,849 15.0 
Nebraska 9,165 3,305 36.1 739 8.1 1,019 11.1 1,175 12.8 
Nevada 47,377 12,636 26.7 2,960 6.2 5,151 10.9 7,220 15.2 
New Mexico 163,268 57,367 35.1 15,748 9.6 20,738 12.7 24,405 14.9 
New York 55,313 13,335 24.1 3,338 6.0 5,892 10.7 8,814 15.9 
North Carolina 18,187 4,297 23.6 1,555 8.6 2,102 11.6 2,642 14.5 
North Dakota 37,166 13,188 35.5 2,911 7.8 3,794 10.2 5,767 15.5 
Oregon 6,545 2,369 36.2 610 9.3 826 12.6 942 14.4 
Pennsylvania 97,754 26,355 27.0 5,860 6.0 10,295 10.5 17,070 17.5 
Rhode Island 1,007 185 18.4 47 4.7 131 13.0 183 18.2 
South Carolina 3,533 387 11.0 101 2.9 207 5.9 274 7.8 
South Dakota 60,968 24,012 39.4 5,645 9.3 7,040 11.5 8,185 13.4 
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Appendix CC-1: Age, state-level totals for Table 27, Part 1: ages 0-44 
Age 

Total <18 years old 18 to 24 years old 25 to 34 years old 35 to 44 years old 

Area persons Number Percent Number Percent Number Percent Number Percent 

Texas 318,318 128,086 40.2 37,351 11.7 49,019 15.4 41,637 13.1 
Utah 49,046 17,278 35.2 5,059 10.3 5,602 11.4 6,653 13.6 
Virginia 58 12 20.7 6 10.3 5 8.6 8 13.8 
Washington 14,381 4,926 34.3 1,250 8.7 1,802 12.5 2,069 14.4 
Wisconsin 101,442 26,369 26.0 6,011 5.9 9,871 9.7 16,141 15.9 
Wyoming 22,870 6,822 29.8 2,074 9.1 2,555 11.2 3,387 14.8 

Data source: HCEF_D’ 
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Appendix CC-2: Age, state-level totals for Table 27, Part 2: ages 45+ 
Ages 

45 to 54 years old 55 to 64 years old 65+ 
Area Total persons Number Percent Number Percent Number Percent 
United States 

Alabama

Alaska

Arizona

California

Colorado

Connecticut

Florida

Idaho

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Massachusetts

Minnesota

Mississippi

Montana

Nebraska

Nevada

New Mexico

New York

North Carolina

North Dakota

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota


1,727,361 216,846 12.6 153,751 8.9 193,942 11.2 

5,766 977 16.9 889 15.4 1,055 18.3 
354 57 16.1 34 9.6 31 8.8 

200,489 20,422 10.2 13,921 6.9 15,636 7.8 
119,997 18,659 15.6 14,145 11.8 20,112 16.8 
39,980 6,090 15.2 3,069 7.7 2,147 5.4 

229 29 12.7 13 5.7 22 9.6 
63,547 11,689 18.4 9,116 14.3 11,157 17.6 
30,204 4,447 14.7 3,365 11.1 4,229 14.0 
7,091 1,155 16.3 938 13.2 1,029 14.5 

647 64 9.9 56 8.7 53 8.2 
5,818 754 13.0 557 9.6 897 15.4 

22,763 3,352 14.7 3,443 15.1 4,202 18.5 
48,471 6,173 12.7 4,423 9.1 5,279 10.9 
7,233 1,115 15.4 787 10.9 1,296 17.9 

70,911 11,855 16.7 8,184 11.5 15,935 22.5 
26,417 3,257 12.3 2,553 9.7 2,913 11.0 
5,192 474 9.1 287 5.5 193 3.7 

65,854 8,517 12.9 5,519 8.4 6,385 9.7 
9,165 1,001 10.9 765 8.3 1,161 12.7 

47,377 6,297 13.3 5,953 12.6 7,160 15.1 
163,268 19,315 11.8 12,494 7.7 13,201 8.1 
55,313 8,048 14.6 5,966 10.8 9,920 17.9 
18,187 2,592 14.3 2,232 12.3 2,767 15.2 
37,166 4,628 12.5 3,054 8.2 3,824 10.3 
6,545 801 12.2 514 7.9 483 7.4 

97,754 13,907 14.2 10,621 10.9 13,646 14.0 
1,007 168 16.7 118 11.7 175 17.4 
3,533 549 15.5 824 23.3 1,191 33.7 

60,968 6,326 10.4 4,360 7.2 5,400 8.9 
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Appendix CC-2: Age, state-level totals for Table 27, Part 2: ages 45+ 
Ages 

45 to 54 years old 55 to 64 years old 65+ 
Area Total persons Number Percent Number Percent Number Percent 
Texas 318,318 28,527 9.0 16,252 5.1 17,446 5.5 
Utah 49,046 5,602 11.4 3,810 7.8 5,042 10.3 
Virginia 58 11 19.0 7 12.1 9 15.5 
Washington 14,381 1,796 12.5 1,265 8.8 1,273 8.9 
Wisconsin 101,442 14,976 14.8 12,043 11.9 16,031 15.8 
Wyoming 22,870 3,216 14.1 2,174 9.5 2,642 11.6 

Data source: HCEF_D’ 
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Appendix DD: Hispanic origin, state-level totals for Table 28 

Area 

United States

Alabama

Alaska

Arizona

California

Colorado

Connecticut

Florida

Idaho

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Massachusetts

Minnesota

Mississippi

Montana

Nebraska

Nevada

New Mexico

New York

North Carolina

North Dakota

Oregon

Pennsylvania

Rhode Island


Hispanic origin 

Total not Hispanic Hispanic 

persons Number Percent Number Percent 

1,727,361 1,320,087 76.4 407,274 23.6 

5,766 5,649 98.0 117 2.0 

354 344 97.2 10 2.8 

200,489 183,110 91.3 17,379 8.7 

119,997 104,921 87.4 15,076 12.6 

39,980 36,028 90.1 3,952 9.9 

229 225 98.3 4 1.7 

63,547 57,603 90.6 5,944 9.4 

30,204 29,312 97.0 892 3.0 

7,091 7,011 98.9 80 1.1 

647 616 95.2 31 4.8 

5,818 5,687 97.7 131 2.3 

22,763 22,598 99.3 165 0.7 

48,471 47,421 97.8 1,050 2.2 

7,233 7,194 99.5 39 0.5 

70,911 70,119 98.9 792 1.1 

26,417 26,093 98.8 324 1.2 

5,192 5,144 99.1 48 0.9 

65,854 64,482 97.9 1,372 2.1 

9,165 8,976 97.9 189 2.1 

47,377 42,809 90.4 4,568 9.6 

163,268 126,787 77.7 36,481 22.3 

55,313 51,284 92.7 4,029 7.3 

18,187 17,876 98.3 311 1.7 

37,166 36,747 98.9 419 1.1 

6,545 6,274 95.9 271 4.1 

97,754 92,554 94.7 5,200 5.3 

1,007 996 98.9 11 1.1 
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Appendix DD: Hispanic origin, state-level totals for Table 28 

Hispanic origin 

Total not Hispanic Hispanic 

Area persons Number Percent Number Percent 

South Carolina 3,533 3,502 99.1 31 0.9 

South Dakota 60,968 60,149 98.7 819 1.3 

Texas 318,318 16,395 5.2 301,923 94.8 

Utah 49,046 46,433 94.7 2,613 5.3 

Virginia 58 58 100.0 0 0.0 

Washington 14,381 13,548 94.2 833 5.8 

Wisconsin 101,442 100,442 99.0 1,000 1.0 

Wyoming 22,870 21,700 94.9 1,170 5.1 

Data source: HCEF_D’ 
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Appendix EE-1: Race, state-level totals for Table 29, Part 1: total, white, African American, American Indian/Alaska Native 

Race 

American Indian/Alaska 
White African American Native 

Area Total persons Number Percent Number Percent Number Percent 

United States 1,727,361 1,094,851 63.4 26,393 1.5 478,742 27.7 

Alabama 5,766 5,502 95.4 17 0.3 52 0.9 

Alaska 354 50 14.1 1 0.3 278 78.5 

Arizona 200,489 29,827 14.9 719 0.4 159,127 79.4 

California 119,997 100,601 83.8 952 0.8 6,914 5.8 

Colorado 39,980 34,123 85.4 124 0.3 2,893 7.2 

Connecticut 229 27 11.8 14 6.1 181 79.0 

Florida 63,547 60,216 94.8 951 1.5 448 0.7 

Idaho 30,204 22,078 73.1 43 0.1 7,016 23.2 

Indiana 7,091 6,950 98.0 11 0.2 4 0.1 

Iowa 647 34 5.3 2 0.3 588 90.9 

Kansas 5,818 4,259 73.2 30 0.5 1,359 23.4 

Kentucky 22,763 21,881 96.1 461 2.0 57 0.3 

Louisiana 48,471 31,066 64.1 14,609 30.1 757 1.6 

Maine 7,233 6,609 91.4 8 0.1 492 6.8 

Massachusetts 70,911 67,367 95.0 925 1.3 354 0.5 

Minnesota 26,417 11,250 42.6 22 0.1 13,958 52.8 

Mississippi 5,192 139 2.7 20 0.4 4,944 95.2 

Montana 65,854 27,505 41.8 47 0.1 35,969 54.6 

Nebraska 9,165 4,606 50.3 18 0.2 4,320 47.1 

Nevada 47,377 36,195 76.4 522 1.1 6,860 14.5 

New Mexico 163,268 36,188 22.2 337 0.2 109,468 67.0 

New York 55,313 44,693 80.8 1,179 2.1 6,862 12.4 

North Carolina 18,187 10,890 59.9 89 0.5 6,705 36.9 

North Dakota 37,166 16,896 45.5 26 0.1 19,481 52.4 

Oregon 6,545 1,546 23.6 6 0.1 4,675 71.4 

Pennsylvania 97,754 88,737 90.8 4,283 4.4 243 0.2 
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Appendix EE-1: Race, state-level totals for Table 29, Part 1: total, white, African American, American Indian/Alaska Native 

Race 

American Indian/Alaska 
White African American Native 

Area Total persons Number Percent Number Percent Number Percent 

Rhode Island 1,007 988 98.1 3 0.3 0 0.0 

South Carolina 3,533 3,053 86.4 27 0.8 368 10.4 

South Dakota 60,968 19,144 31.4 52 0.1 40,599 66.6 

Texas 318,318 263,149 82.7 671 0.2 1,356 0.4 

Utah 49,046 37,075 75.6 63 0.1 9,713 19.8 

Virginia 58 12 20.7 0 0.0 46 79.3 

Washington 14,381 3,793 26.4 31 0.2 9,527 66.2 

Wisconsin 101,442 82,939 81.8 109 0.1 16,645 16.4 

Wyoming 22,870 15,463 67.6 21 0.1 6,483 28.3 

Data source: HCEF_D’ 
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Appendix EE-2: Race, state-level totals for Table 29, Part 2: Asian, native Hawaiian/Pacific Islander, some other race, two or 
more races 

Race 

Native Hawaiian/Pacific 

Total Asian Islander Some other race Two or more races 

Area persons Number Percent Number Percent Number Percent Number Percent 

United States 1,727,361 5,743 0.3 882 0.1 87,843 5.1 32,907 1.9 

Alabama 5,766 14 0.2 1 0.0 77 1.3 103 1.8 

Alaska 354 1 0.3 0 0.0 0 0.0 24 6.8 

Arizona 200,489 331 0.2 82 0.0 6,878 3.4 3,525 1.8 

California 119,997 851 0.7 145 0.1 5,568 4.6 4,966 4.1 

Colorado 39,980 224 0.6 30 0.1 1,608 4.0 978 2.4 

Connecticut 229 0 0.0 0 0.0 4 1.7 3 1.3 

Florida 63,547 345 0.5 25 0.0 585 0.9 977 1.5 

Idaho 30,204 86 0.3 18 0.1 366 1.2 597 2.0 

Indiana 7,091 18 0.3 2 0.0 48 0.7 58 0.8 

Iowa 647 0 0.0 0 0.0 7 1.1 16 2.5 

Kansas 5,818 17 0.3 0 0.0 25 0.4 128 2.2 

Kentucky 22,763 40 0.2 2 0.0 48 0.2 274 1.2 

Louisiana 48,471 817 1.7 11 0.0 454 0.9 757 1.6 

Maine 7,233 29 0.4 0 0.0 29 0.4 66 0.9 

Massachusetts 70,911 301 0.4 32 0.0 720 1.0 1,212 1.7 

Minnesota 26,417 25 0.1 6 0.0 52 0.2 1,104 4.2 

Mississippi 5,192 3 0.1 0 0.0 23 0.4 63 1.2 

Montana 65,854 154 0.2 25 0.0 263 0.4 1,891 2.9 

Nebraska 9,165 11 0.1 1 0.0 83 0.9 126 1.4 

Nevada 47,377 395 0.8 154 0.3 1,609 3.4 1,642 3.5 

New Mexico 163,268 197 0.1 71 0.0 13,730 8.4 3,277 2.0 

New York 55,313 346 0.6 38 0.1 1,246 2.3 949 1.7 

North Carolina 18,187 33 0.2 6 0.0 90 0.5 374 2.1 

North Dakota 37,166 35 0.1 37 0.1 60 0.2 631 1.7 

Oregon 6,545 9 0.1 5 0.1 60 0.9 244 3.7 
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Appendix EE-2: Race, state-level totals for Table 29, Part 2: Asian, native Hawaiian/Pacific Islander, some other race, two or 
more races 

Race 

Native Hawaiian/Pacific 

Total Asian Islander Some other race Two or more races 

Area persons Number Percent Number Percent Number Percent Number Percent 

Pennsylvania 97,754 605 0.6 16 0.0 2,012 2.1 1,858 1.9 

Rhode Island 1,007 8 0.8 0 0.0 3 0.3 5 0.5 

South Carolina 3,533 4 0.1 7 0.2 8 0.2 66 1.9 

South Dakota 60,968 40 0.1 16 0.0 128 0.2 989 1.6 

Texas 318,318 387 0.1 73 0.0 49,931 15.7 2,751 0.9 

Utah 49,046 90 0.2 29 0.1 1,173 2.4 903 1.8 

Virginia 58 0 0.0 0 0.0 0 0.0 0 0.0 

Washington 14,381 32 0.2 17 0.1 370 2.6 611 4.2 

Wisconsin 101,442 259 0.3 25 0.0 253 0.2 1,212 1.2 

Wyoming 22,870 36 0.2 8 0.0 332 1.5 527 2.3 

Data source: HCEF_D’ 
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EXECUTIVE SUMMARY 

List/Enumerate is an all-in-one operation used in sparsely populated areas of the country for

Census 2000. During this operation, census enumerators are assigned areas to canvass and are

given census maps for these areas. The enumerators are responsible for listing addresses within

their area on blank address register pages, locating the addresses on census maps (map spotting),

and conducting an interview to collect census information for each address. The operation,

which included reinterview and field followup components, was carried out from 

mid-March 2000 to the beginning of July 2000.


This evaluation examines the characteristics of addresses added to the Master Address File by the

List/Enumerate operation for Census 2000. Some of the more notable findings follow.


How many addresses were provided by the List/Enumerate operation and at 
what cost? 

List/Enumerate was responsible for adding 392,368 addresses nationwide to the Master Address 
File. Of these 392,368 addresses, 391,276 met the eligibility criteria to be in the census. This is 
about 99.7 percent of all added List/Enumerate addresses. Of the 391,276 addresses eligible to 
be in the census, 389,749 addresses were actually included in the final census count. This 
represents 99.6 percent of the eligible List/Enumerate addresses and 99.3 percent of all added 
List/Enumerate addresses. 

The List/Enumerate operation cost a total of $19,704,944. Although the main focus of this report 
is on the listing part of List/Enumerate, this total cost incorporates enumeration costs along with 
the listing costs. As well, headquarters and Local Census Office infrastructure costs are not 
included in the cost. To find the average cost per address (listed and enumerated), we divide the 
total field cost ($19,704,944) of the List/Enumerate operation by the number of addresses added 
during List/Enumerate (392,368). This amounts to roughly $50.22 per address. 

How many census blocks could we have potentially converted to a different 
type of enumeration methodology? 

A total of 47,927 blocks had at least one List/Enumerate address. Of these 47,927 blocks, only 
2,231 blocks (4.7 percent) had all of their addresses recognized by the United States Postal 
Service. This indicates that these 2,231 blocks could have possibly been converted to the 
Mailout/Mailback enumeration methodology. These blocks contain 5,504 of the 392,368 
addresses (1.4 percent) added during List/Enumerate. 
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Was the List/Enumerate operation a success? 

List/Enumerate appears to be successful for the following reasons: 
• Coverage: A total of 392,368 addresses were added from the operation. 
•	 Future Locatability of Addresses: We found that 197,525 of the 392,368 (50.3 percent) 

were complete city-style type addresses. Of the 160,232 addresses that were not complete 
city-style or not complete rural route, 85.2 percent had location description information.  In 
addition, 98.7 percent of all added List/Enumerate addresses had a valid map spot. 

• Quality of Addresses: About 99.3 percent of the 392,368 addresses made it into the census. 
•	 Targeting of Areas: Only 2,231 of the 214,785 blocks (1.0 percent) in List/Enumerate had 

all of their addresses recognized by the United States Postal Service. These 2,231 blocks 
represent just 5,504 of the 392,368 addresses (1.4 percent) added during the operation. 
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1. BACKGROUND 

1.1 1990 Census 

In 1990, about a week before Census Day, the United States Postal Service (USPS) letter carriers 
delivered Advance Census Reports (ACRs) to all known residential addresses in sparsely 
populated rural areas. A member of the household was asked to complete the questionnaire and 
hold it for pick-up by an enumerator. Beginning the day before Census Day, enumerators 
canvassed their assignment area, listed the address of each housing unit and updated the census 
map to indicate the physical location of each unit. The enumerator entered a map spot number 
on the map and on the corresponding line on the address register page. The enumerator picked 
up the respondent completed questionnaire or completed a questionnaire for every housing unit 
in the address register area when the respondent did not have a completed form. The lines on the 
address register pages were preprinted to indicate whether a household was to receive a long 
form or a short form. For long form households who received a short form, the enumerator 
collected the respondent completed short form, transferred the information to the long form, and 
conducted an interview to obtain remaining long form information. The 1990 List/Enumerate 
(L/E) workload was 5.7 million housing units (U.S. Census Bureau, 1993). 

1.2 Census 2000 

In 2000, the L/E workload was expected to be approximately 500,000 housing units. The ACRs 
were eliminated because L/E areas had been delineated at the block level for Census 2000.  In 
addition, carrier routes do not necessarily fall into entire zip codes so it was not possible to tell 
the USPS where to deliver the ACRs. Therefore, for Census 2000, the USPS was not used. 
Enumerators were responsible for visiting all housing units in their assignment areas and 
conducting an interview using enumerator questionnaires. 

List/Enumerate areas were in portions of 20 states. These states were Alaska, Arizona, 
California, Hawaii, Idaho, Maine, Montana, Nebraska, Nevada, New Hampshire, New Mexico, 
New York, North Dakota, Oregon, South Dakota, Texas, Utah, Vermont, Washington, and 
Wyoming. These states are mainly in the West and Northeast regions of the country. 
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2. METHODOLOGY 

The March 2001 Master Address File (MAF) extracts are used for the analysis done in this 
evaluation (see Appendix D for a complete list of variables used). These extracts are address 
files created by the Geography Division. The files contain housing unit and group quarters 
addresses as well as several characteristics about these addresses. For this evaluation, we focus 
only on housing units. Therefore, we excluded all group quarters addresses prior to the analysis 
phase. 

We used specific variables from the March 2001 MAF extracts to determine the L/E universe: 

•	 We started by taking only records where the Type of Enumeration Area (TEA) variable was 
equal to List/Enumerate (TEA=3). 

•	 Next, we restricted the universe to housing units by allowing the Group Quarters/Housing 
Unit Flag to be only a housing unit or a housing unit embedded in a group quarter 
(GQHUFLAG=0 or 3). 

•	 Lastly, we eliminated addresses that were equivalent to other addresses on the file by taking 
records with no Surviving MAF ID (ORIGST||ORIGCO||MAFID||COUCHG=blank). 

Evaluations of the MAF-building operations required identification of the source of every 
address on the MAF, which did not exist on the MAF. An original source variable was defined 
and created by Planning, Research and Evaluation Division (PRED) and Decennial Statistical 
Studies Division (DSSD). This variable identifies the first operation or file to add the address to 
the MAF, with the following three qualifications: 

•	 If one operation added an address, but it was found by a later operation to exist in a different 
TEA, the first operation does not receive credit for adding this address. 

•	 Not every address in the MAF has sufficient operation information to indicate how the address 
was added to the MAF. 

•	 In cases where one MAF-building operation overlapped with one or more other MAF-building 
operations, if the address was added independently in each operation, we give credit to each 
operation.  An example of this is LUCA 1998 and Block Canvassing. 

Therefore, the original source variable identifies the first operation or operations to add the 
address to the TEA in which it exists for the Census, provided there is sufficient information to 
identify a TEA and an operation.  For additional information on how the original source variable 
was defined, see U.S. Census Bureau, 2001a. 

A portion of this evaluation looks at addresses by type of address information. We classify 
addresses into five categories based on the highest criteria met. The categories are: complete 
city-style, complete rural route, complete post office box, incomplete address and no address 
information. 
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•	 The complete city-style category includes all units that had complete city-style addresses, 
which consists of a house number and street name. 

•	 The complete rural route category includes units that did not have a complete city-style 
address but did have a complete rural route address, such as Rural Route 2, Box 3. 

•	 The complete post office box category includes units that did not have a complete city-style or 
complete rural route address but did have a complete post office box address, such as P.O. 
Box 5. 

•	 The incomplete category includes units that had some address information but did not have a 
complete address of any type. 

•	 The no address information category includes units that are missing house number, street 
name, Rural Route, and Post Office box information. 

Addresses are further delineated by whether or not the address had a physical/location description 
provided during a census field operation. For additional information on how this variable was 
defined, see U.S. Census Bureau, 2001d. 

Cost data appearing in this evaluation is taken from the Financial Management Report for L/E. 
The report breaks down the total money expended on each “object class”. Each object class can 
be thought of as an expenditure category. Examples of these object classes include salaries, 
civilian personnel benefits, mileage allowance, per diem allowance, telecommunications 
services, and other travel. The Financial Management Report data used for the cost analysis is 
supplied by the Decennial Management Division. 

Quality assurance procedures were applied to the design, implementation, analysis, and 
preparation of this evaluation report. A description of the procedures used is provided in the 
“Census 2000 Evaluation Program Quality Assurance Process”. 

3. LIMITATIONS 

The following limitations to the evaluation should be noted: 

•	 The ‘Number of Units at this Basic Street Address’ variable is overstated. It is based on 
addresses that are eligible to be in the census instead of on addresses included in the census. 
This variable is used to determine whether an address belonged to a single or multi-unit 
structure. Also, only city style addresses were matched to created multi-unit addresses. All 
non-city style addresses are treated as single unit addresses. 

•	 The type of enumeration areas, enumeration methodologies, and analysis variables for 
Census 2000 may differ from previous censuses. Caution should be taken when comparing 
results across censuses. An example of an analysis variable that has changed from 1990 is 
size of structure--the closest approximation being size of basic street address in Census 2000. 
In the 1990 census, we had a census question asking the respondent the size of structure.  In 
Census 2000, we defined the size of basic street address based on an address-level algorithm. 
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•	 In this evaluation, we look at address information in the following categories: complete city-
style, complete rural route, complete post office box, incomplete, or no address information. 
Because of the way the address information is stored on the MAF, we are unable to distinguish 
between addresses that are used for mailing and those that are used for locating addresses in 
field operations. 

•	 While the main focus of this report is on the listing part of L/E, the cost data from the 
Financial Management Report for L/E incorporates enumeration costs along with the listing 
costs. Additionally, headquarters and Local Census Office infrastructure costs are not 
included in the cost data. 

4. RESULTS 

4.1 How many addresses were provided by the List/Enumerate operation? 

Table 1 shows the number of L/E addresses by action code. An action code is used to show the 
transaction that took place on an address by an enumerator in the field. Since L/E is an operation 
that has no address list in place prior to the operation, all L/E addresses should have an ‘Add’ 
action code. However, some L/E addresses on the file have no action code (blank). These 
addresses with no action code were found to have been provided by a source other than L/E, then 
later moved into an L/E area for tabulation purposes. (See Table 2) 

There were a total of 431,076 addresses nationwide in L/E areas on the MAF. The L/E operation 
added 392,368 of these addresses during Census 2000. Of these added addresses, 391,276 were 
eligible to be in the census. This is about 99.7 percent of all added L/E addresses with an ‘Add’ 
action code. Of the 391,276 addresses eligible to be in the census, 389,749 addresses were 
actually included in the final census count. This represents 99.6 percent of the eligible L/E 
addresses and 99.3 percent of all added L/E addresses. 

Table 1. List/Enumerate Addresses by Action Code 

L/E Ad dresses Eligible to L/E Ad dresses Inc luded in 

Action Code All L/E Addresses be in the Census the Census 

TOTAL 431,076 395,264 392,235 

Add 392,368 391,276 389,749 

Blank 38,708 3,988 2,486 

Source: M arch 2001 M AF extracts 

Table 2 shows L/E addresses with no action code by original source. These addresses with no 
action code were initially identified on a file or in a non-L/E operation, then later moved into an 
L/E area. Since these addresses came from a source other than L/E - the majority of addresses 
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are from the 1990 Address Control File and the USPS’ Delivery Sequence Files (DSF) - there 
could be potential duplication with addresses added by L/E. For this reason, these addresses with 
no action code are excluded in any remaining analysis. 

Table 2. List/Enumerate Addresses with No Action Code by Original Source 

Original Source # of Addresses % of Addresses 

TOTAL 38,708 100 .0 

1990 ACF 13,641 35.2 

LUCA 1998 78 0.2 

Block Canvassing 311 0.8 

Delivery Sequence File 1 11,874 30.7 

Delivery Sequence File 2 2,979 7.7 

Delivery Sequence File 3 4,189 10.8 

Delivery Sequence File 4 982 2.5 

Delivery Sequence File 5 620 1.6 

LUCA 98 and DSF 2 1 <0.1 

Block Canvassing and LUCA 1 <0.1 

Address Listing 178 0.5 

Special Place/Group Q uarters 209 0.5 

Coverage Impro vement Follow-up 1 <0.1 

Be Counted 763 2.0 

Telephone Questionnaire Assistance (TQA) 453 1.2 

Be Counted and TQA 1 <0.1 

Unknown - TEA 3 2,427 6.3 

Source: M arch 200 1 M AF extra cts 

In the remaining discussion in the results section, we will use the number of added L/E addresses 
(392,368) appearing in Table 1 as our base. The totals for the addresses eligible to be in the 
census and the addresses included in the census were also analyzed. The analysis for these 
universes appear in Appendix B and Appendix C, respectively, with no discussion. 
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4.2 From what states did List/Enumerate collect addresses? 

Table 3 shows L/E addresses by state. The addresses added during L/E came from portions of 
20 states. Maine and New York added the most addresses during L/E. These two states 
accounted for 19.2 percent and 14.3 percent, respectively, of the 392,368 addresses. New 
Hampshire and Vermont each added about 11 percent of all L/E addresses, Wyoming added 
about 9.7 percent, and California had around 9.0 percent of the addresses. 

Table 3. List/Enumerate Addresses by State 

State 

TOTAL 

Alaska 

Arizona 

California 

Hawaii 

Idaho 

Maine 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Mexico 

New York 

North Dakota 

Oregon 

South Dakota 

Texas 

Utah 

Vermont 

Washington 

Wyoming 

# of Addresses % of Addresses 

392,368 100 .0 

3,568 0.9 

25,196 6.4 

35,127 9.0 

208 0.1 

3,423 0.9 

75,319 19.2 

8,761 2.2 

4,027 1.0 

17,857 4.6 

44,458 11.3 

6,403 1.6 

55,969 14.3 

3,910 1.0 

1,776 0.5 

4,059 1.0 

15,110 3.9 

7,494 1.9 

41,599 10.6 

86 <0.1 

38,018 9.7 

Source: M arch 2001 M AF extracts 
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4.3 What is the profile of the addresses added during List/Enumerate? 

Table 4 shows L/E addresses by address type. For a discussion on how address type is defined, 
see the Methodology section. About 50.3 percent of the addresses added during L/E were 
complete city-style type addresses. The complete rural route address category and complete post 
office box address category each represented around 9 percent of all L/E addresses. In both of 
these categories, the majority of addresses had an associated location description. There were 
28.2 percent of L/E addresses with no address information. Of these addresses, a large majority 
had a location description. 

Of the addresses that did not have a complete city-style or complete rural route address (complete 
post office box, incomplete, and no address information), about 85.2 percent had a location 
description. 

Table 4. List/Enumerate Addresses by Address Type


Address Type # of Addresses % of Total


TOTAL 392,368 100 .0 

with location description 202,180 51.5 

without location description 190,188 48.5 

Com plete City-Style Addr ess 197,525 50.3 

with location description 32,827 8.4 

without location description 164,698 42.0 

Com plete Rural R oute Ad dress 34,611 8.8 

with location description 32,787 8.4 

without location description 1,824 0.5 

Com plete Po st Office Bo x Add ress 37,227 9.5 

with location description 33,602 8.6 

without location description 3,625 0.9 

Incomplete Address (any of the 3) 12,433 3.2 

with location description 6,026 1.5 

without location description 6,407 1.6 

No Address Information 110,572 28.2 

with location description 96,938 24.7 

without location description 13,634 3.5 

Source: M arch 2001 M AF extracts 
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Table 5 breaks down L/E addresses by whether the address contains a map spot. For map 
spotting, an enumerator marks the location of a residential structure on a census map 
corresponding to the physical location of the unit on the ground. The purpose of a map spot is to 
help locate the address in the future. If a map spot is present on the map and corresponds to a 
line in the address register, it is considered to be valid. 

Of the 392,368 addresses added during L/E, 387,424 addresses had a valid map spot. This 
represents 98.7 percent of all L/E addresses. Appendix A, Table A-1 contains a breakdown of 
the L/E addresses by whether the address contains a map spot at the state level. 

Table 5. List/Enumerate Addresses by Map Spot Status


Map Spot Status # of Addresses  % of Addresses


TOTAL 392,368 100 .0


Valid  Map Spot Exists 387,424 98.7 

No Valid M ap Spot Exists 4,944 1.3 

Source: M arch 2001 M AF extracts 

Table 6 shows L/E addresses by type of structure (single versus multi-unit). An address can 
either be classified as a single unit structure or it can be part of a multi-unit structure, such as an 
apartment. About 91.8 percent of the 392,368 L/E addresses are single unit structures. This 
represents 360,381 of all added L/E addresses. The remaining 31,987 addresses (8.2 percent) are 
part of a multi-unit structure. Of these 31,987 addresses, almost 58 percent were included in 
structures that with two to four units.  Appendix A, Table A-2 contains a breakdown of the L/E 
addresses by whether the address is contained in a single or multi-unit structure at the state level. 

Table 6. List/Enumerate Addresses by Type of Structure 

Type of Structure # of Addresses % of Addresses 

TOTAL 392,368 100 .0 

Single 360,381 91.8 

Multi-Unit 31,987 8.2 

2 to 4 units 18,434 4.7 

5 to 9 units 3,976 1.0 

10 to 19 units 2,204 0.6 

20 to 49 units 3,148 0.8 

50+ units 4,225 1.1 

Source: M arch 2001 M AF extracts 
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4.4 Did the List/Enumerate operation target the correct areas? 

Table 7 displays addresses added during L/E by DSF status. The DSF is a list of addresses 
maintained by the USPS. It contains both residential and commercial addresses that receive mail 
delivery. 

We find that 70,751 addresses added during L/E matched to an address on the DSF. These are 
addresses that could have potentially been delivered a census questionnaire by the USPS. These 
DSF matched addresses represent about 18.0 percent of the 392,368 total L/E addresses. All 
70,751 addresses were complete city-style type addresses. Appendix A, Table A-3 contains a 
breakdown of the L/E addresses by whether or not the address matches to the DSF at the state 
level. 

Table 7. List/Enumerate Addresses Matching to the Delivery Sequence File 

DSF Status # of Addresses  % of Addresses 

TOTAL 392,368 100 .0 

Matches 70,751 18.0 

Does Not Match 321,617 82.0 

Source: M arch 2001 M AF extracts 

Table 8 shows L/E block and address counts by percent of DSF matched addresses per block. In 
this table, the first column represents the percent of addresses in a block that are on the DSF. 
The second column shows the number of blocks that fall into each of these percentage groupings. 
The third and fourth columns show the number and percent of DSF matched addresses for each 
percentage grouping. 

Out of 214,785 L/E blocks, there are 47,927 blocks that had at least one L/E address. Of these 
47,927 blocks with addresses, only 2,231 L/E blocks (4.7 percent) had all of their addresses 
recognized by the USPS. These blocks account for 5,504 addresses, which is 7.8 percent of all 
DSF matched addresses and only about 1.4 percent of the 392,368 added L/E addresses. This 
means that we could have potentially enumerated these 5,504 addresses with another 
enumeration method, specifically Mailout/Mailback. 

Appendix A, Table A-5 contains a breakdown of L/E block and address counts by percent of 
DSF matched addresses per block at the state level. For a breakdown of DSF matched addresses 
by type of structure (single versus multi-unit) at the state level, see Table A-4 in Appendix A. 
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Table 8. 	List/Enumerate Block and Address Counts by Percent of Delivery Sequence 
    File Matched Addresses per Block 

% of DSF M atched 

Addresses Per Block 

TOTAL 

0-29% 

30-59% 

60-89% 

90-94% 

95-99% 

100% 

# of DSF M atched 

# of Blocks Addresses 

47,927 70,751 

40,298 6,585 

2,926 18,147 

2,242 30,679 

178 6,973 

52 2,863 

2,231 5,504 

% of Addresses 

100 .0 

9.3 

25.7 

43.4 

9.9 

4.1 

7.8 

Source: M arch 2001 M AF extracts 

Table 9 displays L/E addresses per block by block size. The block size, which is the number of 
L/E addresses per block, ranges from a low of zero to a high of 1,167. Of the 214,785 blocks in 
L/E, a huge majority have very few L/E addresses. Blocks with no L/E addresses accounted for 
166,858 of the 214,785 blocks (77.7 percent). About 90 percent of all blocks in L/E had no more 
than three addresses. For these 214,785 L/E blocks, the mean block size is about 1.8 and the 
median is zero. 

If we only consider blocks with at least one L/E address per block, the total number of blocks is 
47,927. The mean block size changes to 8.2 and the median is three. For these 47,927 blocks, 
the block size mode is one. Blocks with only one L/E address account for about 30.9 percent of 
these blocks. 
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Table 9. List/Enumerate Addresses per Block by Block Size 

Block Size 

(# of L/E Addresses 

Per block) 

TOTAL


0


1


2


3


4 to 9


10 to 24


25 to 49


50 to 99


100+


Blo cks w ith L/E 

Addresses Blocks Addresses 

# % # % # % 

392,368 100 .0 214,785 100 .0 47,927 100 .0 

0 0.0 166,858 77.7 n/a n/a 

14,813 3.8 14,813 6.9 14,813 30.9 

14,420 3.7 7,210 3.4 7,210 15.0 

13,440 3.4 4,480 2.1 4,480 9.3 

67,339 17.2 11,471 5.3 11,471 23.9 

99,933 25.5 6,660 3.1 6,660 13.9 

75,195 19.2 2,225 1.0 2,225 4.6 

52,100 13.3 778 0.4 778 1.6 

55,128 14.1 290 0.1 290 0.6 

Source: M arch 2001 M AF extracts 

4.5 What was the cost of the List/Enumerate operation? 

Table 10 shows field cost and percentage of field cost by expenditure category. Although the 
main focus of this report is on the listing part of L/E, the cost data incorporates enumeration costs 
along with the listing costs. As well, headquarters and Local Census Office infrastructure costs 
are not included in these costs. 

The L/E operation cost a total of $19,704,944. This amount includes field employee salaries as 
well as civilian personnel benefits, mileage allowance, per diem allowance, other travel, and 
telecommunications services. Salaries accounted for $14,348,126 (72.8 percent) of the total field 
cost. Mileage accounted for the second largest piece of the total field cost at 19.1 percent. 
Civilian personnel benefits, which includes such things as health insurance, represented about 
5.9 percent of the $19.7 million total cost.  To find the average cost per address (listed and 
enumerated), we divide the total field cost ($19,704,944) of the L/E operation by the number of 
addresses added during L/E (392,368). This amounts to roughly $50.22 per address. 

*Note: There were several sources that could have provided cost data for the L/E operation. 
Pre-Appointment Management Systems/Automated Decennial Administrative Management 
System (PAMS/ADAMS) showed a total field cost of about $18.1 million for L/E. This total 
included a salaries category, which included regular, training, overtime, and night differential, 
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and a reimbursable category, which consisted of mileage, telephone, and other costs. The main 
difference between the two sources appears to be the cost of civilian personnel benefits which 
show up on the Financial Management Report for L/E. However, the cost of benefits does not 
make up the entire difference in total costs between PAMS/ADAMS and the Financial 
Management Report. 

Table 10. Field Cost and Percentage of Field Cost by Expenditure Category 

Expenditure Category Field C ost % of Field C ost 

TOTAL $19,704,944 108 .6 

Salaries $14,348,126 72.8 

Civilian Personnel Be nefits $1,153,044 5.9 

Mileage Allowance $3,770,476 19.1 

Per Diem Allowance $337,545 1.7 

Other Travel $36,565 0.2 

Telecommunications Services $59,187 0.3 

Source: F inancial M anagement Report for  L/E 

5. CONCLUSIONS 

The L/E operation added 392,368 addresses to the Master Address File. Of these, 391,276 
addresses (99.7 percent) were eligible to be in the census, and 389,749 addresses (99.3 percent) 
were included in the census. The L/E operation was able to collect information that suggests we 
will be able to locate a majority of these addresses in the future. Looking at the address type 
breakdown, the complete city-style address category accounted for 197,525 of the 392,368 
addresses added during L/E. This represents 50.3 percent of all added addresses.  Additionally, 
the complete rural route address category accounted for 34,611 of all L/E addresses (8.8 percent). 
Of the remaining 160,232 addresses that were not complete city-style addresses or complete rural 
route addresses, 136,566 of these (85.2 percent) had some type of location description. Map 
spots will also help us with future locatability and we found that 98.7 percent of all added L/E 
addresses had a valid map spot. The L/E operation also appeared to be well-targeted. Of the 
214,785 total L/E blocks, only 2,231 (1.0 percent) had all addresses within those blocks 
recognized by the USPS. These 2,231 blocks contained a total of 5,504 of the 392,368 addresses 
(1.4 percent) added during L/E. 

The L/E operation was done at a cost of $19,704,944. When the cost ($19,704,944) is divided by 
the number of addresses added during L/E (392,368), the average cost per address amounts to 
about $50.22. 
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Appendix A: Addresses Added During List/Enumerate 

Table A-1. Addresses Added During List/Enumerate by  Map Spot Status, by State 

Valid M ap Spot E xists No V alid M ap Spot E xists 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 392,368 387,424 98.7 4,944 1.3 

Alaska 3,568 3,564 99.9 4 0.1 

Arizona 25,196 24,249 96.2 947 3.8 

Californ ia 35,127 34,531 98.3 596 1.7 

Haw aii 208 144 69.2 64 30.8 

Idaho 3,423 3,319 97.0 104 3.0 

Maine 75,319 75,022 99.6 297 0.4 

Montana 8,761 8,672 99.0 89 1.0 

Nebraska 4,027 4,007 99.5 20 0.5 

Nevada 17,857 17,394 97.4 463 2.6 

New Ham pshire 44,458 44,182 99.4 276 0.6 

New Mexico 6,403 6,193 96.7 210 3.3 

New Yo rk 55,969 55,632 99.4 337 0.6 

Nor th Da kota 3,910 3,878 99.2 32 0.8 

Oregon 1,776 1,740 98.0 36 2.0 

South Dakota 4,059 4,011 98.8 48 1.2 

Texas 15,110 14,721 97.4 389 2.6 

Utah 7,494 7,377 98.4 117 1.6 

Vermont 41,599 41,265 99.2 334 0.8 

Washington 86 86 100 .0 0 0.0 

Wyom ing 38,018 37,437 98.5 581 1.5 

Source: M arch 2001 M AF extracts 
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Table A-2. Addresses Added During List/Enumerate by  Type of Structure, by State 

Single Unit Structure Multi-Unit Structure 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 392,368 360,381 91.8 31,987 8.2 

Alaska 3,568 3,456 96.9 112 3.1 

Arizona 25,196 23,355 92.7 1,841 7.3 

Californ ia 35,127 29,429 83.8 5,698 16.2 

Haw aii 208 206 99.0 2 1.0 

Idaho 3,423 3,315 96.8 108 3.2 

Maine 75,319 72,826 96.7 2,493 3.3 

Montana 8,761 8,388 95.7 373 4.3 

Nebraska 4,027 3,871 96.1 156 3.9 

Nevada 17,857 15,679 87.8 2,178 12.2 

New Ham pshire 44,458 40,039 90.1 4,419 9.9 

New Mexico 6,403 6,153 96.1 250 3.9 

New Yo rk 55,969 51,586 92.2 4,383 7.8 

Nor th Da kota 3,910 3,771 96.4 139 3.6 

Oregon 1,776 1,701 95.8 75 4.2 

South Dakota 4,059 3,772 92.9 287 7.1 

Texas 15,110 14,618 96.7 492 3.3 

Utah 7,494 6,468 86.3 1,026 13.7 

Vermont 41,599 38,686 93.0 2,913 7.0 

Washington 86 85 98.8 1 1.2 

Wyom ing 38,018 32,977 86.7 5,041 13.3 

Source: M arch 2001 M AF extracts 
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Table A-3. Addresses Added During List/Enumerate that Match to the Delivery Sequence File by State 

Matches to DSF Does Not Match to DSF 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 392,368 70,751 18.0 321,617 82.0 

Alaska 3,568 3 0.1 3,565 99.9 

Arizona 25,196 1,673 6.6 23,523 93.4 

Californ ia 35,127 13,445 38.3 21,682 61.7 

Haw aii 208 0 0.0 208 100 .0 

Idaho 3,423 55 1.6 3,368 98.4 

Maine 75,319 8,147 10.8 67,172 89.2 

Montana 8,761 673 7.7 8,088 92.3 

Nebraska 4,027 293 7.3 3,734 92.7 

Nevada 17,857 4,578 25.6 13,279 74.4 

New Ham pshire 44,458 8,162 18.4 36,296 81.6 

New Mexico 6,403 202 3.2 6,201 96.8 

New Yo rk 55,969 7,512 13.4 48,457 86.6 

Nor th Da kota 3,910 680 17.4 3,230 82.6 

Oregon 1,776 51 2.9 1,725 97.1 

South Dakota 4,059 421 10.4 3,638 89.6 

Texas 15,110 467 3.1 14,643 96.9 

Utah 7,494 1,380 18.4 6,114 81.6 

Vermont 41,599 11,182 26.9 30,417 73.1 

Washington 86 2 2.3 84 97.7 

Wyom ing 38,018 11,825 31.1 26,193 68.9 

Source: M arch 2001 M AF extracts 
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Table A-4. Delivery Sequence File Matched Addresses by Type of Structure, by State 

Single Unit Structure Multi-Unit Structure 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 70,751 59,189 83.7 11,562 16.3 

Alaska 3 3 100 .0 0 0.0 

Arizona 1,673 1,575 94.1 98 5.9 

Californ ia 13,445 10,488 78.0 2,957 22.0 

Idaho 55 43 78.2 12 21.8 

Maine 8,147 6,935 85.1 1,212 14.9 

Montana 673 606 90.0 67 10.0 

Nebraska 293 273 93.2 20 6.8 

Nevada 4,578 3,765 82.2 813 17.8 

New Ham pshire 8,162 6,942 85.1 1,220 14.9 

New Mexico 202 173 85.6 29 14.4 

New Yo rk 7,512 5,310 70.7 2,202 29.3 

Nor th Da kota 680 653 96.0 27 4.0 

Oregon 51 47 92.2 4 7.8 

South Dakota 421 310 73.6 111 26.4 

Texas 467 428 91.6 39 8.4 

Utah 1,380 949 68.8 431 31.2 

Vermont 11,182 10,595 94.8 587 5.3 

Washington 2 2 100 .0 0 0.0 

Wyom ing 11,825 10,092 85.3 1,733 14.7 

Source: M arch 2001 M AF extracts 
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Table A-5. List/Enumerate Block and Address Counts by Percent of Delivery Sequence File Matched Addresses per Block by State 

Percent of Delivery Sequence File Matched Addresses 

Total 0-29% 30-59% 60-89% 90-94% 95-99% 100% 

A
d

d
re

ss
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B
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A
d

d
re

ss
es

 

o
f 

o
f 

o
f 

# # # 

TOTAL 47,927 70,751 40,298 6,585 2,926 18,147 2,242 30,679 178 6,973 52 2,863 2,231 5,504 

Alaska 302 3 302 3 0 0 0 0 0 0 0 0 0 0 

Arizona 2,836 1,673 2,756 236 49 557 17 851 0 0 0 0 14 29 

California 2,343 13,445 1,712 612 236 3,137 247 5,821 22 2,108 13 1,361 113 406 

Montana 2,587 673 2,430 43 52 141 41 377 0 0 0 0 64 112 

Nebraska 1,033 293 941 32 49 129 18 70 1 32 0 0 24 30 

# 
o

f 
B

lo
ck

s 

State 

Hawaii 41 0 41 0 0 0 0 0 0 0 0 0 0 0 

Idaho 751 55 737 1 11 51 0 0 0 0 0 0 3 3 

Maine 6,690 8,147 5,894 762 293 2,417 303 3,457 36 703 6 180 158 628 

# 
o

f 
B

lo
ck

s
Nevada 2,462 4,578 2,379 227 18 313 33 1,864 8 1,367 3 341 21 466 

New Hampshire 2,889 8,162 2,142 1,262 322 2,471 268 3,405 25 460 5 145 127 419 

New Mexico 2,093 202 2,015 30 27 70 9 29 0 0 1 22 41 51
# 

o
f 

A
d

d
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ss
es

 

New York 4,802 7,512 4,245 655 186 1,666 253 4,064 31 724 5 137 82 266 

North Dakota 1,593 680 1,184 44 117 177 44 147 0 0 0 0 248 312 
# 

o
f 

B
lo

ck
s

Oregon 549 51 541 8 4 32 1 5 0 0 0 0 3 6 

South Dakota 873 421 804 52 35 155 15 187 0 0 0 0 19 27 

Texas 3,092 467 3,027 95 23 109 28 201 2 25 0 0 12 37
# 

o
f 

A
d

d
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es

 

Utah 1,139 1,380 1,087 149 16 137 14 795 4 262 0 0 18 37 

Vermont 4,146 11,182 2,458 1,931 823 4,543 470 3,742 8 118 4 116 383 732 
# 

o
f 

B
lo

ck
s

Washington 15 2 15 2 0 0 0 0 0 0 0 0 0 0 

Wyoming 7,691 11,825 5,588 441 665 2,042 481 5,664 41 1,174 15 561 901 1,943 

Source: M arch 2001 M AF extracts 
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Appendix B: List/Enumerate Addresses Eligible to be in the Census 

Table B-1. List/Enumerate Addresses Eligible to be in the Census by State 

# of AddressesState % of Addresses 

TOTAL 

Alaska 

Arizona 

California 

Hawaii 

Idaho 

Maine 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Mexico 

New York 

North Dakota 

Oregon 

South Dakota 

Texas 

Utah 

Vermont 

Washington 

Wyoming 

391,276 100 .0 

3,561 0.9 

25,162 6.4 

35,039 9.0 

208 0.1 

3,421 0.9 

75,177 19.2 

8,755 2.2 

4,012 1.0 

17,836 4.6 

44,364 11.3 

6,366 1.6 

55,718 14.2 

3,905 1.0 

1,757 0.4 

4,011 1.0 

15,066 3.9 

7,481 1.9 

41,446 10.6 

86 0.0 

37,905 9.7 

Source: M arch 2001 M AF extracts 
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Table B-2.  List/Enumerate Addresses Eligible to be in the Census by Address Type 

# of AddressesAddress Type % of Total 

TOTAL 

with location description 

without location description 

Complete City-Style Address 

with location description 

without location description 

Complete Rural Route Address 

with location description 

without location description 

Complete Post Office Box Address 

with location description 

without location description 

Incomplete Address (any of the 3) 

with location description 

without location description 

Nonexistent Address 

with location description 

without location description 

391,276 100 .0 

201,897 51.6 

189,379 48.4 

197,341 50.4 

32,827 8.4 

164,514 42.0 

34,611 8.8 

32,787 8.4 

1,824 0.5 

37,227 9.5 

33,602 8.6 

3,625 0.9 

12,150 3.1 

6,026 1.5 

6,124 1.6 

109,947 28.1 

96,655 24.7 

13,292 3.4 

Source: M arch 2001 M AF extracts 
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Table B-3. List/Enumerate Addresses Eligible to be in the Census by M ap Spot Status, by State 

Valid M ap Spot E xists No V alid M ap Spot E xists 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 391,276 386,336 98.7 4,940 1.3 

Alaska 3,561 3,557 99.9 4 0.1 

Arizona 25,162 24,215 96.2 947 3.8 

Californ ia 35,039 34,443 98.3 596 1.7 

Haw aii 208 144 69.2 64 30.8 

Idaho 3,421 3,317 97.0 104 3.0 

Maine 75,177 74,881 99.6 296 0.4 

Montana 8,755 8,666 99.0 89 1.0 

Nebraska 4,012 3,992 99.5 20 0.5 

Nevada 17,836 17,373 97.4 463 2.6 

New Ham pshire 44,364 44,088 99.4 276 0.6 

New Mexico 6,366 6,156 96.7 210 3.3 

New Yo rk 55,718 55,382 99.4 336 0.6 

Nor th Da kota 3,905 3,873 99.2 32 0.8 

Oregon 1,757 1,721 98.0 36 2.0 

South Dakota 4,011 3,964 98.8 47 1.2 

Texas 15,066 14,677 97.4 389 2.6 

Utah 7,481 7,364 98.4 117 1.6 

Vermont 41,446 41,112 99.2 334 0.8 

Washington 86 86 100 .0 0 0.0 

Wyom ing 37,905 37,325 98.5 580 1.5 

Source: M arch 2001 M AF extracts 
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Table B-4. List/Enumerate Addresses Eligible to be in the Census by Type of Structure, by State 

Single Unit Structure Multi-Unit Structure 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 391,276 359,296 91.8 31,980 8.2 

Alaska 3,561 3,449 96.9 112 3.1 

Arizona 25,162 23,321 92.7 1,841 7.3 

Californ ia 35,039 29,341 83.7 5,698 16.3 

Haw aii 208 206 99.0 2 1.0 

Idaho 3,421 3,313 96.8 108 3.2 

Maine 75,177 72,684 96.7 2,493 3.3 

Montana 8,755 8,382 95.7 373 4.3 

Nebraska 4,012 3,856 96.1 156 3.9 

Nevada 17,836 15,658 87.8 2,178 12.2 

New Ham pshire 44,364 39,945 90.0 4,419 10.0 

New Mexico 6,366 6,116 96.1 250 3.9 

New Yo rk 55,718 51,338 92.1 4,380 7.9 

Nor th Da kota 3,905 3,766 96.4 139 3.6 

Oregon 1,757 1,682 95.7 75 4.3 

South Dakota 4,011 3,724 92.8 287 7.2 

Texas 15,066 14,574 96.7 492 3.3 

Utah 7,481 6,458 86.3 1,023 13.7 

Vermont 41,446 38,533 93.0 2,913 7.0 

Washington 86 85 98.8 1 1.2 

Wyom ing 37,905 32,865 86.7 5,040 13.3 

Source: M arch 2001 M AF extracts 
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Table B-5. 	List/Enumerate Addresses Eligible to  be in the Census that M atch to the Delivery Sequence File 

by State 

Matches to DSF Does Not Match to DSF 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 391,276 70,751 18.1 320,525 81.9 

Alaska 3,561 3 0.1 3,558 99.9 

Arizona 25,162 1,673 6.6 23,489 93.4 

Californ ia 35,039 13,445 38.4 21,594 61.6 

Haw aii 208 0 0.0 208 100 .0 

Idaho 3,421 55 1.6 3,366 98.4 

Maine 75,177 8,147 10.8 67,030 89.2 

Montana 8,755 673 7.7 8,082 92.3 

Nebraska 4,012 293 7.3 3,719 92.7 

Nevada 17,836 4,578 25.7 13,258 74.3 

New Ham pshire 44,364 8,162 18.4 36,202 81.6 

New Mexico 6,366 202 3.2 6,164 96.8 

New Yo rk 55,718 7,512 13.5 48,206 86.5 

Nor th Da kota 3,905 680 17.4 3,225 82.6 

Oregon 1,757 51 2.9 1,706 97.1 

South Dakota 4,011 421 10.5 3,590 89.5 

Texas 15,066 467 3.1 14,599 96.9 

Utah 7,481 1,380 18.4 6,101 81.6 

Vermont 41,446 11,182 27.0 30,264 73.0 

Washington 86 2 2.3 84 97.7 

Wyom ing 37,905 11,825 31.2 26,080 68.8 

Source: M arch 2001 M AF extracts 
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Table B-6. Delivery Sequence File Matched Addresses by Type of Structure, by State 

Single Unit Structure Multi-Unit Structure 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 70,751 59,189 83.7 11,562 16.3 

Alaska 3 3 100 .0 0 0.0 

Arizona 1,673 1,575 94.1 98 5.9 

Californ ia 13,445 10,488 78.0 2,957 22.0 

Idaho 55 43 78.2 12 21.8 

Maine 8,147 6,935 85.1 1,212 14.9 

Montana 673 606 90.0 67 10.0 

Nebraska 293 273 93.2 20 6.8 

Nevada 4,578 3,765 82.2 813 17.8 

New Ham pshire 8,162 6,942 85.1 1,220 14.9 

New Mexico 202 173 85.6 29 14.4 

New Yo rk 7,512 5,310 70.7 2,202 29.3 

Nor th Da kota 680 653 96.0 27 4.0 

Oregon 51 47 92.2 4 7.8 

South Dakota 421 310 73.6 111 26.4 

Texas 467 428 91.6 39 8.4 

Utah 1,380 949 68.8 431 31.2 

Vermont 11,182 10,595 94.8 587 5.2 

Washington 2 2 100 .0 0 0.0 

Wyom ing 11,825 10,092 85.3 1,733 14.7 

Source: M arch 2001 M AF extracts 
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Table B-7. List/Enumerate Block and Address Counts by Percent of Delivery Sequence File Matched Addresses per Block by State 

Percent of Delivery Sequence File Matched Addresses 

Total 0-29% 30-59% 60-89% 90-94% 95-99% 100% 
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State # 
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f 
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f 
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TOTAL 47,917 70,751 40,282 6,569 2,926 18,135 2,238 30,615 180 7,009 53 2,884 2,238 5,539 

Alaska 302 3 302 3 0 0 0 0 0 0 0 0 0 0 

Arizona 2,835 1,673 2,755 236 49 557 17 851 0 0 0 0 14 29 

California 2,341 13,445 1,710 612 236 3,137 246 5,805 23 2,124 13 1,361 113 406 

Montana 2,587 673 2,430 43 52 141 41 377 0 0 0 0 64 112 

Nebraska 1,033 293 940 31 50 130 18 70 1 32 0 0 24 30 

# 
o

f 
B

lo
ck

s 

Hawaii 41 0 41 0 0 0 0 0 0 0 0 0 0 0 

Idaho 751 55 737 1 11 51 0 0 0 0 0 0 3 3 

Maine 6,690 8,147 5,894 762 293 2,417 303 3,457 36 703 6 180 158 628 

# 
o

f 
B

lo
ck

s
Nevada 2,462 4,578 2,379 227 18 313 33 1,864 8 1,367 3 341 21 466 

New Hampshire 2,889 8,162 2,139 1,249 324 2,483 268 3,405 25 460 5 145 128 420 

New Mexico 2,092 202 2,014 30 27 70 9 29 0 0 1 22 41 51
# 

o
f 

A
d

d
re

ss
es

 

New York 4,799 7,512 4,242 655 186 1,666 251 4,036 32 744 5 137 83 274 

North Dakota 1,593 680 1,183 43 118 178 44 147 0 0 0 0 248 312 

# 
o

f 
B
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s
Oregon 548 51 540 8 4 32 1 5 0 0 0 0 3 6 

South Dakota 873 421 804 52 35 155 15 187 0 0 0 0 19 27 

Texas 3,091 467 3,026 95 23 109 28 201 2 25 0 0 12 37
# 

o
f 
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Utah 1,139 1,380 1,087 149 16 137 14 795 4 262 0 0 18 37 

Vermont 4,146 11,182 2,458 1,931 823 4,543 470 3,742 8 118 4 116 383 732 

# 
o

f 
B
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s
Washington 15 2 15 2 0 0 0 0 0 0 0 0 0 0 

Wyoming 7,690 11,825 5,586 440 661 2,016 480 5,644 41 1,174 16 582 906 1,969 

Source: M arch 2001 M AF extracts 
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Appendix C:  List/Enumerate Addresses Included in the Census 

Table C-1. List/Enumerate Addresses Included in the Census by State 

# of AddressesState % of Addresses 

TOTAL 

Alaska 

Arizona 

California 

Hawaii 

Idaho 

Maine 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Mexico 

New York 

North Dakota 

Oregon 

South Dakota 

Texas 

Utah 

Vermont 

Washington 

Wyoming 

389,749 100 .0 

3,558 0.9 

25,043 6.4 

34,897 9.0 

208 0.1 

3,411 0.9 

75,032 19.3 

8,717 2.2 

3,990 1.0 

17,697 4.5 

44,281 11.4 

6,323 1.6 

55,584 14.3 

3,899 1.0 

1,741 0.4 

3,994 1.0 

14,961 3.8 

7,437 1.9 

41,312 10.6 

86 0.0 

37,578 9.6 

Source: M arch 2001 M AF extracts 
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Table C-2.  List/Enumerate Addresses Included in the Census by Address Type 

Address Type # of Addresses % of Total 

TOTAL 

with location description 

without location description 

Complete City-Style Address 

with location description 

without location description 

Complete Rural Route Address 

with location description 

without location description 

Complete Post Office Box Address 

with location description 

without location description 

Incomplete Address (any of the 3) 

with location description 

without location description 

Nonexistent Address 

with location description 

without location description 

389,749 100 .0 

201,439 51.7 

188,310 48.3 

196,322 50.4 

32,690 8.4 

163,632 42.0 

34,506 8.9 

32,694 8.4 

1,812 0.5 

37,126 9.5 

33,510 8.6 

3,616 0.9 

12,104 3.1 

6,020 1.5 

6,084 1.6 

109,691 28.1 

96,525 24.8 

13,166 3.4 

Source: M arch 2001 M AF extracts 
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Table C-3. List/Enumerate Addresses Included in the Census by  Map Spot Status, by State 

Valid M ap Spot E xists No V alid M ap Spot E xists 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 389,749 384,851 98.7 4,898 1.3 

Alaska 3,558 3,554 99.9 4 0.1 

Arizona 25,043 24,100 96.2 943 3.8 

Californ ia 34,897 34,309 98.3 588 1.7 

Haw aii 208 144 69.2 64 30.8 

Idaho 3,411 3,309 97.0 102 3.0 

Maine 75,032 74,738 99.6 294 0.4 

Montana 8,717 8,628 99.0 89 1.0 

Nebraska 3,990 3,971 99.5 19 0.5 

Nevada 17,697 17,235 97.4 462 2.6 

New Ham pshire 44,281 44,006 99.4 275 0.6 

New Mexico 6,323 6,116 96.7 207 3.3 

New Yo rk 55,584 55,248 99.4 336 0.6 

Nor th Da kota 3,899 3,867 99.2 32 0.8 

Oregon 1,741 1,705 97.9 36 2.1 

South Dakota 3,994 3,947 98.8 47 1.2 

Texas 14,961 14,574 97.4 387 2.6 

Utah 7,437 7,323 98.5 114 1.5 

Vermont 41,312 40,980 99.2 332 0.8 

Washington 86 86 100 .0 0 0.0 

Wyom ing 37,578 37,011 98.5 567 1.5 

Source: M arch 2001 M AF extracts 
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Table C-4. List/Enumerate Addresses Included in the Census by Type of Structure, by State 

Single Unit Structure Multi-Unit Structure 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 389,749 358,063 91.9 31,686 8.1 

Alaska 3,558 3,446 96.9 112 3.1 

Arizona 25,043 23,218 92.7 1,825 7.3 

Californ ia 34,897 29,227 83.8 5,670 16.2 

Haw aii 208 206 99.0 2 1.0 

Idaho 3,411 3,303 96.8 108 3.2 

Maine 75,032 72,552 96.7 2,480 3.3 

Montana 8,717 8,351 95.8 366 4.2 

Nebraska 3,990 3,834 96.1 156 3.9 

Nevada 17,697 15,541 87.8 2,156 12.2 

New Ham pshire 44,281 39,872 90.0 4,409 10.0 

New Mexico 6,323 6,079 96.1 244 3.9 

New Yo rk 55,584 51,221 92.2 4,363 7.8 

Nor th Da kota 3,899 3,763 96.5 136 3.5 

Oregon 1,741 1,669 95.9 72 4.1 

South Dakota 3,994 3,709 92.9 285 7.1 

Texas 14,961 14,476 96.8 485 3.2 

Utah 7,437 6,426 86.4 1,011 13.6 

Vermont 41,312 38,426 93.0 2,886 7.0 

Washington 86 85 98.8 1 1.2 

Wyom ing 37,578 32,659 86.9 4,919 13.1 

Source: M arch 2001 M AF extracts 
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Table C-5.  List/Enumerate Addresses Included in the Census that Match to the Delivery Sequence File by 

State 

Matches to DSF Does Not Match to DSF 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 389,749 70,379 18.1 319,370 81.9 

Alaska 3,558 3 0.1 3,555 99.9 

Arizona 25,043 1,664 6.6 23,379 93.4 

Californ ia 34,897 13,400 38.4 21,497 61.6 

Haw aii 208 0 0.0 208 100 .0 

Idaho 3,411 55 1.6 3,356 98.4 

Maine 75,032 8,123 10.8 66,909 89.2 

Montana 8,717 670 7.7 8,047 92.3 

Nebraska 3,990 288 7.2 3,702 92.8 

Nevada 17,697 4,545 25.7 13,152 74.3 

New Ham pshire 44,281 8,149 18.4 36,132 81.6 

New Mexico 6,323 200 3.2 6,123 96.8 

New Yo rk 55,584 7,489 13.5 48,095 86.5 

Nor th Da kota 3,899 679 17.4 3,220 82.6 

Oregon 1,741 50 2.9 1,691 97.1 

South Dakota 3,994 413 10.3 3,581 89.7 

Texas 14,961 454 3.0 14,507 97.0 

Utah 7,437 1,375 18.5 6,062 81.5 

Vermont 41,312 11,127 26.9 30,185 73.1 

Washington 86 2 2.3 84 97.7 

Wyom ing 37,578 11,693 31.1 25,885 68.9 

Source: M arch 2001 M AF extracts 
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Table C-6. Delivery Sequence File Matched Addresses by Type of Structure, by State 

Single Unit Structure Multi-Unit Structure 

# of % of # of % of 

State Total Addresses Addresses Addresses Addresses 

TOTAL 70,379 58,914 83.7 11,465 16.3 

Alaska 3 3 100 .0 0 0.0 

Arizona 1,664 1,567 94.2 97 5.8 

Californ ia 13,400 10,450 78.0 2,950 22.0 

Idaho 55 43 78.2 12 21.8 

Maine 8,123 6,913 85.1 1,210 14.9 

Montana 670 603 90.0 67 10.0 

Nebraska 288 268 93.1 20 6.9 

Nevada 4,545 3,735 82.2 810 17.8 

New Ham pshire 8,149 6,929 85.0 1,220 15.0 

New Mexico 200 171 85.5 29 14.5 

New Yo rk 7,489 5,294 70.7 2,195 29.3 

Nor th Da kota 679 652 96.0 27 4.0 

Oregon 50 46 92.0 4 8.0 

South Dakota 413 302 73.1 111 26.9 

Texas 454 415 91.4 39 8.6 

Utah 1,375 945 68.7 430 31.3 

Vermont 11,127 10,547 94.8 580 5.2 

Washington 2 2 100 .0 0 0.0 

Wyom ing 11,693 10,029 85.8 1,664 14.2 

Source: M arch 2001 M AF extracts 
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Table C-7. List/Enumerate Block and Address Counts by Percent of Delivery Sequence File-matched Addresses per Block, by State 

Percent of Delivery Sequence File Matched Addresses 

Total 0-29% 30-59% 60-89% 90-94% 95-99% 100% 
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# 
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TOTAL 47,820 70,379 40,207 6,527 2,916 17,969 2,226 30,218 185 7,258 53 2,692 2,233 5,715 

Alaska 302 3 302 3 0 0 0 0 0 0 0 0 0 0 

Arizona 2,829 1,664 2,751 235 47 525 18 876 0 0 0 0 13 28 

California 2,337 13,400 1,705 579 238 3,184 245 5,746 25 2,151 12 1,337 112 403 

Montana 2,582 670 2,427 43 52 141 40 318 1 58 0 0 62 110 

Nebraska 1,029 288 937 31 50 130 18 70 1 28 0 0 23 29 

# 
o
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Hawaii 41 0 41 0 0 0 0 0 0 0 0 0 0 0 

Idaho 749 55 735 1 11 51 0 0 0 0 0 0 3 3 

Maine 6,686 8,123 5,890 754 292 2,399 305 3,485 35 683 6 178 158 624 

# 
o
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Nevada 2,459 4,545 2,376 231 17 206 32 1,789 10 1,520 2 127 22 672 

New Hampshire 2,884 8,149 2,131 1,238 325 2,481 267 3,379 26 482 5 145 130 424 

New Mexico 2,084 200 2,008 32 25 66 9 29 0 0 1 22 41 51
# 
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New York 4,791 7,489 4,235 654 186 1,663 251 4,020 31 718 6 161 82 273 

North Dakota 1,589 679 1,179 43 118 178 44 147 0 0 0 0 248 311 

# 
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Oregon 548 50 540 8 4 31 1 5 0 0 0 0 3 6 

South Dakota 872 413 803 50 35 177 15 159 0 0 0 0 19 27 

Texas 3,086 454 3,020 92 25 113 27 193 2 25 0 0 12 31
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Utah 1,133 1,375 1,081 149 16 137 13 786 4 262 0 0 19 41 

Vermont 4,139 11,127 2,457 1,953 818 4,494 469 3,721 8 118 4 116 383 725 
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Washington 15 2 15 2 0 0 0 0 0 0 0 0 0 0 

Wyoming 7,665 11,693 5,574 429 657 1,993 472 5,495 42 1,213 17 606 903 1,957 

Source: March 2001 MAF extracts 
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Appendix D:  March 2001 MAF Extract Variables 

Type of Enumeration Area (TEA)


Surviving MAFID:

Original State (ORIGST)

Original County (ORIGCOU)

Within-County ID (MAFID)

County Change Flag (COUCHG)


Map Spot ID (MAPSPOT)


Map Spot Suffix (MSSUFFIX)


Group Quarters/HU Flag (GQHUFLAG)


Customer Processing ID (CUSTID)


Number of Units at this BSA (NUMUNITS)


Delivery Specific Address Flag (DSAF)


Based on 2000 collection block: 
1: Mailout/Mailback 
2: Update/Leave 
3: List/Enumerate 
4: Remote Alaska 
5: "Rural" Update/Enumerate (from TEA 2) 
6: Military in Update/Leave area 
7: Urban Update/Leave 
8: "Urban" Update/Enumerate (from TEA 1) 
9: Update/Leave (from TEA 1) 

0: No Change in County 
1: County has changes 

0: Housing Unit 
1: Special Place 
2: Group Quarters 
3: GQ Embedded Unit 

Contains 2000 collection block for tab MAF

Extract.


1 - 9999


Y: Valid Address for this Delivery

N: Not a Valid Address for this Delivery
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Questionnaire Delivery Action Code (QDACT)


DSF Flags:

DSF 1 - 11/97 DSF or Earlier (DSF1197)

DSF 2 - 9/98 (DSF0998)

DSF 3 - 11/99 (DSF1199)


In Census Flag (INCENSUS)


Blank: No action or not visited

A: Add

D: Delete

2: Duplicate 
E: Add and Verify 
M: Block Move 
C: Other Correction 
N: Non-residential 
U: Uninhabitable 
V: Verify 

Blank: DSF Not available yet 
0: Not indicated in the DSF

1: Flagged as Residential in the Indicated DSF

2: Flagged as Non-residential in the indicated

DSF

3: Residential Status Unknown

NOTE: For the 11/97 and 09/98 DSFs, a value

of 3 means the Residential Status could not be

determined from the MAF.

For 11/99 and later DSF's, a value of 3 means

that it is an address with a DSF Delivery Type

of "X", which is not

classified as residential or commercial. These

are often units that are not yet receiving mail,

but could receive it in the future.


Y = Final Census 2000 record

N = Not a final Census 2000 record
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EXECUTIVE SUMMARY

One of the results of the Accuracy and Coverage Evaluation included a representative sample of
addresses that were coded as "missing" from the census.  This was a result of the independent
listing, matching and field work that was conducted as part of the Accuracy and Coverage
Evaluation work.  Our evaluation conducted additional research to better understand these
"missing" addresses and to examine the reasons for their status of "missing" after the Accuracy
and Coverage Evaluation Final Housing Unit work was completed.  We matched the addresses
coded as "missing" to all non-duplicate housing units on the Master Address File in a larger
geographic search area than the one used by the Accuracy and Coverage Evaluation.  We searched
for matches in the tract which included each address, and all surrounding tracts.   

Our main focus in understanding these "missing" addresses was to determine if they were actually
included in the census as housing units, but were incorrectly geocoded to a collection block
outside of the Accuracy and Coverage Evaluation geographic search area.  We were able to do this
because we expanded the Accuracy and Coverage Evaluation search area so that we could find
cases of geocoding error not found during the Accuracy and Coverage Evaluation.  Our work also
allowed us to better understand addresses on the Master Address File, or on the Decennial Master
Address File, but excluded from the census.  We were able to do this because we did not limit our
matching to census units only, but included other addresses on the Master Address File.  As a by-
product of our work, we identified some census addresses that matched to an Accuracy and
Coverage Evaluation "missing" unit geocoded to the same collection block, but not included in
the census address list used for the Accuracy and Coverage Evaluation address matching.  We
attempt to explain why this happened.  
  

What is the total estimated percentage of census addresses geocoded to the incorrect

Census 2000 collection block?

The Accuracy and Coverage Evaluation limited its matching of addresses to within the block
cluster, or in some cases, to one ring of surrounding blocks.  We were able to improve on the
estimate of geocoding error in this evaluation by matching addresses in a larger geographic search
area, and therefore finding more cases of units geocoded in error in the census. The estimated
percentage of census addresses that were geocoded to the incorrect Census 2000 collection block
is 4.8 percent (standard error is 0.3 percent). 

Did the geocoding error estimate vary by type of enumeration area?

Yes.  The estimated percentage of geocoding error in the census is significantly higher in
Mailout/Mailback enumeration areas (5.5 percent) than in Update/Leave (1.7 percent) or
List/Enumerate areas (1.2 percent).  

To some extent, we expect less geocoding error in Update/Leave and List/Enumerate areas
because our address list was created on the ground through field operations, and therefore
geocoding was based on first-hand field observation.  This is different from Mailout/Mailback
areas where geocoding was based on a combination of procedures, including an automated
geocoding process.  That combination could contribute to the higher geocoding error estimate in
that type of enumeration area. 
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However, a lower geocoding error estimate in Update/Leave and List/Enumerate areas could also
come about because those areas have a higher occurrence of non-city-style addresses, which
makes it harder for us to detect geocoding errors due to matching limitations.  We were very
limited in our ability to match the rural addresses, and were therefore unable to find as many cases
of geocoding error in rural areas as we were in Mailout/Mailback areas.  A greater population of
large multi-unit structures in Mailout/Mailback areas could also contribute to a higher geocoding
error estimate of housing units in those areas.

Did the geocoding error estimate vary by size of structure?

Yes, geocoding error is more prevalent among housing units in multi-unit structures.  Housing
units in both small and large multi-unit structures have a significantly higher geocoding error
estimate than single units or housing units in two-unit structures.  Additionally, large multi-units
(housing units in structures with ten or more units) have a significantly higher geocoding error
estimate than small multi-units (housing units in structures with three to nine units). The
geocoding error estimate for both single housing units or two-unit structures is about three
percent, for small multi-unit structures is about five percent, and for large multi-unit structures is
about 11 percent.

We would expect geocoding error to be higher for units in multi-unit structures because
geocoding error is a structure-based problem.  Geocoding the structure to the wrong block causes 
every unit in that structure to be geocoded to the wrong block.  The larger the structure is, the
larger the number of geocoding error cases there will be if the structure is geocoded to the
incorrect block.  

Did the geocoding error estimate vary by census region or Regional Office?

Yes, geocoding error of census addresses is less frequent in certain regions of the country.  The
geocoding error estimate for the Midwest (3.8 percent) is significantly lower than the geocoding
error estimate for the South (5.7 percent).  There are no other significant differences.

Geocoding error estimates also differ for some of the Regional Offices.  The Boston and Kansas
City Regional Offices both had a significantly lower geocoding error estimate than the national
estimate of 4.8 percent.  

One might think that the differences between census regions and Regional Offices are driven by
the differences we saw in geocoding errors between different structure sizes or Type of
Enumeration Areas.  We attempted to analyze this, but found no definitive results.

What else were we able to learn by matching addresses coded as “missing” during the
Accuracy and Coverage Evaluation to the Master Address File?

As previously stated, one of the reasons addresses were coded as "missing" from the census
during the Accuracy and Coverage Evaluation was because they were incorrectly geocoded in the
census to a collection block outside of the scope of the Accuracy and Coverage Evaluation's
geographic search area.  The addresses that fell into that category were discussed above.  
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However, there were also some "missing" addresses that we found in this evaluation that were
geocoded correctly.  That is, they were geocoded to a block within the Accuracy and Coverage
Evaluation's scope, but were not included in the census address list used for the Accuracy and
Coverage Evaluation address matching.  

Additionally, since we did not limit our matching to only census addresses, but included all non-
duplicate housing units on the Master Address File, we were able to examine addresses that we
had on the Master Address File or the Decennial Master Address File but were excluded from the
census.  These situations are discussed in the questions below.

Why are there addresses in the census, geocoded to an Accuracy and Coverage Evaluation
sample block, but coded as "missing" by the Accuracy and Coverage Evaluation?

About 8,900 of the units coded as "missing" by the Accuracy and Coverage Evaluation were
matched to units on the Master Address File during this evaluation.  About 4,800 of them were
matched to addresses that were included in Census 2000.  Of those census matches, about 3,100 
were geocoded in error in the census to a collection block that was different than the block
provided by the Accuracy and Coverage Evaluation.  The other 1,700 units were matched to
census addresses that were geocoded to the same block as the Accuracy and Coverage Evaluation
“missing” addresses.  There are two primary reasons that these census units were not included in
the census address list used for the Accuracy and Coverage Evaluation address matching. 

The first reason is that some of these units were identified as potential duplicates during the
Census 2000 Housing Unit Unduplication operations and were therefore kept out of the Accuracy
and Coverage Evaluation Final Housing Unit matching operation.  About 78 percent of the
matches to in-census units in the same block were potential duplicates that ultimately were
reinstated in the census.

The remaining 22 percent of the in-census matches to Accuracy and Coverage Evaluation
“missing” units in the same block were not reinstated duplicates.  A reason that these units were
excluded from the address list used for the Accuracy and Coverage Evaluation address matching
is that they were not geocoded to an Accuracy and Coverage Evaluation sample block at the time
of the Final Housing Unit matching, but were moved into an Accuracy and Coverage Evaluation
sample block in time for our evaluation work.  Examples of this include units that were moved to
a different block following the Geographic Misallocation operation.  

How many addresses, coded as "missing" from the census during the Accuracy and
Coverage Evaluation, did we have on the Master Address File, but exclude from the census?

Of the approximately 8,900 addresses coded as "missing" by the Accuracy and Coverage
Evaluation that we matched to the Master Address File in this evaluation, about 4,000 were not
included in Census 2000.  That is, these units were listed and confirmed as good, residential
addresses during the Accuracy and Coverage Evaluation, but the Census Bureau’s rules for
creating the Decennial Master Address File and the Hundred Percent Census Unedited File
excluded them from the census.  
Those units represent a weighted estimate of 1.3 million units coded as erroneously excluded from
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the census as measured by the Accuracy and Coverage Evaluation, and this evaluation.  

About 28 percent of those cases we coded as erroneously excluded units were never delivered to
the Decennial Master Address File.  There are a number of reasons units on the Master Address
File would have not been sent to the Decennial Master Address File as a result of the Census
Bureau’s rules for developing the Census 2000 address frame.  One of the reasons a unit would
not be included on the Decennial Master Address File is if it was coded by the United States
Postal Service as nonresidential on the Delivery Sequence File.  We excluded those addresses
from the original census address list because it would not be prudent to mail questionnaires to all
nonresidential addresses.  We relied on field listing operations to add those units if they were
actually residential units by Census Bureau definitions.

About 49 percent of the cases we coded as the erroneously excluded units were on the Decennial
Master Address File, but were then deleted during the Census 2000 Kill Process.  The goal of the
Kill Process was to identify units that were most likely bad addresses and remove them from the
census.  An example of a unit that was deleted during the Kill Process is a case for which we
received no census form and the unit was deleted in both the Nonresponse Followup and
Coverage Improvement Followup operations.

About 22 percent of the cases we coded as erroneously deleted units were on the Decennial
Master Address File but were determined to be potential duplicates during the Housing Unit
Unduplication operations through address and person matching algorithms.  We ultimately
decided to exclude those units from Census 2000.  The amount of erroneous deletions from the
Unduplication operation as measured in this evaluation is potentially overstated.  This comes from
the fact that the Accuracy and Coverage Evaluation may have coded something as missing from
the census, when it was actually included in the census with a different form of the address.  The
Unduplication operation may have recognized the duplication but removed the version of the
address that the Accuracy and Coverage Evaluation listed.

Recommendations

We are currently researching the possibility of collecting Global Positioning System coordinates
for addresses in the census.  One reason for doing this is to help enumerators find their
assignments.  Another reason would be to ensure geocoding units to the correct block.  If using
Global Positioning System coordinates for improving geocoding is a high priority, our emphasis
for the use of the Global Positioning System should not be entirely focused around rural areas.
Instead, we should consider getting better geocoding for the areas with the highest geocoding error
rates, which are Mailout/Mailback areas.

We also recommend research to refine procedures for identifying and deleting units we believe to
be duplicates.  Despite the limit stated above, the unduplication process appears to have deleted
many units which should have been included in the census.  However, the unduplication process
was introduced very late in Census 2000 without sufficient planning.  Work has already begun on
building an unduplication process into the 2010 census. 
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1.  BACKGROUND 

One of the results of the Accuracy and Coverage Evaluation (A.C.E.) included a representative
sample of addresses that were coded as "missing" from the census.  This was a result of the
independent listing, matching and field work that was conducted as part of the A.C.E. work.  Our
evaluation conducted additional research to better understand these "missing" addresses and to
examine the reasons for their status of "missing" after the A.C.E. Final Housing Unit (FHU) work
was completed.  We matched the addresses coded as "missing" to all non-duplicate housing units
on the Master Address File (MAF) in a larger geographic search area than the one used by the
A.C.E.  We searched for matches in the tract which included each address, and all surrounding
tracts.   

Our main focus in understanding these "missing" addresses was to determine if they were actually
included in the census as housing units, but were incorrectly geocoded to a collection block
outside of the A.C.E. geographic search area.  We were able to do this because we expanded the
A.C.E. search area so that we could find cases of geocoding error not found during the A.C.E. 
Our work also allowed us to better understand addresses on the MAF, or on the Decennial Master
Address File (DMAF), but excluded from the census.  We were able to do this because we did not
limit our matching to census units only, but included other addresses on the MAF.  As a by-
product of our work, we identified some census addresses that matched to an A.C.E. "missing"
unit geocoded to the same collection block, but not included in the census address list used for the
A.C.E. address matching.  We attempt to explain why this happened.  

Similar operations were previously conducted to look at geocoding error and other housing unit
coverage estimates.  The results are discussed below.

1.1 The 1990 Housing Unit Coverage Study (HUCS)

The Housing Unit Coverage Study (Childers, 1992) of the 1990 census measured the quality of
coverage of housing units (HUs) enumerated in the census.  The HUCS sample consisted of two
parts, the Population sample (P-sample) and the Enumeration sample (E-sample).  The P-sample
was an independent listing of HUs in a sample of blocks.  The E-sample was the list of housing
units enumerated in the 1990 census in the same sample of blocks. 

The P-sample and E-sample addresses in the HUCS were computer matched, and the match
results were then clerically reviewed.  Nonmatched HUs, unresolved cases, and possible
duplicates were sent to the field for a followup interview.  

A code was assigned to each E-sample HU based on the accuracy of the geocoding.  The
geocoding status for the sample housing units was classified as “correct,” “incorrect - within the
search area,” “incorrect - outside the search area,” “insufficient information for field
interviewing,” and “unresolved.”
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For Tape Address Register (TAR) areas, “incorrect - within the search area” was defined as “the
correct geography was one block from the enumerated geography” and “incorrect - outside the
search area” was defined as “the correct geography was more than one block from the enumerated
geography.”  For Prelist areas and Update/Leave areas, “incorrect - within the search area” was
defined as “the correct geography was one or two blocks from the enumerated geography” and
“incorrect - outside the search area” was defined as “the correct geography was more than two
blocks from the enumerated geography.”  For List/Enumerate areas, “incorrect - within the search
area” was defined as “the correct geography was inside the address register area (ARA)” and
“incorrect - outside the search area” was defined as “the correct geography was outside the ARA.”

The HUCS found that the collection geography was correct for 93.92 percent of the housing units
and incorrect for 4.54 percent of the housing units.  The remaining 1.54 percent of HUs were
unresolved or had insufficient information for field interviewing. “Incorrect” geography included
units whose geography was incorrect both inside and outside of the search area.

The HUCS examined the percentage of incorrect geography by type of enumeration area (TEA). 
The estimated percentage of HUs with incorrect geography in the two Mailout/Mailback areas of
the 1990 census – TAR areas and Prelist areas – was significantly different from the estimated
percent of HUs with incorrect geography in List/Enumerate areas.  The estimated percentage of
housing units geocoded incorrectly in TAR and Prelist areas were 4.7 percent and 4.9 percent,
respectively.  The estimated percentage of geocoding error was 2.6 percent in List/Enumerate
areas.  Other than the differences just discussed, no other significant differences in geocoding
error existed between the TEAs.  
 

1.2 The 1998 MAF Quality Improvement Program (QIP)

The 1998 MAF QIP (Barrett, 1999) evaluated the effectiveness of the initial MAF in accurately
reflecting housing units that existed on April 1, 1998 in Census 2000 mailout/mailback areas by
producing estimates of coverage and coding errors on the MAF.  The study selected a sample of
counties and a subsample of block clusters within the counties.  Field representatives created an
independent listing of the HUs in those block clusters, and the result was matched to the addresses
on the MAF at a ZIP code level.  

The 1998 MAF QIP estimated that 6.23 percent of residential MAF addresses existing in the
sample clusters were geocoded in error on the MAF.  Another result of the QIP was an estimate of
the percent of the addresses on the MAF that were coded incorrectly as non-residential.  QIP
estimated that only about one tenth of a percent of MAF addresses were incorrectly coded as non-
residential on the MAF.  
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1.3 The Accuracy and Coverage Evaluation in Census 2000

The A.C.E. measured the overall and differential coverage of the U.S. population and housing in
Census 2000.  An independent listing of all HUs in the A.C.E. sample clusters was conducted
before census day.  This listing (the P-sample) was then computer-matched to the census housing
units included on the January 2000 DMAF in the sample block clusters (the E-sample).  A unit
was considered a match if it was linked to an address within the cluster, even if the units were
listed in different blocks within the cluster.

The results of the computer matching and additional information were loaded into a clerical
matching software database.  A clerical match was then performed on many of the sample
clusters, and match codes were assigned to any A.C.E. and census units that were not matched by
the computer.  Any addresses that were not matched after the clerical review were sent to the field
for a followup interview.  

Since the initial housing unit matching occurred before the inventories of the census and A.C.E.
housing units were final, another clerical matching operation was performed. Only the updates to
the census and A.C.E. housing unit inventories were processed during the FHU match. These
updates included the removal of units that were identified as potential duplicates in the first phase
of the Housing Unit Unduplication Operations (see section 1.5).  

The FHU match used only the census records that appeared in the Hundred Percent Census
Unedited File (HCUF).  Late census adds, or any updates that happened after the creation of the
HCUF were not accounted for in the A.C.E. FHU matching operation. 

There was no computer matching for the FHU match, but there was a computer processing stage
to determine which addresses went to the clerical stage.  After the clerical matching, a followup
interview was conducted for selected cases that were not followed up during the initial phase of
housing unit matching.  

In addition to a search within the A.C.E. sample blocks, a targeted extended search (TES) was
conducted for selected block clusters.  In the clusters included in TES, P-sample nonmatches were
matched to a ring of blocks surrounding the A.C.E. block cluster in order to find additional
matches between the P-sample and the E-sample.  

One could produce a geocoding error estimate based on the results of the A.C.E., but it was
limited geographically to the block cluster, or in some areas, one ring of adjacent blocks
surrounding the cluster.  The FHU match results from the A.C.E. sample were used as the starting
point in this evaluation for estimating the block-level geocoding error.  

The FHU match results are also used to examine the addresses that were on the MAF, listed and
confirmed as good residential addresses during the A.C.E. but not included in the final Census
2000 counts.



1  Inside-the-blueline TEAs include Mailout/Mailback(1), Military(6), Urban Update/Leave(7) and Urban

Update/Enumerate(8).  Outside-the-blueline TEAs include Update/Leave(2), List/Enumerate(3), Remote Alaska(4), Rural
Update/Enumerate(5) and Mailout/Mailback converted to Update/Leave(9).
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1.4   DMAF deliverability criteria

The U.S. Census Bureau developed a set of specifications for the initial delivery of addresses from
the MAF to the DMAF which occurred in July and August of 1999.  These DMAF deliverability
rules looked at the several operations and files from which the Census Bureau received addresses
for the MAF prior to the creation of the initial DMAF.  The rules looked at the following files and
operations that updated and provided new addresses to the MAF:

• The 1990 Address Control File (ACF)
• The November 1997 Delivery Sequence File (DSF) from the United States Postal

Service (USPS)
• The September 1998 DSF from the USPS
• The Census 2000 Block Canvassing Operation
• The 1998 Local Update of Census Addresses (LUCA)
• The Census 2000 Address Listing Operation
• LUCA 1999 Recanvass
• Census 2000 Dress Rehearsal

The DMAF deliverability criteria were intended to rectify the housing unit coverage problems
observed during the Census 2000 Dress Rehearsal.  The goal of the rules was to keep units that
were most likely not good residential addresses out of further Census 2000 processing.  

Some examples of the types of units that were not delivered to the DMAF include:

• Inside-the-blueline ungeocoded addresses1 
• Units determined to be duplicates in Block Canvassing 
• Units classified as LUCA 98 or LUCA 99 Recanvass deletes 
• Units with a negative action from Block Canvassing, that were not added in LUCA

98, and were not determined to be residential on the first two DSF deliveries.

For the complete explanation of the DMAF deliverability rules, refer to DSSD Census 2000
Procedures and Operations Memorandum, Series #D-1.

1.5 Reasons for exclusion of units on the DMAF from Census 2000

The Census Bureau attempted enumeration for all of the units on the DMAF.  When Census 2000
enumeration operations were completed, we determined which addresses should be considered
valid housing units.  These valid units were included in the census.  The invalid housing units
were excluded from the census.  
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There were four operations/processes that identified housing units on the DMAF that were
excluded from the census.  The four operations are:

• The Kill Process – This process identified MAFIDs that most likely did not uniquely
identify housing units as of census day.  One example of a housing unit that was excluded
from the census as a result of this process is:
< there was no census form returned for the unit, 
< the unit was deleted in the Nonresponse Followup (NRFU) operation and,
< the unit was confirmed as a delete in the Coverage Improvement Followup (CIFU)

operation.  
A total of approximately 8.3 million HUs were killed during the Kill Process.2 

For more information on the types of units excluded from the census as a result of the Kill
Process, refer to DSSD Census 2000 Procedures and Operations Memorandum Series #D-
13: Specification of the Kill Universe on the Decennial Master Address File for Census
2000.

• The Assignment of Housing Unit Status – The assignment of housing unit status was
performed on the housing units that were not killed during the Kill Process.  However,
during this assignment some units had inconsistent information.  Based on the available
information certain classes of housing units were ultimately excluded from the census. 
This process of assigning a housing unit status resulted in an additional 22,352 housing
units on the DMAF being excluded from the census.  An example of a unit deleted during
this process would be a case that came back from NRFU as a completed case, but once the
form was data-captured, we realized that there was no data for the unit.

For more information on the types of units excluded from the census as a result of this
process, refer to DSSD Census 2000 Procedures and Operations Memorandum Series 
#D-14: Specifications for Assigning the Housing Units Status and Population Count on
the Hundred-Percent Unedited File Prior to the Imputation for Unclassified Units.

• Unclassified Estimation – After the process of the assignment of housing unit status, there
were some units which did not have enough information to determine whether to include
or exclude the unit in the census.  For these cases whose status was unclassified, the
housing unit status was determined through a nearest-neighbor hot-deck imputation
procedure.  As a result of the imputation, an additional 46,196 housing units were
excluded from the census.  

For more information on the types of units excluded from the census as a result of this
process, refer to DSSD Census 2000 Procedures and Operations Memorandum Series 
#Q-2: Census 2000 Overview of Unclassified Estimation.
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• The Housing Unit Unduplication Operation –  This operation consisted of two phases. 
The first phase involved the identification of potential duplicates on the DMAF through
address and person matching algorithms.  The second phase involved the development of
rules to determine which housing units would be excluded from the census.  As a result of
applying the rules approximately 1.4 million housing units were excluded from the census. 

For more information on the types of units excluded from the census as a result of the
unduplication operation, refer to DSSD Census 2000 Procedures and Operations
Memorandum Series #D-10: Specifications for Eliminating Duplicate Records on the
Hundred Percent Census Unedited File and DSSD Census 2000 Procedures and
Operations Memorandum Series #D-11: Specification for Reinstating Addresses Flagged
as Deletes on the Hundred percent Census Unedited File. 

2.  METHODS

In some of the following sections, we present unweighted counts of the clerical matching and field
work results.  We do this only to present the magnitude and matching outcomes of the work done
in this evaluation.  The weighted estimates as they relate to the outcomes of our evaluation
matching work are presented in the results section (Section 4).

2.1 Sample selection

The sample used in this evaluation is the same set of sample block clusters used in the A.C.E.
with the exception of any clusters in Puerto Rico; Puerto Rico is not included in this evaluation.  

For the specification of the A.C.E. block sample selection, refer to DSSD Census 2000
Procedures and Operations Memorandum, Series #R-3.

2.2 Stages of matching

Similar to the A.C.E. FHU matching operation, this evaluation had several stages.  It began with a
computer processing operation which created the files to be read into the clerical matching
software, pulling in information from the A.C.E. independent listing (P-sample), the census file
used in the A.C.E. (E-sample) and address information for units on the MAF that were not
included in the A.C.E.  

After computer processing was complete, a Before Followup (BFU) clerical match was performed
using the Geocode Matching, Review, and Coding System (GEO MaRCS).  During the BFU
clerical matching, a match was performed between units that were not matched during the A.C.E.
FHU match and addresses on the MAF in the search area (see section 2.3 for more details about
the search area). 
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All A.C.E. nonmatched units were assigned match codes, and selected matched MAF addresses
were designated as requiring Field Followup (FFU).  After the FFU was complete, an After
Followup (AFU) clerical match was performed and units were assigned final match codes to be
used for estimation purposes.   

2.3 The matching search area

In an attempt to optimize the occurrences of geocoding error we could find, we matched 
P-sample nonmatches to all geocoded, non-duplicate MAF addresses in a geographic area
surrounding the address.  The geographical search area for a given cluster included all census
collection blocks in the census pseudotract which contained the A.C.E. block cluster, and all
blocks in any pseudotract whose boundary touches the pseudotract containing the A.C.E. cluster. 
A surrounding pseudotract may cross county or state boundaries.  A pseudotract is a 1990 census
tract that was adjusted to Census 2000 collection geography.  Note that we matched to all
addresses on the MAF, including units that were not in the census.  We matched to all addresses
on the MAF so that we could determine if any of the addresses coded as "missing" from the
census during the A.C.E. were actually on the MAF, but excluded from the census.

The search area used in this evaluation was larger than the one used in the A.C.E. operations. 
This allowed us to find additional cases of geocoding error that were not found in the A.C.E. 
Additionally, by matching to all addresses on the MAF, including non-census addresses, we were
able to better understand the addresses coded as "missing" by the A.C.E.

2.4 Computer processing

To prepare files for use in the clerical matching software, the GEO MaRCS, the Decennial
Statistical Studies Division (DSSD) did the following:

• Pulled in and merged information from the March 2001 MAF extract files, the A.C.E.
FHU files, and the Geography Division (GEO) surrounding block files to create the files
for this evaluation.

• Removed records from the files that should not be in the evaluation, including MAF and
E-sample records known to be duplicates, group quarters or special place addresses, and
addresses in the P-sample that are known to be included in error.

• Re-assigned match codes to addresses in the E-sample and P-sample to be consistent with
codes used in this evaluation.
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2.5 Before Followup clerical matching and Field Followup

There are three types of addresses in the universe for this evaluation after the computer processing
stage, which include:

• Within-cluster matches from A.C.E.
• P-sample matches to census units in a block surrounding the cluster (matches found during

the A.C.E. TES)
• Unlinked P-sample units (nonmatches from A.C.E., considered to be "missing" from the

census)

Only the unlinked P-sample units were attempted to be matched during BFU, and a subset of
those matches were sent to followup.  A subset of the A.C.E. within-cluster matches was also sent
to followup based on an automatic block code comparison done by the system.  The TES matches
were not examined during BFU and were not sent to FFU.  They were simply coded as geocoding
errors automatically by the system (see Section 2.5.2 below).

2.5.1 Within-cluster matches from A.C.E.

The GEO MaRCS system automatically compared block codes for all within-cluster matches from
the A.C.E.  We did this because, in the A.C.E., units were considered to be matches if they were
found within the block cluster, even if they were geocoded to different blocks within the cluster. 
All A.C.E. matches with different P-sample and E-sample block codes went to FFU to determine
the correct block for the unit.

There were 261,525 within-cluster matches from the A.C.E. operation brought into our
evaluation. About 98 percent of them had the same block code and did not require followup.  The
remaining two percent of units were matches within the cluster, but had conflicting E-sample and
P-sample block codes.  We sent those units to FFU to determine the correct block code.  Units
with the incorrect census (E-sample) block code are included as geocoding errors in our estimates.

2.5.2 The A.C.E. Targeted Extended Search matches

During the A.C.E. Targeted Extended Search, P-sample nonmatches in a subsample of A.C.E.
clusters were matched to a ring of blocks surrounding the A.C.E. block cluster in order to find
additional matches between the P-sample and the E-sample.  Approximately 11,800 addresses
were matched to census addresses during the TES.  The A.C.E. conducted a field visit for TES
matches to confirm that the units were located in the A.C.E. cluster, and not in the surrounding
block.  Therefore, we decided not to do another field followup for these units.  All of those
addresses are counted as geocoding errors in this evaluation.
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2.5.3 P-sample nonmatches

All of the units on the P-sample that were not linked to census addresses at the end of the FHU
operation are P-sample nonmatches, that the A.C.E. considered to be units that should have been
included in Census 2000, but were not.  As previously stated, we took those addresses and
matched them to all non-duplicate housing units on the MAF in a larger geographic search area
than the one used by the A.C.E.  Analysts at the National Processing Center (NPC) reviewed each
of those addresses and attempted to find a match during the BFU clerical matching operation. 

If the analysts were unable to find a MAF address to link to the P-sample nonmatch, the unit was
coded as unmatched, and was removed from our sample.  If the P-sample unit was matched to a
MAF address in the same collection block, the unit was coded as a match and did not require field
followup.  If the P-sample unit was matched to a MAF unit in a different block, or if two units
were linked as a possible match, they were sent to field followup. 

There were approximately 16,700 P-sample nonmatches brought into this evaluation for
matching.  Those addresses were considered to be good, residential addresses as of census day in
the A.C.E. Housing Unit operations, but were not found on the census address list used for A.C.E.
matching.    

During the BFU clerical matching operation:

• Analysts matched about 30 percent of the unlinked P-sample addresses to a MAF address
in the same collection block, which required no followup.

• Analysts matched about 33 percent of the unlinked P-sample addresses to a MAF address
in a different collection block, which were sent for a field followup.

• Analysts found a possible match, either in the same block or a different block, for about
four percent of the unlinked P-sample addresses.  Those addresses were also followed up
in the field.

• Analysts were unable to find a match for the remaining 33 percent of the P-sample
nonmatches.

Since we were matching to such a large search area, it was possible to generate “false matches”
during the BFU clerical match.  This occurs because the address can legitimately occur in more
than one area, typically when a search area crosses ZIP codes or counties.  Our FFU procedures
allowed us to catch these false matches and unlink them.   
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A field representative went to the block to which a unit was geocoded on the MAF.  For these new
matches to P-sample units in different blocks, if the unit was found in the MAF block, we
considered it to be a false match, and unlinked those units.  We considered these false matches
because we assume that the A.C.E. address actually exists in the P-sample block.  We were
confident in this assumption because extensive field work was conducted during the A.C.E. on the
P-sample nonmatches.

If we went to the MAF block during FFU and found the unit, we assumed that it is not the same
unit as the P-sample nonmatched address since it cannot exist in both the P-sample and MAF
blocks.  If the MAF address did not exist in the MAF block, we considered this a true match,
assumed that the unit actually existed in the P-sample block and counted it as geocoding error on
the MAF.

For the A.C.E. cluster matches, FFU allowed us to determine if the address was geocoded
correctly to the MAF block or incorrectly to the MAF block.  For possible matches, FFU allowed
us to determine if the linked P-sample and MAF addresses represented the same housing unit. 

2.6 After Followup (AFU) clerical matching

Each unit that was sent to FFU was assigned a code during After Followup clerical matching.  

The assigned match codes reflected characteristics such as:
• Match Status (match, nonmatch, unresolved)
• Geographic Level of match (within the block, outside of the block)
• Correct Geography (A.C.E. correct, census correct)

Of the approximately 4,500 A.C.E. cluster matches that required field followup, field staff
determined that:

• The census block was incorrect for 40 percent of the matches.
• The P-sample block was incorrect for 56 percent of the matches.
• The correct block was unresolved for 4 percent of the matches.

Of the 5,500 new matches to a different block that were sent to FFU, field staff determined that: 

• About 64 percent were determined to be true matches to an address in a different block,
where the MAF unit is geocoded in error.

• About 36 percent of the cases were determined to be false matches.  That is, the same
address can legitimately occur in more than one area, so those were not cases of geocoding
error.

• Less than one percent of the cases could not be resolved.
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Of the 377 possible matches to an address in the same block, about 70 percent came back as
confirmed matches.  For about 26 percent, it was determined that the addresses did not represent
the same housing unit, and for about four percent, the status was unresolved.

Of the 320 possible matches to an address in a different block, about 20 percent came back as
confirmed matches.  For about 76 percent, it was determined that the addresses did not represent
the same housing unit, and for about three percent, the status was unresolved.

At the end of the AFU clerical matching, about 53 percent (8,869 addresses) of all the P-sample
nonmatches were linked to an address on the MAF.  About 46 percent remained nonmatches, and
less than 0.5 percent were unresolved.  

Approximately 40 percent of those 8,869 matches were geocoding errors on the MAF.  The other
60 percent are matched inside the same block, representing either matches to cases left out of the
census, or cases that were in the census but excluded from the A.C.E. matching.

Of the 8,869 new matches, approximately 55 percent were matched to a Census 2000 address.  
The remaining 45 percent matched to addresses on the MAF but not in the census. 

We use the results of both the new matches from this evaluation and the A.C.E. cluster matches in
our estimation. 
 

2.7 Estimation and analysis

As discussed in previous sections, the focus of this evaluation was to examine addresses that were
coded as "missing" from the census during the A.C.E.  We did work to determine if those
"missing" addresses were actually included in the census as housing units, but were incorrectly
geocoded in the census to a collection block outside of the scope of the A.C.E. geographic search
area.  Our work also allowed us to examine some census addresses that matched to an A.C.E.
"missing" unit geocoded to the same collection block, but were not included in the census address
list used for the A.C.E. address matching.  Finally, our work allowed us to determine if we had the
"missing" addresses on the MAF, or the DMAF, but chose to exclude them from the census.

2.7.1  Geocoding Error Estimation

As previously stated, we conducted field work during this evaluation to determine if a census
address that we matched to an A.C.E. "missing" address was geocoded in error. We also used the
results from the A.C.E. matching to determine geocoding errors of units that were matched during
the A.C.E.  Out of that clerical matching and field followup work, we were able to produce and
estimate of the percent of census addresses that are geocoded to the incorrect collection block.

Two types of geocoding errors exist:
• geocoding errors of exclusion – a unit that exists in a particular block but is geocoded on
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the MAF outside of the sample block.
• geocoding errors of inclusion – a unit that exists outside of the sample block but it is

geocoded on the MAF inside of the sample block.

In this evaluation, we only look at geocoding errors of exclusion for units included in Census
2000.  That is, units that exist in an A.C.E. sample block, but are geocoded on the MAF to a
different Census 2000 collection block. 

We define “exist in the sample clusters” as any census address that was confirmed to exist in the
sample cluster during the A.C.E. or during our work for this evaluation.  This includes:

• census housing units that matched to the P-sample in the A.C.E., regardless of whether the
census had that address in the correct block.  

• census housing units that were not matched to P-sample housing units in the A.C.E., but
were matched to P-sample housing units in this evaluation. 

• census housing units that did not match to the P-sample in the A.C.E., but were confirmed
to exist in the sample clusters in the A.C.E.

2.7.2 Census 2000 addresses excluded from the census address list used for A.C.E.

matching

As a by-product of our work, we identified some census addresses that matched to an Accuracy
and Coverage Evaluation "missing" unit geocoded to the same collection block, but not included
in the census address list used for the Accuracy and Coverage Evaluation address matching.  We
attempt to explain why this happened.  

Some addresses were excluded from the census address list used in the A.C.E. because at the time
of A.C.E. matching they were part of a universe of addresses considered to be potential duplicates. 
Ultimately, a subset of these potential duplicates was reinstated in the census (see Section 1.5). 
Those results were available for us during this evaluation, so we are able to examine how often
"missing" addresses actually matched to one of those reinstated duplicates.  

Another reason a unit may not have been included in the census address list used in A.C.E. is
because, at the time of the development of the address list, the census unit was geocoded to a
collection block that was not included in the A.C.E. sample.  
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However, during further processing, the census unit’s geocoding was changed to a block within
the A.C.E. sample.  Since those geocoding changes had already been incorporated on the MAF at
the time of our evaluation, we were able to match the "missing" addresses to those units.

2.7.3 MAF addresses excluded from the final Census 2000 results

Although the estimate of geocoding error was limited to units included in Census 2000, we did
include other addresses on the MAF that were not included in the census in the matching and field
work in this evaluation.  Some of those addresses were delivered to the DMAF and others were
not.  Our analysis will look at the frequency that addresses on the MAF that were not in the census
matched to the P-sample addresses considered to be "missing" from the census.

We did this analysis by looking separately at units that were on the MAF but never delivered to
the DMAF, and units that were delivered to the DMAF but were excluded from census.  Units on
the MAF that were never delivered to the DMAF represent situations where at the time units were
delivered from the MAF to the DMAF, our best information told us that these were not valid
housing units where we should attempt enumeration.  These also include addresses from the 1990
ACF and the DSF that are in outside-the-blueline areas where we did not use those addresses as a
source for building the address list, because presumably other census operations would have listed
those addresses.  

DMAF addresses that were excluded from the census included:

• Units that were deleted as a result of the Kill Process
• Units that were deleted as a result of the specifications for assigning the housing unit

status on the HCUF 
• Units that were deleted as a result of unclassified estimation
• Units that were confirmed as duplicates in the Housing Unit Unduplication operation. 

2.7.4 Unresolved cases 

At the end of processing, of all of the cases that were sent to the field for resolution and then
clerically reviewed again, we had a number of cases where we could not determine the final
status.  That is, we were unclear whether they were geocoding errors or not, or whether an A.C.E.
nonmatched case really matched to a case we found on the MAF in the same block or in a
different block.  

One approach to handling these cases would be to impute final status values for them.  Because
there was such a small number of unresolved cases, we examined what would happen to the
estimates if we treated all of the unresolved cases the same way.  That is, we wanted to see how
critical their resolution was to the final estimates we would be reporting.  



14

To determine the impact of unresolved cases on the geocoding error estimates, we computed the
estimates three different ways, by:

• Excluding the unresolved cases
• Including the unresolved cases and assuming a worst-case scenario
• Including the unresolved cases and assuming a best-case scenario

To accomplish the worst-case and best-case scenario estimates, we considered an unresolved case
to actually be resolved by assigning an appropriate final status in order to include these cases in
the estimates.  In one case, we coded them to a final status concluding they were all cases of
geocoding error (the worst case scenario) and in the other case, we coded them to a final status
concluding that they were all geocoded correctly (the best case scenario.)  

For each statistic that we provide in this report, if we were to assign a final status to all unresolved
cases, assuming geocoding error in all cases, the impact on the statistic was never greater than
one-fifth of a percentage point.  The impact was even less for the best-case scenario estimates
(that is, assigning a final status to all unresolved cases, assuming no geocoding error in all
situations led to changes in the statistics by less than one-fifth of a percentage point.)

For example, the geocoding error estimate in Rural Update/Enumerate areas excluding unresolved
cases is 1.74 percent.  The best-case estimate is 1.73 percent, which is better than the no-
unresolved estimate by 0.01 percent, and the worst-case estimate is 1.91 percent , which is worse
than the no-unresolved estimate by 0.17 percent.  

Because of the small number of unresolved cases (see section 2.6) and the minimal impact they
have on the estimates, unresolved cases are excluded from all numbers presented in this report.  

2.7.5 Weighting

The sample for this evaluation consists of all the collection blocks in the A.C.E. sample clusters. 
Therefore, we used weights from A.C.E. in this evaluation.  For all linked units in the universe for
this evaluation, we used the P-sample unbiased cluster weight.  For unlinked E-sample units, we
use the E-sample trimmed weight, the TES weight and the TES 2 weight.  Additionally, we used
the correct enumeration probabilities for unresolved E-sample cases.

For details on how the A.C.E. sample weights were computed, refer to DSSD Census 2000
Procedures and Operations Memorandum Series #Q-80.

2.7.6 Variance estimation

To calculate the variances and standard errors for the estimates, we used a SAS program
developed by DSSD staff.  This program uses the stratified jackknife method to calculate standard
errors for ratio estimates and accounts for the A.C.E. sample design.
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2.7.7 Statistical significance testing

The differences presented in the results section of this report were tested for significance.  To
determine statistical significance, we constructed 90 percent confidence intervals using the
standard errors of the estimates and the critical value 1.645.  If the confidence intervals contained
zero or did not overlap, the estimates were significantly different at the " = .10 level.  Otherwise,
the estimates were not significantly different.

2.8 Original source of an address

Evaluations of the MAF-building operations required identification of the source of every address
on the MAF.  An original source variable, which did not exist on the MAF, was defined and
created by the Planning, Research, and Evaluation Division and the DSSD.  This variable
identifies the first operation or file to add the address to the MAF, with the following three
exceptions:

• If one operation added an address, but a later operation also identified the address in a
different TEA, the first operation does not receive credit for adding this address.  

• An address may not have sufficient operation information to indicate how the address was
added to the MAF.

• In cases where one MAF-building operation overlapped with at least one other 
MAF-building operation and the address was added independently in each operation, we 
give credit to each operation.  An example of this is the original source category “LUCA 
1998 and Block Canvassing.”

Therefore, the original source variable identifies the first operation or operations to add the
address to the TEA in which it exists for the census, provided there is sufficient information to
identify a TEA and an operation.  For additional information on how this variable was defined,
see the PRED TXE/2010 Memorandum Series: TXE/2010 MEMORANDUM SERIES: MAF-
EXT-S-01, “Determining Original Source for the November 2000 Master Address File for
Evaluation Purposes,” March 5, 2001. 

Due to the complicated design of the MAF, we had a limited ability to accurately determine the
original source of every address.   

2.9 Applying quality assurance procedures

We applied quality assurance procedures throughout the creation of this report.  They
encompassed how we determined evaluation methods, created specifications for project
procedures and software, designed and reviewed computer systems, developed clerical and
computer procedures, conducted field followup, analyzed data, and prepared this report. 
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3.  LIMITS

3.1 We assumed the P-sample block was correct if we did not find the address in

the MAF block

If a linked MAF address was not located in the MAF collection block during the field followup
for this evaluation, we assumed that the address actually existed in the cluster in which it was
listed during the A.C.E.  Presumably, A.C.E. confirmed that these units existed in the sample
cluster.  However, it is possible that the unit existed elsewhere, that is, in neither the MAF or
A.C.E. block.  If that was the case, even though it is still a case of geocoding error on the MAF, it
should not be part of our sample since our sample consists of only units that exist in the A.C.E.
clusters.  However, our field procedures did not allow us to make that distinction.

3.2 We assume the P-sample nonmatches are residential

We did not limit our matching to only residential MAF addresses.  We allowed the analysts to link
P-sample nonmatches to any address on the MAF that appeared to be a match.  In FFU, we did not
ask field representatives to make a determination about the residential status of the unit. 
Therefore, we assume that enough information was collected during the A.C.E. to determine that
the address was a good, residential unit as of census day. 

3.3 The rate of erroneously deleted units from the Unduplication operation may 

be overstated.

Near the end of the census, the Census Bureau conducted an Unduplication operation to remove
duplicate addresses.  See Section 1.5 for more details about this operation.

In this operation, if the Census Bureau believed it had a duplicate address (with a variation on
how the address was presented), it had to decide which unit to retain.  This decision was not based
on specific knowledge of what address information was posted at the address.  If the address listed
in the A.C.E. looked like the one that was deleted during the Unduplication process and not like
the one that was retained, the retained address may have been coded as nonexistent during the
A.C.E.  Furthermore, the independently-listed A.C.E. unit may have been coded as listed as
missing from the census.  

In this evaluation, we matched the A.C.E. “missing” units against all addresses in the MAF,
including units deleted in the Unduplication operation.  Therefore, it is possible that we could
have matched an A.C.E. “missing” unit with the deleted unit in the duplicate pair from the
Unduplication operation.  From the matching in this evaluation, we would have concluded that a
unit deleted in the Unduplication operation was erroneously deleted.  When in fact a different
version of that address was in the census and the decision to delete a potential duplicate was the
correct decision.  To the extent that this happened, the amount of erroneous deletions from the
Unduplication operation as measured in this evaluation is overstated.  
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For example, if the census initially listed both "101 Main Street, Apt. A" and "101 Main Street,
Basement," and one of these was determined to be a duplicate during the Unduplication operation,
we may have arbitrarily deleted "101 Main Street, Basement."  If the A.C.E. independently listed
"101 Main Street, Basement, but did list "101 Main Street, Apt. A", the A.C.E. may have
concluded that the “Basement” address was missing from the census and the “Apt. A” address
was an erroneous enumeration.  When this evaluation matched A.C.E. cases coded as “missing”
against all units in the MAF, "101 Main Street, Basement" would have been included in our
matching.  In this case, if we matched to it, we would have concluded that the unit was left out of
the census in error.  In this specific situation, the reality is that we had the unit in the census, but
neither the A.C.E. nor this evaluation recognized this.

3.4 We are limited in our ability to match non-city-style addresses

We were limited in our ability to match units with non-city-style address information, and
therefore are likely to be missing instances of geocoding error and not identifying links to units on
the MAF that were excluded from the census.  This is especially difficult to do when matching
outside of the sample block.  Map spots and block codes are key identifiers of units with non-city-
style addresses.

3.5 E-sample nonmatches were not checked for geocoding error

E-sample nonmatches that were coded as correct enumerations in the A.C.E. were only verified to
exist in the A.C.E. cluster, not the block.  In our evaluation, we checked the matches from the 
FHU operation for geocoding error within the A.C.E. cluster, but not E-sample correct
enumerations.  So, for the purpose of our estimation, we assume the E-sample correct
enumerations are correctly geocoded to the MAF block, which would contribute to an
underestimation of geocoding error.

3.6 The basic street address size variable was overstated

The variable showing the number of units at a basic street address (BSA) on the MAF included all
addresses indicated as DMAF deliverable during the census process.  Only a subset of these
addresses remained in the census.  Therefore, the size of BSA variable on the MAF is overstated
relative to the size of BSA as of the end of the census.  

Additionally, the size of BSA variable was only determined for units with city-style address
information.  Units with non-city-style addresses are considered single units even if they were part
of a multi-unit structure.
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3.7 We are unable to determine which Census 2000 operation provided the

incorrect geocode

It would be interesting to look at how successful individual Census 2000 operations were at
providing or confirming a correct geocode for the units included in the operation.  This research
could be done by examining the block code that was provided or confirmed for a given unit in an
operation.  Then we would look at the final geocoding error status of that unit, and be able to
determine if a correct block was provided or confirmed during the operation.  However, due to a
problem with the block flag variable on the March 2001 MAF extracts, we are unable to
determine whether the block provided by an operation was the same as the final block code for a
unit.

3.8 We are unable to estimate the geocoding error associated with Group

Quarters (GQs).

Our evaluation work was based on the A.C.E. sample.  Since GQs were not included in the A.C.E.
sample, we were not able to measure the accuracy of the geocodes associated with GQ addresses.  

4.  RESULTS

4.1 What is the total estimated percentage of census addresses geocoded to the

incorrect Census 2000 collection block?

The Accuracy and Coverage Evaluation limited its matching of addresses to within the block
cluster, or in some cases, to one ring of surrounding blocks.  As previously mentioned, we were
able to improve on the estimate of geocoding error in this evaluation by matching addresses in a
larger geographic search area, and therefore finding more cases of units geocoded in error in the
census.  The estimated percentage of census addresses that were geocoded to the incorrect Census
2000 collection block is 4.8 percent (standard error is 0.3 percent).
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4.2 Did the geocoding error estimate vary by TEA?

The geocoding error estimate varied among the different types of Census 2000 enumeration areas. 
Below, Table 1 presents the estimated percentage of housing units geocoded erroneously and their
standard errors for the different TEAs.

Table 1.  Census geocoding error estimates by TEA

TEA % G eocoding error*

All TEAs 4.80 (0.27)

Mailout/Mailback 5.52 (0.33)

Update/Leave 1.71 (0.16)

List/Enumerate 1.15 (0.81)

Update/Enumerate (Rural & Urban) 1.70 (0.60)

Urban Update/Leave 11.59 (7.93)

*  Percentages are weighted; standard errors in parentheses                     

As Table 1 shows, the estimated percentage of geocoding error in the census is significantly 
higher in Mailout/Mailback enumeration areas than in Update/Leave or List/Enumerate areas.

To some extent, we expect less geocoding error in Update/Leave and List/Enumerate areas
because our address list was created on the ground through field operations, and therefore
geocoding was based on first-hand field observation.  This is different from Mailout/Mailback
areas where geocoding was based on a combination of procedures, including an automated
geocoding process.  That combination could contribute to the higher geocoding error estimate in
that enumeration area. 

However, a lower geocoding error estimate in Update/Leave and List/Enumerate areas could also
come about because those areas have a higher occurrence of non-city-style addresses.  We were 
limited in our ability to match rural addresses, and were therefore unable to find as many cases of
geocoding error in more rural areas as we are in Mailout/Mailback areas.  A greater population of
large multi-unit structures in Mailout/Mailback areas could also contribute to a higher geocoding
error estimate in those areas (see Section 4.3).

Although the geocoding error estimate for Urban Update/Leave areas is high (11.6 percent), there
is a high standard error associated with the estimate (7.9 percent).  Therefore, the estimate for
Urban Update/Leave areas is not statistically different from any other TEA. 
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4.3 Did the geocoding error estimate vary by size of structure?

When looking at geocoding error by single versus multi-unit structures, we are unable to compute
structure-level statistics.  No variable currently exists on the MAF to identify which housing units
belong to a structure.  Therefore, the estimates presented below are housing unit level estimates. 
To improve the MAF in the future, we recommend that information be added to the MAF to link
units to structures.

The rate of geocoding error is higher for housing units in multi-unit structures than single units. 
Table 2 presents the estimated percentage of housing units geocoded erroneously and their
standard errors for HUs in different size BSAs.

Table 2.  Census geocoding error by size of BSA

BSA size % G eocoding error*

All HUs 4.80 (0.27)

single unit 3.37 (0.14)

two units 3.17 (0.34)

small multi (3-9) 4.93 (0.69)

large multi (10+) 11.33 (1.37)

*  Percentages are weighted; standard errors in parentheses             

HUs in both small and large multi-unit structures have a significantly higher geocoding error
estimate than single units or housing units in two-unit structures.  Additionally, HUs in structures
with 10 or more units have a significantly higher geocoding error estimate than HUs in structures
with three to nine units. 

We would expect geocoding error to be higher for units in multi-unit structures because
geocoding error is a structure-based problem.  Geocoding the structure to the wrong block causes 
every unit in that structure to be geocoded to the wrong block.  The larger the structure is, the
larger the number of geocoding error cases will be if the structure is geocoded to the incorrect
block.  

4.4 Did the geocoding error estimate vary by census region or Regional Office?

Geocoding error of census addresses is less frequent in certain regions of the country.  Table 3
presents the estimated percentage of housing units geocoded erroneously and their standard errors
for the different census regions.
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Table 3.  Census geocoding error by census region

Census Region % G eocoding error*

All Regions 4.80 (0.27)

Northeast 4.42 (0.58)

Midwest 3.79 (0.35)

South 5.66 (0.55)

West 4.71 (0.55)

*  Percentages are weighted; standard errors in parentheses                 

The Midwestern area of the country has a significantly lower geocoding error estimate than the
South.  There are no other significant differences.  

Geocoding error estimates also differ for some of the Regional Offices (ROs).  The Boston and
Kansas City ROs both had a significantly lower geocoding error estimate than the national
estimate of 4.8 percent.  The geocoding error estimates for all 12 ROs are presented below in
Table 4.

Table 4.  Census geocoding error by RO

Regional Office % G eocoding error*

All ROs 4.80 (0.27)

Boston 3.14 (0.47)

New York 5.13 (1.82)

Philadelphia 5.40 (0.62)

Detroit 4.03 (0.78)

Chicago 4.57 (0.61)

Kansas City 3.12 (0.50)

Seattle 4.82 (0.62)

Charlotte 5.75 (1.08)

Atlanta 7.03 (1.43)

Dallas 4.71 (1.05)

Denver 3.34 (0.64)

Los Angeles 5.37 (1.41)

  *  Percentages are weighted; standard errors in parentheses



3 Counts and percentages presented in section 4.5 are unweighted.  For weighted estimates and associated

errors, see Appendix A.
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The Atlanta, Charlotte, and Philadelphia ROs had significantly higher geocoding error estimates
than the Boston and Kansas City ROs.  Atlanta was also significantly higher than Denver.  There
are no other significant differences among the Regional Offices.

One might think that the differences between census regions and Regional Offices are driven by
the differences we saw in geocoding errors between different structure sizes or TEAs.  We
attempted to analyze this, but found no definitive results.

4.5 Why are there addresses in the census, geocoded to an A.C.E. sample block, 

but coded as "missing" by the A.C.E.?3

About 8,900 of the units coded as "missing" by the A.C.E. were matched to units on the MAF
during this evaluation.  About 4,800 of them were matched to addresses that were included in
Census 2000.  Of those census matches, about 3,100 were geocoded in error in the census to a
collection block that was different than the block provided by the A.C.E.  The other 1,700 units
were matched to census addresses that were geocoded to the same block as the A.C.E. "missing"
addresses.  There are two primary reasons that these census units were not included in the census
address list used for the A.C.E. address matching. 

The first reason is that some of these units were identified as potential duplicates during the
Census 2000 Housing Unit Unduplication operations.  Because the Census Bureau was unable to
resolve the duplicate status of these units prior to the A.C.E. FHU matching, they were all
excluded from the address list used for A.C.E. matching.  Once the Census Bureau decided which
units were not truly duplicates, they were reinstated.  In this evaluation, we were able to use the
final duplicate status of those units in our analysis.  We found that about 78 percent of the units
we were able to match to A.C.E. "missing" addresses in the same collection block were these
reinstated duplicates.

The remaining 22 percent of the in-census matches to A.C.E. "missing" units in the same block
were not reinstated duplicates.  A reason that these units were excluded from the address list used
for the A.C.E. address matching is that they were not geocoded to an A.C.E. sample block at the
time of the FHU matching, but were moved into an A.C.E. sample block in time for our
evaluation work.  Examples of this include units that were moved to a different block following
the Geographic Misallocation operation.  



4
 This count is unweighted; for weighted estimates and associated errors, see Appendix A.
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4.6 How many addresses, coded as "missing" from the census during the 

A.C.E., did we have on the MAF but exclude from the census?

Of the approximately 8,900 "missing" addresses from the A.C.E. that we matched to the MAF in
this evaluation, about 4,000 were not included in Census 2000.4  That is, these units were listed
and confirmed as good, residential addresses during the A.C.E., but the Census Bureau’s rules for
creating the DMAF and the HCUF excluded them from the census.  These units represent a
weighted estimate of 1.3 million units coded as erroneously excluded from the census as
measured by the A.C.E. and this evaluation.  We examine the census exclusion processes in Table
5.

Table 5.  Non-census matches by exclusion process

Delete Process

Block Matches
#

Tract Matches
#

Total

Percent* Percent* Percent*

Never delivered to DMAF (MAF only) 26.41 (1.87) 44.54 (5.32) 28.26 (1.79) 

Killed 49.96 (1.89) 43.99 (4.81) 49.35 (1.78)

Deleted as a result of HU status assignment 0.09 (0.05) 0.08 (0.08) 0.08 (0.05)

Deleted as a result of unclassified estimation 0.63 (0.15) 1.41 (0.78) 0.71 (0.16)

Confirmed Delete in the unduplication process 22.93 (1.23) 9.98 (1.90) 21.61 (1.11)

Total non-census matches 100.02
+

100.00 100.01
+

     * Percentages are weighted; standard errors in parentheses
      +

 Percentages may not sum to 100 due to rounding.
       #

 Block matches=Geocoded correctly; Tract matches=Geocoding error

As can be seen from the table, there is a significantly higher percentage of tract matches that were
never delivered to the DMAF (45 percent) than block matches that were never delivered to the
DMAF (26 percent). As noted, tract matches imply geocoding error.  The fact that a higher
percentage of tract matches were never delivered to the DMAF implies that it is important to
geocode a unit correctly from the start.  Having the correct geocode is not only important for
counting a census housing unit in the correct block, but it also impacts the likelihood that an
address would be in the census enumeration process at all.  If a unit was geocoded incorrectly in
the MAF from the start of any Census 2000 operations, census field operations had to go out and
correct the geography on that unit.  This means that if an enumerator deleted a unit from one
block, the unit had to be added in another block.  If there was enumerator error and it was not
added in another block, then its chances of being sent to the DMAF decreased.  
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We also see from Table 5 that units removed from the census because they were considered to be
duplicates made up a larger percentage of the non-geocoding-error universe (23 percent) than of
the geocoding-error universe (10 percent).  This difference can be attributed to the fact that the
Census Bureau is less likely to conclude that addresses are duplicates when they are in different
blocks.

Table 5 also shows that units excluded by the Kill Process make up a little less than half of the
universe of the non-census matches.  That is, of the units on the MAF that were erroneously
excluded from the census, half of them – about 653,000 units – were excluded from the census as
a result of the Kill Process.  However, as seen in Table 6, of all the units on the DMAF that were
deleted as a result of the Kill Process, only eight percent of them were killed erroneously.

Table 6.  Error rates of the census exclusion processes

Delete Process
Number of 

 matches*

Total # HUs

 deleted by process

% H Us deleted 

in error*

Never delivered to DMAF (MAF only) 373,757 25,452,489 1.47 (0.12)

Killed 652,779 8,312,547 7.85 (0.41)

Deleted as a result of HU status assignment 1,116 22,352 4.99 (3.20)

Deleted as a result of unclassified estimation 9,348 46,196 20.24 (4.51)

Confirmed Delete in the unduplication process 285,793 1,371,111 20.84 (1.03)

Total non-census matches 1,322,793 35,204,695 3.76 (0.14)

     * Counts and percentages are weighted; standard errors in parentheses

Both the unduplication process and unclassified estimation had about 20 percent error in what
they deleted, which is a significantly higher error rate than the other processes.  This suggests that
these processes need to be refined so that valid units are not deleted in error.  This is particularly
true for the unduplication process which involved over one million housing units.  Despite the
limit to this estimate (see section 3.3), the number of cases potentially deleted in error in the
unduplication process is high.  The unduplication process was introduced very late in Census
2000 without sufficient planning.  Work has already begun on building an unduplication process
into the 2010 census. 

4.6.1 Units never delivered to the DMAF

As shown previously in Table 5, units that were never delivered to the DMAF account for about
28 percent of all the units we found to be erroneously excluded from the census.  There are a
number of reasons units on the MAF would have never made it to the DMAF as a result of the
Census Bureau’s rules for developing the Census 2000 address frame.  Those rules include our
decision to exclude DSF and 1990 ACF addresses from census processing in outside-the-blueline
TEAs, as well as the DMAF deliverability criteria discussed in section 1.4.



5
The percentages presented in this paragraph are weighted.  For the weighted counts and standard errors associated

with the percentages discussed in this section, see Appendix B.
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In Tables 7 and 8, we look at the original source of addresses that were never delivered to the
DMAF and attempt to explain why these units were removed from the census process.  Because
there are different rules for the development of the Census 2000 address frame for different TEAs,
we look at the inside-the-blueline TEAs separately from the outside-the-blueline TEAs.

Table 7.   Inside-the-blueline MAF-only matches by original source

Original Source Count* Percent*

1990 ACF 63,139 33.92 (4.75)

DSFs 118,182 63.50 (4.81)

Dress Rehearsal 394 0.21 (0.21)

Be Counted/

Telephone Questionnaire Assistance 584 0.31 (0.23)

Non-ID adds/Unknown 3,822 2.05 (0.87)

Total 186,122 99.99
+

* Counts and percentages are weighted; standard errors in parentheses
                +

 Percentages may not sum to 100 due to rounding                                          

Table 7 shows that about 64 percent of the inside-the-blueline MAF-only matches had a DSF as
the original source of the address, and about 34 percent had the 1990 ACF as the original source.

Of the 63,139 units that came from the 1990 ACF, about 17 percent were identified as duplicates
during the Block Canvassing operation, and were therefore excluded from the DMAF.  About 60
percent had other negative actions from the Block Canvassing operation, including deletes,
nonresidential units and uninhabitable units.  Those units were not deliverable to the DMAF when
they also were not indicated as residential on the September 1998 DSF.  About 24 percent of the
1990 ACF units were not included in the Block Canvassing universe, which suggests they were
not geocoded to a census collection block at the time of the operation.  Those addresses were also
kept off the DMAF.5

Of the 118,182 units with a DSF as the original source, about 63 percent were not indicated as
residential on the November 1997 DSF or September 1998 DSF, and about 27 percent were
indicated as residential on the November 1997 DSF, but as non-residential on the September 1998
file.  The remaining units were either coded as duplicates during the Block Canvassing operation,
or were not geocoded to a block in time to be included in the Block Canvassing universe.4



6 The counts and  percentages presented in section 4.6.2 are weighted.  For the weighted counts and standard errors

associated with the percentages discussed in this section, see Appendix C.
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Table 8.  Outside-the-blueline MAF-only matches by original source

Original Source Count* Percent*

1990 ACF 52,445 27.95 (4.79)

DSFs 125,361 66.81 (4.73)

Questionnaire Delivery 652 0.35 (0.35)

Address Listing 7,553 4.03 (1.08)

LUCA 99 Recanvass 232 0.12 (0.12)

Non-ID adds/Unknown 1,392 0.74 (0.40)

Total 187,635 100.00

         * Counts and percentages are weighted; standard errors in parentheses

Table 8 shows that almost 95 percent of MAF-only records in outside-the-blueline TEAs came
from the 1990 ACF and the DSFs.  By design, the Census Bureau did not use addresses from
those two sources in those TEAs.  These units may be represented in the census by other forms of
their address, however.  During the creation of the address list in these areas, a different form of
the address may have been provided, but the Census Bureau was unable to match it to the form of
the address that came from the 1990 ACF or the DSF during census processing.  However, we
were able to match it to the A.C.E. address during this evaluation work.  These addresses either
represent units not captured in our outside-the-blueline operations or they reflect an inability of
the A.C.E. to match other forms of addresses that were included in the census.

The remaining five percent of addresses were addresses intended for use in outside-the-blueline
TEAs.  Those addresses were deleted during the LUCA 99 Recanvass, did not have a map spot in
the Topologically Integrated Geographic Encoding and Referencing System (TIGER) or did not
have sufficient address information or location descriptions to be delivered to the DMAF.

4.6.2 Units that were removed by the Kill Process6

Of the non-census matches that were delivered to the DMAF, most of them (about 69 percent)
were removed from the census by the Kill Process (see Appendix D).  As discussed in Section 1.5,
the Kill Process identified MAFIDs that most likely did not uniquely identify housing units as of
census day.   A total of about 8.3 million HUs were deleted by the process.  In this evaluation, we
estimate that 652,779 of those units were deleted in error.  Table 9 below presents the
characteristics of those units.



7 Adds from the July 7, 2000 update of the DMAF which were UHE addresses that were generated from Special

Place/Group Quarters which were not allowed to provide a UHE address.
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Table 9.  Erroneously killed addresses by reason they were killed

Kill reason
Matches 

to kills*
Percent*

Double Delete, no mail return 43,728 6.70 (1.17)

Old DSF Address,  no mail return 66,179 10.14 (1.05)

NRFU delete, not in CIFU, not a CIFU add,  no mail return 320,773 49.14 (2.42)

Update/Enumerate delete, no mail return 2,072 0.32 (0.10)

NRFU delete, CIFU delete, no mail return 127,220 19.49 (1.65)

Not in NRFU, CIFU delete, no mail return 49,187 7.54 (1.39)

Fld. Ver. delete or duplicate,  not a NRFU add,  not a CIFU add 39,365 6.03 (0.74)

Usual Home Elsewhere (UHE) addresses7 4,254 0.65 (0.21)

Totals 652,779 100.02
+

      * Counts and percentages are weighted; standard errors in parentheses
        +

 Percentages may not sum to 100 due to rounding.

As seen above in Table 9, about 49 percent (320,773) of the erroneously killed units met the
following criteria:

C Respondent at the address did not mail in a census form
C Unit was deleted during NRFU
C Unit was not included in the CIFU universe of addresses
C Unit was not added in CIFU 

In Table 10 we look at the breakdown and error rates associated with the kill reasons for the
320,773 units discussed above.   

Table 10.  Error rates for a specific kill reason by other census actions

Census Actions # matches % matches ALL KILLS
Percent killed

in error*

Undeliverable as Addressed (UAA) 217,762 67.89 (3.38) 2,453,235 8.88 (0.70)

Update/Leave (U/L) delete 25,903 8.08 (1.24) 498,132 5.20 (0.75)

Urban Update/Leave delete 617 0.19 (0.19) 10,683 5.78 (5.78)

Not a UAA or U/L or Urban U/L delete 76,491 23.85 (3.46) 281,757 27.15 (4.91)

ALL types of “NRFU delete, not in

CIFU, not a CIFU add,  no mail return”

320,773 100.01
+

3,243,807 9.89 (0.73)

 * Counts and percentages are weighted; standard errors in parentheses
 +

 Percentages may not sum to 100 due to rounding.
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As can be seen from the table, when we did not receive any information about the unit from the
post office, there was a significantly higher deletion error rate (27 percent) than when the post
office identified the addresses as UAA (nine percent).  The higher deletion error rate in that
category is probably caused by the fact that only one operation deleted the unit.  These cases
represent a universe of NRFU deletes that were initially coded as completed cases from NRFU. 
However, when we completed data capture, we realized that these units should have been deletes. 
This is different than the other situations represented in Table 10 because the three other situations
all provided a second confirmation that the unit should be deleted.  Because of the planned
introduction of mobile computing devices in the 2010 census, we should be able to avoid the
situation where a NRFU questionnaire is allowed to be checked-in as complete when it has no
data.  Therefore, this class of errors from Census 2000 is not likely to be repeated in 2010.

In general, error rates for the kill process were low.  As shown previously in Table 7, we estimate
that approximately eight percent of all the killed units were deleted in error. The kill reason
discussed above – NRFU delete, not in the CIFU universe, not a CIFU add and no mail return –
had a significantly higher error rate than the overall rate (about 10 percent).  Other than that
difference, there were no individual kill reasons with an error rate significantly higher than the
overall estimate of eight percent (see Table C-1 in Appendix C).

5.  RECOMMENDATIONS

We are currently researching the possibility of collecting Global Positioning System (GPS)
coordinates for addresses in the census.  One reason for doing this is to help enumerators find
their assignments.  Another reason would be to ensure geocoding units to the correct block.  If
using GPS coordinates for improving geocoding is a high priority, our emphasis for the use of the
GPS should not be entirely focused around rural areas. Instead, we should consider getting better
geocoding for the areas with the highest geocoding error rates, which are inside-the-blueline areas.

We also recommend research to refine procedures for identifying and deleting units we believe to
be duplicates.  Despite the limit discussed in section 3.3, this evaluation found that the
unduplication process may have deleted many units which should have been included in the
census.  However, the unduplication process was introduced very late in Census 2000 without
sufficient planning.  Work has already begun on building an unduplication process into the 2010
census.  

This evaluation estimated that the unclassified estimation process may have had a high error rate
and should be reexamined in the future as well.  Research has already begun to minimize the
number of units that require unclassified estimation and to improve the imputation methodology
for when it is needed in the 2010 census. 
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Research could also be done to look at how successful individual operations were at providing or
confirming a correct geocode for the units included in the operation.  Most Census 2000
operations either provided a block code for a unit, or confirmed that a block was correct.  We
could use the results from this evaluation and block flag information from the MAF to determine
if certain operations contributed more to geocoding error than others.  However, this research
might be limited by the fact that not all census operations concentrated on the placement of a unit
in the correct block. 
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Appendix A:  Matches from this evaluation by census status and geocoding status

Table A-1.  Matches by census status

Census Status Count* Percent*

In Census 1,583,543 54.49 (1.33)

Not in Census 1,322,793 45.51 (1.33)

       On the DM AF, not in

census

949,036 32.65 (1.14)

       On the MAF only 373,757 12.86 (0.95)

Total matches 2,906,335 100.00

    * Counts and percentages are weighted; standard errors in parentheses

Table A-2.  In-census matches by geocoding error status

Geocoding error status Count* Percent*

Block match - no geocoding error 631,540 39.88 (1.82)

Tract  match - geocoding error 952,003 60.12 (1.82)

All in-census matches 1,583,543 100.00

    * Counts and percentages are weighted; standard errors in parentheses

Table A-3.  In-census block matches by duplicate status

Duplicate status Count* Percent*

Reinstated duplicate 505,683 80.07 (2.45)

Not a reinstated duplicate 125,857 19.93 (2.45)

All  in-census matches 631,540 100.00

    * Counts and percentages are weighted; standard errors in parentheses



33

Appendix B: Inside-the-blueline MAF-only matches by DMAF exclusion reason

Table B-1.  Inside-the-blueline MAF-only matches with a 1990 ACF original source

DM AF exclusion reason Count* Percent*

Block Canvassing duplicate 10,534 16.68 (7.31)

Negative action from Block Canvassing

and not residential on Sept. 98 DSF

37,734 59.76 (8.39)

Not in Block Canvassing universe; not

geocoded at the time of initial DMAF

14,871 23.55 (7.19)

Total 63,139 99.99
+

* Counts and percentages are weighted; standard errors in parentheses
+
 Percentages may not sum to 100 due to rounding.

Table B-2.  Inside-the-blueline MAF-only matches with a DSF original source

DM AF exclusion reason Count* Percent*

Not residential on Nov. 97 or Sept. 98 DSF 73,909 62.54 (5.89)

Residential on Nov. 97 and non-residential

on Sept. 98 DSF

31,465 26.62 (4.60)

Block Canvassing duplicate 1,475 1.25 (0.76)

Not in Block Canvassing universe; not

geocoded at the time of initial DMAF

11,334 9.59 (2.74)

Total 118,183 100.00

             * Counts and percentages are weighted; standard errors in parentheses



8 Adds from the July 7, 2000 update of the DMAF which were UHE addresses that were generated from

Special Place/Group Quarters which were not allowed to provide a UH E address.
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Appendix C: Units killed in the Kill Process

Table C-1.  Killed addresses by reason they were killed

Kill reason
# matches

 to kills*

% matches

to kills*

ALL

KILLS

Percent

killed in

error*

Double Delete, no mail return 43,728 6.70 (1.17) 1,630,860 2.68 (0.51)

Old DSF Address,  no mail return 66,179 10.14 (1.05) 756,225 8.75 (0.88)

NRFU delete, not in CIFU, not a CIFU add,  no mail

return

320,773 49.14 (2.42) 3,243,807 9.89 (0.73)

Update/Enumerate delete, no mail return 2,072 0.32 (0.10) 46,617 4.45 (1.33)

NRFU delete, CIFU delete, no mail return 127,220 19.49 (1.65) 1,430,073 8.90 (0.84)

Not in NRFU, CIFU delete, no mail return 49,187 7.54 (1.39) 528,894 9.30 (1.86)

Field Verification delete or duplicate,  not a NRFU

add,  not a CIFU add

39,365 6.03 (0.74) 427,173 9.22 (1.10)

UHE addresses8 4,254 0.65 (0.21) 248,898 1.71 (0.54)

Totals 652,779 100.02
+

8,312,547 7.85 (0.41)

* Counts and percentages are weighted; standard errors in parentheses
+
 Percentages may not sum to 100 due to rounding.
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Appendix D: Non-census matches delivered to the DMAF by exclusion process

Table D-1.  Non-census matches delivered to the DMAF by exclusion process

Exclusion  Process Count* Percent*

Killed 652,779 68.78 (1.51)

Deleted as a result of HU status assignment 1,116 0.12 (0.08)

Deleted as a result of unclassified estimation 9,348 0.99 (0.22)

Confirmed Delete in the unduplication process 285,794 30.11 (1.50)

Total 949,036 100.00

           * Counts and percentages are weighted; standard errors in parentheses
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EXECUTIVE SUMMARY

This evaluation measures the percent of the country affected by collection blocks split for
tabulation purposes, and the accuracy of that block splitting.  The country refers to all areas of the
United States except Puerto Rico, the Island Areas, Remote Alaska, and collection blocks
without housing units or group quarters.  This evaluation does not measure geocoding error.

Collection blocks are geographic areas that are usually defined by visible features, and used by
the Census Bureau to conduct field operations.  For Census 2000, the Census Bureau classified
each collection block in the country into one of the following nine types of enumeration areas:   

< Mailout/mailback
< Update/leave
< List/enumerate
< Remote Alaska
< Rural update/enumerate
< Military
< Urban update/leave
< Urban update/enumerate
< Update/leave originally assigned to mailout/mailback

Often, collection blocks cross governmental unit boundaries such as city and town or other
required data tabulation boundaries.  At the end of Census 2000, the Census Bureau redefined the
census collection blocks by recognizing the boundaries of governmental units and other
geographic entities required for tabulation of census data.  One of the steps needed to achieve this
involved the Geography Division using an automated system to split collection blocks in certain
situations.  This block splitting process was based on address ranges and map spot information in
the Topologically Integrated Geographic Encoding and Referencing database.  The address
ranges and map spot information were the cumulative results of various geographic programs and
field operations for Census 2000.   

For Census 2000, out of more than five million blocks, the Census Bureau split 915,794 blocks
for tabulation purposes.  A total of 282,457 of these blocks formed the sampling universe we
used to evaluate the block splitting process.  The 633,337 split blocks excluded from our
sampling universe were either located in remote Alaska, located in Puerto Rico, were split by the
boundaries of special purpose governmental or administrative entities such as school districts,
were split by the boundaries of statistical entities, or contained no housing units or group
quarters.  Remote Alaska and Puerto Rico were excluded from the evaluation to minimize cost. 
Boundaries of special purpose governmental, administrative, and statistical boundaries were
excluded because this evaluation relied on the knowledge of residents of the block and we did
not believe they would know where these types of boundaries existed in their blocks.  Split
blocks that contained no housing units or group quarters were excluded because the purpose of
the evaluation was to measure the error associated with placing housing units and group quarters
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in the wrong tabulation block.  The estimated number of blocks that fell into each of these
categories was not available, but the sum total was 633,337 blocks. From the sampling universe,
we selected a sample of 1,000 blocks for field verification.  Field representatives determined
whether the housing units in these collection blocks were allocated to the correct side of a
tabulation boundary, allocated to the wrong side of a tabulation boundary, or unresolved.
  
Our key findings follow.

How much of the country was affected by block splitting for tabulation purposes?

About five and one half percent of the 5.1 million collection blocks in the country were split for
tabulation purposes.  A little more than ten percent of the 115.5 million housing units and about
nine percent of the 186,000 group quarters in the country were located in these split collection
blocks.   

What percent of the country was allocated to the wrong side of a tabulation

boundary?

About 26 percent of the 283,000 split collection blocks contained at least one housing unit
allocated to the wrong side of a tabulation boundary.  These collection blocks represent about
two percent of the collection blocks in the country.  

The percent in error was lower for housing units and group quarters.  Less than four percent of
the 12 million housing units affected by block splitting were allocated to the wrong side of a
tabulation boundary.  These errors represent less than half of one percent of the housing units in
the country.  For the group quarters in our sample, none were allocated to the wrong side of a
tabulation boundary.  Although our estimate of the number of group quarters allocated to the
wrong side of a tabulation boundary was zero, we cannot conclude that there were no group
quarters in error throughout the country.  The preliminary August 2002 results from one of our
administrative programs, in which the Census Bureau receives input from local governmental
entities, showed that 1,867 group quarters in the country were in fact allocated to the wrong side
of a tabulation boundary.  This is less than one percent of the group quarters in the country.

Did the percent in error vary by Type of Enumeration Area grouping?

For this evaluation, we categorized collection blocks in the mailout/mailback, military, urban
update/leave, and urban update/enumerate enumeration areas as “inside the blue line.”  The term
“inside the blue line” refers to areas where almost all mail delivery was to city-style addresses. 
City-style addresses contain a house number and street name.  Except for Remote Alaska, all
other types of enumeration areas were categorized as “outside the blue line.”  This term refers to
areas where mail delivery was to noncity-style addresses.  Examples of noncity-style addresses
include rural route, highway contract route, P.O. Box, and location descriptions.  A mixture of
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city-style and noncity-style addresses occur in some types of enumeration areas, especially those
“outside the blue line.”

For the housing units affected by block splitting, the percent in error for enumeration areas
“inside the blue line” was comparable to the percent in error for enumeration areas “outside the
blue line” – about four percent of 8.1 million housing units compared to close to three percent of
3.8 million housing units, respectively.  For the housing units in the country, the percent in error
for enumeration areas “inside the blue line” was also comparable to the percent in error for
enumeration areas “outside the blue line” – 0.35 percent of 92.5 million housing units compared
to 0.45 percent of 23 million housing units, respectively.    

Did the percent in error vary by address type?

For those affected by block splitting, fewer than four percent of the 11.1 million housing units
with city-style addresses and fewer than three and one half percent of the 773,000 housing units
with noncity-style addresses were allocated to the wrong side of a tabulation boundary.  The
percent in error for both address types in the country was the same – 0.37 percent.  There were
about 109 million housing units with city-style addresses and seven million housing units with
noncity-style addresses in the country.

Did the percent in error vary by block split/misallocation status?

The Census Bureau conducted the Census 2000 block split/misallocation operation to ensure that
housing units, special places, crews of vessels, and group quarters in collection blocks split by
tabulation boundaries were assigned to the appropriate collection block and in the correct
geographic entity (for tabulation purposes).  Because there were limited resources for research,
the Geography Division created a series of flags to identify the different scenarios for research,
and then prioritized the cases for field review.  High priority cases were defined as follows: cases
with map spots within 300 feet of an invisible boundary, cases with missing map spots in the
Topologically Integrated Geographic Encoding and Referencing database, cases with missing
map spots in both the Master Address File and the Topologically Integrated Geographic
Encoding and Referencing database, cases with conflicting geographic codes in the Master
Address File, and cases with conflicting geographic codes between the Master Address File and
the Topologically Integrated Geographic Encoding and Referencing database.

The Field Division conducted the block split/misallocation operation by either using detailed
map and address reference sources, making telephone calls to knowledgeable respondents, or
conducting field visits to determine the location of the housing units and group quarters in
relation to a boundary.  Most of the work was conducted by field visits.  If a field visit was
conducted, the address was coded as “worked.”  If an address was flagged to be visited but was
not visited due to limited resources, the address was coded as “flagged to be worked but not
worked.”  All other addresses were coded as “not flagged to be worked and not worked.”    
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The percent in error varied by block split/misallocation status.  Nearly ten percent of the 1.1
million housing units that were “worked” in the block split/misallocation operation were
allocated to the wrong side of a tabulation boundary.  This compared to around two percent of the
four million housing units that were “flagged to be worked but not worked,” and less than half of
one percent of the 110.5 million housing units that were “not flagged and not worked.”

What can we conclude?

A little more than ten percent of the housing units in the country were in blocks split for
tabulation purposes.  Less than one half of one percent of the housing units in the country were
allocated to the wrong side of a tabulation boundary.  Less than four percent of housing units in
split blocks were allocated in error.  The percent in error for housing units by type of
enumeration area grouping was comparable.  The percent in error by address type was
comparable as well.

Unlike type of enumeration area grouping and address type, the percent in error by block
split/misallocation status varied.  Because the percent in error was very small for units “not
flagged and not worked,” it appears that the Census Bureau did a good job of flagging potential
problems.  However, the percent in error remained relatively high for cases that were “worked”
in the block split/misallocation operation.  More research is needed to fully understand why the
percent in error for addresses “worked” was so high.  We suspect that limited resources
contributed to these errors.  Ample time and sufficient staff to plan, implement, and execute the
block split/misallocation operation, as well as adequate tools like the Global Positioning System
to determine the exact location of housing units and group quarters may have decreased the
percent in error to the level of the other two groups.  Even so, we suggest more upfront
design/planning for the 2010 Census to enhance the success of this operation. 
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1.  BACKGROUND 

Collection blocks, hereafter referred to as blocks, are geographic areas that are usually defined by
visible features, and used by the Census Bureau to conduct field operations.  Often blocks cross
governmental unit boundaries (such as city and town) or other boundaries required for tabulation
of census data.  At the end of Census 2000, the Census Bureau redefined the census blocks by
recognizing the boundaries of governmental units and other geographic entities required for
tabulation of census data.  One of the steps needed to achieve this involved the Census Bureau
conducting block split operations to provide for tabulation of data where the boundaries of
governmental units and geographic areas delineated for statistical purposes do not conform to
block boundaries.  The resulting blocks are tabulation blocks.  This evaluation measures the
percent of the country affected by blocks split for tabulation purposes, and the accuracy of the
processes used to allocate housing units (HUs) and group quarters (GQs) in these split blocks to
the correct side of a tabulation boundary.

1.1 1990 Census

For the 1990 Census, the Census Bureau required a clerical block split operation to ensure the
correct geocoding of any map spot located within 200 feet of a tabulation boundary that split a
block.  Some work was completed for an evaluation, but the analysis was not conducted due to
limited resources. 

1.2 Relationship between blocks and Type of Enumeration Areas (TEAs)

For Census 2000, the Census Bureau classified each block in the country into one of the
following nine enumeration areas:   

TEA 1: Mailout/mailback
TEA 2: Update/leave
TEA 3: List/enumerate
TEA 4: Remote Alaska
TEA 5: Rural update/enumerate
TEA 6: Military
TEA 7: Urban update/leave
TEA 8: Urban update/enumerate
TEA 9: Update/leave originally assigned to mailout/mailback

For this evaluation, we categorized the enumeration areas into two groups - “inside the blue line”
and “outside the blue line.”  These two groups represent the two general approaches for how the
Census Bureau built the address list.  Blocks in TEAs 1, 6, 7, and 8 are “inside the blue line.” 
Blocks in TEAs 2, 3, 5, and 9 are “outside the blue line.”  Blocks in TEA 4 are excluded from
this evaluation.  The “inside the blue line” and “outside the blue line” terms are explained in the
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next section.

1.3 Process for splitting blocks

The process for splitting blocks was performed by the Geography Division (GEO) with
assistance from the geographic staff in the Regional Census Centers (RCC) and the National
Processing Center (NPC).  The criteria for splitting blocks took into account whether the block
was “inside the blue line” or “outside the blue line.”  The term “inside the blue line” refers to
blocks with HU mailing addresses that are mostly city-style, where the Census Bureau conducted
most of the enumeration by mailing questionnaires.  In these areas, the Census Bureau used the
address list created from the 1990 Address Control File (ACF) and the Delivery Sequence Files
(DSFs) from the United States Postal Service (USPS).  The Census Bureau also received updates
from local and tribal governments, and conducted a 100 percent block canvassing to attempt to
validate the completeness of the addresses and the block assignment of the HUs.  Blocks in
TEAs 1, 6, 7, and 8 are “inside the blue line.”   

Conversely, blocks that have more addresses that are noncity-style where the Census Bureau
conducted the census by hand-delivering questionnaires or by enumerating the census in person
are referred to as “outside the blue line.”  For most of these areas, the Census Bureau believed
that problems were likely with developing an accurate mailing list and delivering the
questionnaires to the intended HU through the mail.  In these areas, the Census Bureau used
address listing and mapspotting to create the initial address list and to determine the block
assignment of each HU, and the update/leave operation to update and improve the addresses and
their  block assignments.  In the remaining areas, the Census Bureau developed the address list at
the time of enumeration.  Blocks in TEAs 2, 3, 5, and 9 are “outside the blue line.”   
  
For the purpose of this evaluation, an address was defined as city-style if a house number, street
name, and ZIP Code were present.  In addition, for units “inside the blue line,” an address was
also defined as city-style if the building name and ZIP Code were present.  All other addresses
that did not fit these definitions were defined as noncity-style.  Examples of  addresses that were
noncity-style include rural route (RR), highway contract route (HCR), P.O. Box, and location
descriptions.    

1.3.1 Blocks “inside the blue line”

For blocks “inside the blue line,” the GEO performed an automated block split operation using
the address range data in the Topologically Integrated Geographic Encoding and Referencing
(TIGER) database.  These address ranges are the cumulative results of the initial address
information used for Census 2000 operations, the block canvassing operation, the Local Update



     1The Boundary and Annexation Survey (BAS) is a Census Bureau survey of counties/county
equivalents, minor civil divisions (MCDs), incorporated places, and federally recognized
American Indian reservations (AIRs).  Its purpose is to determine the complete inventory and the
correct names, legal descriptions, official status, and official boundaries of the Nation’s legal
entities as of January 1 of the year of the survey.  
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of Census Addresses (LUCA) field verification, the Boundary and Annexation Survey (BAS)1,
the block split/misallocation operation, and other programs for Census 2000.   

1.3.2 Blocks “outside the blue line”   

To determine the addresses on either side of a tabulation block boundary for blocks “outside the
blue line,” the computer relied on the following:

< The placement of map spots recorded in the TIGER database as noted by the listers
during the address listing, LUCA 1999 relisting, update/leave, update/enumerate,
list/enumerate, and block split/misallocation operations;

< The responses to the BAS, and the insertion of those boundaries accurately into the
TIGER database; and

< The address ranges in the TIGER database for areas “outside the blue line” that have city-
style addresses.

1.3.3 The block split/misallocation operation 

Because we specifically used the results from the block split/misallocation operation to evaluate
the process for splitting blocks, a detailed description of the block split/misallocation operation
follows.

The Census Bureau conducted the Census 2000 block split/misallocation operation to ensure that
HUs, special places, crews of vessels, and GQs in blocks split by tabulation boundaries were
assigned to the appropriate block and in the correct geographic entity (for tabulation purposes).  
Because there were limited resources for research, the GEO created a series of flags to identify
the different scenarios for research, and then prioritized the cases for field review.  High priority
cases were defined as follows: cases with map spots within 300 feet of an invisible boundary,
cases with missing map spots in the TIGER database, cases with missing map spots in both the
MAF and the TIGER database, cases with conflicting geographic codes in the MAF, and cases
with conflicting geographic codes between the MAF and the TIGER database.



     2The legal boundaries that the Census Bureau recognizes for Census 2000 are those in effect
on January 1, 2000.  
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The Field Division (FLD) conducted the block split/misallocation operation by either using
detailed map and reference sources, making telephone calls to knowledgeable respondents, or
conducting field visits to determine the location of the HUs and GQs in relation to a boundary.  
Most of the work was conducted by field visits.  If a field visit was conducted, the address was
coded as “worked.”  If an address was flagged to be visited but was not visited due to limited
resources, the address was coded as “flagged to be worked but not worked.”  All other addresses
were coded as “not flagged to be worked and not worked.”    

2.  METHODS

2.1 Sample design

For Census 2000, out of more than five million blocks, the Census Bureau split 915,794 blocks
for tabulation purposes.  From these blocks that had at least one tabulation boundary that split the
block, we selected a sample of 1,000 blocks for field verification.  The purpose of the field
verification was to determine if the HUs and GQs in these blocks were allocated to the correct
side of a tabulation boundary defined as of January 1, 20002.   

2.1.1 Blocks included in the sampling universe

The universe from which we selected the sample consisted of 282,457 blocks throughout the
country that met all the following conditions:   

< Located in TEA 1, 2, 3, 5, 6, 7, 8, or 9;
< Located in all areas of the United States (U.S.) except Puerto Rico or the Island Areas;
< Had at least one HU or GQ included in Census 2000; and
< Split by one or more governmental unit boundaries for tabulation purposes.  For this

evaluation, governmental unit boundaries included incorporated places, federally
recognized American Indian reservations (AIRs), federally recognized off-reservation
trust lands, and minor civil divisions (MCDs).  Only MCDs in the Northeast and Midwest
Census regions were included (See Appendix A).  

The remaining 633,337 split blocks did not meet the conditions above.  Refer to Section 3.1 for
additional information about these blocks.
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2.1.2 Stratification variables used

We stratified the blocks in the sampling universe by the following variables in the order they are
listed.   

< TEA grouping  – “Inside the blue line” and “outside the blue line”  

A block was categorized as “inside the blue line” if the block was in either TEA 1, 6, 7,
or 8.   If the block was in TEA 2, 3, 5, or 9, the block was categorized as “outside the blue
line.”

< Address type  –  City-style and noncity-style   

A block was defined as city-style if the majority of the addresses contained a house
number, street name, and ZIP Code.  If the majority of addresses in a block used RR,
HCR, P.O. Box, or location descriptions, the block was defined as noncity-style. 

< Block split/misallocation status  – “Worked,” “flagged to be worked but not worked,” and
“not flagged and not worked”   

A block was defined as “worked” if a field visit was conducted for at least one address in
the block during the block split/misallocation operation.  A block was defined as “flagged
to be worked but not worked” if no addresses in the block were visited but at least one
address in the block was flagged to be visited.  All remaining blocks were defined as “not
flagged and not worked.”

2.2 Field procedures

For this evaluation, the FLD sent maps and listings of all addresses in the sampled split blocks to
the Regional Offices (ROs).  The ROs conducted the field verification from May 17, 2001 to
June 29, 2001.  Field verification was conducted by either observation, use of a knowledgeable
source, or both.  For each HU and GQ on the address listing page, the field representatives (FRs)
entered one of the following valid action codes:  

< “V” for addresses allocated to the correct side of a tabulation boundary,
< “C” for addresses allocated to the wrong side of a tabulation boundary, or
< “N” for addresses that the FR could not locate or resolve.

The “V” and “C” action codes are self-explanatory, but the “N” action code requires more
explanation.  For the “N” action code, the following scenarios could have occurred.

Scenario 1. The FR could not find the address because it never existed or no longer existed.
Scenario 2. When the FR went to the block, the FR could not find the unit because it existed



     3The estimated number or percent of blocks that fell into each category is not available.

6

in a different block (geocoding error).
Scenario 3. After exhausting all resources, the FR still could not determine if the unit was

allocated to the correct side of a tabulation boundary.

For the reasons listed in scenarios 1, 2, and 3, we considered all HUs with an “N” action code
(about three percent of the HUs in the sample) to be out-of-scope, and we removed them from
the analysis.

2.3 Variance estimation and statistical significance testing

2.3.1 Variance and standard error calculations

We used VPLX and the stratified jackknife method to calculate the variances and standard errors
for the estimates.  VPLX is a Fortran program developed by the Census Bureau to calculate
variances for complex sample designs through replication.  The stratified jackknife method
calculates the variances and standard errors of the estimates by taking into account the
stratification in the sample design.  

2.3.2 Statistical significance testing

To determine statistical significance, we constructed 90 percent confidence intervals using the
standard errors of the estimates and the critical value 1.645.  If the confidence intervals contained
zero or did not overlap, the estimates were significantly different at the "=.10 level.  Otherwise,
the estimates were not significantly different.

2.4 Applying quality assurance procedures

We applied quality assurance procedures throughout the creation of this report.  They
encompassed how we determined evaluation methods, created specifications for project
procedures and software, designed and reviewed computer systems, developed clerical and
computer procedures, analyzed data, and prepared this report. 

3.  LIMITS

3.1 Blocks excluded from the sampling universe

Based on the objectives of the evaluation and operational issues such as cost, we excluded
633,337 split blocks from the sampling universe.  These blocks fell into one or more of the
following categories3: 
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< Located in TEA 4 (Remote Alaska)
< Located in Puerto Rico or the Island Areas
< Contained no HUs or GQs
< Split by the boundaries of special-purpose governmental or administrative entities (such

as school and voting districts) or statistical entities for tabulation purposes 

By definition, split blocks that contain no HUs or GQs have no errors.  We do not make
inferences about blocks split by governmental boundaries in Remote Alaska or Puerto Rico. 
Furthermore, we do not attempt to make inferences about the boundaries of special-purpose and
statistical entities that often are not visible on the ground or known by the residents. 

3.2 Redefined boundaries

Actual governmental unit boundaries may have been legally changed between the time the GEO
split the blocks for Census 2000 data tabulation and the time the FRs conducted field
verification.  For this reason, although we asked the FRs to identify boundaries defined as of
January 1, 2000, this may have been difficult to operationalize.  In some cases, results may reflect
boundaries as they existed at the time of field verification.   

3.3 Data by type of tabulation geography

Although this evaluation looks at blocks split for tabulation purposes, we do not present data by
type of tabulation geography (state, county, MCD, incorporated places, and the like).  The
evaluation was not designed to produce estimates by type of tabulation geography.

3.4 Block statistics

This evaluation only measures errors in tabulation statistics for HUs and GQs that are in the
correct block.  The F.15 evaluation (Quality of Geocodes Evaluation) will measure errors related
to allocating HUs and GQs to the wrong block.  These two evaluations together will provide an
assessment of all geographic errors in tabulation statistics.

4.  RESULTS

In general, this evaluation measures the percent of the country that was affected by blocks split
for tabulation purposes, and the accuracy of the processes used to allocate HUs and GQs in these
split blocks to the correct side of a tabulation boundary.  For this evaluation, the “country” refers
to all areas of the U.S. except Puerto Rico, the Island Areas, Remote Alaska, and blocks without
either HUs or GQs.  Additionally, even though the numbers are presented for informational
purposes, we removed all HUs coded “N” (could not locate or resolve) from the analysis for the
reasons stated in Section 2.2.
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Before answering the major questions of the evaluation, an overview of the distribution of split
blocks based on TEA, representativeness of the selected sample, and the results of the field
operation follow.  

4.1 Distribution of split blocks based on TEA

As previously stated, TEA grouping was one of the variables we used to stratify the sampling
universe.  For each TEA, Table 1 gives the number and percent of split blocks in the sampling
universe and blocks in the country.

Table 1.  Distribution of blocks by TEA

TEA  Split blocks in the sampling universe Blocks in the country

Number Percent of total Number Percent of total

1 130,828 46.32 3,076,928 60.41

2 143,960 50.97 1,848,401 36.29

3 1,961 0.69 47,978 0.94

5 3,279 1.16 71,861 1.41

6 34 0.01 378 0.01

7 237 0.08 7,685 0.15

8 307 0.11 4,099 0.08

9 1,851 0.66 36,131 0.71

Total 282,457 100.00 5,093,461 100.00

As shown in Table 1, a little more than 97 percent of the split blocks in the sampling universe
were in TEAs 1 and 2 alone.  This percentage is consistent with the TEA percentages of blocks in
the country - almost 97 percent.  The TEA percentages for HUs and GQs similarly followed these
results (see Appendix B).

4.2 Representativeness of the selected sample based on the estimated

number of split blocks, HUs, and GQs

The sample slightly underestimated the number of split blocks and overestimated the number of
HUs and GQs in the sampling universe.  For this reason, we applied coverage factors to the
blocks, HUs, and GQs to produce estimates that sum to the sampling universe.  Table 2 gives the
sampling universe, the number in the sample, the rate of selection, the sample estimate, and the
coverage factor for the blocks, HUs, and GQs.



     4The sample estimate is calculated by multiplying the number in the sample by the rate of
selection.

     5The coverage factor is calculated by dividing the sampling universe by the sample estimate.
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Table 2.  Coverage factors for the sample estimates

Category  Sampling

universe

In the

sample

Rate of

selection

Sample

estimate4

Coverage

factor5

Blocks 282,457 1,000 282.413 282,413 1.0002

HUs 12,219,396 43,470 282.413 12,276,493 0.9953

GQs 21,785 87 282.413 24,570 0.8867

Except for GQs, the coverage factors were very close to one.  This means that the sample was
more accurate in estimating the number of split blocks and HUs than GQs.  This may be due to
the limited occurrence of GQs in the split blocks, which makes it harder to estimate because the
sample was selected based on such blocks.

Hereafter, all estimates presented and discussed in the tables and text are adjusted by the rate of
selection and the applicable coverage factor.

4.3 Results of the field operation

When the FRs visited the sampled 1,000 split blocks, they determined whether the HUs and GQs
in each block were allocated to the correct side of a tabulation boundary.  If so, the address
received a “V” action code.  If not, the address was coded “C”.  All addresses that the FRs could
not locate or resolve were coded “N”.   

Tables 3, 4, and 5 give the number of blocks, HUs, and GQs in the sample, and the estimated
number and percent of these categories affected by block splitting based on the results of the field
operation.



     6These counts represent the number of blocks containing HUs or GQs or both coded either
“V”, “C”, or “N”.  Therefore, the counts are not mutually exclusive and do not sum to the total. 

     7Hogan, Howard L., Executive Steering Committee on Accuracy and Coverage Evaluation
Policy II Report Number 17: Census 2000 Housing Unit Coverage Study, Decennial Statistical
Studies Division Census 2000 Procedures and Operations Memorandum Series #U-10revised,
Bureau of the Census, October 17, 2001.
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Table 3.  Results of the field operation - Blocks6

Affected by block splitting

Number in sample Number Percent

Total 1,000 282,457 100

With action code of “V” 973 274,831 97.30

With action code of “C” 264 74,569 26.40

With action code of “N” 301 85,020 30.10

More than 97 percent, or 973, of the 1,000 sampled blocks had at least one HU or GQ that was
verified to be allocated to the correct side of a tabulation boundary.  Of the remaining 27 blocks,
almost half contained only one HU or GQ.  More than 26 percent of split blocks contained at
least one HU allocated to the wrong side of a tabulation boundary.  About 30 percent of the split
blocks contained at least one HU or GQ that could not be located or resolved.

Table 4.  Results of the field operation - HUs

Affected by block splitting

Number in sample Number Percent

Total 43,470 12,219,396 100

With action code of “V” 40,528 11,392,401 93.23

With action code of “C” 1,534 431,207 3.53

With action code of “N” 1,408 395,788 3.24

Of the HUs in the sample, more than 93 percent were allocated to the correct side of a tabulation
boundary.  Additionally, about 3.5 percent were allocated to the wrong side of a tabulation
boundary, and about 3.2 percent could not be located or resolved.  The national estimate of
erroneous enumerations in the census - 2.3 percent7 -  is on target with the HU results.  The
reasons for the erroneous enumerations in the census (geocoding error, not a HU, duplicates, and
unresolved)  were similar to the “could not locate” and “unresolved” reasons for this evaluation.  



     8The CQR Program is a planned administrative review program that handles external
challenges to particular official Census 2000 counts of housing units and group quarters
population received from state, local, or tribal officials of governmental entities or their
designated representatives in the U.S. and Puerto Rico.  The program occurs June 30, 2001
through September 30, 2003.  

     9Refer to Section 2.2 for a detailed explanation.

11

Table 5.  Results of the field operation - GQs

Affected by block splitting

Number in sample Number Percent

Total 87 21,785 100

With action code of “V” 67 16,777 77.01

With action code of “C” 0 0 0

With action code of “N” 20 5,008 22.99

All of the GQs that could be located (about 77 percent) were allocated to the correct side of a
tabulation boundary.  However, 23 percent of the GQs in the sample could not be located or
resolved.  Half of these GQs contained the same address for a marina in Florida, providing
evidence that sampling variability yielding a small number of GQs in the sample is plausible.

None of the GQs in our sample of split blocks were allocated to the wrong side of a tabulation
boundary.  Although our estimate of the number of GQs allocated to the wrong side of a
tabulation boundary was zero, we cannot conclude that there are no GQs in error throughout the
country.  The preliminary August 2002 results from one of our administrative review programs,
Count Question Resolution (CQR)8, showed that 1,867 GQs identified by local governmental
entities were in fact allocated to the wrong side of a tabulation boundary.

We will now examine the following: how much of the country was affected by block splitting for
tabulation purposes; the percent of the country in split blocks allocated to the wrong side of a
tabulation boundary; and, the percent in error by TEA grouping, address type, and block
split/misallocation status.  For these calculations, we classified all HUs and GQs with an action
code of “N” as out-of-scope, and we removed them from the data analysis.9 

4.4 How much of the country was affected by block splitting for tabulation

purposes?

Table 6 highlights the percent of blocks, HUs, and GQs affected by block splitting for tabulation
purposes.



     10The adjusted number affected by block splitting is calculated by subtracting the number of
out-of scope cases from the number affected by block splitting.  This is not applicable for blocks
because entirely out-of-scope blocks are omitted from the universe.

     11The adjusted number in the country is calculated by subtracting the number of out-of-scope
cases from the number in the country.
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Table 6.  Block splitting effects

Category  Number

affected by

block splitting

Number in

the country

Out-of-

scope

cases

(“Ns”)

Number

affected by

block splitting

(adjusted)10

Number in 

the country

(adjusted)11

 Percent of

the country

(adjusted)*

 Blocks 282,457 5,093,461 NA 282,457 5,093,461 5.55

(0.03)

HUs 12,219,396 115,877,639 395,788 11,823,608 115,481,851 10.24

(0.60)

GQs 21,785 190,573 5,008 16,777 185,565  9.04

(2.50)

* Standard errors are in parentheses.

As shown in Table 6, about five and one half percent of blocks in the country were split for
tabulation purposes.  A little more than ten percent of the HUs and about nine percent of the GQs
in the country were in these split blocks.  The percent of blocks in the country affected by block
splitting for tabulation purposes is significantly different from that of the HUs.  This is to be
expected because split blocks tend to occur more often in urban areas where the average block
size is larger than in more rural areas.  The percent of GQs in the country affected by block
splitting for tabulation purposes is comparable to the percent of blocks and HUs affected by
block splitting for tabulation purposes.   

4.5 What percent of the country was allocated to the wrong side of a

tabulation boundary?

Table 7 highlights the percent of blocks, HUs, and GQs allocated to the wrong side of a
tabulation boundary.
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Table 7.  Percent of blocks, HUs, and GQs in error   

Category  Estimated

number

in error

(“Cs”)

Affected by block splitting

(adjusted)

In the country

(adjusted) 

Number Percent in

error (*)

Number Percent in 

error (*)

Blocks 74,569 282,457 26.40 (1.38)** 5,093,461 1.46 (0.08)**

HUs 431,207 11,823,608 3.65 (0.56)** 115,481,851 0.37 (0.06)**

GQs 0 16,777 0.0 (----) 185,565 0.0 (----)

* Standard errors are in parentheses.
** Estimates are statistically significant at the "=.10 level.    

Table 7 shows that 26.4 percent of split blocks contained at least one HU allocated to the wrong
side of a tabulation boundary.  These blocks represent 1.46 percent of the blocks in the country. 
The percent in error was lower for the HUs and GQs than for blocks.  Of the HUs affected by
block splitting, 3.65 percent were allocated to the wrong side of a tabulation boundary.  These
errors represent 0.37 percent of the HUs in the country.  For the GQs in our sample, none were
allocated to the wrong side of a tabulation boundary.  Again, although our estimate of the number
of GQs allocated to the wrong side of a tabulation boundary was zero, the preliminary August
2002 CQR results showed that 1,867 GQs in the country were allocated to the wrong side of a
tabulation boundary.

As expected, the percent of blocks in error is significantly different from the percent of HUs in
error.  Because a block was defined to be in error if at least one HU or GQ in the block was
allocated to the wrong side of a tabulation boundary, the proportion of blocks in error was
significantly higher than the proportion of HUs in error.  Also, the small number of blocks
compared to the large number of HUs was a contributing factor as well.

Hereafter, all tables in this report present data at the HU level only.

4.6 Did the percent in error vary by TEA grouping?

We categorized TEAs into the following two groups:    

< “Inside the blue line” consisting of TEAs 1, 6, 7, and 8; and
< “Outside the blue line” consisting of TEAs 2, 3, 5, and 9.

Table 8 shows that the percent in error of HUs affected by block splitting and the percent in error
of HUs in the country were comparable by TEA grouping.  It also shows that there were
significantly more HUs affected “inside the blue line” than “outside the blue line.”  This is
because there were significantly more HUs in TEA 1 than in the other TEAs combined (see
Appendix B).    



14

Table 8.  Percent in error by TEA grouping  

TEA

grouping

Estimated

number

in error

(“Cs”)

Affected by block splitting

(adjusted)

In the country

(adjusted) 

Number Percent in

error(*)

Number Percent in 

error(*)

“Inside the blue line” 327,481 8,064,464 4.06 (0.80) 92,545,537 0.35 (0.07)

“Outside the blue line” 103,726 3,759,144 2.76 (0.40) 22,936,314 0.45 (0.06)

* Standard errors are in parentheses.
<Estimates are not statistically significant at the "=.10 level>    

For the HUs affected by block splitting, the percent in error for TEAs “inside the blue line” was
comparable to the percent in error for TEAs “outside the blue line” - about four percent
compared to almost three percent, respectively.  The same was true for HUs in the country.  Both
percentages were less than one half of one percent.  Because the estimates are not statistically
significant, it appears that the methodology the Census Bureau used to split blocks did not
differentially affect the percent in error by TEA grouping.

4.7 Did the percent in error vary by address type?

In addition to TEA grouping, we categorized the addresses in the sample as one of two types:
city-style or noncity-style.  Like the TEAs “inside the blue line,” significantly more city-style
addresses than noncity-style addresses were affected because most addresses in TEA 1 were
categorized as city-style.  The percent in error of HUs affected by block splitting and the percent
in error of HUs in the country were comparable by address type.  Table 9 highlights the percent
in error by address type.

Table 9.  Percent in error by address type

Address

type

Estimated

number

in error

(“Cs”)

Affected by block splitting

(adjusted)

In the country

(adjusted) 

Number Percent in

error(*)

Number Percent in 

error(*)

City-style 406,189 11,051,146 3.68 (0.60) 108,644,123 0.37 (0.06)

Noncity-style 25,018 772,461 3.24 (0.80) 6,837,728 0.37 (0.08)

* Standard errors are in parentheses.
<Estimates are not statistically significant at the "=.10 level>   

Less than four percent of HUs with either city-style or noncity-style addresses affected by block
splitting were allocated to the wrong side of a tabulation boundary.  Additionally, the percent in
error for HUs in the country for both address types was the same - 0.37 percent.  Like TEA
grouping, the estimates are not statistically significant.  It appears that the methodology the
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Census Bureau used to split blocks did not differentially affect the percent in error by address
type.

4.8 Did the percent in error vary by block split/misallocation status?

As stated in Section 1.3.3, the addresses in the block split/misallocation operation were either
“worked,” “flagged to be worked but not worked,” or “not flagged and not worked.”  Table 10
shows that the percent in error for the country varied by block split/misallocation status.  Unlike
the preceding tables, Table 10 does not give the number or percent in error for HUs affected by
block splitting because the data were not available.

Table 10.  Percent in error by block split/misallocation status

Block split/misallocation

status

Estimated number

in error

(“Cs”)

In the country (adjusted) 

Number Percent in error(*)

“Worked” 107,099 1,090,556 9.82 (3.37)**

“Flagged but not worked” 80,957 3,963,672 2.04 (0.33)**

“Not flagged/not worked” 243,151 110,427,623 0.22 (0.05)**

* Standard errors are in parentheses.
** Estimates are statistically significant at the "=.10 level.

Nearly ten percent of the HUs that were “worked” in the block split/misallocation operation were
allocated to the wrong side of a tabulation boundary.  This compares to two percent of the HUs
that were “flagged to be worked but not worked,” and less than one half of one percent of the
HUs that were “not flagged and not worked.”  All three estimates are significantly different from
each other.

Limited resources available to plan, implement, and execute the block split/misallocation
operation may have been a contributing factor to the percent in error of the “worked” addresses. 
It appears that the efforts the Census Bureau used for the worked addresses did not result in
decreasing the percent in error to the level of the other two groups.  Even so, it appears that the
Census Bureau correctly differentiated the addresses and accurately flagged problematic areas of
the country.  We suspect that if the Census Bureau had not worked the problematic addresses in
the block split/misallocation operation, the percent in error would have been higher.

4.9 What can we conclude?

A little more than ten percent of the HUs in the country were in blocks split for tabulation
purposes.  Less than one half of one percent of the HUs in the country were allocated to the
wrong side of a tabulation boundary.  Less than four percent of HUs in split blocks were
allocated in error.  The percent in error for HUs by TEA grouping was comparable.  The percent
in error by address type was comparable as well.  
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Unlike TEA grouping and address type, the percent in error by block split/misallocation status
varied.  Because the percent in error was very small for units “not flagged and not worked,” it
appears that the Census Bureau did a good job of flagging potential problems.  However, the
percent in error remained relatively high for cases that were “worked” in the block
split/misallocation operation.  More research is needed to fully understand why the percent in
error for addresses “worked” was so high.  We suspect that limited resources contributed to these
errors.  Ample time and sufficient staff to plan, implement, and execute the block
split/misallocation operation, as well as adequate tools like the Global Positioning System (GPS)
to determine the exact location of HUs and GQs may have decreased the percent in error to the
level of the other two groups.  Even so, we suggest more upfront design/planning for the 2010
Census to enhance the success of this operation. 
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Appendix A: States in the Northeast and Midwest Census Regions

FIPS State Code  State Name

09 Connecticut

17 Illinois

18 Indiana

19 Iowa

20 Kansas

23 Maine

25 Massachusetts

26 Michigan

27 Minnesota

29 Missouri

31 Nebraska

33 New Hampshire

34 New Jersey

36 New York

38 North Dakota

39 Ohio

42 Pennsylvania

44 Rhode Island

46 South Dakota

50 Vermont

55 Wisconsin
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Appendix B: Distribution of Housing Units and Group Quarters by TEA

Table B-1.  Distribution of HUs by TEA

TEA  HUs in split blocks in the sampling
universe

HUs in the country

Number Percent of total Number Percent of total

1 8,363,723 68.45 92,451,759 79.78

2 3,645,052 29.83 21,335,678 18.41

3 39,471 0.32 392,235 0.34

5 88,522 0.72 886,231 0.76

6 12,440 0.10 50,656 0.04

7 12,598 0.10 238,216 0.21

8 10,894 0.09 69,983 0.06

9 46,696 0.38 452,881 0.39

Total 12,219,396 100.00* 115,877,639 100.00*

*TEA percentages may not sum to 100 due to rounding.

Table B-2.  Distribution of GQs by TEA

TEA  GQs in split blocks in the
sampling universe 

GQs in the country

Number Percent of total Number Percent of total

1 14,386 66.04 153,460 80.53

2 6,776 31.10 32,840 17.23

3 82 0.38 839 0.44

5 105 0.48 1,090 0.57

6 297 1.36 1,197 0.63

7 45 0.21 492 0.26

8 32 0.15 102 0.05

9 62 0.28 553 0.29

Total 21,785 100.00 190,573 100.00
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EXECUTIVE SUMMARY


Our analysis of factors affecting Census 2000 recruiting produced several important conclusions 

that were strongly supported by our regression analysis, in keeping with reasonable expectations, and 

consistent with the observations of knowledgeable observers. Our most basic findings were that there was 

considerable variation in recruiting performance across local census offices (LCOs), and we were able to 

isolate factors that accounted for about half of that variation. These factors fall into three categories: pay, area 

characteristics such as the expected nonresponse workload and number of workers available to be recruited, 

and management factors such as turnover of LCO managers. 

Enumerator pay, relative to locally prevailing pay, was a key determinant of recruiting 

performance. The overall high levels of pay compared to 1990 greatly facilitated recruiting, but it was not 

possible to eliminate all cross-LCO variation in relative pay. Relative pay was about 77 percent of prevailing 

pay in LCOs with much below average recruiting performance and about 84 percent of prevailing pay in LCOs 

with much above average performance. That variation was associated with a 10 percent increase in the number 

of applicants in the LCOs with high versus low relative pay. This is an important finding since it suggests that 

pay increases could have been relied upon to further enhance recruiting performance had that been necessary. 

In terms of area characteristics, the Non-Response Followup (NRFU) workload (cases-to-

complete) strongly influenced recruiting. On average, the NRFU workload was about 80,000 cases per LCO, 

but many LCOs had fewer than 56,000 cases and many had more than 104,000 cases. An increase in caseload 

of 24,000, about one standard deviation, was associated with a 13 percent increase in qualified applicants. This 

result suggests that LCOs appropriately attempted to secure enough applicants to fill the required number of 

enumerator slots, but other factors very strongly affected recruiting success. 

The number of workers employed by all firms in an LCO’s operations area had a positive effect 

on recruiting, but the effect was small given that employment levels in LCOs showed huge variation—a 

standard deviation of about 720,000 workers. This suggests that there were plenty of individuals in virtually 

every LCO’s operations area who could be attracted to apply for census jobs, and it was not necessary to take 

variation in the number of people who can be drawn upon in allocating recruiting resources. 

An unanticipated result is that a one standard deviation increase in test scores, an increase from 

85.6 to 88.4, was associated with a decrease in the number of applicants of almost 11 percent. We speculate 
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that this result was due to recruiting being more difficult in areas where many people were likely to do well on 

the test (even holding relative wages and per capita income constant). If our speculation is correct, the effect is 

sufficiently large that variation in test scores should be taken into account in setting wages, and managers 

should anticipate that areas with high test scores will need additional assistance in meeting recruiting goals. 

In terms of management factors, resignations, terminations for cause, or leaving for any other 

reason by local census office management during the recruiting period were associated with a reduction in the 

number of recruits by about 12 percent. This evidence strongly suggests that LCO management performance is 

a key determinant of recruiting success and that LCO management needs to be in place for a substantial period 

in order to be highly effective. 

By far, the largest source of variation in recruiting performance was associated with an LCO 

being in one of three Census 2000 administrative regions. Even after taking other key factors into account, 

LCOs in the Seattle and Denver regions recruited about one-third more applicants, and LCOs in the New York 

region recruited about 17 percent more applicants than LCOs in other regions. 

We did not have the data needed to statistically link these cross-regional differences in recruiting 

performance to specific management differences, nor could we entirely eliminate the possibility that the results 

are overstated because some important exogenous factors were omitted from our database. Nevertheless, we 

have little doubt that regional management differences were the source of much of the variation in recruiting 

performance. 

We hold this view because our statistical results are consistent with more subjective evidence 

developed during our own site visits and the direct observations of the U.S. Census Bureau headquarters staff 

interviewed. In addition, we tested the effect of a broad range of variables, and regression-adjusting the results 

made a big difference. For example, Los Angeles’ unadjusted performance was about as good as the region 

with the best performance, but its adjusted performance was in the average range. 
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It is our view that the influence of regional management is so great that it would be very 

worthwhile to determine precisely what managerial elements led to above-average recruiting performance. 

Based on our own site visits, we identified six key factors associated with superior recruiting performance: 

¢	 Encouraging LCOs to develop plans that will lead to meeting or exceeding the key goals 
laid out by headquarters, including detailed implementation plans for dealing with 
unanticipated challenges; 

¢	 Providing accurate and timely feedback to the LCOMs about the strengths and weaknesses 
of recruiting in each area of each LCO; 

¢	 Helping LCOMs develop effective strategies to deal with problems as soon as they 
develop; 

¢ Providing timely direct assistance through use of regional technicians; 

¢	 Avoiding micromanagement by giving broad discretion to the LCOMs to meet agreed-
upon goals and resolve problems in keeping with general guidelines established by the 
region; and 

¢	 Rapidly replacing LCOMs and AMRs who are unable to effectively identify and resolve 
problems. 

Finally, contrary to our expectations, LCOs substantially exceeded recruiting goals. This suggests 

that goals were regarded as minimums, which ultimately were exceeded by 82 percent of the LCOs, usually by 

very large amounts. However, of the 92 LCOs (18 percent) that did not meet their goals, only five fell 

substantially below 70 percent of their goals; and every LCO had at least 3.25 applicants for each enumerator 

slot. 

Because goals were set so that there would be about five qualified applicants for each enumerator 

slot, and twice the number of enumerators were hired as would be needed if there were no attrition, it is 

reasonable to believe that a sufficient margin of safety was built in to make exceeding the goals unnecessary. 

Nevertheless, it would be worthwhile to determine if there were serious shortfalls within subareas of LCOs 

meeting goals, and if acceptance rates (particularly those of individuals recruited in January and February) 

were unusually low in some LCOs. 
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1. INTRODUCTION 

This paper describes the factors that affected recruiting performance in 519 of the 520 local 

census offices (LCOs) during Census 2000.1 The effect of several different types of factors are examined: 

¢ Census pay relative to locally prevailing pay; 

¢ Recruiting goals set by headquarters; 

¢	 Area characteristics such as population density, private firm employment, and per capita 
income; and 

¢ Manager’s start date and turnover. 

This work is modeled on Westat’s similar analysis of enumeration performance during the 1990 

decennial census. However, one new feature is that we use a database we developed that describes turnover of 

local census office managers (LCOM) and assistant managers for recruiting (AMR). 

The next section describes alternative measures of recruiting performance. One measure we use is 

the ratio of applicants to the recruiting goal in each LCO at the point in February when the goal was reached 

for the nation as a whole. We selected this point because we felt that recruiting operations might slacken after 

goals were met; however, this did not seem to be the case. Indeed, recruiting goals usually were exceeded by 

substantial amounts. Thus, we also use an alternative measure—the ratio of cases to enumerate to applicants in 

February 2000. 

After developing a benchmark for comparing recruiting performance across the LCOs, we then 

placed each LCO into one of five performance groups based on the extent to which performance deviated from 

average. About 5 percent of the 519 LCOs in our study fell into group 1, performance much above average, 

where recruiting goals were exceeded by 60 percent or more; 8 percent are in group 2, performance well above 

average, where recruiting goals were exceeded by 25 to 60 percent; and 26 percent are in group 3, performance 

above average, where recruiting goals were exceeded, but by less than 25 percent. 

Fifty percent are in group 4, performance below average, where recruiting averaged only 80 

percent of the goals, and 10 percent fall into group 5, performance well below average, where recruiting 

1 The Window Rock AZ LCO was omitted from the study because we lacked some critical data for this one LCO. 
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averaged only 50 percent of the goals. It is important to recognize that by April or early May of 2000, when 

applicants needed to start enumerator training, almost all LCOs had reached 85 percent of their goals. 

Next, we compare the characteristics of the LCOs in each of the five performance groups to 

obtain a preliminary view of which factors had strong effects on performance and which had weak effects. 

Finally, we examine the effect of various factors using multiple regression analysis. This analysis produced the 

most definitive results and suggests that higher levels of recruiting were strongly associated with the following: 

¢ Higher levels of cases to complete during the Non-Response Followup; 

¢ Higher census pay relative to locally prevailing pay; 

¢ Lower test scores; and 

¢ Lower turnover among LCO management. 

Our regression analysis also suggests that higher levels of recruiting were weakly associated with 

the following factors: 

¢ Lower levels of income among the LCO’s area residents; and 

¢ Greater numbers of workers employed by all firms in the LCO’s area. 

It also is worth noting that recruiting performance was strongly associated with the ability to 

recruit applicants likely to be strongly attached to the labor force. This is consistent with other evidence 

suggesting that attracting employed individuals can be difficult, but essential, for meeting recruiting goals. 

It is important to note that all of the above effects were in the expected direction, and the 

differences were statistically significant. However, the correlation between high census pay (relative to 

prevailing pay) and above average recruiting performance was much stronger than we expected. Based on our 

earlier research, we felt that pay below 70 percent of prevailing rates would create recruiting problems but that 

there would not be a lot of difference in recruiting performance among areas with pay above 75 percent of 

prevailing levels. It turned out, however, that where pay was higher, performance was higher, even though 

relative pay averaged about 78 percent in areas with below average performance, and 84 percent in areas with 

above average performance. This is an important finding since it suggests that pay increases could have been 

relied upon to further enhance recruiting performance had that been necessary. 
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Also of considerable importance, the above factors explained close to 40 percent of the variation 

across the LCOs. These variables also explain much of the variation across the 12 census regions. For example, 

relative pay was especially high (and fairly uniform) in New York and Los Angeles, and both regions showed 

much higher performance relative to other regions when pay and other factors were not taken into account than 

when other factors were considered. However, even after taking variation in key factors into account, there 

still was very substantial variation in performance across some of the regions. For example, performance was 

particularly high in the Denver and Seattle regions, and considerably above average in the New York region. 

Because the regional differences in performance were far larger than differences associated with 

any other factor, it would be valuable to know precisely why those differences occurred. It is possible that some 

factor outside the control of the regional and local offices that we did not take into account could explain many 

of these differences. For example, it is known that Atlanta and Charlotte regions have had recruiting difficulties 

in every Census within memory. However, our regional results primarily reflect differences in how LCOs in 

different regions were managed. If this hypothesis is correct, it would have important implications for 

designing the 2010 census because it would suggest that finding ways to improve regional management has 

potential for improving recruiting performance. 

One key reason for our view that differences in regional management were of enormous 

importance is that we have tested extensively the explanatory power of a broad range of exogenous variables 

and already identified many factors that made a difference. A second is that our econometric findings are 

broadly consistent with observations we made during our own site visits and those conducted by headquarters 

staff interviewed. A third is that, while we generally lack specific measures that would capture management 

differences, one specific management-related variable we were able to include, LCO management turnover, 

had a large negative association with recruiting performance. 

Specifically, LCO management turnover was just under 25 percent in the 54 LCOs with well 

below average performance and about 12 percent in the 258 LCOs with below average performance; but it was 

only about 7 percent in the 207 LCOs with average or better performance. In these cases, because management 

turnover was relatively rare, other factors had a larger effect on overall performance. 
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2. MEASURING RECRUITING PERFORMANCE 

In order to provide an easy-to-understand assessment of the variability in recruiting performance 

across LCOs and the importance of various factors in affecting recruiting performance, it is necessary to 

develop a reliable indicator of differences in the ability of LCOs to meet recruiting goals. The measure we 

selected for this purpose was the ratio of applicants to goals at about the point in February when recruiting 

goals were met for the nation as whole. 

We used this measure to guard against the possibility that LCOs would slacken recruiting efforts 

after recruiting goals were met. Thus, if we looked at recruiting performance at the point hiring was completed 

in April, we felt that overall performance might narrow, and thereby mask important differences. In practice, 

however, recruiting efforts did not appear to slacken. We found there was a very strong correlation between 

performance in February and performance in April. 

It also turned out that there was a strong correlation between recruiting performance and 

enumeration performance. These correlations suggest that high pay, effective management, and other factors 

discussed in this paper strongly affected both recruitment and the enumeration. They also suggest that LCOs 

with problems meeting recruiting goals also were likely to have problems meeting enumeration goals. Thus, 

effectively dealing with recruiting problems is very likely also to substantially reduce enumeration problems. 

We hold this view, not because the size of the recruiting pools adversely affected the enumeration, but because 

local management problems adversely affecting recruiting were likely to have the same effect on all aspects of 

the LCO’s performance. 

Interestingly, there was a great deal of variation in the ratio of applicants to recruiting goals. The 

average ratio was 1.005, but the standard deviation was .425. Using the mean and standard deviation as a 

guide, we broke the 519 LCOs into five groups based on how many standard deviations they were above or 

below average. As shown in Table 2-1, the LCOs were not normally distributed. About 50 percent of all LCOs 

were one standard deviation below average, almost twice the percent as were one standard deviation above 

average. 

Because so many LCOs had not met their goals, we examined whether there was something about 

the way the goals were set that might explain the shortfalls. Indeed, our comparison of employment in all firms 

within an LCO’s operating area to its recruiting goals, suggested that meeting goals was far easier in LCOs 

2-1




with strong performance (relative to goals) and vice versa. As shown in column 4 of Table 2-1, LCOs with 

much above average performance had to recruit one applicant for each 199 workers employed in an LCO 

area’s private firms, while LCOs with much below average performance had to recruit one applicant for each 

89 workers. 

Table 2-1. Key measures of recruiting performance 

LCOs 
Area private 

employment per: 

Group 
Number 

(1) 
Percent 

(2) 

Applicants 
per goal 

(3) 
Goal 
(4) 

Applicant 
(5) 

Cases per 
applicant 

(6) 

1 Much above ................... 27 5.2 2.204 199 92 8.4 
2 Well above .................... 43 8.3 1.617 164 102 9.8 
3 Average ......................... 137 26.4 1.199 146 122 13.3 
4 Below ............................ 258 49.7 .794 86 109 20.1 
5 Well below .................... 54 10.4 .508 89 176 30.5 

519 100.0 

Notes:	 All figures are derived from statistics derived from data provided to Westat by the Census Bureau with the exception of area employment which 
was derived from BLS Employment and Wages data. Columns 3 through 6 present averages across all LCOs in each group; thus, they represent 
the characteristics of an average LCO. 

This evidence could indicate that the applicant-to-goal ratio was a not a good indicator of 

effective performance because the task facing the LCOs was far easier in the LCOs that were performing 

better. However, the comparison of employment-per-applicant shown in column 5 of Table 2-1 indicates that 

the LCOs in the much above average group were able to recruit one applicant for each 92 workers employed by 

private firms in their area, while those in the much below average group were only able to recruit one applicant 

for each 176 workers. 

Nevertheless, it still is a bit troubling that the employment-to-applicant ratio suggests that the 

LCOs in group 4 with below average performance were able to recruit more applicants per worker than those 

in group 3 with average performance. On further examination, however, we felt that the applicant-to-goal ratio 

would be an adequate measure because it was highly correlated with the ratio of the number of cases to 

complete (households to be visited) during the Non-Response Followup (NRFU), to the number of applicants. 

As shown in column 6 of Table 2-1, LCOs in group 1 (much above average) recruited enough 

applicants so that there was one applicant for each 8.4 cases to complete. The cases-per-applicant ratio 
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monotonically increased from group to group until there were 30.5 case per applicant for the LCOs in the much 

below average group. 

Our view is that it is reasonable to judge recruiting success on the ability of LCOs to match the 

number of applicants to the number of NRFU cases needed to be completed. Even though we did not have 

statistics on the amount of recruiting resources available to each LCO, it seems likely that where more 

resources were made available to LCOs, the more cases there were to complete and the fewer individuals were 

available to be recruited. Thus, each LCO would be given sufficient resources to have about an equal chance of 

matching the number of applicants to the amount of NRFU work expected to have to be completed. 
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3. FACTORS ASSOCIATED WITH RECRUITING PERFORMANCE 

Once we were able to place the LCOs into groups with distinctly different recruiting performance, 

we then were able to compare the characteristics of the LCOs across these groups. These comparisons provide 

considerable insight into the influence of the various factors in an easy to understand way. 

Examination of these associations, in turn, provided the set of hypotheses subjected to the more 

formal statistical tests in the next section. The chief advantage of our multiple regression analysis is that it can 

far better uncover the independent effect of each factor by taking into account intercorrelations among the 

various factors. Indeed, several of the hypothesized relationships that are seen in the tabulations presented in 

this section are shown not to hold when regression analysis is applied in Section 4. Thus, the reader should 

withhold judgment about the “true” importance of various factors until they are more formally tested in Section 

4. 

Table 3-1 shows how 16 key factors varied across the performance groups. Column 1 reproduces 

the earlier result that there was a lot of variation in the ratio of applicants recruited in early February to 

recruiting goals. Even though the LCOs were grouped to maximize the variation in performance, we were 

surprised by the extent to which large differences existed. We also felt that such large differences increased the 

chances that some factors had especially large effects. 

Columns 2 and 3 show that the absolute number of recruits was much greater for LCOs with 

above average performance, even though goals were much lower for those LCOs than for LCOs with below 

average performance. That recruiting performance appeared to be independent of goals strongly suggests that 

performance was not below average simply because there was far more recruiting to be done in the LCOs with 

below average performance. 

Moreover, the strong correlation between recruiting goals shown in column 3 and cases to 

enumerate shown in column 4 indicate that, much as expected, recruiting goals were appropriately set to ensure 

sufficient enumerators were available to handle the number of NRFU cases needed to be completed. 

3-1




Table 3-1. Variation of key factors across recruiting performance groups 

Group 

Applicants 
per goal 

(1) 
Applicants 

(2) 
Goals 

(3) 

Cases to 
enumerate 

(4) 

Area 
employment 

(5) 

1 Much above ................................... 2.204 6,606 3,301 54,606 488,108 
2 Well above .................................... 1.617 6,617 4,597 72,298 952,798 
3 Average ......................................... 1.199 5,738 4,514 73,501 623,799 
4 Below ............................................ .794 4,044 5,152 81,862 475,360 
5 Well below .................................... .508 2,869 5,769 89,086 444,879 

Group 

Density 
pop./sq. mi. 

(6) 

Census pay 
relative to 
prevailing 

pay 
(7) 

Hourly 
census 

pay 
(8) 

Per capita 
income 

(9) 

Test 
scores 
(10) 

1 Much above ................................. 1,254 .860 $11.80 $18,0733 85.5 
2 Well above .................................. 1,570 .852 $13.02 $17,274 83.9 
3 Average ....................................... 1,551 .820 $12.87 $19,034 85.0 
4 Below .......................................... 870 .793 $11.65 $17,604 86.1 
5 Well below .................................. 1,082 .773 $11.73 $18,928 85.2 

LCOM AMR 

Group 
Stable 
(11) 

Turn 
over 
(12) 

Late 
start 
(13) 

Stable 
(14) 

Turn 
over 
(15) 

Late 
start 
(16) 

1 Much above ................... 74.1% 11.1% 0.0% 41.7% 25.0% 0.0% 
2 Well above .................... 75.6 7.3 0.0 66.7 11.9 2.4 
3 Average ......................... 77.3 6.8 0.0 47.7 19.2 5.4 
4 Below ............................ 68.8 12.0 2.4 49.6 21.4 5.6 
5 Well below .................... 53.8 23.1 3.8 41.5 24.5 3.8 

Notes:	 Columns 1 through 10 display results averaged across all LCOs in each group. Columns 11 through 16 display statistics for all the LCOMs and 
AMRs in each group. Columns 11 and 14 display the percent of LCOs where employment of LCOMs and AMRs, respectively, were stable. 
They began work by the beginning of December 1999 and ended work after April 2000, when the most critical recruiting phase had ended. 
Columns 12 shows the percentage of LCOs where at least one LCOM left, and column 15 the same statistic for AMRs. Column 13 displays the 
percentage of LCOs where no LCOM was in place by December 1, 1999, and column 16 the same statistic for AMRs. All figures are derived 
from statistics provided to Westat by the U.S. Census Bureau with the exception of area employment, population density, prevailing hourly pay, 
and per capita income. The area employment and prevailing pay data came from BLS Employment and Wages data. Population density and per 
capita income were derived from published U.S. Census Bureau reports. 
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At the same time, column 5 shows that, with the exception of the 5 percent of LCOs whose 

performance was much above average, there also was a clear correlation between recruiting performance and 

the number of workers employed at private firms in an LCO’s area. This correlation opens up the possibility 

that the distribution of recruiting resources took into account the absolute number of applicants needed, but 

may not have adequately considered the difficulty in securing the needed number of applicants. 

Column 6, in the middle panel of Table 3-1, shows that LCOs with below average performance, 

not only had high numbers of cases to complete but also contained low-density areas—suburbs and rural areas, 

rather than central cities. This result opens the possibility that performance was below average because 

recruiting was more difficult in low-density areas. 

Similarly, column 7 shows that there was a strong correlation between high census pay for 

enumerators (relative to prevailing pay), and above average recruiting performance. Indeed, the strength of the 

relationship makes it plausible that differences in relative pay played a major role in explaining differences in 

recruiting outcomes. 

Column 8 shows that census pay was high in LCOs in groups 2 and 3 where performance was 

average or above average, and low in groups 4 and 5 where performance was below average. This is consistent 

with the evidence in columns 6 and 7 that recruiting performance tended to be higher in major cities where 

population density and wages were high.2 

Column 9 suggests that the per capita income of an area’s residents did not have any particularly 

strong association with performance. However, column 10 suggests that there was at least a weak relationship 

between high test scores and below average recruiting performance. Such a relationship could come about 

because recruiters were more selective in some LCOs than others. Alternatively, a higher proportion of 

individuals in LCOs where recruiting was below average could have tested well, but, because their earnings 

also were likely to be above average, they were more difficult to recruit. 

Finally, the bottom panel of Table 3-1 shows key characteristics of the local census office 

managers (LCOMs) and assistant managers for recruiting (AMRs). As noted at the bottom of Table 3-1, unlike 

2	 The pattern of high pay being correlated with high performance did not hold for the relatively few LCOs with much above average performance. 
Several other patterns also did not hold for the top and bottom performing groups. These results suggest that some other factor largely accounted for 
exceptionally strong or exceptionally weak performance. Our results suggest that key factor was exceptionally good or bad management. 
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the other statistics that reflect performance of an average LCO in each group, these measures reflect the 

percentage of LCOs in each group with a given characteristic. 

Columns 11, 12, and 13 show that LCOs with below average recruiting performance were far less 

likely to have LCOMs with stable tenure during the key recruiting period, were far more likely to have LCOM 

turnover, and also more likely to have a late start in assigning an LCOM to the LCO. Columns 14, 15, and 16 

reveal similar patterns with respect to AMRs. 

It is noteworthy that AMRs show much less stability than LCOMs. We speculate that much of the 

difference is due to more careful selection of LCOMs and the much higher prestige attached to that position. 

However, tabulations not included in Table 3-1 show that some of the difference was due to successful AMRs 

being reassigned to more pressing duties after recruiting goals were substantially exceeded. Indeed, we believe 

that the high turnover among AMRs (and possibly LCOMs) in the LCOs with much above average recruiting 

performance is due to such reassignments. 

Recruiting Performance by Region 

In addition to examining the factors associated with differences in LCO performance, we 

examined how performance differed across LCOs in the 12 census regions. As shown in Table 3-2, we found 

that the regions fell into four groups. 

Although not presented here, tabulations of the factors present in the 12 regions suggest that the 

regions not only differed in terms of performance, but they also showed large differences in the factors 

associated with variation in recruiting performance. Thus, while much of the cross-region differences could be 

due to differences in factors under the control of regional management, some of the difference could be 

explained by cross-regional differences in key factors outside of the regional manager’s control. 

In particular, the above average performance in both New York and Los Angeles regions could be 

due to those areas having unusually high population density and high census pay relative to prevailing pay. 

Similarly, the mixed performance in the Boston and Chicago regions might be due to the LCOs being divided 

between highly urban areas resembling those in New York and Los Angeles versus highly rural areas. 
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Table 3-2.	 Percent of LCOs in regions in the four performance groups with above average and much 
below average recruiting performance 

Percent of LCOs with: 

Group 
Number of 

regions 
Above average 

(groups 1 and 2) 
Well below average 

(group 5) 

Above average performance .................... 4 32% 2% 
Average performance .............................. 3 3% 3% 
Mixed performance ................................. 2 13% 16% 
Below average performance .................... 3 2% 19% 

We do not attempt to sort out the effect of cross-regional differences in the distribution of various 

factors in this section. Rather, we use regression analysis in the next section to determine the extent to which 

regional differences were due to: (a) management and other operational practices within the control of each 

region, versus (b) factors outside of regional office control. 
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4. REGRESSION ANALYSIS OF FACTORS INFLUENCING RECRUITING PERFORMANCE 

The data in Table 3-1 clearly show that there are strong associations between factors present in a 

given LCO and that LCO’s recruiting performance. The data in Table 3-2 show that LCOs in the same region 

often performed similarly to each other, but very differently from LCOs in other regions. Overall, the 

tabulations indicate that above average performance is associated with: 

¢ High census pay (relative to locally prevailing pay); 

¢ High employment in private firms; 

¢ High population density; 

¢ High stability for LCOMs and AMRs; 

¢ Low test scores; 

¢ Low recruiting goals; 

¢ Low numbers of cases to enumerate; 

¢ Early starts for LCOMs and AMRs; and 

¢ Being in certain regions. 

The purpose of this section is to subject these hypothesized relationships to much stronger 

statistical tests based on use of multiple regression analysis. Table 4-1 displays the results of two regressions 

using identical specifications, but different dependent variables. The first dependent variable is applicants-per-

goal, which was the variable used to group the LCOs by recruitment performance. The second dependent 

variable is the number of applicants (recruits). 

Columns 5 and 8 of Table 4-1 display the percentage change in the respective dependent variables 

of a one standard deviation change in the continuous dependent variables (variables 4 through 9) and a change 

from 0 to 1 in the 0/1 (yes/no) variables (variables 10 through 17). Because these percentages are affected both 

by the extent to which there was variation in a factor, and the effect of that variation on recruiting performance, 

they provide an excellent indication of how much of the variation in performance is due to each factor. 

Importantly, the percentage changes in columns 5 and 8 are almost identical, with only one major 

exception. Variable 9, the recruiting goal, has a large effect when applicants per goal is the dependent variable, 
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and virtually no effect when applicants is the dependent variable. This result, coupled with the powerful effect 

of variable 8, NRFU cases, suggests that LCO recruitment was highly sensitive to the amount of work 

enumerators would have to perform, but only to the extent goals were correlated with the amount of NRFU 

work to be done. 

These results suggest that recruiting did not slacken at the point goals were reached but appeared 

to continue until much higher-than-goal ratios of hires to applicants were achieved. In other words, goals 

appeared to be taken as minimum performance measures, not as their name, maximums, suggests, That goals 

appear to be regarded as minimums is very important because it explains why the results using the alternative 

dependent variables are almost identical, and why goals, by themselves, had little effect on recruiting. 

Additional factors with particularly strong negative effects on recruiting performance included 

LCO management turnover and high test scores. The effect of turnover is expected, as management 

performance is likely to strongly affect all aspects of LCO activities; during the period examined, no task was 

more important than recruiting. 

The effect of test-scores was not anticipated but, as noted in an earlier section, could reflect a 

conscious quality/quantity tradeoff being made by local recruiters. However, it more likely suggests that 

recruiting individuals capable of achieving high scores is difficult, and with some areas having heavy 

concentrations of such individuals. 

The effect of the remaining two continuous variables, per capita income and area employment, is 

much smaller than the effect of the variables so far discussed, but they still have high statistical significance. 

That it is more difficult to recruit individuals in high income areas is well in keeping with expectations, and it 

is noteworthy that inclusion of the income variable substantially reduces the strong effect of relative pay on 

recruiting. 
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Table 4-1. Regressions showing effect of various factors on the applicant to goal ratio and the number of applicants 

Dependent Variable 1: Applicants per goal Dependent Variable 2: Applicants 

Mean 
(1) 

Standard 
deviation 

(2) 
coefficient 

(3) 

t 
statistic 

(4) 

(std-dv x coef)/ 
dep mean 

(5) 
coefficient 

(6) 

t 
statistic 

(7) 

(std-dv x coef)/ 
dep mean 

(8) 

Dependent Variables 
1. applicant................................. 4,635 1,722 
2. applicants/goal ....................... 1.000 0.425 

Independent Variables 
3. intercept ................................. 4.676 7.83 15,156 6.03 
4. census pay/prevailing pay ...... 0.807 0.115 0.791 5.13 9.0% 3,874 5.97 9.6% 
5. test scores............................... 85.60 2.77 -0.041 -6.46 -11.2% -177 -6.69 -10.6% 
6. employment............................ 551,758 719,898 0.000000049 2.20 3.5% 0.00021 2.23 3.3% 
7. per capita income ................... 18,436 5,217 -0.000011 -3.01 -5.7% -0.034 -2.20 -3.8% 
8. NRFU cases ........................... 72,209 -23,980 0.0000061 6.24 14.5% 0.025 6.19 13.1% 
9. recruiting goal ........................ 4,867 1,363 -0.00023 -13.72 -31.6% 0.0058 0.08 0.2% 

Yes/No Variables 
coefficient/ 
dep mean 

coefficient/ 
dep mean 

10. LCOM turnover 0.110 0.313 -0.105 -2.49 -10.4% -553 3.11 -11.9% 
11. Denver region 0.073 0.260 0.505 9.05 50.3% 1,587 6.75 34.2% 
12. Seattle region 0.075 0.263 0.350 6.48 34.8% 1,848 8.13 39.9% 
13. New York region 0.076 0.266 0.189 2.58 18.9% 826 2.67 17.8% 
14. Atlanta region 0.108 0.310 -0.257 -5.42 -25.6% 826 6.34 -27.3% 
15. Chicago region 0.088 0.284 -0.151 -3.06 -15.0% -543 2.62 -11.7% 
16. Philadelphia region 0.082 0.275 -0.078 -1.50 -7.7% -338 1.55 -7.3% 
17. Detroit region 0.082 0.275 -0.094 -1.84 -9.3% -228 1.06 -4.9% 

Adjusted R-square 0.520 0.482 
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Notes: 1. All coefficients with “t” statistics above 1.97 are statistically significant at the 5 percent confidence level.. Thus, only variables 16 and 17 were not statistically significant. 

2. Omitted from the regression specification were the five regions where performance was about average: Boston, Chicago, Kansas City, Charlotte, and Los Angeles. Had we included any of these 
regions in the regression, the coefficients would be close to zero and far from being statistically significant. 



Expectations are that, other factors being equal, the more workers there are in a given LCO area 

who are employed in private firms, the easier the recruiting is. However, that the effect is small, even though 

the variation in employment is huge, is highly reassuring that LCOs were able to meet their recruiting 

objectives even if the ratio of cases to complete to available labor force was low.3 

Also of substantial importance, we tested the effect on recruiting performance of other variables 

in our database, but found those variables to have very small, and statistically insignificant effects. Those 

factors include: 

¢ Population density; 

¢ Stability of AMRs; and 

¢ Start dates for LCOMs and AMRs 

We thus conclude that although each of the four factors appeared to be associated with 

performance when using tabulations to examine the effect of various factors on performance, those 

relationships were only important to the extent they were correlated with other factors. For example, it appears 

that turnover of AMRs only mattered to the extent it was correlated with turnover of LCOMs. Similarly, 

population density by itself had no effect on recruiting performance, once the effects of factors such as relative 

pay and NRFU cases to complete were taken into account. 

Finally, we note that when the fraction of applicants below 26 years old and older than 65 were 

entered into the regressions, they had very large negative associations with the number of applicants and ratio 

of applicants to goals. This result suggests that getting young people and retired people to apply for enumerator 

positions is relatively easy; what is hard is getting a good response from individuals who are working or 

otherwise are busy with family responsibilities. 

Cross-Region Differences in Performance 

Table 4-2 shows the ranking of the 14 factors used in our regressions based on the percentages 

shown in column 8 of Table 4-1. This ranking indicates how large the effect of changes would be in each factor 

on recruiting performance. Thus, these measures can serve as a guide to where most attention should be 

3	 Technically, an area’s labor force is the sum of an area’s employment and unemployment. However, unemployment rates and cross-area variation in 
those rates were so low during the recruiting period that employment alone is very highly correlated with the labor force. 
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focused in planning and executing the 2010 census. More specifically, Table 4-2 indicates that regional 

variables have the largest effect on performance even after the affect of other factors are taken into account. 

Thus, it would be highly desirable to determine precisely which regional differences were responsible for these 

large effects. 

The interpretation of the regional results is that after taking into account the influence of other key 

factors, LCOs in the Seattle region recruited 33.9 percent more applicants than LCOs in the omitted regions— 

Boston, Chicago, Kansas City, Charlotte, and Los Angeles. LCOs in the Denver region recruited 34.2 percent 

more applicants than LCOs in the omitted regions. Significantly, the two factors with the next largest effects 

also were regional variables, and no other factors had effects close to the size of these four factors. At the same 

time, performance showed small deviations from average in the regions omitted from Table 4-2, and the 

relatively small deviations in the Philadelphia and Detroit regions were not statistically different from 

performance in the omitted regions. 

Table 4-2. Ranking of the effect of the regression factors 

Percentage change in the 
Factor number of applications Factor type 

Rank (1) (2) (3) 

1. Seattle region 
2. Denver region 
3. Atlanta region 
4. New York region 
5. NRFU cases 
6. LCOM turnover 
7. Chicago region 
8. Test scores 
9. Census pay relative to 

locally prevailing pay 
10. Philadelphia region 
11. Detroit region 
12. Per capita income 
13. Area employment 
14. Recruiting goal 

33.9% 0/1 
34.2% 0/1 

-27.3% 0/1 
17.8% 0/1 
13.1% continuous 
11.9% 0/1 

-11.7% 0/1 
-10.6% continuous 

9.6% continuous 
-7.3% 0/1 
-4.9% 0/1 
-3.8% continuous 
3.3% continuous 
0.2% continuous 

Note: Based on a one standard deviation increase in a continuous factor or a switch from “no” to “yes” in a 0/1 factor. 

The central issue in interpreting these results is whether the regional variables are picking up 

correlations with variables omitted from our database that are outside of the control of regional officials, or if 

the results truly reflect differences in the management and other operational factors under the officials’ control. 
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While it always is possible that some key underlying factor is omitted from our analysis, we think that it is 

unlikely that such factors would not be at least partially captured by the factors included in our study, such as 

relative pay, scale of operations, or population density. 

One reason for this view is that we tested a broad array of variables and the factors we did include 

made very substantial differences in the predicted performance of LCOs in different regions. For example, 

when we did not control for differences in key factors, Los Angeles’ performance was about as strong as New 

York’s and Seattle’s, but after taking key factors into account, Los Angeles’ performance was about average, 

and New York’s only about half as much above average as Seattle’s. Similarly, when we did not control for 

key factors, Charlotte’s performance was below average, but after taking key factors into account, it was 

average. 

A second reason for believing that bias due to omitted variables is a minor problem is that our 

own site visits suggested that there were very substantial management differences across the regions, and the 

expected effects of those differences appear to be much in keeping with our regression estimates. The 

regression results also are broadly consistent with the assessments developed by Census Bureau officials we 

interviewed who observed performance in the field.4 

Thus, our overall conclusion is that differences in regional management had a large effect on 

recruiting performance, even if our regression results somewhat overstate the importance of those differences. 

Thus, it would be very worthwhile to identify how management in the three regions with especially strong 

performance differed from management in other regions. 

While we did not collect the information needed for a more definitive statistical analysis (because 

we did not systematically interview regional officials), we can draw upon our site visits to make several key 

observations. Those visits suggest that regions with above average performance (1) encouraged LCOMs to 

assiduously follow the basic plan developed by headquarters, (2) provided excellent feedback to the LCOMs 

about the strengths and weaknesses of recruiting in each area of each LCO, (3) helped LCOMs develop 

effective strategies to deal with problems as soon as they developed, (4) provided timely direct assistance 

4	 Census officials consistently felt that the econometric results accurately reflected differences in regional performance. They also were able to point to 
specific management differences that they felt were likely to go a long way to explaining why outcomes differed across the regions. However, at least 
some officials felt that factors we did not identify that were outside of the control of regional managers may have accounted for much of the difference. 
They often based this view on the fact that the largest performance deviations in previously decennial censuses were similar to the deviations in Census 
2000. We agree that it would be worthwhile to see if additional factors with strong explanatory power can be found using administrative data and 
reports that pinpoint management differences as well as data about the characteristics of the labor force, housing stock, and other factors when they 
become available from the decennial census itself. 
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through use of regional technicians, and perhaps most importantly, (5) rather than micromanage, gave broad 

discretion to the LCOMs to meet agreed upon goals and resolve problems in keeping with general guidelines 

established by the regions. 
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5. SUMMARY AND CONCLUSIONS 

We have derived several important conclusions from this work that are (1) strongly supported by 

our statistical analysis, (2) in keeping with reasonable expectations, and (3) supported by the observations of 

independent observers. 

Our main results are the following: 

1. There was a lot of variation across LCOs in the extent to which they were able to meet or 
exceed recruiting goals. At the point in early February when recruiting goals were met for 
the nation as a whole, roughly 10 percent of the LCOs exceeded goals by 50 percent or 
more, while roughly 35 percent were 50 percent or more below goals. 

2. We were able to explain about 50 percent of the variation in recruiting performance using 
14 factors describing relative pay, per capita income, area employment, test scores, 
recruiting goals, NRFU workload, LCOM turnover, and region. The high explanatory 
power of our regressions indicates that these 14 factors had powerful effects on recruiting 
performance. 

3. Relative pay, which is defined as enumerator pay relative to locally prevailing pay, was a 
key determinant of recruiting performance. Our analysis of relative pay indicated the 
following: 

- Increases in enumerator pay rates to over 75 percent of locally prevailing pay 
greatly facilitated recruiting during Census 2000 relative to the 1990 census. 

- While variation in relative pay across LCOs was far smaller in 2000 than 1990, 
such variation could not be eliminated entirely. 

- During Census 2000, relative pay was about 77 percent of prevailing pay in LCOs 
with much below average recruiting performance and about 84 percent of 
prevailing pay in LCOs with much above average performance. Other factors equal, 
that variation was associated with a 10 percent increase in the number of applicants 
in the LCOs with high versus low relative pay. 

- The effect of pay on recruiting is somewhat understated because a one standard 
deviation (about $5,000) increase in per capita income reduced applicants by about 
4 percent, but local pay and per capita income were correlated with each other. 

- Pay increases could have been relied upon to further improve recruiting 
performance had that been necessary. 
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4. Much as expected, LCO recruiting was strongly influenced by the NRFU workload (cases 
to complete). NRFU workload averaged about 80,000 cases, but many LCOs had fewer 
than 56,000 cases and many more than 104,000 cases. An increase in caseload of 24,000, 
about one standard deviation, would increase the number of applicants by about 13 
percent. This result suggests that LCOs appropriately attempted to match applicants to the 
number of enumerators that needed to be hired, but other factors strongly affected 
recruiting success. 

5. Contrary to our expectations, LCOs substantially exceeded recruiting goals. Also, since 
recruiting goals were based on projected mail response rates and housing unit estimates to 
determine the NRFU workload, they had almost no independent effect on recruiting, once 
that workload was taken into account. Thus, goals were regarded as minimums, which 
ultimately were exceeded by 82 percent of the LCOs, usually by large amounts. 

6. The number of workers employed by private firms in an LCO’s operations area had a 
relatively small, but statistically significant, positive effect on recruiting, even though 
employment levels in LCOs showed huge variation, with a standard deviation of about 
720,000 workers. This suggests that: 

- There were plenty of individuals in virtually every LCO’s operations area who 
could be attracted to apply for census jobs. 

- Areas where NRFU workload was large relative to employment and population 
were placed at only a slight disadvantage relative to other areas. 

7. A one standard deviation increase in test scores, an increase from 85.6 to 88.4, would 
decrease the number of applicants by almost 11 percent. We speculate that this surprising 
result is not due to more selective recruiting in some LCOs, but that recruiting was more 
difficult in areas where many people were likely to do well on the test (even holding 
relative wages and per capita income constant). If our speculation is accurate, the effect is 
sufficiently large that variation in test scores should be taken into account in setting wages, 
and managers should anticipate that alternative methods might be needed to boost 
recruiting in LCOs with high test scores. 

8. We also obtained evidence that management differences strongly influenced recruiting. 
The most clear-cut evidence is that turnover by an LCOM reduced applicants by about 12 
percent. This evidence strongly suggests that LCOM performance is a key determinant of 
recruiting success and that LCOMs need to be in place for a substantial period in order to 
be highly effective. 

9. By far the largest source of variation in recruiting performance was associated with an 
LCO being in one of three regions. Being in a fourth region had about as large an effect as 
that associated with several other factors. Importantly, these results held even, after other 
key factors were held constant. In particular, LCOs in the Seattle and Denver regions 
recruited about one-third more applicants than LCOs in other regions, and LCOs in the 
New York region recruited about 17 percent more applicants. 
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10. Unfortunately, we did not have the data needed to statistically link these cross-regional 
differences in performance to differences in specific management practices or other 
attributes. However, we have little doubt that such differences exist and contributed to the 
observed effects. These differences might be somewhat overstated because some 
important factors outside of the control of regional officials were omitted from our 
database. We hold this view for the following reasons: 

- Our own site visits suggested that there were very large differences in the 
management practices employed by the regions that strongly affected performance. 

- Our estimates of the effect of differences in regional management on recruiting are 
broadly consistent with the observations of Census Bureau staff we interviewed 
who directly observed field operations. 

- We tested a broad array of variables and those we used to hold constant the 
differences outside of the control of regional officials, had a large effect on 
measures of regional differences. For example, regression adjusting the results 
placed Los Angeles in the average category, even though Los Angeles’ unadjusted 
performance was about as good as Seattle’s. 

11. The influence of regional management appears to be so great that it would be very 
worthwhile for guiding the 2010 census to determine precisely which management 
practices substantially boosted performance, and which practices and problems reduced 
performance. Based on our own site visits we identified six key factors associated with 
superior performance: 

- Encouraging LCOs to assiduously following the basic plan developed by 
headquarters; 

- Providing accurate and timely feedback to the LCOMs about the strengths and 
weaknesses of recruiting in each area of each LCO; 

- Helping LCOMs develop effective strategies to deal with problems as soon as they 
develop; 

- Providing timely direct assistance through use of regional technicians; 

- Avoiding micromanaging by giving broad discretion to LCO management in order 
to meet agreed-upon goals and resolve problems in keeping with general guidelines 
established by the regions; and 

- Rapidly replacing LCOMs and AMRs who are unable to effectively identify and 
resolve problems. 

12. Finally, our analysis makes us wonder if it was reasonable to regard goals as minimums, 
rather than maximums. Because goals were set so there would be about five applicants for 
each enumerator slot to be filled, and one backup enumerator was hired for each 
enumerator opening, it is reasonable to believe that there was no need to exceed goals. In 
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Census 2000, only 92 LCOs (18 percent) did not meet their goals by the beginning of 
April, and of this group only five fell substantially below 70 percent of their goals. 
However, there was no LCO for which there were not at least 3.25 applicants for each 
enumerator slot. If as we suspect, recruiting goals were more than adequate for staffing 
NRFU, methods should be developed to conduct the 2010 census without exceeding the 
goals by such large amounts. 

It is important to ensure that goals are met for each LCO as a whole as well as for subareas within 

the LCO. We understand that there sometimes was substantial variation in an LCO’s recruiting performance 

that usually, but not always, could be balanced by redistributing resources. Examples are in the efforts of 

recruiting assistants, and use of special mailings to areas where goals were not being met. 

It is also important to determine if goals need to take into account variations in acceptance rates 

and productivity. For example, a case could be made that large numbers of applicants recruited in January or 

February turned down job offers made in late March or early April. Data on the application date of 

enumerators suggests that turn-downs of those recruited well before offers were made, were only slightly 

higher than average. However, we were unable to secure data on which applicants turned down offers of 

enumerator positions. Thus, it is possible that anticipated differences in acceptance rates should be used in 

setting goals. 
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EXECUTIVE SUMMARY


This report examines (1) differences in how quickly the Census 2000 Non-Response Follow-

Up (NRFU) was carried out in the Local Census Offices (LCOs); (2) differences in how quickly the 2000 

NRFU was completed relative to the 1990 NRFU; and (3) the underlying reasons for those differences. 

Overall, we demonstrate that the Census Bureau’s plan to raise wages to at least 75 percent of local levels 

and to put to work during the first week twice the number of enumerators that would be needed if there 

were no attrition, directly led to dramatic improvement in speed relative to the 1990 NRFU. 

Hourly pay was increased by 37.8 percent on average relative to 1990 (adjusted for 

inflation), and the associated increase in enumerator retention was 22.6 percent. This increase in retention, 

coupled with introducing frontloading (increasing the number of enumerators at work at the outset 

relative to cases to complete), permitted the average 2000 LCO to complete the NRFU in 7.19 weeks 

compared to 9.72 weeks in 1990. Moreover, in 2000, the slowest performing LCOs completed their work 

about 1.5 weeks faster than the fastest performing LCO in 1990. 

Our analysis of the variation in completion time across the 510 LCOs with adequate data 

(out of a total of 520 LCOs) shows that (1) differences in the degree of frontloading (the number of 

enumerators at work in a given LCO during the first week) was the primary source of variation in 

completion time; (2) differences in the number of cases completed by individual enumerators played only 

a small role; and (3) differences in retention of individual enumerators were too small to have much of an 

effect. 

Our analysis of the influence of factors within and outside of the control of the Census 

Bureau, using administrative databases covering the 510 LCOs plus a survey database covering close to 

2,800 enumerators in 376 crews in 27 LCOs, showed that the NRFU was completed most rapidly (1) in 

low-wage areas and areas where applicants’ test scores were low on average; (2) in the Denver and Los 

Angeles Census Regions where managers ensured that high levels of frontloading were achieved; and (3) 

in LCOs that had fewer cases to complete (relative to larger scale offices), and in offices in which local 

census managers (LCOMs) did not turn over. 

Our first overall conclusion from this analysis is that differences in factors outside of the 

control of census managers, such as the labor force and area characteristics, had small effects on 
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completion time and productivity. In contrast, factors largely within census management control, such as 

the total number of LCOs, the number of cases to complete within a given LCO, census pay levels, and 

regional office planning and oversight, had large effects on performance. 

Indeed, our statistical analyses and conversations with Census Bureau officials at all levels 

strongly suggest that where the basic pay, recruiting, and frontloading plans were followed, LCOs 

succeeded in securing and retaining more than enough applicants to staff the NRFU with highly 

competent enumerators who also were strongly motivated to work as long as needed. That LCOs’ 

performance was not supply-constrained complicated our statistical analysis; but far more importantly, in 

contrast with 1990, it put census managers in the position of having the staff needed to complete the 

NRFU on schedule. 

Thus, our second, but single most important, conclusion was that the degree to which LCOs 

exceeded schedules was largely a function of the amount of frontloading they achieved. About 80 percent 

of the LCOs met or exceeded frontloading goals. However, the roughly 20 percent of the LCOs that did 

not meet their frontloading goals took about 2 additional weeks to reach their week 1 goals. 

Understanding why frontloading goals were not met, therefore, is the key to understanding the source of 

variation in speed. 

We doubt that failure to achieve frontloading goals was due to recruiting shortfalls. Every 

LCO had at least 3.25 applicants for each enumerator slot, and most LCOs had more than eight applicants 

for each slot. Thus, we suspect that one or more of the following three hiring explanations led to those 

shortfalls: (1) hiring was inherently more difficult due to factors outside of census management control, 

(2) hiring was not effectively managed, and (3) managers did not feel it was essential to meet frontloading 

goals. 

Unfortunately, we lacked the data needed to definitively sort out the relative importance of 

the three explanations. Missing information included the number, timing, and refusal rate of applicants 

asked to accept enumerator positions, and the intentions of census managers. However, we suspect that 

management ability and discretion largely determined hiring outcomes. First, both our analyses of 

recruiting and enumeration suggest that factors outside of management control had little effect on those 

outcomes. Second, evidence from these studies demonstrated that management problems in some LCOs, 

particularly those where LCOMs had to be replaced prior to the start of the NRFU, strongly affected 

performance. 
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We, therefore, reached our third, but somewhat speculative, conclusion that improvements in 

the hiring process were needed to meet frontloading goals. Possible improvements include starting the 

hiring process earlier and ensuring enough hiring clerks and phone lines are available to offset unexpected 

hiring difficulties. Thus, much as frontloading of enumerators was the key to dramatically increasing the 

speed in conducting the enumeration, increasing hiring capacity appears to be the key to meeting 

frontloading goals. 

A fourth conclusion is that setting pay competitively was essential to recruiting sufficient 

numbers of well-qualified applicant and to retaining enumerators as long as they were needed. However, 

the high degree of frontloading led the NRFU to be completed so quickly that it was impossible for us to 

determine whether enumerators were being released by census managers or quitting while their services 

were still needed. Thus, we could not directly determine what would have happened during the NRFU 

had pay been set at a different level. We do know from our separate recruiting study that it would have 

been more difficult to meet recruiting goals had pay been set lower.) 

What our results suggest is that census pay exceeded the threshold above which people who 

agreed to accept enumerator positions were sufficiently competent to execute the work and would not 

lightly break their commitments to work while their services were required. Indeed, about 90 percent of 

the 2000 enumerators showed themselves to be highly productive, as measured by the number of cases 

they were able to complete per hour. In contrast, during the 1990 NRFU, 50 percent or more of the 

enumerators had difficulty completing assignments and/or quit before completing even their initial 

assignment. 

The sharp contrast between pay and performance in 2000 versus 1990 has several important 

implications. Perhaps the most important is that the Census Bureau should reassess how test scores and 

availability to work many hours are used as hiring screens. In 2000 (and 1990) enumerators were 

expected to work at least 20 hours a week, and when feasible, preference was given to hiring enumerators 

able to work at least 40 hours a week. However, once the 20 or 40 hour “availability” threshold was met, 

test scores were used to order candidate contacts. Our analysis suggests that the capacity to quickly 

complete the NRFU would have been enhanced had test scores of about 82 percent been used as a 

threshold (unless applicants had some special skill such as fluency in a foreign language) and the contact 

order been based on hours of availability (reported in applications). 
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Our final key conclusion is that the equations produced here could be extended to set the 

schedule and the degree of frontloading for the 2010 NRFU in a way that would substantially reduce cost 

without reducing the probability the schedule is met. However, our analysis only looked at completion 

speed, which is just one criterion on which the success of the NRFU should be judged. 

It is our view that only by knowing the relationship between speed and accuracy can the 

optimal schedule for the NRFU be set. The accuracy/speed/cost tradeoff is of critical importance because 

(1) improving accuracy is of enormous importance, if the improvements can be achieved at a reasonable 

cost, and (2) it is expensive to more quickly complete the NRFU, but rushing to complete the NRFU too 

quickly could reduce accuracy. 

Increasing speed is costly because the less time that is allotted, the more enumerators need to 

be put to work, and the less flexibility crew leaders have to assign the most work to the most effective 

enumerators. Putting to work more enumerators is also costly because about one-third of all compensation 

is spent on training and supervision. Not allotting work to the most effective enumerators is costly 

because, within any given LCO, above average enumerators complete about twice as many cases per hour 

as below-average enumerators. Thus, even if the 2000 goal of completing 95 percent of the cases in the 

first 6 weeks was retained, major cost reductions could be achieved if a plan was implemented to use the 

full 6 weeks to reach the 95 percent point, rather than complete the NRFU as quickly as possible. 
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1. INTRODUCTION 

This report describes our analysis of the effect of pay, frontloading, and other factors on how 

quickly the Census 2000 Non-Response Follow-Up (NRFU) was completed. Census 2000 was by far the 

largest peacetime operation conducted by the Federal government. From late April to late June of 2000 

the houses of about 42.4 million people who failed to return their census forms, were visited by about 

510,000 enumerators at a cost of roughly $2.4 billion. The enumerators were supervised by about 5,000 

managers working in 520 local census offices (LCOs) and 40,000 crew leaders and crew leader assistants. 

An additional 30,000 or so workers provided clerical support. Oversight for LCOs operations were 

provided by a staff of about 1,000 working out of 12 regional census centers and the Census Bureau 

headquarters in Suitland, Maryland. 

One of the most remarkable elements of the NRFU is that almost all of the staff were 

temporary employees, most of whom were hired and trained only weeks before the start of NRFU field 

operations. To staff the NRFU, about 2 million applicants, roughly 1.6 percent of the entire U.S. 

workforce, were recruited from October 1999 through April 2000. 

The primary focus of our work is determining whether raising wages paid to enumerators 

and introducing frontloading1 had the desired effect of allowing the Census Bureau to rapidly complete 

the NRFU. A secondary interest is determining whether there were systematic differences in performance 

that could be linked to the characteristics of enumerators, the areas in which they worked, their pay, or the 

way in which they were managed that should be taken into account when conducting the 2010 decennial 

census. 

This report builds on our earlier studies. More specifically, Sections 2 through 6 are largely 

based on our Analysis of How to Set Wage-Rates and Other Parameters in Order to Estimate Cost and 

Successfully Complete the 2000 Non-Response Follow-Up, which we completed in June 1997. In that 

report we used a 20 percent sample of enumerators working in 269 of the 421 local census offices 

conducting the 1990 NRFU to (1) describe how quickly the 1990 NRFU was executed, (2) determine 

what factors were associated with differences in speed, and (3) develop a model that could predict how 

1 
Frontloading was a strategy adopted for the 2000 Census to hire two times more enumerators than would be required if there was no attrition. 
Frontloading was aimed at having enough enumerators at work during the first week to handle any contingency and minimize hiring after field 
operations were underway. 
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changes in factors under the Census Bureau’s control would affect completion speed and cost of the 2000 

NRFU. The primary factors examined were enumerator pay rates and the number of enumerators at work 

the first week relative to the number of cases to be completed. 

Our findings of central importance are the following: 

¢	 High enumerator turnover led to the 1990 NRFU being completed more slowly and at 
a higher cost than was planned. 

¢	 Differences in census pay relative to locally prevailing pay accounted for many of the 
differences in enumerator turnover. 

¢	 Increasing the ratio of census pay relative to locally prevailing pay to above 75 
percent in every office would have reduced enumerator turnover to the point that 
performance and cost goals could have been met. (The average 1990 pay ratio was 
0.576, but the ratio was below 0.450 in some major cities.) 

¢	 Increasing initial hiring by about 20 percent coupled with increasing the pay ratio to 
0.750 would have allowed the 1990 NRFU to be completed about 2 weeks sooner and 
would have reduced cost by about 5 percent. 

¢	 In order to complete the 2000 NRFU within 6 weeks, it would be optimal to raise the 
wage ratio to about 0.812 and increase the number of enumerators at work in week 1 
by roughly 50 percent over 1990 levels. 

¢	 Setting pay too low or not having enough enumerators at work in week 1 increases 
completion time and cost out of proportion to the size of the shortfalls. In contrast, 
increasing wages and the number of enumerators only slightly increases cost but 
guards against contingencies that otherwise would prevent the NRFU from being 
successfully completed. 

¢	 High attrition in 1990 may have been due to enumerators being unable to competently 
complete their assignments, as well as not having sufficient financial incentives to 
remain at their census jobs. Thus, we may have underestimated the benefits of 
increasing pay because higher wages should induce better-qualified individuals to 
apply for jobs. 

A panel of outside experts as well as officials within the Census Bureau and the Department 

of Commerce reviewed our analysis. There was widespread agreement that our analysis was sound and 

ultimately was used to shape the plans for Census 2000. The Census Bureau decided to introduce 

2 
During the 1990 NRFU a $1 bonus for each case completed was paid once a minimum number of cases were completed each week. The same 
bonus also was included in the original plan for the 2000 NRFU. Following the 2000 dress rehearsal, the bonus was dropped because it was 
difficult to administer, and using those funds to increase hourly pay would greatly improve recruiting. Prior to eliminating the bonus, our pay 
recommendation was 0.77. 
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frontloading so that there would be many more enumerators at work during the first week of the NRFU 

than would be needed if there were no attrition. They gave us the assignment of setting wages for each 

local census office (LCO) so that enumerator pay would be at least 75 percent of locally prevailing wages. 

The Census Bureau felt that taking these steps would make it feasible to achieve the key goals of 

completing the bulk of the NRFU within 6 weeks and completing the entire field operation within 9 

weeks. 

The Census Bureau exceeded our recommendations for frontloading because it was 

uncertain that our estimates were accurate and, as noted above, the cost of the additional hiring was low, 

but that hiring would greatly increase the chances that the schedule would be met. Indeed, our analysis 

suggested that there was a limit to the improvements in retention that could be secured by increasing 

wages, but no limit to the improvements in speed that could be secured by increasing the number of 

enumerators at work. 

Prior to conducting the dress rehearsals during the spring of 1988 in Sacramento, California, 

and Columbia, South Carolina, there was substantial uncertainty about the applicability of our estimates 

to current conditions. However, the experience of the dress rehearsals, documented in our December 1999 

report, indicated that our estimates were accurate and the overall Census Bureau plan was sound. 

A full description of the procedures used to set wages is contained in our report Setting 

Census 2000 Temporary Staff Pay Rates, which was issued in February 2001. In brief, wages were set by 

(1) estimating average hourly wages for the counties constituting each LCO using Employment and 

Wages data published by the Bureau of Labor Statistics, (2) taking 75 percent of the estimates and 

rounding to the next highest 25-cent interval, (3) raising wages in both LCOs near high-wage cities to 

reflect commuting patterns and in LCOs in rural areas to avoid having large differences across contiguous 

LCOs, and (4) modifying the initial recommendations to take into account special circumstances based on 

reviews by regional Census Bureau officials. The most common special circumstance was disparity 

between the peak number of residents and number of full-year residents in resort communities. Raising 

wages to take commuting patterns and special circumstances into account led wages in the average LCO 

to equal 81 percent of locally prevailing wages (the level we recommended in the absence of bonuses). 
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2. PAY AND PERFORMANCE DURING THE 1990 NRFU 

Table 2-1 describes how pay varied across the 269 (out of 421) LCOs3 for which we had 

sufficient data to carry out our analysis and relates the pay differences to differences in enumerator 

retention, weeks it took to complete the NRFU, and the population density of the LCOs. The LCOs are 

grouped based on how many standard deviations from average was the difference between local pay and 

census pay. 

The table clearly shows very large differences in local pay across the LCOs, but relatively 

narrow differences in census pay. As a result, the ratio of local pay to census pay averaged only .417 in 

the 11 LCOs with the largest difference between local and census pay, and the relative pay ratio was .516 

in the 30 LCOs with pay differences between 1 and 2 standard deviations above average. The pay ratio 

was much higher, .611, in the 118 LCOs with pay differences between 1 and 2 standard deviations below 

average. 

Column 5 of Table 2-1 shows that there was a strong association between differences in pay 

ratios and retention during the first 5 weeks of the NRFU, when as many enumerators as possible were 

needed to be at work. The differences in retention were particularly large between groups A and B, and 

almost as large between groups B and C; however, the difference was not especially large among LCOs 

with pay ratios above .560. These results suggest that (1) when pay is far below local rates it is very 

difficult to retain workers, (2) pay increases should substantially increase retention, but (3) the effect of 

the increases diminishes as pay rises. 

Column 6 shows that low retention was associated with considerably longer durations for 

completing the NRFU. “Retention per Week” is calculated as the average percentage of enumerators in an 

LCO staying from one week to the next. Of particular note, even the group with the highest retention took 

9 weeks to complete the NRFU. This result suggests that higher wages and more enumerators working at 

one time would be required to complete the bulk of the 2000 NRFU in 6 weeks. 

Finally, column 7 shows that there was a strong association between high local pay and high 

population density. This suggests that the variation in census pay across LCOs in 1990 was much less 

3 
In 1990, the local offices were called “District Offices.” In 2000, they were called local census offices or LCOs. In this paper we refer to the 
1990 District Offices as LCOs for consistency of presentation. 
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than the variation in local pay. As a result, the ratio of census pay to local pay was much lower in high 

pay areas, such as large cities, than in low pay areas. 

In summary, in 1990, variation in the ratio of census pay to local pay was large, with the 

lowest ratios being in LCOs with high population densities. Further, in general, the lower the census pay 

relative to local pay in an LCO, the lower the retention rate and the longer the duration of the 1990 

NRFU. 

Table 2-1. Differences in pay and performance during the 1990 NRFU 

LCO in Local Census Pay Retention Weeks Population 
Group group pay pay ratio per week open density 

(1) (2) (3) (4) (5) (6) (7) 

A 11 $19.07 $7.96 .417 .658 11.00 2,039 

B 30 $14.14 $7.30 .516 .706 10.07 1,354 

C 77 $12.28 $6.93 .564 .738 9.99 809 
D 118 $10.28 $6.28 .611 .750 9.47 661 

E 33 $8.65 $5.65 .653 .747 9.00 128 

All 269 $11.39 $6.56 .576 .738 9.72 772 

Note: Group A includes LCOs with the difference between prevailing pay and census pay more than 2 standard-deviations above average; Group 
B LCOs are between 1 and 2 standard deviations above average; Group C, within one standard deviation; Group D, between 1 and 2 standard-
deviations below average; and Group E is more than one standard deviation below average. 
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3. COMPARISONS BETWEEN THE 1990 AND 2000 NRFU 

Table 3-1 describes key differences between the 1990 and 2000 NRFUs. The 2000 figures 

are derived from our current analysis that includes all but one of the 520 local census offices (LCOs). To 

facilitate the comparisons, all 1990 pay figures are multiplied by 1.347 (the ratio of average local pay in 

2000 to average local pay in 1990) so that 1990 local pay equals 2000 local pay. 

Table 3-1. Differences in pay and performance between the 1990 and 2000 NRFU 

LCOs in Local Census Pay Pay Difference Retention Weeks 
group pay pay ratio Mean Std. Dev. per week open 

(1) (2) (3) (4) (5) (6) (7) (8) 
1990 269 $15.34 $ 8.83 .576 $6.51 $1.74 .738 9.72 
2000 519 $15.34 $12.17 .793 $3.17 $2.56 .905 7.19 
% difference 0.0% 37.8% 37.8% -51.3% 47.3% 22.6% -26.0% 

Note: In 1990 local pay averaged $11.39 in 1990 dollars. All 1990 pay figures were multiplied by 1.347 to facilitate the comparison with 2000 
figures. 1990 retention reflects the average weekly permanent separation rate of enumerators starting in week 1 and 2 over weeks 1 through 5. 
In contrast, the 2000 figure counts the fraction of enumerators employed in week 2 who did not permanently separate in that week. Week 2 
separations were used for 2000 because the NRFU was completed so rapidly that many enumerators were being released by the end of the third 
week. 

Using comparable local pay figures, column 3 shows that census pay was 37.8 percent 

higher in 2000 than in 1990. Column 5 shows that the difference between local and census pay narrowed 

by 51.3 percent. Column 6 shows that the variation around the mean increased. This result was expected 

because the 2000 pay increases were not based on a fixed dollar amount but were proportional to local 

pay. As a result, there was a much wider range of pay rates in 2000. Column 7 shows that the pay increase 

was associated with an increase in retention of 22.6 percent. As shown in column 8, this increase, together 

with increased frontloading, facilitated the completion of the 2000 NRFU in 7.19 weeks in an average 

LCO. The 2.53 week reduction in average completion time represents a 26.0 percent reduction relative to 

the time it took to complete the 1990 NRFU. 

These results clearly show the following: 

¢ The Census Bureau completed the NRFU much more rapidly in 2000 than 1990. 

¢ Higher pay in 2000 was associated with substantial increases in enumerator retention. 

¢	 Differences between local pay and census pay were reduced by more than 50 percent, 
but there was still considerable variation in those differences across LCOs. 
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Not shown in the table is that the pay-setting procedures narrowed the ratio between local 

and census pay more than it narrowed the arithmetic difference. However, there was still considerable 

variation across LCOs in that ratio—the standard deviation around the mean ratio was .115. This 

difference persisted because our measure of prevailing pay reflected pay of local firms, not local 

residents. Thus, setting competitive rates required increasing pay in many LCOs within commuting 

distance of large, high-wage cities. Pay was also increased in rural areas where pay in nearby LCOs was 

much higher and in areas with large seasonal fluctuations in employment, such as resorts and some 

farming communities. 

Finally, it is noteworthy that no pay increases were needed during the 2000 NRFU operation 

(though there were pay increases during recruiting). In contrast, a large pay increase was made in many 

LCOs during the 1990 NRFU operation to reduce the unanticipated high rates of enumerator attrition. 
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4. SOURCES OF VARIATION ACROSS LCOs IN COMPLETING THE 2000 NRFU 

This section examines factors that explain why the time it took to complete the 2000 NRFU 

varied across the local census offices (LCOs). In order to examine these factors, we group the LCOs by 

how much progress they made by the end of the third full week of NRFU operations. Group 1 was one 

standard deviation or more above average. Group 2 was less than one standard deviation above average. 

Group 3 was less than one standard deviation below average. Group 4 was one standard deviation or more 

below average. 

The LCOs in our sample completed almost 43 million cases. As shown on line 3 of Table 

4-1, 57.0 percent of the cases were complete by the end of the third week. However, there was 

considerable variation in the rate of progress. By the end of the third week, LCOs in Group 1 completed 

77.1 percent of their cases, while LCOs in Group 4 completed only 38.5 percent of their cases. (In this 

discussion we mainly focus on the differences at the extremes of the distribution, Group 1 versus Group 

4, but evidence for Group 2 and Group 3 enumerators is consistent with the patterns described.) 

Overall, an average LCO completed 99.4 percent of its cases by the end of week 7, and as 

shown on line 5, took 6.69 weeks on average to complete 95 percent of its cases. It took 5.49 weeks on 

average for the Group 1 LCOs to reach the 95 percent point, compared to 7.55 weeks for Group 4 LCOs 

to reach the 95 percent point. However, it is noteworthy that even the LCOs at the bottom of the 2000 

distribution reached the 95 percent completion point about 1.5 weeks faster than the local offices at the 

top of the 1990 distribution. 

The Effect of Frontloading 

One of our most important findings is that the difference in the pace of operations was not 

due to variation in when operations were supposed to start or the ratio of enumerators planned to be at 

work during the first week relative to cases to complete. There was almost no variation across LCOs in 

when the first case was completed, but there were large variations in the ratio of number of enumerators 

at work in the first week to cases to complete. 
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Table 4-1. Cross-LCO differences in NRFU performance 

Group 1 Group 2 Group 3 Group 4 Total 

1. LCOs in group 81 166 193 79 519 

2. % of total 15.6% 32.0% 37.2% 15.2% 100.0% 

A. Cases completed 
3. End of 3rd week 77.1% 64.1% 51.9% 38.5% 57.0% 

4. During 2nd week 29.1% 24.2% 19.6% 14.4% 21.5% 

5. Weeks to 95% completion point 5.49 6.41 6.81 7.55 6.69 
6. Weeks to 90% of enumerators start work 2.56 3.93 4.86 5.90 4.75 

B. Continuation rate 
Week 2 .847 .870 .869 .872 .866 

8. Week 4 .546 .697 .767 .811 .723 

C. Separation rate 
9. Week 2 9.5% 6.7% 5.5% 3.9% 6.2% 

10. Week 4 25.2% 17.4% 11.8% 8.1% 14.8% 

D. Ratio of total cases to: 
11. Total hours week 1 3.87 4.51 5.12 6.71 4.88 

12. Total hours week 3 4.54 4.49 4.67 5.29 4.68 

E. Ratio of total cases to: 
13. Enumerators week 1 136 165 197 277 183 

14. Enumerators week 3 199 169 170 185 176 

F. Average per enumerator 
15. Cases 79.3 84.4 82.8 80.4 81.8 
16. Cases/week (week 3) 26.4 27.1 25.7 24.1 26.1 

17. Cases/week (all weeks) 23.1 22.0 20.0 20.6 21.5 

18. Cases/hour 1.397 1.127 1.076 1.105 1.112 

19. Hours/week 16.5 19.5 18.6 18.6 19.3 
20. Weeks 3.43 3.84 4.14 3.90 3.81 

21. Maximum enumerators at work in any week 672 691 692 667 645 

22. Week with maximum enumerators 2 3 3 4 3 
23. Ratio maximum enumerators to target hires 138% 122% 117% 109% 113% 
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The most direct evidence that the week 1 enumerators to cases ratio was the key to rapidly 

completing the NRFU comes from line 13 of Table 4-1. Line 13 shows that in week 1 there was one 

enumerator for each 136 cases to be completed in Group 1 LCOs, but only one enumerator for each 277 

cases to be completed in Group 4 LCOs. 

For enumerators in Group 1 and Group 4 LCOs, the ratio of total cases to total hours worked 

in week 1 is quite similar to the ratio of total cases to the total number of enumerators at work. That these 

ratios are similar suggests that enumerators in LCOs in both Groups 1 and 4 started at the same point in 

week 1, as was planned to happen. This eliminates the possibility that differences in starting times explain 

the differences in performance between the two groups. 

Additional evidence that the LCO groupings in Table 4-1 reflect differences in cases 

completed per unit of time (rather than differences in start date) comes from line 4, which shows that the 

variation in performance across the four groups is almost the same in week 2 alone as in weeks 1 through 

3 together. More specifically, in week 2, more than twice the percent of cases were completed by Group 1 

LCOs as were completed by Group 4 LCOs. This is the case even though (a) Group 1 LCOs had 

completed about 25 percent of their cases in week 1 compared to about half that proportion in Group 4, 

and (b) completing cases becomes progressively more difficult as the NRFU goes on. 

Line 21 of Table 4-1 shows that there was not a lot of variation in the maximum number of 

enumerators at work in any one week, but line 22 shows that there was substantial variation in which 

week the maximum was reached. Of greatest importance, line 23 shows that there was substantial 

variation in the ratio of maximum enumerators at work in any week to frontloading (week 1) targets. 

Indeed, the fraction of enumerators at work in Group 1 LCOs peaked at 138 percent of their targets in 

week 2, while the fraction in Group 4 LCOs peaked at only 109 percent of their targets, and did not do so 

until week 4. Although not shown in the table, Group 1 LCOs substantially exceeded their targets in week 

1, but Group 4 LCOs did not reach their targets until week 3. 

Line 14 of Table 4-1 shows that the ratio of cases to complete to enumerators at work in 

week 3 were comparable between Group 1 and Group 4 LCOs, but the ratio for Group 4 was still well 

above the level reached by the Group 1 LCOs in week 1. This is powerful evidence that Group 4 LCOs 

were slow to build up the number of enumerators at work, did not achieve the target amount of 

frontloading in the first week, and, therefore, ended up completing much lower percentages of cases by 

the end of week 3. 
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Additional information about the rate at which enumerators were put in place comes from 

line 6, which shows that 90 percent of all the enumerators that ever worked in Group 1 LCOs were at 

work after only 2.56 weeks, while it took 5.90 weeks for 90 percent of all Group 4 enumerators to start 

work. 

Finally, the figures in lines 15 through 20 of Table 4-1 show that there was some difference 

in the performance of individual enumerators across the LCOs in different groups. Most of these 

differences were in the direction of speeding completion of the work in Group 1 LCOs and slowing 

completion of work in Group 4 LCOs. However, these differences were small relative to differences in 

the number of enumerators at work in week 1, and only explain a small fraction of the difference in the 

percent of cases completed by the end of week 3. 

One difference is that, on average, enumerators in Group 4 worked slightly fewer hours per 

week than enumerators in other groups (see line 19). However, the largest differences are that Group 1 

enumerators were substantially more productive per hour worked than Group 2 enumerators, and Group 2 

enumerators were more productive than Group 3 enumerators (line 18). These differences in productivity 

could stem from many sources. For example, management could be more effective in Group 1 LCOs or 

factors outside of the Census Bureau’s control could have made it easier to complete cases more rapidly 

in Group 1 LCOs. Sorting out the underlying sources of variation is a major focus of the rest of this 

report. 

In summary, having fewer enumerators at work than planned in weeks 1 through 3 was the 

primary factor associated with Group 4 LCOs needing the most time to complete the NRFU. In contrast, 

progress would have been only a little faster in Group 4 LCOs if the number of hours worked per week 

and cases completed per hour were equal to those in Group 1 LCOs. 

Modest cost increases also were likely associated with LCOs in Group 4 not getting a high 

percentage of their enumerators working during the first few weeks. Cost increases would be expected 

because enumerators become more effective as they gain experience, especially over the first few weeks 

of work, and delays in enumerators’ start dates reduce the average level of experience and average 

productivity. 
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Significant cost saving would have occurred had all the Group 4 enumerators who ever 

worked started closer to week 1. This is because these LCOs would have had to hire, train, and supervise 

fewer enumerators overall. Indeed, our earlier studies using 1990 NRFU data showed that increasing 

speed can be quite costly due to the need to train and supervise more enumerators than otherwise would 

be needed. Originally we planned to document the differences in productivity and cost associated with 

differences in the 2000 NRFU frontloading patterns, but we lacked the time to complete this highly 

complex and time-consuming task for inclusion in this report. 

The Effect of Retention 

Another important finding derived from Table 4-1 is that enumerator retention was high 

among LCOs in all four groups. Line 7 shows that the number of enumerators working in week 2 who 

continued to work in week 3 was close to the average ratio of .866 across all groups, and far higher than 

the 1990 continuation rate, which was about .650. Thus, in sharp contrast to 1990, failure to retain 

enumerators had virtually no bearing on how quickly LCOs completed their assigned work in 2000. 

The week 2 continuation rate was highest in Group 4 and lowest in Group 1. However, lines 

8 and 10 suggest that the 2000 continuation rates fall as the NRFU progresses, mainly because progress 

was so rapid that many enumerators were no longer needed by the end of the fourth week. Among Group 

1 enumerators in week 4 when 92.0 percent of cases were completed, roughly 45 percent did not continue 

to work in week 5, and 25.2 percent left permanently. Among Group 4 enumerators at work in week 4 

when 58 percent of cases were completed, 18 percent did not continue to work in week 5, and only 8.1 

percent left permanently. 

As will be discussed in considerable detail in subsequent sections, the speed with which the 

NRFU was completed made it difficult to distinguish between separations by enumerators the crew 

leaders wanted to retain versus separations by enumerators who were no longer needed by their crew 

leaders. As a result, it was difficult to determine the effect of pay and other factors on “unwanted” 

separations or the effect of unwanted separations on the speed of completion. 
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5. CHARACTERISTICS ASSOCIATED WITH CROSS-LCO 
VARIATION IN COMPLETING THE 2000 NRFU 

Table 5-1 describes key characteristics that might be associated with differences in the rate 

at which cases were completed across the LCOs during the 2000 NRFU. Four different types of 

characteristics are included in the table—characteristics of the area, census practices, pay, and the 

enumerators. The table uses the same LCO groupings as Table 4-1. Thus, Group 1 includes LCOs with a 

one standard deviation above average completion rates by the end of the third week, etc. 

Panel A: Area Characteristics suggests that low completion rates are associated with high-

density, high-income LCOs, traits found in and near large cities, and that high completion rates are 

associated with low-density, low-income LCOs. However, the area employment levels were especially 

high in the LCOs completing the most cases.4 Our analysis suggests that this is a result of there being 

many LCOs in major cities, especially in the New York and Los Angeles metropolitan areas. In contrast, 

many of the LCOs in Group 1 are geographically large and located in less urban areas of the West. 

The results displayed in Panel A for 2000 are consistent with the results for 1990 discussed 

in Section 2. In 1990, longer completion times were associated with high density, relatively high income 

areas. The same general pattern was found in 2000. 

Panel B: Recruiting/Hiring/Management Characteristics shows that despite having high 

employment levels, the areas making quickest progress had fewer cases to complete (relative to larger 

scale efforts), line 7, and were authorized to hire slightly more enumerators per case than other areas, line 

9. It is our understanding that the differences in workloads and targets largely reflect differences in the 

degree of population dispersion and on expected difficulty in completing cases. In areas of the United 

States where most residents live in rural areas, LCOs tended to be large geographically, but included 

relatively small populations. Also, the distances that need to be covered in rural areas typically make it 

more time-consuming for enumerators to travel from one residence to another. 

4 
Ideally we would have liked to examine the effect of characteristics within individual LCOs on completion time. However, all our area data in 
section A (and local pay in section C) are derived from county-level statistics. In most cases, county borders and LCO borders coincided. Thus, 
usually our area figures reflected LCO characteristics. However, in major cities there was a tendency for several LCOs to be located in a single 
county. In such cases we used identical county-level statistics for each LCO in the same county. The number of different LCOs in a single 
county in a major city depended both on population density and the geographic size of the county. In other areas, where an LCO included all of 
one or more counties as well as parts of other counties, we prorated the area statistics across the counties divided up among one or more LCOs. 
For example, if a county was split among three LCOs, one-third of the employment of that county would be added to the employment of the 
other counties included in each of the three LCOs. 
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Table 5-1. Cross-LCO differences associated with differences in NRFU performance 

Group 1 Group 2 Group 3 Group 4 Total 

1. LCOs in group 81 166 193 79 519 

2. % of total 15.6% 32.0% 37.2% 15.2% 100.0% 

3. Cases completed by 3rd week 77.1% 64.1% 51.9% 38.5% 57.0% 

A. Area Characteristics 
4. Employment 845,354 499,082 496,233 512,979 551,758 

5. Density (people per sq. mile) 935 1,149 1,181 1,413 1,170 

6. Per capita income 17,075 17,670 19,124 19,635 17,950 

B. Recruiting/Hiring/Manage
ment Characteristics 

7. Cases 63,355 76,981 82,786 83,834 77,896 

8. Recruiting target 4,162 4,788 5,084 5,174 4,860 

9. Cases/recruiting target 15.22 16.08 16.28 16.20 16.03 

10. Applicants 7,121 7,110 7,120 6,798 6,968 
11. Ratio (Feb) appl/recruiting 

target 1.327 1.046 .930 .791 .984 

12. Enumerators 802 919 1,011 1,044 942 
13. % LCOs with LCOM switch 8.0% 9.1% 12.1% 20.3% 11.0% 

C. Pay Characteristics 
14. Census pay $11.50 $12.07 $12.40 $12.52 $12.17 
15. Local pay $14.11 $14.85 $15.76 $16.59 $15.34 

16. Difference (local-census) $2.61 $2.78 $3.36 $4.07 $3.04 

17. Ratio (local/census) .824 .825 .800 .764 .791 

D. Applicant/Enumerator 
Characteristics 

Fraction with test scores > 90 

18a. Applicants .434 .452 .445 .436 .444 
18b. Enumerators .637 .629 .580 .539 .597 
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Perhaps of even greater importance, panel B shows that LCOs in each completion group 

recruited about the same number of applicants (line 10), despite having large differences in targets. By the 

end of February, Group 1 LCOs exceeded their targets by 32.7 percent, Group 2 LCOs exceeded targets 

by 4.6 percent, but Group 3 LCOs fell short of targets by 7.0 percent, and Group 4 LCOs fell short of 

targets by 28.9 percent (see line 11). 

It is possible that where recruiting progress was slow, recruiting was simply more difficult or 

resources were not as readily available. However, evidence in Table 5-1 (and analysis in our recently 

completed recruiting study) suggests that differences in performance were related to differences in 

management behavior at both the region and local level. 

It is particularly noteworthy that turnover among LCO managers (LCOMs) in the 5 months 

prior to the start of the NRFU was strongly associated both with slow recruiting performance and slow 

completion of the NRFU itself. Line 13 shows that 20.3 percent of the Group 4 LCOs had at least one 

LCOM leave, compared to only 8.0 percent of the Group 1 LCOMs. 

The sharp difference between LCOM turnover in the LCOs where completion was slowest 

versus other LCOs suggests that often it was the poor performance of the LCOM that placed the LCO in 

Group 4. However, the modest levels of LCOM turnover in other groups suggest that LCOM turnover 

does not invariably lead to longer completion times. 

Information we obtained from interviewing local and headquarter staff reinforces this view. 

The impression we were given is that (1) LCOMs usually quit or were fired because they were unable to 

perform well, and straightening out performance in those LCOs usually was especially difficult; (2) in 

some cases an effective LCOM was rapidly replaced by an effective substitute; and (3) there were cases 

where performance suffered after an effective LCOM left (for personal reasons) because it took time to 

find an adequate substitute or for the substitute to perform well. 

What is harder to judge is the extent to which factors outside of the LCOMs’ control 

contributed to their performance. In the next section, we use multiple regression analysis to help address 

this question. 
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Line 15 of Panel C: Pay Characteristics shows that progress was fastest in LCOs with the 

lowest levels of local pay, and local pay was successively higher as progress rates declined. A similar but 

somewhat weaker pattern occurred for differences in per capita income and population density. 

Line 14 shows that census pay also increases as we move across the table from the groups 

with highest completion rates to lowest completion rates, but the increases are less than proportional to 

the increases in local pay. As a result, the dollar gap in pay widens substantially across the completion 

groups. The ratio of census pay to local pay is substantially lower in the Group 4 LCOs, than in the Group 

3 LCOs; and in the Group 3 LCOs, than in the Group 2 and 1 LCOs, but the ratios are about the same in 

the Group 1 and Group 2 LCOs. 

These patterns suggest that differences in relative pay may explain some of the differences in 

performance, particularly the relatively poor performance of the Group 4 LCOs relative to Group 3 LCOs 

and the Group 3 LCOs relative to those in Groups 1 and 2. Significantly, the pay effects seem to diminish 

as the ratio of census pay to local pay approached .825. This result is consistent with our earlier analysis 

of the 1990 NRFU that suggests the retention improvements associated with high pay ratios diminish as 

the ratios increase. 

However, a key difference with earlier results is that there is no obvious association between 

low census pay (relative to local pay) and factors that would be expected to adversely affect performance. 

For example, Table 4-1 does not show a connection between speed and high retention (even though this 

association was clearly evident in the 1990 NRFU and 2000 dress rehearsals). 

Two possible data-related explanations for this lack of statistical association are that (1) our 

measure of retention (even in week 1) does not reflect “unwanted” separations and (2) our measure of 

relative pay may not adequately reflect differences between census pay and locally competitive pay. Put 

more simply, key relationships observed in earlier analyses may be obscured because reductions in 

“unwanted” separations are balanced by increases in “wanted” separations, or because we have eliminated 

most of the variation between census pay and locally competitive pay. 

A third explanation, which we discuss in detail subsequently, is that pay was set sufficiently 

high to generate a huge recruit pool of highly qualified applicants; as a result virtually all enumerators 

were able to perform well and were committed to remaining at their jobs until they were no longer 
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needed. That pay ratios were so similar across Group 1 and 2 LCOs is consistent with the view that when 

pay is above some threshold, differences in performance no longer are associated with differences in pay. 

Two final key points are that (1) even if low relative pay adversely affected enumerator 

performance on the job, that by itself would not explain the variation in the number of enumerators at 

work in week 1, and (2) differences in frontloading is the primary determinant of how quickly the NRFU 

was completed in different LCOs. However, relative pay might affect offer acceptance rates, and 

slowness in getting acceptances could slow the rate at which enumerators were put to work. This 

possibility is discussed below. Also, we attempt to determine what factors outside of the control of census 

managers affected performance using regression analysis in subsequent sections. 

Panel D: Applicant versus Enumerator Characteristics shows the relationship between 

test scores and performance. Lines 18a and 18b show that there was little difference in the fraction of 

applicants with test scores above 90 percent, but large differences in the fraction of enumerators with 

test scores above 90 percent. High test scores had a strong positive effect on enumerator performance in 

1990, and the results in section 7 of this report suggest that they had a positive, but much weaker effect in 

2000. Thus, the differences in test scores account for only a small fraction of the difference in 2000 

performance. 

However, the difference in enumerator test scores between Group 1 LCOs and Group 4 

LCOs might reflect differences in the way Group 4 managers applied the rules with respect to hiring local 

area applicants in order of test score. Those differences also might have been linked to indifference about 

meeting frontloading targets. Initially, we believed that the evidence was consistent with these 

hypotheses. But, Ed Funkhouser, one of our expert reviewers, drew our attention to the fact that the 

Group 4 LCOs hired 19.0 percent of the applicants with test scores above 90 percent, compared to Group 

1 LCOs, which hired only 16.5 percent of their comparable applicants. The reason Group 4 LCOs ended 

up hiring a higher fraction of their high-scoring pool, but ended up with a smaller proportion of 

enumerators scoring above 90 percent, is that the Group 4 LCOs had more cases to complete than Group 

1 LCOs, and they had a much smaller pool of high scoring applicants. 

Nevertheless, the fact remains that the Group 4 LCOs took much longer than Group 1 LCOs 

to build up the number of enumerators at work on the NRFU. Thus, we are still left with two plausible 

explanations for these delays. The first is that Group 4 LCOs did not put sufficient effort into hiring the 

17




needed number of enumerators prior to the start of operations. The second is that it was much harder for 

Group 4 LCOs to contact applicants and/or to get them to accept job offers once contacted. 

Unfortunately, we cannot directly test the above hypotheses because we lack data on the 

number of offers made, the timing of offers, and which applicants offered enumerator positions turned 

down those offers, or did not show up for training. While we can only speculate on the importance of the 

two hypotheses, the fact that relative pay was lower in groups with low test scores opens up the 

possibility that refusals were strongly affected by relative pay. If this was the case, it could explain why 

fewer enumerators were put to work in week 1. 

On the other hand, the strong association between high LCOM turnover and inability to meet 

frontloading requirements opens up the possibility that local management factors strongly influenced 

performance. The possibility that management ability or discretion is a key factor is strengthened by 

evidence that relatively low pay and area characteristics explain only a small amount of the differences in 

the speed with which recruiting goals were met. 

This speculation raises fundamental questions about why frontloading varied across LCOs: 

¢	 Did some LCO managers disregard the basic plan? If so, was the decision made at the 
local or regional level? 

¢	 Were some LCO managers unable to follow the basic plan because conditions outside 
of their control made following the plan impossible? If so, what were those 
conditions? 

In the succeeding analysis we will attempt to address the second question. However, it is 

important to keep the following in mind: 

¢	 Virtually all LCOs met the key performance criterion of completing the NRFU within 
9 weeks. 

¢	 We did not detect any systematic differences in retention across LCOs with different 
completion rates. This implies that, although there were differences in relative pay, 
pay was set high enough to ensure that retention would be uniformly high. 

¢	 The primary factor determining completion rates was the degree of frontloading (the 
ratio of enumerators at work the first week to cases to complete). Thus, explaining 
variation in completion rates narrows down to explaining variation in frontloading. 
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¢	 Differences in relative pay might explain why some LCOs were slow to meet hiring 
targets through an effect on acceptance rates. However, we lacked the data needed to 
test this hypothesis. 

In short, our analysis of Tables 4-1 and 5-1 suggests that the basic plan for executing the 

NRFU was sound. That is, all key performance criteria were able to be met once wages were increased to 

at least 75 percent of local levels, and frontload was increased to the point that the number of enumerators 

working in the initial stages equaled at least 150 percent of the number of enumerators needed to 

complete the bulk of the work in 6 weeks if there was no attrition. 

The analysis in this section also shows that LCOs who were able to attain higher levels of 

frontloading than required completed the NRFU even more quickly. What we cannot say based on the 

evidence developed so far is why the amount of frontloading varied across the LCOs. 
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6. REGRESSION ANALYSIS OF FACTORS ASSOCIATED WITH 
QUICK COMPLETION OF THE 2000 NRFU 

In this section we use regression analysis to: 

¢	 More rigorously assess the independent effect of the factors discussed in Section 5 on 
how quickly the NRFU was completed in different local census offices (LCOs). 

¢ Examine the extent to which performance was influenced by: 

- Factors outside the control of the Census Bureau; 

- Pay and other factors set at the headquarters level; and 

- Regional and local management. 

Table 6-1 displays a regression using as the dependent variable the percent of the NRFU 

completed by the end of the third week of field operations in each of 510 LCOs. (The Window Rock, 

Arizona, and all nine Puerto Rico LCOs were excluded because we lacked some information about these 

areas.) The independent variables fall into six categories—the characteristics of (1) areas, 

(2) enumerators, (3) census pay, (4) NRFU management, and (5) NRFU performance, plus (6) dummies 

for census regions. 

The variables in Table 6-1 are ordered by the size of their effect on the dependent variable 

based on use of the coefficient for 0/1 variables (the regional dummies plus whether the LCOM left) and 

the coefficient times twice the standard deviation for continuous variables. In keeping with expectations 

derived from Table 5-1, the ratio of total cases to enumerators at work in week 1 has by far the greatest 

effect on the percentage of cases completed by the end of week 3. LCOs with relatively few enumerators 

per case to complete had only one enumerator for each 161 cases, while LCOs with many enumerators 

per case had one enumerator for each 100 cases. Those LCOs that had 61 more cases to complete per 

enumerator completed only 48 percent of their cases on average by the end of week 3, compared to 65 

percent of the cases in those LCOs with more enumerators per case to complete. 

An LCO being located in the Denver region has the next strongest effect. This effect is 

consistent with the Denver regional office taking a number of steps to facilitate quick completion of the 

NRFU, including making sure LCOs had high levels of frontloading and quickly put to work all 
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Table 6-1. Regression describing the effect of various factors on percent of cases completed by end of the third week of the NRFU 

Specification-1 Standard Variable Effect on % 
Coefficient “t” Statistics Mean deviation type cases completed 

(1) (2) (3) (4) (5) (6) 
Dependent Variable 
% Cases completed weeks 1-3 0.565 0.133 

Independent Variables 
Intercept 0.8102 4.80 

1. Ratio of cases to enumerators at work week 1 -0.002498 -18.11 130.55 30.68 C -0.1533 
2. Denver Region 0.107 6.64 0.07 0.26 O/1 0.1066 
3. Local pay -0.0106 -6.52 15.34 3.89 

O/1 
C -0.0826 

4. Atlanta Region 0.069 5.22 0.11 0.31 0.0692 
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5. Enumerators’ average test score 0.0100 3.51 89.82 2.70 C 0.0541 
6. Applicants’ average test score -0.0084 -2.59 85.60 2.77 C -0.0465 
7. Area employment 3.066E-08 4.19 551,758 719,898 C 0.0441 
8. Dallas Region 0.014 0.98 0.09 0.29 O/1 0.0278 
9. Ratio of applicants in February to recruiting target 0.0288 2.40 1.00 0.43 

O/1 
C 0.0245 

10. Los Angeles Region 0.024 1.32 0.08 0.27 0.0245 
11. Cases per hour 0.0187 2.95 1.23 0.60 

O/1 
C 0.0224 

12. LCOM turnover -0.0143 -1.24 0.11 0.31 -0.0143 
13. Area population density -2.38E-06 -0.79 1,170 1,786 

O/1 
C -0.0085 

14. Seattle Region 0.003 0.21 0.07 0.26 0.0063 
15. Cases to complete -1.31E-07 -0.69 83,004 23,426 C -0.0062 
16. Census pay rate -0.0008 -0.29 12.16 2.50 C -0.0042 

Adjusted R Square 0.6389 

Note: Variable type C=continuous; 0/1=bivariate 

Column 6 shows the effect on % cases completed of a two standard-deviation change in continuous variables and a change equal to the coefficient for 0/1 variables; 0/1 variable names are 
underlined and columns 5 and 6 values shaded. 

The regressions include 510 LCOs. The Window Rock, AZ, and 9 Puerto Rico LCOs were dropped due to the lack of data. 



enumerators used at any point. In third place, is local pay levels. In this case, the greater the pay, the 

smaller the percentage of cases is completed by the end of week 3. This reinforces the view that 

completing the NRFU was more difficult in high wage areas, primarily large cities and some suburbs. 

Importantly, population density, which is correlated with local wages, has only a small negative effect on 

cases completed. This suggests that any high wage area is likely to complete the NRFU relatively slowly. 

An LCO being in the Atlanta region is in fourth place, but the effect is considerably less than 

that for local pay. The average test scores of enumerators and applicants are in fifth and sixth place, 

respectively, but the effects are in opposite directions. The enumerator test score result is highly 

consistent with evidence presented in Section 5. Evidence that will be presented in the next section 

suggests that variation in the test scores in the range observed in 2000 had little effect on productivity. 

Thus, we regard the test score result to be more an indicator of an LCO having difficulty promptly hiring 

enumerators, than having more productive enumerators. 

In contrast, the applicant test score result was not obvious from the analysis described in 

Section 5. This suggests that controlling for some other characteristics was crucial to producing this 

unexpected result. Our view is that in this regression, high test scores of applicants are an indicator of the 

characteristics of people in a given area and unrelated to recruiting performance. Thus, it indicates that 

areas where the population scores well on tests are also areas where completing the NRFU is more 

difficult. 

Area employment in the LCO is in seventh place, a result highly consistent with the 

tabulations discussed in Section 5. The remaining variables have relatively small effects and are 

statistically insignificant, except for the ratio of applicants recruited by the end of February to the LCO’s 

recruiting target, and cases per hour. We regard the applicant/recruiting-target ratio as an indicator of 

management effectiveness (given that other factors that affect recruiting are held constant). That its effect 

on cases completed is fairly strong provides another indication that variation in management performance 

contributed importantly to variation in completion time. 

The primary purpose of the specification used in Table 6-1 is to provide an indication of 

which variables had large, independent effects on performance. In particular, we wanted to test whether 

the number of enumerators at work in week 1 was the most important determinant of how quickly the 

NRFU was completed, even after controlling for a wide range of additional variables. We also tested the 

effect of a large number of variables, which we did not include in the table because we found them to 
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have little effect on cases completed with this or any other specification. These variables include regional 

dummies for Boston, New York, Charlotte, and Kansas City, as well as the retention rate in week 1. 

In Table 6-2 we remove the applicant/recruiting-target ratio but leave the Table 6-1 

specification otherwise unchanged. Doing this is likely to provide a better indicator of the importance of 

each variable because we know from our recruiting study that success in recruiting was strongly affected 

by a number of factors included in the initial specification, such as relative pay, LCOM turnover, and 

applicant test scores. However, we believe that changes in the regression coefficients after removing the 

applicant/recruiting-target ratio also indicate the importance of management practices because some of 

the explanatory power of this variable captures otherwise unmeasured factors, especially management 

quality. 

The differences between the coefficients, using the same specification with and without the 

applicant/recruiting-target ratio, show that the explanatory power of a number of variables was 

substantially weakened by the inclusion of that variable. The increase in the coefficients for the Seattle 

region and number of cases is particularly large, but not statistically significant at the .05 level. The 

increases are also large for the test scores. 

In Table 6-3 we remove the ratio of cases to enumerators at work in week 1 (and add the 

Chicago region dummy variable to specification 2 and 3). Removing the cases per enumerator ratio 

provides a much better indication of the importance of the variables remaining in the specification. This 

ratio is highly correlated with cases completed, but it is more of a proxy for the dependent variable than a 

variable describing exogenous factors or factors that indicate the effect of pay or management practices. 

Thus, it is hardly surprising that omitting the cases per enumerator ratio is associated with a reduction in 

the regression’s R-square from .635 to .406. 

With the cases per enumerator ratio removed, the variable that has the largest effect on cases 

completed is the Denver region dummy. The increase in the effect of this variable is a strong indication 

that the fast completion rate in the Denver region was a direct result of having many enumerators at work 

in week 1 relative to the total number of cases to be completed. Moreover, interviews with census 

officials make us confident that the increase in this region was primarily due to specific management 

behaviors rather than factors outside of management control that made it easier to achieve a high ratio. 

Table 6-4 presents the regressions without the region variables. 
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-- --

Table 6-2. Percent cases-completed regression with/without the February applicants variable 

Dependent Variable 
% Cases completed week 3 Std-Dev = 0.133 Mean =.565 

Specification 2 Effect of Effects on % 
(applicant/target ratio Specification 1 removing cases completed Rank order 

removed) applicants on: without using 
Coefficient “t” Statistics Coefficient “t” Statistics coefficient applicants specification 1 

(1) (2) (3) (4) (5) (6) (7) 
Independent Variables 
Intercept 0.8622 5.11 0.810 4.80 6.4% 

1. Ratio of cases to enumerators at -0.0025 -17.62 -0.002498 -18.11 1.6% -0.150 1 
work week 1 

2. Denver Region 0.120 7.91 0.107 6.64 12.7% 0.120 2 
3. Local pay -0.0116 -7.28 -0.0106 -6.52 9.5% -0.090 3 
4. Enumerators’ average test score 0.0128 4.90 0.0100 3.51 28.0% 0.069 5 
5. Atlanta Region 0.064 4.81 0.069 5.22 -8.0% 0.064 4 
6. Applicants’ average test score -0.0114 -3.77 -0.0084 -2.59 35.5% -0.063 6 
7. Area employment 3.11E-08 4.08 3.07E-08 4.19 1.5% 

0.023 
0.045 7 

8. Los Angeles Region 0.023 1.19 0.024 1.32 -7.6% 10 
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9. Cases per hour 0.0179 2.81 0.0187 2.95 -4.0% 0.022 11 
10. LCOM turnover -0.0169 -1.45 -0.0143 -1.24 17.6% -0.017 12 
11. Dallas Region 0.017 1.17 0.014 0.98 20.3% 0.017 8 
12. Seattle Region 0.015 1.02 0.003 0.21 362.1% 0.015 14 
13. Cases to complete -2.65E-07 -1.39 -1.31E-07 -0.69 101.8% -0.012 15 
14. Area population density -2.49E-06 -0.82 -2.38E-06 -0.79 4.6% -0.009 13 
15. Census pay rate 9.56E-05 0.03 -0.0008 -0.29 -111.3% 0.000 16 

16. Ratio of applicants in February to 0.0288 2.40 9 
recruiting target 

Adjusted R Square 0.6347 0.6389 -0.7% 

Note:	 Column 6 shows the effect on % cases completed of a two standard-deviation change in continuous variables; and a change equal to the coefficient for 0/1 variables; 0/1 variable names are 
underlined and column 6 values shaded. 



-- --

Table 6-3. Percent cases-completed regression with/without the week 1 enumerators variable 

Dependent Variable 
% Cases completed week 3 Std-Dev = 0.133 Mean =.565 

Specification 3 Effect of Effects on % 
(cases per enumerator ratio Specification 2 removing cases completed Rank order 

Removed) (with Chicago added) enumerators without Using 
Coefficient “t” Statistics Coefficient “t” Statistics on: coefficient enumerators specification 2 

(1) (2) (3) (4) (5) (6) (7) 
Independent Variables 
Intercept 0.3533 1.67 0.8622 5.11 -59.0% 

1. Denver Region 0.158 8.23 0.120 7.91 31.4% -0.1558 2 
2. Local pay -0.0121 -5.92 -0.0116 -7.28 3.8% 0.1202 3 
3. Enumerators’ average test score 0.0169 5.08 0.0128 4.90 31.6% -0.0904 4 
4. Chicago Region -0.079 -4.48 -0.002 -0.16 3280.1% 0.0693 15 
5. Los Angeles Region 0.074 3.08 0.023 1.19 226.4% 0.0636 8 
6. Cases to complete -1.55E-06 -6.90 -2.65E-07 -1.39 483.0% -0.0630 9 
7. Applicants’ average test score -0.0123 -3.21 -0.0114 -3.77 8.6% 

0.0226 
0.0448 6 

8. Atlanta Region 0.059 3.50 0.064 4.81 -7.3% 5 

25


9. Area employment 3.01E-08 3.10 3.11E-08 4.08 -3.2% 0.0215 7 
10. LCOM turnover -0.0368 -2.49 -0.0169 -1.45 118.0% -0.0169 10 
11. Seattle Region 0.032 1.75 0.015 1.02 117.3% 0.0167 12 
12. Dallas Region 0.030 1.67 0.017 1.17 82.2% 0.0146 11 
13. Area population density -4.75E-06 -1.23 -2.49E-06 -0.82 91.1% -0.0124 14 
14. Census pay rate 0.003 0.81 9.56E-05 0.03 3038.4% -0.0089 16 
15. Cases per hour -0.0003 -0.03 0.0179 2.81 -101.4% 0.0005 13 

16. Ratio of cases to enumerators at -0.0025 -17.62 1 
work week 1 

Adjusted R Square 0.4058 0.6347 -36.1% 

Note: The Chicago region variable was added to the above specifications because it is highly significant when the enumerator variable is dropped. 

Column 6 shows the effect on % cases completed of a two standard deviation change in continuous variables; and a change equal to the coefficient for 0/1 variables; 0/1 variable names are 
underlined and column 6 values shaded. 



Table 6-4. Percent cases-completed regression with/without the region variables 

Dependent Variable 
% Cases completed week 3 Std-Dev = 0.133 Mean =.0565 

Specification-4 
(without regions) 

Specification-3 
(with enumerators) 

Coefficient “t” Statistics Coefficient “t” Statistics 

Effect of 
removing 

regions on: 
coefficient 

Effects on % 
cases completed 
without regions 

Rank order 
with region 

(1) (2) (3) (4) (5) (6) (7) 
Independent Variables 
Intercept 0.6776 3.24 0.3533 1.67 91.8% 

1. Enumerators’ average test score 0.0232 6.60 0.0169 5.08 37.3% 0.0627 3 
2. Applicants’ average test score -0.0219 -5.72 -0.0123 -3.21 77.7% 0.0608 7 
3. Local pay -0.0127 -5.86 -0.0121 -5.92 5.7% 0.0496 2 
4. Cases to complete -1.58E-06 -6.77 -1.55E-06 -6.90 2.5% 

0.0303 
0.0371 6 

5. LCOM turnover -0.0303 -1.87 -0.0368 -2.49 -17.5% 10 
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6. Area employment 3.91E-08 4.57 3.01E-08 3.10 29.7% 0.0281 9 
7. Area population density -1.25E-05 -3.01 -4.75E-06 -1.23 162.5% 0.0223 13 
8. Cases per hour 0.0068 0.80 -0.0003 -0.03 -2816.7% 0.0041 15 
9. Census pay rate -0.000246 -0.06 0.003 0.81 -108.2% 0.0006 14 

Adjusted R Square 0.2724 0.4058 -32.9% 

Note: Regional variables were included in specification 3, but coefficients are not shown in this table. 

Column 6 shows the effect on % cases completed of a two standard deviation change in continuous variables; and a change equal to the coefficient for 0/1 variables; 0/1 variable names 
are underlined and column 6 values shaded. 



7. ANALYSIS OF ENUMERATOR AND CREW LEADER SURVEYS 

The preceding analysis was based on our earlier study of the 1990 NRFU and used similar 

data—administrative data describing enumerators’ demographic characteristics, hours of work on the 

census, and cases completed, as well as published data describing the characteristics of the areas in which 

the enumerators worked. In this section we combine those data with survey data that fill several important 

gaps in our knowledge to further analyze the factors that affect NRFU performance of individual 

enumerators. 

This work is modeled on the analysis contained in our Dress Rehearsal Evaluation Report 

issued in February 1999, which was based on the use of pre-NRFU and post-NRFU surveys of 1,030 

enumerators, roughly half of those working on the dress rehearsal in Columbia, South Carolina, and 

Sacramento, California. The dress rehearsal study reached the following important conclusions: 

¢	 Variation between census pay and local pay across Sacramento and each of the 11 
counties in Columbia was sufficient to show that a $1 reduction in census pay would 
increase attrition from 17.5 percent to 21.0 percent. This result was consistent with 
our estimates of the effect of pay on attrition during the 1990 NRFU. 

¢	 Enumerators who commanded high pay at other jobs were less likely to quit or be 
fired than enumerators who had little work experience or had held low-wage jobs. 
However, enumerators employed full-time at other jobs worked fewer hours per week 
at their census jobs. 

¢ Higher census pay attracted applicants who previously held higher paying jobs. 

¢	 The Sacramento local census office (LCO) did not hire and train the number of 
enumerators called for in the frontloading plan. As a result, 20 percent of enumerators 
working in Sacramento were trained after the NRFU got underway, compared to only 
5 percent of the Columbia enumerators. The difference in frontloading raised cost by 
reducing productivity (cases completed per hour) due to: 

- Reducing crew leaders’ ability to assign the most work to the most productive 
enumerators; and 

- Reducing the average experience level of enumerators working each week. 

¢	 At the same time, the Sacramento LCO used the number of hours per week an 
applicant was able to work as a hiring screen and asked enumerators to work 15 to 20 
percent more hours per week than enumerators were asked to work in Columbia. This 
reduced cost and speeded completion of the NRFU, without adversely affecting 
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retention, but was insufficient to fully offset the effect of lower-than-planned 
frontloading. 

¢	 In contrast to our 1990 findings, leaving prematurely showed only a weak negative 
correlation with test scores. This largely was a result of higher wages dramatically 
reducing the fraction of enumerators hired with low test scores, and enumerators with 
low test scores (score below 82 or so) being much more likely to leave prematurely 
than other enumerators. 

It is important to keep in mind that special circumstances occurred during the dress rehearsal 

that created the variation needed to greatly facilitate estimating key relationships, but those circumstances 

were not repeated during the 2000 NRFU. 

First, as far as we know, there was not much variation across LCOs in the number of hours 

enumerators were asked to work per week. Second, there was a shortage of qualified applicants in 

Sacramento because 60 percent of the recruits did not live within the relatively small portion of 

Sacramento included in the dress rehearsal. Third, there was an unusually large amount of variation in 

local pay across the counties spanned by the Columbia LCO. This occurred because the Columbia dress 

rehearsal LCO was much larger than the Columbia Census 2000 LCO and included the three South 

Carolina counties bordering North Carolina, which were in easy commuting distance of the high-wage 

areas surrounding Charlotte. 

The large reductions in variation in test scores, census pay, and other key factors across the 

2000 LCOs substantially limited our ability to estimate the effect of differences in these factors on 

completion of the NRFU. Also, higher levels of wages and frontloading appear to have severely reduced 

the correlation between NRFU performance test scores, pay, and factors found to have substantial effects 

during the 1990 NRFU. 

The analysis presented below primarily focuses on describing key attributes of the 2000 

NRFU and what factors affected that performance. It is more limited than that presented in our dress 

rehearsal study because we have a lot less to say about the effect of Census pay on NRFU performance. A 

key finding is that by increasing frontloading and dramatically increasing retention through increasing 

wages, the Census Bureau appeared to achieve a high degree of control over completion time and cost. 
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7.1 Data Sources 

This analysis is based, in part, on the same three types of administrative data we used to 

conduct the LCO-level analysis presented in preceding sections: 

¢ Job applications describing the demographic characteristics of recruits; 

¢	 Pre-Appointment Management System/Automated Decennial Management System 
(PAMS/ADAMS) data describing the number of hours enumerators worked each day; 
and 

¢	 Operations Control System 2000 (OCS-2000) data describing the number of cases 
(interview forms) completed by each enumerator that was logged into the system each 
day. 

These data differed from those used in the 1990 NRFU study in several key respects. First, 

cases-completed data came from a separate file, where we knew the date the cases were entered into the 

system, but not necessarily the date the interviews were conducted. In 1990 and the dress rehearsal, a 

single file included hours and cases in order to properly calculate the bonus, which was dropped for the 

2000 NRFU. In addition, entering prior work history variables into the application database was no longer 

mandatory. Thus, we lacked highly useful administrative data on prior earnings and dates of employment. 

This study, like its predecessors, used similar Bureau of Labor Statistics (BLS) Employment 

and Wages data to describe local pay, and data published by the Census Bureau from The State and 

County Data Book to describe area characteristics. The 1990 published data were superior to those 

available for this study because we conducted the 1990 NRFU study well after measures of local wages 

and 1990 county-level variables derived from the 1990 decennial census itself became available. 

The analysis described below also used data we collected through five special surveys to 

deal with some of the data limitations noted above and collect additional data suitable to address a 
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number of questions that could not be examined using administrative data alone. These surveys were 

developed by Westat and covered about half of the crews in 27 specially selected LCOs5: 

¢	 A pre-NRFU survey of enumerators conducted by crew leaders during enumerator 
training that details the work history and family background of enumerators. 

¢	 An interim survey of enumerators conducted by crew leaders after the end of the first 
week of field work that describes the commute time and whether enumerators worked 
in their own neighborhoods or similar neighborhoods. A packet of three surveys 
included in a single “blue-book” packet that was filled out by crew leaders and 
returned to us after the crew completed 80 percent of its work. 

A "blue-book" that included three separate elements: 

¢	 A roster maintained by crew leaders describes (1) when enumerators received their 
training, (2) when they stopped working for their initial crew (exit timing), and 
(3) why they stopped working for their initial crew (exit status). 

¢	 A post 80 percent completion questionnaire filled out by the crew leader after the 
crew completed 80 percent of its work covering each crew member that describes 
(1) when the crew member began work, (2) how many cases he or she completed, 
(3) how many hours he or she worked on weekends, evenings, and weekdays, and 
(4) ratings of various elements of the crew member’s performance. 

¢	 A crew leader questionnaire that describes the characteristics of the area in which 
the crew worked, and the crew leader’s rating of various job elements including 
assistance received from supervisors. 

These surveys filled three important gaps in the record provided by administrative data 

alone. First, we wanted to know why enumerators stopped working on the NRFU. Specifically, we 

wanted to know if they quit, were fired, or transferred for poor performance; were not given additional 

assignments by the crew leader; were transferred to other work for good performance; or were given 

assignments until no more work was available. 

Second, we wanted to know more about the enumerators’ employment status and family 

responsibilities. Specifically, we wanted to know if they held full-time or part-time jobs while working on 

the NRFU, took temporary leaves from jobs, were retired, or caring for dependents. 

5 
Our initial sample included 30 LCOs that reflected the diverse area characteristics and recruiting performance of the universe of Census 2000 
LCOs. To study the role of regional management we included LCOs in 11 of the 12 Census Regions. In addition, we selected LCOs in central 
cities, suburbs, and rural areas near each of 9 major U.S. cities. This enabled 9 of our 10 site visitors to observe operations in diverse areas. 
(Because the Laredo LCO covered an exceptionally large area, that one visit had to be confined to a single LCO). Finally, although we over-
sampled LCOs where recruiting was especially difficult, we excluded three of those LCOs from this analysis. This brought the sample down to 
27 LCOs whose average characteristics closely matched those of all 510 LCOs in our database. 
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Third, we wanted to know more about the area where the enumerators worked. In particular, 

we wanted to know if they worked in large cities, suburbs, small cities, or rural areas; the types of housing 

they visited; and the affluence of the area. 

To conduct these surveys, 10 Westat representatives trained crew leaders to administer the 

surveys during site visits conducted in late April and early May of 2000 when the crew leaders were being 

trained. We also arranged for regional technicians to monitor the return of three separate sets of 

completed surveys to Westat. The samples derived from each of the three separate submissions after 

matching with administrative data are shown in Table 7-1. 

Table 7-1. Samples derived from the three submissions 

Number of enumerators 
1. The pre-NRFU survey 5,172 
2. The interim survey 3,002 
3. The “blue-book” 7,385 

Number of crews 376 

There were about 2,000 fewer enumerators in the pre-NRFU surveys than in the blue-books 

because about 40 percent of the crew members had not joined the crew at the point the crew leader 

administered the pre-NRFU survey. There are about 2,000 fewer interim surveys than pre-NRFU surveys 

because many crew members were not at work in the first week when the surveys were supposed to be 

completed and because some crew leaders were too busy to administer the interim surveys. 

Almost all of the crew members in the 27 LCOs who completed the pre-NRFU survey were 

included in the blue-books because we took several steps to get as complete a response as possible. First, 

we asked the regional technicians to contact crew leaders who did not turn in the blue-books. Next, we 

mailed letters directly to the crew leaders asking them to return the blue-books. Finally, we telephoned 

most of the crew leaders who did not respond to either of the first two exhortations and asked them to 

return the blue-books. 

Our usable sample was reduced because it was not always possible to match administrative 

data to the survey data for a given individual. We believe that this usually occurred when those surveyed 

failed to provide accurate Social Security account numbers. Also, our sample was slightly reduced 
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because those filling out the surveys did not respond to certain key questions. However, the presence of 

missing responses for virtually all key items was quite low, usually 6 percent or less, and therefore, did 

not materially affect our analysis. 

In Section 7.2 we discuss results based on the large blue-book sample that included the 

rosters, crew member surveys, crew leader survey, and all three sources of administrative data. However, 

our regression results presented in the following subsection are restricted to a considerably smaller sample 

of individuals for whom we had data from all eight sources. 

Employment Characteristics during the Non-Response Follow-Up (NRFU) 

In this section we describe the key employment characteristics of the enumerators hired to 

conduct the Non-Response Follow-Up (NRFU) covered in the crew leader surveys conducted among 376 

crews in 27 LCOs. Our primary focus is describing when enumerators began work, ended work, and the 

reason they stopped working; and on how these factors affected enumerators’ performance as measured 

by the number of cases completed per enumerator and the rating they received from their crew leaders. 

Table 7-2 divides the enumerators into five groups based on whether they ever worked with 

the crew with which they trained, whether they began work during the first week the crew was in the 

field, and whether they were still at work at the point the crew completed 80 percent of the cases assigned 

to the crew. (The 80 percent point was selected because the nature of operation changes at about this point 

to more of a mopping-up operation where residences are revisited and most crew members have been 

released.) 

About 8 percent of the enumerators assigned to the crew did not work with the crew at all; 

70 percent began working the first week the crew was in the field, and 22 percent began working after the 

first week. Information in our databases suggests that one-quarter of the crew members who started after 

the first week transferred from other crews. This may reflect Census Bureau redeployment of additional 

staff to understaffed or poorly performing LCOs. An additional one-quarter were hired and trained while 

the crew was in the field. The remainder were trained with the crew but were not asked to work during the 

first week. 
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Table 7-2. Start and end status of crew members by cases completed and rating 

% of % of Cases per Crew leader 
enumerators cases enumerator rating 

(1) (2) (3) (4) 
1. Trained but did not work with crew 

Started Working when 
1st week NRFU 80% complete 

2. Yes Yes 

3. No Yes 

4. Yes No 

5. No No 

7.9 0.0 — — 

50.9 72.5 129 4.0 

15.4 15.2 89 3.7 

18.9 9.3 45 2.7 

6.9 3.0 40 2.7 

Of those starting the first week, 73 percent continued to work at least until the crew 

completed 80 percent of its workload, and an additional 10 percent left the crew but continued to work on 

the census. The retention rate was about as good for those who started after the first week. These are 

remarkably high retention rates, especially when compared to those for the 1990 census, when the 

permanent separation rate averaged 26 percent each week. 

Column 2 of Table 7-2 shows that 72.5 percent of all cases were completed by enumerators 

starting on the first week of field operations and remaining until 80 percent of the work was completed; 

15.2 percent were completed by those who started after the first week and remained until 80 percent of 

the work was completed; 9.3 percent were completed by those who started the first week but did not 

remain until 80 percent of the work was completed; and 3 percent were completed by those who started 

after the first week and did not remain until 80 percent of the work was completed. 

One striking feature of these results is that it appears that the strategy to offer higher wages 

and frontload hiring provided enough enumerators to complete the NRFU with only a minor need to hire 

and train additional enumerators while the NRFU was being conducted. The results suggest that a core of 

about half of those hired and trained were able to complete the bulk of the work with little need for 

additional assistance. 

Table 7-3 displays the primary reason enumerators in each of the groups shown in Table 7-2 

left census employment. As expected, most of those who did not work with the crew in the field quit, and 
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a relatively small number were fired. The remainder transferred to other crews or did not have their end-

status reported. 

Table 7-3. Start and end status of crew members by reason for separation 

No work 
Quit Fired assigned Other 
(1) (2) (3) (4) 

1. Trained but did not work with crew 

Started Working when 
1st week NRFU 80% complete 

2. Yes Yes 

3. No Yes 

4. Yes No 

5. No No 

64.8% 12.8% — 22.5%


8.5% 0.7% 12.0% 78.8% 

7.0% 1.4% 11.6% 80.0% 

57.4% 12.1% 18.6% 11.9% 

42.7% 13.5% 23.3% 20.5% 

The quit and fire rate was about the same for enumerators who started the first week but left 

before the 80 percent completion point was reached, as for those who never started. However, an 

important reason that about one-fifth left is that they were willing to continue working, but no more work 

was assigned to them by their crew leaders. Given the low ratings these individuals received, it is likely 

that the crew leaders felt the crew would be more effective without the services of these individuals. 

Among enumerators who did not reach the 80 percent completion point, the separation 

reasons for crew members who started after the first week differ from those who started the first week, 

mainly because those who started later had less time to quit and were more likely to be present when 

work began to run out. However, the fraction of those who were not assigned more work while work was 

available is about 5 percentage points higher among those starting after the first week than those starting 

the first week. This suggests that enumerators became more productive as they gained experience over the 

first few weeks. Thus, crew leaders would give more work to enumerators who had already worked 

several weeks. 

Finally, much as expected, about 80 percent of the enumerators who reached the 80 percent 

completion point were assigned work to the very end of the enumeration period. Relatively few quit or 

were not given additional assignments, and hardly any were fired. This suggests that crew leaders and 
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other managers did a good job in culling out the less productive enumerators and were able to keep the 

core workforce fully employed as operations were completed. 

Table 7-4 provides a more comprehensive look at the association between the reason for 

separation and the amount of work an enumerator in a given group completed. The separation statuses are 

ordered from lowest cases-per-enumerator to highest. Overall, only 5 percent of the enumerators in our 

sample were fired, but clearly that group performed poorly based on the cases they completed per person 

and the rating they were given by their crew leaders. 

Table 7-4. Separation status of crew members by cases completed and rating 

% of 
enumerators 

% of 
cases 

Cases per 
enumerators 

Crew leader 
rating 

1. Fired 5.0% 1.6% 29 1.9 

2. Quit 24.4% 10.6% 38 3.1 

3. Transferred-poor performance 0.9% 0.6% 61 1.9 
4. Not given assignments 13.5% 9.3% 61 2.7 

5. Still working 9.7% 12.2% 111 4.1 

6. Nor more work available 39.5% 55.4% 124 4.1 

7. Transferred-good performance 6.5% 9.9% 134 4.4 

Factors Affecting the Number of Cases Completed per Enumerator 

In this section we use tabulations to examine the factors that affected the performance of 

individual enumerators. Understanding how various factors both within and outside of the control of 

census managers affect individual performance can greatly improve planning for the 2010 NRFU. In 

particular, knowledge of which factors make the biggest difference and which factors are of little 

importance can help census officials modify design features so they have the largest positive effects. 

More specifically, one key goal of this analysis is to explain why there was little correlation 

between census pay and retention during the 2000 NRFU, but the correlation was high during the 1990 

NRFU. Also, we describe how information about pay and employment that was known at the time 

enumerators were hired affected performance. While these variables were not used in making hiring 
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decisions in 2000, their use could substantially speed the completion and modestly reduce the cost of the 

2010 NRFU. 

This analysis describes the effect of various factors on the number of cases completed by the 

end of the fourth week of NRFU field operations by each person in our sample for whom we have all 

eight types of data, and who primarily worked as an enumerator. We limit the analysis to enumerators for 

whom we have the maximum amount of information to examine the effect of as many factors as possible. 

We limited the analysis to the first 4 weeks of field operations because crews were putting 

out a maximum effort during that period. After the fourth week, getting high hourly production and high 

retention from each enumerator became less important. However, the rate at which operations slackened 

as the bulk of work was completed varied substantially across crews. Thus, by focusing on the early 

period we obtain the best evidence about how much work can be done by enumerators with different 

characteristics in different types of areas. 

We limit that analysis to individuals who primarily worked as enumerators because many of 

the enumerators who completed the most cases during the first week or two were subsequently promoted 

to crew leader assistants, crew leaders, or other positions where completing cases was not their primary 

responsibility.6 Inclusion of these individuals, therefore, would provide highly misleading evidence about 

the importance of various factors on the total number of cases completed over the first 4 weeks of field 

operations. 

Also, enumerators were shifted to different crews from the ones they started with and some 

crews were shifted to areas quite different from where they began their work. There appeared to be an 

increase in the tendency to shift enumerators to new crews after the fourth week. Thus, limiting the 

analysis to the first 4 weeks makes it most likely that the crew-specific variables in our data set apply to 

the area in which the enumerator performed most, if not all, of his or her work. 

6 
We excluded nonenumerators by requiring each person in our sample to have completed at least one case and completed at least 0.3 cases per 
hour worked during the period of NRFU field operations. 
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Characteristics Associated with Completing Different Amounts of Work 

Table 7-5 describes variation in about 100 factors that could be associated with differences 

in the performance of the 2,751 enumerators in our sample. The enumerators are divided into four 

production groups based on the mean and standard deviation of cases completed by the end of the fourth 

week. The performance of Group 1 was above average by at least one standard deviation. Group 2’s 

performance was above average by less than least one standard deviation. Group 3’s performance was 

below average by less than one standard deviation. Group 4’s performance was below average by at least 

one standard deviation. 

Group 1 included 13.7 percent of enumerators. On average, each Group 1 enumerator 

completed 234.6 cases. Group 2 included 28 percent of enumerators, who completed 133.8 cases on 

average. Group 3 included 46.1 percent of enumerators completed, and completed 71.0 cases on average. 

Group 4 included 12.1 percent of the enumerators, and this group completed, on average, only 22.9 cases. 

Clearly, there were enormous differences in the number of cases different enumerators 

completed. Also, while roughly one-fourth of the enumerators were equally divided between the lowest 

and highest group, almost half of the enumerators were in the one standard deviation below average 

group. That relatively few enumerators completed exceptionally small or large numbers of cases is in 

keeping with expectations. Also, because there is a high upper limit to the number of cases that could be 

completed, but a lower limit of zero, we would expect that relatively few enumerators would be above 

average, but those enumerators would exceed the average number of cases by large amounts. In contrast, 

we would expect that enumerators with below average performance would be larger in number, but 

complete close to the average number of cases. 

In addition, the extremely wide range of cases completed by individual enumerators suggests 

that, if the sources of those differences could be identified and influenced, it might be possible for the 

Census Bureau to find ways to increase the number of cases completed by the average enumerator. 

Boosting the average number of cases completed could lead to large increases in speed and modest 

decreases in cost. 

Panel A, Pay Characteristics, is the first of seven sets of factors we examine in Table 7-5. 

Line 4 shows that local pay was lower by more than $2.00 among enumerators in Group 1 (who 

completed the most cases) compared to enumerators in Group 4 (who completed the fewest cases). This 
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Table 7-5. Factors associated with enumerators completing different numbers of cases 
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$17.03 
$13.01 

$13.93 

0.188 
0.270 

1 2 3 4 5 6* 
Group 1 Group 2 Group 3 Group 4 All % difference 

1 Number of enumerators 378 771 1,267 335 2,751 Group 4 
2 Enumerator distribution 13.7% 28.0% 46.1% 12.2% 100.0% 
3 Number of cases completed weeks 1 through 4 234.6 133.8 71.0 22.9 105.2 164.4% 

A. Pay Characteristics 
4 Local pay $14.98 $15.97 $16.76 $16.33 -12.8% 
5 Census pay $11.82 $12.58 $12.94 $12.69 -9.6% 
6 Census pay as a % of local pay 78.9% 78.7% 77.2% 76.4% 77.8% 3.2% 
7 Enumerator’s prior pay $12.93 $13.34 $12.73 $13.23 9.0% 
8 Census pay as a % of prior pay 84.8% 97.3% 97.0% 102.2% 96.1% -18.6% 

Prior pay distribution 
9 $0.01 to $6.99 0.209 0.210 0.194 0.203 0.202 2.9% 

10 $7.00 to $9.99 0.159 0.211 0.196 0.194 -16.9% 
11 $10.00 to $15.32 0.230 0.240 0.239 0.241 12.2% 
12 Greater than $15.32 0.225 0.210 0.223 0.221 0.220 1.8% 
13 Pay $0.00 or unknown 0.138 0.139 0.147 0.149 0.144 -8.1% 

B. Prior Work History Characteristics 
Last worked prior to enumerator training 

14 One week before 0.339 0.379 0.472 0.499 0.431 -38.2% 
15 Not one week, but within 3 months 0.175 0.200 0.170 0.170 0.179 2.6% 
16 Longer ago than 3 months 0.476 0.416 0.350 0.316 0.382 40.3% 
17 Unknown 0.011 0.005 0.009 0.015 0.009 -34.1% 

Primary employment status last 52 weeks 
18 Working at least 35 hours per week 0.241 0.263 0.348 0.340 0.309 -34.3% 
19 Working, but less than 35 hours a week 

0.090 
0.151 0.156 0.143 0.143 0.148 5.1% 

20 Self-employed 0.078 0.063 0.051 0.069 55.7% 
21 Looking for work 0.063 0.082 0.071 0.081 0.074 -23.7% 
22 Laid off 0.008 0.009 0.009 0.000 0.008 200.0% 
23 Retired 0.206 

0.032 
0.157 0.117 0.107 0.139 63.0% 

24 Not working, not looking 0.032 0.027 0.018 0.028 55.7% 
25 Family caregiver 0.087 0.091 0.056 

0.096 
0.060 0.071 37.6% 

26 Student 0.040 0.047 0.077 0.066 -82.6% 
27 Unknown 0.082 0.086 0.089 0.104 0.089 -24.1% 



Table 7-5. Factors associated with enumerators completing different numbers of cases (continued) 

1 2 3 4 5 6* 
Group 1 Group 2 Group 3 Group 4 All % difference 

C. Demographics 
28 ** 
29 ** 
30 ** 
31 ** 
32 U.S. citizen 0.960 0.947 0.929 0.976 0.944 -1.6% 
33 Receiving a pension 0.315 0.220 0.196 0.215 0.221 37.7% 
34 Test score 90.2 90.1 89.7 89.8 89.9% 0.4% 
35 Fraction with score greater than 90 0.516 0.567 0.530 0.558 0.542 -7.9% 
36 Fraction with score less than 75 0.045 0.049 0.045 0.051 0.047 -12.1% 

D. Additional Performance Measures 
Enumerator performance through the fourth full week 

37 Weeks worked 4.02 3.96 3.68 2.54 3.67 45.3% 
38 Hours worked per week 37.2 30.1 23.7 14.4 26.2 88.4% 
39 Cases completed per hour 1.466 1.098 0.866 0.515 0.971 96.0% 
40 Rating by crew leader (1-5 scale) 4.409 4.046 3.353 2.719 3.615 47.4% 
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Crew performance-related measures 
41 No. of cases other crew members completed 1,266 1,057 927 935 1,011 30.1% 

0.376 

42 No. of crew members in sample 9.42 9.19 9.23 9.43 9.27 -0.1% 
43 Percent of cases completed by end of week 4 0.865 0.851 0.827 0.792 0.835 8.8% 
44 Cases completed per other crew members 

by end of week 4 130.0 109.9 93.2 87.8 102.3 38.7% 
45 Original crew leader remained with crew 0.648 0.593 0.594 0.588 0.601 9.7% 

E. Reason for Separation (exit status) 
46 Quit 0.026 0.080 0.168 0.149 -173.7% 
47 Fired 0.000 0.012 0.021 0.057 0.020 -200.0% 
48 Transferred for good performance 0.122 0.078 0.050 0.021 0.064 141.4% 
49 Transferred for poor performance 0.003 0.005 0.006 

0.197 
0.009 0.005 -108.8% 

50 Not given additional work 0.032 0.064 0.150 0.115 -144.5% 
51 Ran out of work 0.579 0.502 0.343 0.206 0.403 95.1% 
52 Still working 0.101 0.126 0.122 0.042 0.111 82.5% 
53 Unknown 0.138 0.134 0.140 0.093 0.132 39.1% 



Table 7-5. Factors associated with enumerators completing different numbers of cases (continued) 

1142 
4,867 

113.8% 

0.206 
0.148 

0.505 
0.119 

0.493 
0.386 

0.046 0.033 
0.017 0.027 
0.011 0.021 
0.037 0.039 

0.106 

0.069 

1 2 3 4 5 6* 
Group 1 Group 2 Group 3 Group 4 All % difference 

F. Area Characteristics 
LCO as a whole 

54 Population density 513 793 1131 953 -76.0% 
55 Recruiting target 4,337 4,329 4,559 4,502 -11.5% 
56 Applicants in Feb. as a % of target 110.4% 105.2% 99.2% 107.6% 10.6% 
57 Most residents low income 0.384 0.394 0.390 0.352 0.386 8.5% 
58 Most residents high income 0.127 0.171 0.204 0.185 -47.4% 
59 Mixed moderate and high 0.119 0.107 0.104 0.116 34.6% 
60 Mixed moderator and low 0.106 0.078 0.087 0.101 0.089 4.2% 
61 Other 0.111 0.071 0.059 0.081 0.072 31.8% 
62 Unknown 0.124 0.166 0.153 0.155 0.153 -22.1% 
63 25%+ residents farms 0.122 0.109 0.110 0.134 0.114 -9.9% 
64 75%+ residents single family homes 0.511 0.455 0.424 0.474 17.5% 
65 50%+ residents apartments 0.069 0.082 0.110 0.097 -53.8% 
66 Mixed 0.175 0.148 0.180 0.179 0.170 -2.5% 
67 Unknown 0.130 0.150 0.146 0.143 0.145 -10.0% 

Area where crew member worked initially 
68 Own neighborhood 0.376 0.410 0.446 0.432 -26.9% 
69 Similar neighborhood 0.361 0.329 0.310 0.344 21.8% 
70 Dissimilar neighborhood 0.222 0.208 0.212 0.173 0.207 24.8% 
71 Unknown 0.016 0.022 0.013 0.023 0.017 -40.5% 
72 Commuting time, if own (minutes) 11.0 11.2 11.8 9.9 11.3 9.8% 
73 Commuting time, if similar 16.6 16.3 16.4 16.5 16.4 0.3% 
74 Commuting time, if dissimilar 20.3 19.9 20.6 19.3 20.2 5.3% 

G. Enumerator distribution by LCO 
75 Stamford, CT 2116 0.011 0.013 0.030 -102.5% 
76 New York City–Northeast 2235 0.003 0.009 0.014 -164.1% 
77 New York City–Northwest 2236 0.000 0.010 0.011 -200.0% 
78 Queens, NY 2240 0.000 0.010 0.025 -200.0% 
79 Flint, MI 2416 0.034 0.042 0.049 0.045 0.044 -26.2% 
80 Midland, MI 2423 0.067 0.058 0.051 0.066 70.4% 
81 Saginaw, MI 2425 0.034 0.036 0.041 0.048 0.040 -32.5% 
82 Clarksville, TN 2540 0.053 0.028 0.018 0.040 117.4% 
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83 LaCrosse, WI 2547 0.016 0.026 0.035 0.048 0.031 -100.2% 



Table 7-5. Factors associated with enumerators completing different numbers of cases (continued) 

1 2 3 4 5 6* 
Group 1 Group 2 Group 3 Group 4 All % difference 

G. Enumerator distribution by LCO (continued) 
84 Minneapolis, MN 
85 Rochester, MN 2629 
86 St. Paul, MN 2631 
87 Concord, CA 2713 
88 Oakland, CA 2718 
89 Covington, KY 2812 
90 Charlotte, NC 2818 
91 Rock Hill, NC 2833 
92 Birmingham, AL 2911 
93 Gadsden, AL 2912 
94 Newnan, GA 2951 
95 Laredo, TX 3043 
96 Phoenix, AZ–North 3112 
97 Phoenix, AZ–South 3114 
98 Scottsdale, AZ 3115 
99 Los Angeles, CA 3226 

100 Woodland Hills, CA 3245 
101 Pasadena, CA 3252 

0.003 0.005 0.036 0.033 -191.5% 
0.061 0.044 0.050 0.084 0.054 -31.5% 
0.000 0.003 0.009 0.006 

0.037 0.051 
0.027 0.006 

0.006 -200.0% 
0.026 0.054 0.042 -62.9% 
0.008 0.019 0.020 28.3% 
0.011 0.009 0.006 0.012 0.008 -12.1% 
0.005 0.012 0.022 0.009 0.015 -51.4% 
0.026 0.029 0.020 0.024 0.024 10.2% 

0.039 0.039 0.015 0.036 85.1% 
0.034 0.017 0.021 0.037 142.5% 

0.016 0.045 0.025 0.018 0.029 -12.1% 
0.021 0.058 0.051 0.042 0.048 -65.5% 

0.084 0.071 0.048 0.079 89.0% 
0.037 0.054 0.054 0.066 0.053 -55.8% 

0.083 0.058 0.060 0.073 62.3% 
0.011 0.023 0.062 0.033 0.041 -102.5% 

0.056 0.024 0.033 0.041 77.1% 
0.029 0.080 0.069 0.024 0.061 19.7% 

0.122 

0.037 
0.124 

0.124 

41
 0.114 

0.074 

Notes: 

* Column 6, Percent Difference, is calculated as the ratio of twice the difference between columns 1 and 4, divided by the sum of columns 1 and 4. This figure is a representation of the magnitude of the 
difference between columns 1 and 4. 

**Gender and age ranges were used as control variables in order to improve the fit of the overall model (items 28-31). 

Shaded numbers in column 1 are substantially greater than the unshaded number in column 4 on the same line (and usually greater than the numbers in columns 2 and 3). 

Shaded numbers in columns 2 and 3 are the highest number on their line. 

Shaded numbers in column 4 are substantially greater than the unshaded number in column 1 on the same line (and usually greater than the numbers in columns 2 and 3). 



finding is similar to our earlier result that LCOs with high local pay completed the NRFU more slowly 

than LCOs with relatively low local pay. Thus, it reinforces the view that completing the NRFU was more 

difficult in high-wage areas. 

Also, as was the case with our cross-LCO analysis, census pay was higher where local pay 

was higher, but the ratio of census pay to local pay fell as levels of local pay increased. Thus, at first 

glance it appears possible that differences in cases completed across enumerators are causally related to 

the differences in the census-to-local pay ratio. 

It also is worth noting that the average pay ratios on line 6 are below .81, the average ratio 

across all LCOs. Most of this difference stems from each LCO being given equal weight in estimating the 

pay ratio in an average LCO, but this sample is weighted by the number of enumerators—and there were 

many more enumerators in LCOs where local pay was high—and the census-to-local pay ratio low. 

Line 7 of Table 7-5 shows the average prior pay level of enumerators in each group (who 

told us their prior earnings). These results show that Group 1 enumerators had higher prior pay than other 

enumerators, even though they were working in areas where local pay and census pay were well below 

average. Precisely the reverse is true for enumerators in Group 4 who had lower pay, even though they 

worked in higher wage areas. Pay in the middle two groups was between that in Groups 1 and 4, and 

about equal to each other. This result suggests that, at least up to a point, enumerators who commanded 

higher pay prior to working for the Census Bureau were more productive as enumerators. At the same 

time, line 8 shows that census pay was low relative to enumerators’ prior pay for the most productive 

enumerators, but was high relative to enumerators’ prior pay for the least productive enumerators. 

Both of the above findings have important implications for assessing the effect of pay on 

performance. Our analysis of the 1990 NRFU suggested that where census pay was especially low 

relative to local pay, it was difficult to attract and retain high wage workers (or other workers likely to be 

highly competent). However, we expected that the ratio of a worker’s own pay to pay at a possible job 

opening would be a better measure of the attractiveness of a given job than the ratio of average pay in a 

given area to pay at a prospective job. Thus, we would expect higher turnover among relatively high wage 

enumerators. 

That high prior wage enumerators completed more cases relative to other categories in 2000 

suggests that retention was not adversely affected by wages being low relative to what workers were 
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earning at other jobs. We suspect that in 2000, census wages were above the threshold level needed to 

retain high wage workers. As a result, the positive association between pay ratios being high and attrition 

being low that we observed in 1990 was not observed in 2000. Instead, we believe that higher wages had 

positive effects on 2000 performance by improving the quality of the applicant pool. 

In other words, when census wages are very low relative to an area’s average, workers 

attracted to census jobs are less capable of executing the work, and they are less likely to continue 

working on the NRFU despite their desire to boost their earnings. But when census wages are above a 

threshold level, high wage workers are attracted to the census jobs. These workers are competent to 

execute the work and are committed to working until released. 

In short, these results suggest that even though 2000 census wages were lower than average 

local prevailing wages, they were still high enough to recruit sufficient numbers of competent workers. 

Lines 9 through 13 of Table 7-5 shed additional light on differences in the prior pay of 

enumerators in the four groups. The main reason that pay is higher among Group 1 enumerators than 

Group 4 enumerators is that more Group 1 enumerators earned between $10.00 and $15.32 per hour, and 

fewer earned between $7.00 and $9.99 per hour. That the highly productive workers in Group 1 were 

mostly earning only a little more than census was paying reinforces the view expressed above that census 

pay was high enough to dramatically improve the quality of the recruit pool. 

Panel B, Prior Work History Characteristics, provides additional information that further 

explains why high prior wages were associated with high performance—the high wage workers attracted 

to enumerator jobs were unlikely to be employed at the point they began enumerator training. Line 14 

shows that almost one-half of the enumerators in Group 4 (and Group 3) were employed at the point they 

started enumerator training, compared to just over one-third of the enumerators in Group 1 (and Group 2). 

Although not shown in the table, roughly the same proportions were working at other jobs while working 

on the NRFU. Line 16 shows that the ratios were reversed among enumerators who had not worked for 

more than 3 months. 

Lines 18 through 27 show how employment status relates to NRFU performance. Line 18 

shows that not only were Group 4 enumerators likely to be employed, but they also were much more 

likely to have held full-time jobs, while Group 1 enumerators were much more likely to be retired or 
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otherwise largely out of the labor force. Indeed, about twice the proportion of retirees were in Group 1 

than Group 4, and half the proportion of retirees were in Group 3 than in Group 2. 

Because enumerators in Groups 1 and 2 committed much less time to noncensus work and/or 

had more flexibility to arrange their hours of census work than enumerators in Groups 3 and 4, it is 

reasonable to believe that high wages (relative to local wages) at their current or most recent non-census 

job reflect an enumerator’s quality far more than they reflect the high value of the enumerators’ time 

spent working on the NRFU. 

However, there is one major exception to the pattern of high cases completed being 

associated with working less and/or having more flexibility to arrange work time—twice the proportion of 

students were in Group 4 than Group 1. However, the relatively poor performance of students appears to 

be strongly shared across all young enumerators and is not especially associated with being in school. 

Panel C, Demographics, primarily shows that there was almost no variation across the four 

performance groups in average test scores. Thus, in contrast to our results for the 1990 NRFU, high test 

scores were not associated with superior performance. However, test scores were remarkably high in 

2000, just below 90, with only 4.7 percent having scores below 75. During the 1990 NRFU, about five 

times more enumerators had test scores below 75. Our recently completed recruiting report showed that 

the dearth of enumerators with low scores in 2000 was directly related to the large wage increases over 

1990; and in contrast to the effect on retention, higher wages in 2000 made recruiting easier and raised the 
7 quality of applicants (as measured by their test scores and prior wages). 

Panel D, Additional Performance Measures, describes the three key factors that determine 

the number of cases enumerators completed in weeks 1 through 4: 

¢ Weeks worked; 

¢ Hours worked per week; and 

¢ Cases completed per hour. 

7 
Information about demographic characteristics that could not be used to select enumerators was omitted from lines 28 through 31 of Table 7-4, 
but these variables were included in the regressions presented later in this paper so as not to bias coefficients describing the effect of other 
variables included in the regressions. 
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Of these three factors, weeks worked had the smallest effect because, except for Group 4 

enumerators, relatively few enumerators permanently left enumerator jobs before the end of week 4. 

Indeed, Group 1 enumerators worked slightly more than 4 weeks on average because a few started in the 

week before the first full week. 

Differences in hours worked per week and cases completed per hour, however, each 

accounted for roughly 40 percent of the difference in cases completed across the four groups. The 

differences were especially large between Groups 1 and 4. 

It is easy to understand how there could be large differences in the number of hours worked 

by enumerators in each of the four groups and how those large differences could account for large 

differences in the total number of cases completed. But it is harder to explain why differences in hourly 

productivity (cases per hour) would be so large. It appears that a combination of factors including 

differences in motivation, ability, and inherent ease of completing cases accounts for the roughly 30 

percent increase in hourly productivity between Group 3 enumerators and Group 2 enumerators, as well 

as between Group 2 enumerators and Group 1 enumerators. 

These same factors also appear to account for much of the difference in hourly productivity 

between Group 4 and Group 3 enumerators. In addition, the exceptionally low hourly productivity of 

Group 4 enumerators is partially due to there being a certain amount of fixed setup time for enumerators 

to perform their tasks in terms of getting to the work site, obtaining materials and instructions from 

supervisors, and arranging to have completed interview forms collected each day. For Group 4 

enumerators, the setup time is a large fraction of the total time they worked. Also, it is plausible that 

Group 4 enumerators performed so little work that they did not fully learn their jobs. 

Naturally, it would be highly desirable to determine more precisely what factors are 

responsible for differences in total cases completed and each of the three components. We will address 

this issue both in discussing the remaining variables in Table 7-5 and subsequent regression analysis. 

Lines 41 through 44 provide important perspectives to what were the sources in variation 

across individual enumerators. In particular, line 44 shows the cases completed by other members of each 

enumerator’s crew by the end of the fourth week. Here we see that there are large differences between 

individual enumerator performance and the average performance of the other crew members (in our 

sample). 
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On average, the rest of the crew to which Group 3 enumerators belonged completed only 6 

percent more cases than the rest of the crew to which Group 4 enumerators belonged. However, the rest of 

the crews associated with Group 2 enumerators completed 18 percent more cases than the Group 3 rest-

of-crew, and Group 1 rest-of-crew completed 18 percent more cases than Group 2 rest-of-crew. 

These results suggest that factors associated with differences in the areas where enumerators 

worked or local census management practices have little effect on enumerators with well below average 

performance in Group 4, but could play an important role in explaining differences in performance 

between enumerators with above average performance in Group 1 versus Group 2, and between Group 2 

enumerators and Group 3 enumerators. 

Line 42 suggests that differences in crew size cannot explain cross-group differences in the 

number of cases completed, but line 41 suggests that it is possible that differences in cases completed 

could be explained by differences in the amount of work assigned to a specific crew (mainly as a result of 

differences in the total number of crews at work). The amount of work assigned could have a strong effect 

because when a crew knows it has a lot more to do, the individual members work harder. Alternatively, 

crews complete the easy cases first and leave the harder cases for later. Thus, when there are more cases 

to complete in total, there also are more easy cases to complete. 

Line 43 shows that the percent of all cases completed by the remainder of the crew by the 

end of week 4 was positively associated with the number of cases a given crew member completes. This 

is an important result because it suggests that the amount of work one crew member completes was 

not severely constrained by the amount of work other crew members completed up through week 4. 
If this were not the case, it would have been appropriate to look at performance only through week 3. 

Finally, line 45 shows that the high performance of Group 1 enumerators may have been 

affected by having one crew leader for the entire NRFU period. However, crew leader stability had no 

obvious effect on other groups. 

Panel E, Reason for Separation, shows that separations due to quits, fires, and not being 

given additional work (when work is available) are all strongly associated with poorer performance. For 

example, only 2.6 percent of Group 1 enumerators quit, compared to 8 percent, 16.8 percent, and 37.6 

percent, of enumerators in Groups 2, 3, and 4, respectively. Also, only 3.2 percent of Group 1 
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enumerators were not given additional work, compared to 6.4 percent, 15.0 percent, and 19.7 percent of 

enumerators in Groups 2, 3, and 4, respectively. 

Because quitting is largely a decision made by the enumerator (possibly under a supervisor’s 

duress or with the supervisor’s agreement) and not being assigned work (primarily a decision made by 

supervisors), it appears that much of the individual variation in performance is a result of factors 

particular to the individual worker. However, the difference in performance across enumerators is so large 

that this still leaves plenty of room for area factors to have a substantial impact. 

In addition, knowing that there are likely to be large variations in individual performance 

should affect the Census Bureau’s staffing strategy. For example, knowing that about 10 percent of all 

enumerators who get into the field are unlikely to close many cases should influence frontloading 

decisions and possibly put a premium on rapidly allocating work to the enumerators who are working 

more than just a minimum number of hours. More specifically, our database clearly shows that most 

enumerators who quit never worked many hours in any week. Thus, it might make sense to inform 

enumerators that they must work a minimum number of hours or will be terminated. 

Panel F, Area Characteristics, shows that there are several systematic differences in the 

characteristics of the area where enumerators worked that appear to be highly correlated with differences 

in individual enumerator performance. In particular, line 54 shows that the population density was more 

than twice as great in the areas where enumerators’ performance was below average than in the areas 

where Group 1 enumerators worked. Similarly, density was considerably higher where Groups 3 and 4 

enumerators worked than where Group 2 enumerators worked, even though the density was lower still 

where Group 1 enumerators worked. 

These results suggest that enumerators completed more cases in rural areas than in low-

density suburbs and towns, and more in suburbs and towns than in inner cities. This view is reinforced by 

the evidence that enumerators completed more cases when there was a lower proportion of residents 

living in apartment buildings and a higher proportion living in single family homes. 

More generally, Table 7-5 suggests that completing many cases was considerably more 

difficult in high income areas than in other areas but was less difficult in places with a mix of high and 

moderate income areas. 
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Line 55 shows that completing many cases was negatively correlated with the size of the 

recruiting target and positively associated with the percent of the recruiting target met by the end of 

February 2000. These results are similar to those produced by our cross-LCO analysis and suggest that 

operations went more smoothly where there were fewer enumerators to supervise and where management 

was able to meet pre-NRFU performance goals. 

Finally, lines 68 through 74 describe the association between performance and whether 

enumerators were working in their own neighborhoods (as judged by the enumerator), as well as the 

association between performance and commuting time. The most striking result is that there was a strong 

positive association between completing few cases and working in one’s own neighborhood, but an 

equally strong positive association between completing many cases and working in a neighborhood 

similar to his or her own neighborhood. 

Because the survey responses usually were obtained in the first few weeks of field 

operations, these results should reflect the initial assignment. If this is the case, it suggests that there is no 

particular advantage to hiring individuals to canvass their own neighborhood. These conclusions should 

be treated with caution, however, because it is possible that the surveys were administered later than 

planned, at which point many highly productive enumerators completed work in their own neighborhood 

and were working elsewhere. 

Also, there were almost no differences in commuting time (once we controlled for the 

neighborhood similarity) across LCOs in the different performance groups; even though, as expected, 

commuting time increased with neighborhoods being not the same, and being dissimilar. This result also 

suggests that having enumerators work relatively far from their homes did not adversely affect 

performance at the LCO-level. However, it does not rule out longer commutes being associated with 

individual enumerators completing fewer cases or more productive enumerators being assigned to areas 

further from their homes. 

Panel G, Enumerator Distribution by LCO, shows that there was substantial variation in 

the distribution of enumerators in each performance group across the LCOs. Many of these differences 

appear to be strongly correlated with the area characteristics discussed above. 

For example, there were especially large proportions of enumerators with below average 

performance in all four LCOs in the New York metropolitan area; LaCrosse, Wisconsin; Minneapolis, 
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Minnesota; Concord, California (near San Francisco); Oakland, California; Charlotte, North Carolina; and 

Downtown Los Angeles. With the exception of LaCrosse, Wisconsin, all these areas were either affluent 

suburbs (Stamford and Concord) or contained high density inner city areas. 

LCOs with high proportions of above average performing enumerators were Midland 

Michigan; Clarksville, Tennessee; Birmingham and Gadsden Alabama; Phoenix-North and Scottsdale, 

Arizona; and Woodland Hills, California. These areas were either smaller cities surrounded by rural areas, 

or mainly moderate to high-income suburbs (of Phoenix and Los Angeles). 

While these results are suggestive of which underlying factors strongly affect performance, it 

is difficult to make this judgment based on the analysis of Table 7-5 alone. A far better means to assess 

the key sources of variation in performance is to use multiple regression analysis, which is the topic of the 

next section. 

Regression Analysis of Factors Affecting Cases Completed by Each Enumerator 

In this section we complement the tabular analysis in Section 7.3 by using regression 

analysis to directly estimate the effect of the factors discussed in the preceding section on cases completed 

by the 2,751 enumerators in our sample. In Section 7.5, we expand our regression analysis to look at the 

effect of the same factors on hours worked and cases completed per hour, as well as on total cases. At the 

outset, we note that an exceptionally large number of different specifications were tested in the process of 

determining the specification that provides the best information. Also, written comments and discussion 

with the four expert panel members were of great help in developing an appropriate specification. 

Table 7-6 displays the full regression using as the dependent variable cases completed by 

each enumerator by the end of the fourth full week of the NRFU. The specification shown in Table 7-6 

represents a considerable improvement upon earlier specifications because it more successfully tests the 

importance of threshold effects; that is, whether increases in hourly pay-rates or test-scores above a 

“threshold” level have little effect on enumerator performance. Thus, the specification provides a solid 

basis for understanding the relative importance of the factors examined in the preceding section. 
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Table 7-6. Regression describing the effect of various factors cases completed per enumerator (continued) 

1 2 3 4 5 6 
Mean Values for 

Adjusted R-Square = 0.1683 
Parameter 
estimate 

Significance 
(Probability 

not = 0) 

Group 4 cases 
1+ std-dev 
below avg 

Group 1 cases 
1+ std-dev 
above avg 

% difference 
Group 1 -Group 

4 

Effect of difference on 
cases completed 

(dif x coef) 
C. Demographics 

19 Test score 1.46 <.0001 89.79 90.16 0.2% 0.54 
20 Score greater than 90% -14.84 0.001 0.56 0.52 -3.9% 0.63 
21 Score less than 75 % 16.91 0.020 0.05 0.04 -6.0% -0.10 
22 *

23 *

24 *

25 *

26 U.S. citizen -6.16 0.267 0.98 0.96 -0.8% 0.10

27 Receiving a pension -8.95 0.054 0.21 0.31 18.9%
 -0.89 

5.29 
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D. Area Characteristics 
Areas where crew worked the most 

28 25%+ residents farms -6.37 0.424 0.13 0.12 -4.9% 0.08 
29 75%+ residents single family homes 0.48 0.946 0.42 0.51 8.8% 0.04 
30 50%+ residents apartments -0.94 0.907 0.12 0.07 -26.9% 0.05 
31 Mixed -3.41 0.654 0.18 0.17 -1.3% 0.02 

(Unknown omitted) 0.19 
32 Most residents low income 1.63 0.816 0.35 0.38 4.3% 0.05 
33 Most residents high income -4.48 0.539 0.21 0.13 -23.7% 0.35 
34 Mixed moderate and high 3.89 0.610 0.10 0.15 17.3% 0.17 
35 Mixed moderate and low 2.63 0.740 0.10 0.11 2.1% 0.01 
36 Other 3.05 0.709 0.08 0.11 15.9% 0.09 

(Unknown omitted) 0.68 
Area where crew member worked initially 

37 Similar neighborhood -0.35 0.945 0.31 0.39 10.9% -0.03 
38 Dissimilar neighborhood 3.18 0.614 0.17 0.22 12.4% 0.16 

(Own neighborhood + unknown omitted) 

39 Commuting time, if own (minutes) 0.03 0.887 4.90 4.12 -8.6% -0.03 
40 Commuting time, if similar -0.05 0.828 5.13 6.40 11.0% -0.06 
41 Commuting time, if dissimilar -0.13 0.574 3.33 4.51 15.0% -0.16 

-0.11 



Table 7-6. Regression describing the effect of various factors cases completed per enumerator (continued) 

1 2 3 4 5 6 
Mean Values for 

Parameter 
estimate 

Significance 
(Probability 

not = 0) 

Group 4 cases 
1+ std-dev 
below avg 

Group 1 cases 
1+ std-dev 
above avg 

% difference 
Group 1 -Group 

4 

Effect of difference on 
cases completed 

(dif x coef)Adjusted R-Square = 0.1683 
D. Area Characteristics (continued) 

LCO as a whole 
42 Population density -0.00 0.967 1142 513 -38.0% 0.04 
43 Recruiting target -0.00 0.073 4867 4337 -5.8% 1.61 
44 Applicants in Feb. as a % of target -6.30 0.066 0.99 1.10 5.3% -0.70 

0.94 

E. Crew performance-related measures 
45 # of cases other crew members completed 

by end of week 4 0.05 <.0001 935 1,266 15.0% 17.60 
46 # of crew members in sample -7.11 <.0001 9.43 9.42 -0.0% 0.05 
47 % cases completed by end of week 4 91.55 <.0001 0.79 0.86 4.4% 6.68 
48 Original crew leader remained with crew 1.47 0.603 0.59 0.65 4.9% 0.09 

24.41 52


Notes: The dependent variable, cases-completed, includes incidences where nonresponses were resolved by enumerator completing interviews, as well as by determining housing-units were vacant or no 
housing-unit existed at designated addresses. Demographic variables were used as control variables in order to improve the fit of the overall model (items 22-25). 

Shading in column 2 indicates that coefficients are significant at least or very close to the 5 percent level. 

Shading in column 6 indicates the effect of the coefficient times the difference in means is at least one-half case. 

Group sums in column 6 are boxed and placed below double lines. 



Column 1 of Table 7-6 presents the coefficients (parameter estimates) of a regression using 

as the dependent variable cases completed by the end of week 4. Column 2 displays the statistical 

significance of the coefficients in terms of the probability the coefficient is different from zero. 

Probabilities of .05 (5 percent) or less are considered to be statistically significant by convention 

standards. 

Columns 3 through 6 provide information about how much of the difference in cases 

completed is explained for each variable between enumerators in Group 1 (whose performance was 

greater than one standard deviation above average) and enumerators in Group 4 (whose performance was 

greater than one standard deviation below average). In order for a given variable to explain a substantial 

amount of the difference, it is necessary both for the coefficient to be large (relative to the mean of the 

variable) and for the difference in the mean of the variable between Group 1 and Group 4 enumerators 

also to be large. 

Panel A shows the effect of pay on cases completed. Line 1 shows that the higher the local 

pay, the fewer cases are completed. The parameter is statistically significant at the 0.04 level. The 

difference in pay between Group 1 and Group 4 enumerators was $2.05 (based on subtracting $17.03 in 

column 3 from $14.98 in column 4). As shown in column 6, multiplying the $2.05 difference times the 

local pay coefficient of -1.04 produces the estimate that, other factors equal, the local pay differences 

results in 2.12 more cases being completed among Group 1 enumerators than among Group 4 

enumerators. Since the mean number of cases completed was 105.2, this makes a 2.12 percent difference. 

Line 2 shows that holding constant local pay, where census pay was higher, fewer cases were 

completed. In contrast, our 1990 NRFU analysis showed that higher census pay (relative to local pay) was 

associated with higher production. The results on lines 1 and 2 suggest that Group 1 enumerators 

completed 2.59 fewer cases than Group 4 enumerators because of the difference in local and census pay. 

Lines 3 through 6 show the effect of the pay enumerators received prior to working on 

Census 2000, holding local pay and census pay constant. Again, based on 1990 results, we would expect 

enumerators with high pay relative to census pay would complete fewer cases because they would be 

more likely to work fewer hours and fewer weeks. In 2000, however, we believe that prior pay is more of 

an indicator of the effectiveness of a given worker, than an indicator of how likely the worker will reduce 

hours or weeks of NRFU work. 

53




The coefficients on lines 3 through 6 show how cases completed change for enumerators 

with successively higher prior pay levels producing what is called piecewise linear estimates. For workers 

with prior pay below $7.00, 1.35 more cases are completed for each $1.00 increase in pay. 

While the effect of a $1.00 increase on cases completed certainly is small relative to the 

mean number of cases, it is quite large relative to the amount of variation we can explain with the factors 

included in the regression, and the result is close to significant at the 5 percent level. Thus, we believe that 

it provides reasonably strong evidence that enumerators who previously held low paying jobs were not as 

effective as other enumerators. 

The effect of high prior pay on productivity rapidly diminishes as the prior pay of 

enumerators increases and is not close to being significant at the 5 percent level. One interpretation of this 

result is that above a threshold in the neighborhood of $7.00, increases in pay no longer are associated 

with increases in effectiveness. Alternatively, it is possible that the increases in effectiveness are balanced 

by decreases in incentives to work long hours. In either case, however, it appears that above $7.00 or so 

difference in prior earnings has no effect on cases completed. 

Panel B shows the effect of prior employment status on cases completed. Here we see 

that three statuses have especially large and statistically significant (at the 5 percent level) effects: 

¢ Not working, not looking; 

¢ Family caregiver; or 

¢ Self-employed. 

Being in the first two categories increases the number of cases relative to those whose status 

was not determined by almost 22 cases, while being self-employed is associated with an increase of more 

than 15 cases. 

We also see that there is a 5-case progression from typically working at least 35 hours per 

week, to working fewer than 35 hours a week, to being self employed, to not working or looking for 

work. This is evidence that having a more flexible schedule is associated with completing substantially 

more cases. 
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In addition, lines 16, 17, and 18 show that enumerators who were working at other jobs just 

prior to starting NRFU training completed 12.5 fewer cases than enumerators who had not worked for 

more than 3 months, and 5.2 fewer cases than enumerators who had not worked in the prior week. While 

these estimates are not statistically significant at the 5 percent level when employment status is held 

constant, the differences area larger and statistically significant if employment status variables are 

omitted. 

Overall, the work history variables are associated with an increase of 3.43 cases completed 

by enumerators in Group 1 relative to those in Group 4. This effect is considerably greater than the pay 

effect but only modest compared to the size of the work history coefficients. The work history effects on 

cases are small because the large coefficients are multiplied by relatively small fractions. Importantly, 

these fractions are relatively small, even when the differences in the proportion of enumerators in a given 

work history group is large. 

Thus, the primary importance of the effects described in panel B may not be in explaining 

differences across groups of enumerators, but in providing added insight into why prior pay appears to 

measure enumerator quality in 2000, rather than incentives to work long hours and remain at census jobs 

until released. 

Panel C displays the effects of demographic characteristics. Lines 19 through 21 show 

that all three test score variables have large coefficients and are highly significant. However, when 

entered separately, none of these variables are statistically significant. Thus, it is the use of the variables 

together that make each statistically significant. A graph of the effect of the test scores on cases 

completed using the coefficients in Table 7-6 exhibits a sawtooth pattern. There are relatively large 

increases in cases completed between the breakpoints, but a major ratcheting down at each breakpoint. As 

a result, cases completed are about equal for enumerators with tests scores at or slightly below 74, 85, and 

95. 

Our interpretation of these results is that enumerator performance dramatically improves as 

scores rise from low levels to about 75, but within the range of scores most 2000 enumerators achieved, 

there is not much improvement in performance as test scores increase, and performance may fall as test 

scores increase above 90.8 Thus, these results support the hypothesis that increasing wages well above 

8 
The regression specification used subsequently in table 7-26 reinforces these points by making the relationship between test scores and cases 
completed even clearer. 
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1990 levels had a large effect on enumerator quality by coming close to eliminating the need to hire 

enumerators with scores below 75. 

Even though there are only slight improvements in performance as scores rise, and very few 

enumerators had low scores, Group 1 enumerators gained about one case relative to Group 4 enumerators 

because they had slightly above average test scores, but few enumerators with scores above 90. 

As was the case with pay and work history variables, the greatest value of our test score 

information could be to improve hiring screens. Our evidence strongly suggests that use of minimum test 

scores provides an excellent means to avoid hiring workers unable to adequately perform as enumerators, 

but using scores to select applicants who exceed a minimum level does not increase cases completed per 

enumerator, which is the primary determinant of completion speed. 

Panel D shows the effect of three types of area characteristics on cases completed. The 

first type is characteristics of the relatively small area in an LCO where individual enumerators worked. 

The second type is whether the area is the enumerator’s own neighborhood, similar to his or her 

neighborhood, or unlike his or her neighborhood. The third type refers to characteristics of the LCO as a 

whole. 

We tested the effect of a large number of characteristics of the area where the crew worked. 

However, only three factors had large effects that were statistically significant even at the 10 percent 

level, but only when area variables were entered alone. 

Although not shown in this paper, when only area characteristics were included in a 

regression, we found that in areas where most residents lived in (a) apartments, enumerators completed 15 

fewer cases on average; (b) in moderate- to high-income areas, enumerators completed 15 more cases on 

average; and (c) in mixed-income areas, enumerators completed 14 more cases on average. 

Somewhat to our surprise, we could find no evidence (from any regression specification) 

that enumerators working in low-income areas completed fewer cases. Rather, our results suggest that, if 

anything, working in affluent areas, particularly those with high-rise apartments, made completing cases 

difficult. Also, we have some indications that completing cases was more time consuming in 

predominately farming areas. 
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Of the nine variables included on lines 27 through 35, residents on farms and residents in 

high-income areas have by far the largest coefficients; but these nine variables together are associated 

with an increase of only.86 cases by Group 1 enumerators relative to Group 4 enumerators. Nevertheless, 

the information about differences in performance across areas might be of use in deciding the appropriate 

degree of frontloading in different areas. 

Similarly, the information on lines 37 through 41 suggest that neither working in one’s own 

neighborhood or time spent commuting has much of an effect on cases completed. In combination, the 

five variables in this group are associated with a reduction of 11 cases by Group 1 enumerators relative to 

Group 4 enumerators. However, the effect of working in one’s own neighborhood could be understated 

because we are not certain that the survey responses reflect the area of initial assignment. Thus, high 

performing enumerators may have started in their own neighborhood and been highly productive there, 

but later transferred to other areas. 

In contrast to the above results, which are not close to being statistically significant and have 

little ability to explain differences in performance of Group 1 enumerators versus Group 4 enumerators, 

higher recruiting targets (on line 43) are strongly associated with completing fewer cases. While targets 

were increased in areas previously identified as “hard-to-enumerate,” these increases account for very 

little of the difference in the cross-LCO variation in the targets. Thus, this result reinforces the conclusion 

of our cross-LCO analysis that areas where large staffs are required perform less well. 

We believe that staff size effects stem from it being more difficult for LCO managers to 

perform well when they have to supervise much larger numbers of enumerators and other personnel. 

Indeed, because our regressions take into account so many other factors that could strongly influence 

cases completed, it is likely that the underlying area-specific factors that make them “hard to enumerate” 

are being held constant. 

The specification in Table 7-6 suggests that population density (line 42) has no effect on 

performance. However, when the three LCO-specific variables are entered in a regression by themselves, 

population density has an extremely large negative effect. Thus, the other variables in our specification 

explain why density is strongly related to cases completed. 
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There is also a very large difference in the coefficient on applicants in the recruiting pool 

when entered alone, versus in the specification shown in Table 7-6. When entered alone, the coefficient is 

3.60 compared to -6.30 on line 44 of Table 7-6. 

The variables that radically alter the density and recruiting pool coefficients are in Panel E, �

which describes the effect on one crew member of the performance of other members in the same �
crew. The effect of the variables in this group is significant; therefore, it is very important to understand 

why they are so potent. However, interpreting their meaning is difficult because the variables do not 

perfectly measure key underlying characteristics. 

In particular, one variable we would like to use is the number of cases initially expected to 

be completed by each enumerator’s crew. Because we did not have the precise variable we wanted to use, 

we used the total number of cases other crew members completed and the total number of other crew 

members as a proxy for the initial number of cases expected to be completed. The problem with this 

variable is that because a crew’s assignment can be altered in light of how its performance compares to 

that of other crews, crews that are more effective on average will be given additional cases. Thus, the 

variable captures the ex-ante size of the assignment as well as at least some of the ex-post effectiveness of 

the crew. 

Here is the complicated element of our analysis: Since we look only at the amount of work 

other crew members complete, their influence on the omitted member cuts in two directions. If the other 

crew members are highly efficient, they will reduce the amount of work the remaining enumerator will 

complete, but by being highly efficient, they also are likely to expand the total amount of work they will 

be assigned (at least over the first 4 weeks). Thus, it is likely that the two effects will approximately 

balance out, and we will have a good measure of the work assigned. 

Thus, we regard the large positive coefficient on cases completed by other crew members 

(on line 45) as primarily reflecting differences in the number of cases a given enumerator could complete. 

As expected, the larger the assignment the more work is completed. 

The negative coefficient on the number of other crew members (on line 46), which is highly 

significant, is also expected and fully consistent with the view that cases completed by other crew 

members reflect the potential amount of work to be performed. We take this view, in part, because if the 
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amount of work a crew could be assigned could expand without limit, adding additional crew members 

would increase total cases completed and not have a negative impact. 

Finally, we note that the coefficient on the percent of cases completed by other crew 

members by the end of the fourth week (on line 47) is large, positive, and highly significant. We regard 

this result as evidence that the enumerators were not constrained by “running-out” of cases to complete by 

the end of the fourth week. Indeed, our original expectation was that this coefficient would be negative 

because enumerators would work less hard and/or be released as the number of cases to be completed 

contracted. As noted in Section 7.4, that this is not the case suggests that such constraints were not 

important until later in the enumeration. 

Thus, we reach what we regard as one of our most important conclusions. Our evidence 

suggests that how quickly the NRFU was completed in a given LCO was largely a function of the number 

of crews and number of members of each crew. 

Variation in other factors had some effect, but not nearly as great as the basic numbers of 

enumerators at work at any given time. This is clearly the case in explaining the difference in 

performance between Group 1 and Group 4 enumerators. The number of cases other enumerators 

completed by the end of the fourth week was associated with an increase of 24.4 cases among Group 1 

enumerators relative to Group 4 enumerators. This increase accounts for just over 63 percent of all the 

difference that we can explain between Group 1 and Group 4 enumerators. 

7.5 � Factors Affecting Hours Worked and Cases Completed per Hour �

In this section we combine analysis of how the variables in our database affect cases 

completed (cases) with analysis of how they affect the two constituent parts of cases—total hours 

enumerators worked (hours), and cases completed per hour (cases per hour or cph)—from the start of 

NRFU field operations to the end of the fourth full week of those operations. 
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To begin the analysis, we display in Table 7-7 the explanatory power on cases, hours, and 

cases per hour of the following 3 groups and 10 subgroups of variables. 

¢ Group P–Personal Characteristics of the Enumerators 

- P1. Test scores 

- P2. Employment status at the point NRFU training began 

- P3. Pay at prior jobs 

- P4. Demographics 

¢ Group C–Crew Characteristics 

- C1. The area in which the crew worked 

- C2. The commute to that area 

- C3. The performance of crewmembers, other than the enumerator whose 
performance is being analyzed 

¢ Group L–LCO Characteristics 

- L1. Exogenous area characteristics 

- L2. Characteristics of the LCO over which the Census Bureau had some control 

- L3. Dummy variables for the LCOs 

We measure explanatory power in two ways. In Table 7-7 we display the “adjusted R-

square” when the variables composing each subgroup are included in regressions with cases, hours, and 

cases per hour (cph) as the dependent variable. (The precise variables included in each subgroup are 

described and analyzed in a separate subsection.) In Table 7-8 we display, for each of the 10 subgroups, 

the adjusted R-square when that one group is removed from the regression and the remaining 9 groups are 

included. 

The "adjusted R-square" tells us what percentage of the variation in each of the dependent 

variables is “explained” by the variables. For example, the R-square is .1329 for subgroup C3–crew 

performance when used to explain variation in cases across the 2,751 enumerators in our sample. This is 

the highest explanatory power of any regression result shown in Table 7-7 and means that 13.29 percent 

of the variation in cases can be explained by the subgroup C3 variables. 
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Table 7-7. Effect of entering variable groups separately on cases, hours, cases per hour 

Adjusted R-square for: Adjusted R2 as a % of total R2 

Cases Hours 
Cases per 

hour Cases Hours 
Cases per 

hour 
Group Entered: 

P1 Test score 0.0030 0.0073 0.0235 0.7% 2.9% 5.7% 
P2 Employment status 0.0286 0.0428 0.0095 6.7% 16.8% 2.3% 
P3 Own – pay 0.0120 0.0021 0.0026 2.8% 8.7% 0.6% 
P4 Demographics 0.0256 0.0275 0.0056 6.0% 10.8% 1.4% 

Sum 0.0692 0.0797 0.0412 16.2% 39.1% 10.1% 

Entire P group 0.0457 0.0668 0.0329 10.7% 26.2% 8.0% 

C1 Crew – area 0.0015 0.0071 0.0163 2.7% 2.8% 4.0% 
C2 Commute 0.0020 0.0107 0.0161 0.5% 4.2% 3.9% 
C3 Crew – performance 0.1329 0.0443 0.0843 31.1% 17.4% 20.6% 

Sum 0.1364 0.0621 0.1167 34.3% 24.4% 28.5% 

Entire C group 0.1326 0.0589 0.1036 31.0% 23.1% 25.3% 

L1 LCO – area 0.0395 -0.0002 0.0634 9.2% -0.1% 15.5% 
L2 LCO – characteristics 0.0501 0.0129 0.0521 11.7% 5.1% 12.7% 
L3 LCO – dummies 0.1219 0.0804 0.1303 28.5% 31.5% 31.9% 

Sum 0.2115 0.0931 0.2458 49.5% 36.5% 60.1% 

Entire L group 0.1233 0.0793 0.1266 28.9% 31.1% 31.0% 

Hours 0.0052 1.3% 

Total 0.4171 0.2349 0.4089 100.0% 100.0% 100.0% 

For analysis of individual behavior of the type displayed here, an R-square above .05 is 

doing quite well, and an R-square above .10 is quite high. Being able to explain anything close to 20 

percent of the variation is doing extremely well. Explaining more than 20 percent of the variation in any 

type of individual behavior is extremely hard because it is difficult to acquire information about 

individual differences, and, perhaps more importantly, because there generally is a lot of “random” 

variation in the behavior of seemingly identical individuals. 
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Table 7-8. Effect of removing variable groups separately on cases, hours, cases per hour 

Adjusted R-square for: Adjusted R2 as a % of total R2 

Cases Hours 
Cases per 

hour Cases Hours 
Cases per 

hour 
Group Removed: 

P1 Test score 0.1864 0.1526 0.1861 -1.7% 0.0% -3.3% 
P2 Employment status 0.1819 0.1366 0.1910 -4.1% -10.5% -0.8% 
P3 Own – pay 0.1897 0.1520 0.1925 0.0% -0.4% 0.0% 
P4 Demographics 0.1770 0.1313 0.1922 -6.7% -14.0% -0.2% 

Sum -12.5% -24.8% -4.3% 

Entire P group 0.1595 0.0994 0.1849 -15.9% -34.9% -3.9% 

C1 Crew – area 0.1883 0.1495 0.1859 -0.7% -2.0% -3.4% 
C2 Commute 0.1896 0.1504 0.1855 -0.1% -1.4% -3.6% 
C3 Crew – performance 0.1629 0.1404 0.1739 -14.1% -8.0% -9.7% 

Sum -14.9% -11.5% -16.7% 

Entire C group 0.1536 0.1354 0.1493 -19.0% -11.3% -22.4% 

L1 LCO – area 0.1892 0.1485 0.1886 -0.3% -2.7% -2.0% 
L2 LCO – characteristics 0.1892 0.1489 0.1893 -0.3% -2.4% -1.7% 
L3 LCO – dummies 0.1699 0.1290 0.1645 -10.4% -15.5% -14.5% 

Sum -11.0% -20.6% -18.2% 

Entire L group 0.1640 0.1149 0.1445 -13.5% -24.7% -24.9% 

Hours 0.1778 -7.6% 

Total when all groups 
are included 

0.1897 0.1526 0.1925 0.0% 0.0% 0.0% 

R-sq all groups in 
as a % of sum of R-sq 
each R-sq group alone 

45.5% 65.0% 47.1% 

In the remainder of this subsection we discuss the results for each group and subgroup in the 

order listed in Table 7-7. To make the discussion easier to follow, we summarize the overall effects and 

then discuss the results in more detail. Our summary statistics include the R-square when the group or 

subgroup is included, the percentage of the entire variation explained by summing the individual results in 

Table 7-7, and the decrease in the explanatory power when the group or subgroup is excluded from 

62




regressions including all other variables. In discussing the explanatory power of the R-squares we use the 

following terms: 

Very strong


Strong


Moderate


Small


Slight


Virtually none


R-square 

> .07 

.041 - .070 

.021 - .040 

.011 - .020 

.005 - .010 

< .005 

7.5.1 Group P. Personal Characteristics of Enumerators 

The personal characteristics group (Table 7-9) has strong explanatory power in accounting 

for the variation in hours worked and cases. The group has moderate explanatory power on cph, but only 

when personal characteristics are included alone. That removing personal characteristics when all other 

variables are included has a small effect on cph suggests that in this one case, personal characteristics 

derive much of their power from correlations with other variables rather than independent effects. 

Table 7-9. Personal characteristics of enumerators 

R-square 
Inclusion 

percent explained 
Exclusion 

percent explained 

Cases – Strong Effect .0457 10.7% -12.5% 

Hours – Strong Effect .0668 26.2% -24.8% 

CPH – Moderate Effect .0329 8.0% -3.9% 

7.5.1.1 Subgroup P1. Test Scores 

The test score subgroup (Table 7-10) has a moderately strong effect on cph, but almost no 

effect on cases or hours. Several factors account for these results. Perhaps most importantly, scores have 

relatively small effects in 2000 because very few enumerators have scores below 80 where differences in 

scores make a big difference in cph. In addition, increases in scores are not associated with uniform 

increases in cph. 
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Table 7-10. Test scores 

R-square 
Inclusion 

percent explained 
Exclusion 

percent explained 

Cases – Virtually No Effect .0030 0.7% -1.7% 

Hours – Slight Effect .0073 2.9% 0.0% 

CPH – Moderate Effect .0235 5.7% -3.3% 

Enumerators whose test scores exceed a threshold of about 87 have the highest cph, but the 

rate is about the same for all enumerators in that group. Enumerators with test scores between 80 and 87 

complete about 15 percent fewer cases per hour than enumerators with the highest scores. Enumerators 

with test scores between 75 and 79 complete about 25 percent fewer cases per hour, and enumerators with 

test scores below 75 complete about 20 percent fewer cases. (We suspect that most enumerators with 

scores below 75, and many with scores between 75 and 87, have special language skills and English is 

often a second language.) 

Test scores have a slight effect on hours, but in contrast to cph, the lower are the scores the 

greater is the number of hours worked. Enumerators with test scores below 75 work about 15 hours more 

than average, those with scores between 75 and 92 work about 10 hours more than average. (Those 

differences are statistically significant.) Because the effect of test scores on hours and cases per hour are 

in opposite directions (and relatively weak) the test scores have almost no ability to explain variation in 

cases, which is the key determinant of completion speed. 

Overall, our results suggest that the Census Bureau should reassess its use of test scores to 

order hiring contact lists. Given that the hiring pool had many candidates with especially high scores, and 

above 87 or so differences in test scores have little effect on performance, it would make sense to exclude 

candidates with low scores (unless they have special skills) and use additional selection criteria (such as 

being free to work longer hours) to choose the candidates who will perform the best. 
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7.5.1.2 � Subgroup P2. Employment Status 


The number of hours enumerators worked, shown in Table 7-11, was strongly affected by 

enumerators’ employment status at the point they began NRFU training. Strong attachment to the labor 

force just prior and during the NRFU reduced hours worked on the NRFU by 25 percent or more, while 

the reverse was true for weak labor force attachment. 

Table 7-11. Employment status 

Inclusion Exclusion 
R-square percent explained percent explained 

Cases – Moderate Effect .0286 6.7% -4.1% 

Hours – Strong Effect .0428 16.8% -10.5% 

CPH – Slight Effect .0095 2.3% -0.8% 

Working full-time during the NRFU had very strong negative effects on hours, while not 

having worked within the past 3 months had a very strong positive effect. Enumerators who were retired, 

primarily caregivers, or otherwise not working or looking for work worked the most hours on average. 

The effect on hours carried over to the total number of cases. However, there was only a 

very weak association between employment status and cases completed per hour. 

7.5.1.3 � Subgroup P3. Own Pay  �

Own pay (shown in Table 7-12) had moderately strong effect on hours worked, but only 

when other variable groups were excluded. We also determined that the association between pay and 

hours was negative for enumerators working at other jobs when they began enumerator training. 

However, the association between pay and hours was positive for enumerators who had stopped working 

within 3 months, and especially large and positive for enumerators who had not worked for at least 3 

months. These results are much in keeping with expectations because only when an enumerator also was 

at work at another job would we expect the pay of that job to strongly affect hours worked on the NRFU. 
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Table 7-12. Own pay 

Inclusion Exclusion 
R-square percent explained percent explained 

Cases – Slight Effect .0120 2.8% 0.0% 

Hours – Moderate Effect .0221 8.7% -0.4% 

CPH – Virtually No Effect .0026 0.6% 0.0% 

Thus, our overall conclusion is that an enumerator’s pay at other jobs is only an indicator of 

“opportunity cost” for those working at other jobs during the NRFU.9 In contrast, own pay appears to be 

an indicator of the enumerator’s effectiveness for those not working. That is, the higher the pay 

enumerators earned at other jobs, the slightly better is the enumerators performance on the NRFU in 

terms of working more hours and completing more cases per hour. 

7.5.1.4 � Subgroup P4. Demographics �

While we will not be discussing the specific demographic characteristics that affect cases, 

hours, or cph, it is important to recognize that demographic characteristics have a substantial effect on 

hours of work (and through its effect on hours on cases completed). 

Importantly, the large reductions in explanatory power when the demographic subgroup is 

excluded indicate that several demographic characteristics have strong explanatory power that is not 

captured by any other variables in our regressions. (See Table 7-13.) Thus, excluding demographic 

variables entirely from the regressions would substantially reduce our ability to estimate performance, and 

even more importantly, severely bias the coefficients on some of the remaining variables. 

9 
Importantly, our surveys showed that the vast majority of enumerators working at the point training began also planned to continue working 
during NRFU field operations. We used the employment status at the time training began in our regressions because we felt that this 
information could be obtained at the point offers were made and possibly used as a hiring screen. 
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Table 7-13. Demographics 

R-square 
Inclusion 

percent explained 
Exclusion 

percent explained 

Cases – Moderate Effect .0256 6.0% -6.7% 

Hours – Moderate Effect .0275 10.8% -14.0% 

CPH – Small Effect .0056 1.4% -0.2% 

7.5.2 � Group C. Crew Characteristics �

The crew characteristic group (Table 7-14) has very strong explanatory power on cases 

completed and cph, and strong explanatory power on hours worked. As will be discussed below, most of 

the explanatory power resides in subgroup C3, which describes the amount of work other crew members 

were able to complete. The effect is especially powerful on cases and hours. 

Table 7-14. Group C. crew characteristics 

Inclusion Exclusion 
R-square percent explained percent explained 

Cases – Very Strong Effect .1326 31.0% -19.0% 

Hours – Strong Effect .0589 23.1% -11.3% 

CPH – Very Strong Effect .1036 25.3% -22.4% 

That the decline in the effect when Group C variables are excluded is a little less than half as 

great as the increase when the variables are included suggests that about half of the explanatory power is 

due to the independent effect of these variables, but half is a result of a high degree of correlation with 

other variables. This intercorrelation is examined in great detail in connection with describing Table 7-22 

in a subsequent section. 

7.5.2.1 � Subgroup C1. Crew Area Characteristics �

Variation in the characteristics of the areas in which a crew worked had little effect on 

NRFU performance. Nevertheless, our results suggest that it was most difficult for crews to complete 
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cases in areas with many large apartment buildings and easiest to complete cases in areas with mostly 

moderate and some high-income residents. (See Table 7-15.) 

Since this was the first time we knew the characteristics of the area in which enumerators 

worked, we were able to test the hypothesis that area differences had large effects, particularly on cases 

per hour. These negative findings, however, coupled with our evidence (discussed below) that LCO 

dummies had strong effects suggests LCO-level management attributes were much more important 

determinants of NRFU performance than the characteristics of where enumerators worked. If our 

somewhat speculative conclusion is true, this is a very important result because it suggests that local 

managers had all the tools needed to meet NRFU goals, and good management practices could overcome 

negative neighborhood differences. 

Table 7-15. Subgroup C1. crew area characteristics 

R-square 
Inclusion 

percent explained 
Exclusion 

percent explained 

Cases – Small Effect .0115 2.7% -0.7% 

Hours – Slight Effect .0071 2.8% -2.0% 

CPH – Small Effect .0163 4.0% -3.4% 

7.5.2.2 � Subgroup C2. Commuting Characteristics �

Longer commuting time had a slightly negative effect on productivity and hours worked, but 

we could find no evidence that working in one’s own neighborhood had a positive effect on cases per 

hour or hours worked (holding commuting time constant). Indeed, productivity was about 10 percent 

greater for enumerators working in a similar neighborhood, rather than one’s own neighborhood 

(Table 7-16). Thus, on balance, it appears that broadening the geographic area over which selections are 

made would enhance performance. 
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Table 7-16. Subgroup C2. commuting characteristics 

Inclusion 
percent explained 

Exclusion 
percent explainedR-square 

Cases – Virtually No Effect .0020 0.5% -0.1% 

Hours – Slight Effect .0107 4.2% -1.4% 

CPH – Slight Effect .0161 3.9% -3.6% 

7.5.2.3 � Subgroup C3. Crew Performance Characteristics �

The crew performance group included only three variables: 

¢ Number of cases completed by other crew members by the end of week 4; 

¢ Maximum number of crew members at work in weeks 1-4; and 

¢ Percentage of cases completed by the end of week 4. 

As shown in Table 7-17, this group had very strong explanatory power when entered alone. 

The explanatory power of our regression also was substantially reduced when the subgroup C3 variables 

were excluded and all other variables included. However, that the exclusion effects were considerably 

smaller than the inclusion effects suggests that there was substantial intercorrelation with other variables. 

As noted earlier, we discuss this intercorrelation in detail in a subsequent section. 

Table 7-17. Subgroup C3. crew performance characteristics 

Inclusion Exclusion 
R-square percent explained percent explained 

Cases – Very Strong Effect .1329 31.1% -14.1% 

Hours – Strong Effect .0443 17.4% -8.0% 

CPH – Very Strong Effect .0843 20.6% -9.7% 

That the amount of work made available to a given crew and the rate at which the crew 

completed its work had a powerful effect on individual performance may seem an obvious result. 

However, it is important to keep in mind that in prior NRFUs these variables were highly unlikely to have 

had much of an effect because fewer enumerators were planned to be at work at any one time, and 
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retaining enumerators proved very difficult. Thus, there was virtually no limit to the amount of work a 

given enumerator could complete within the first 4 weeks. 

While a better variable would be the number of cases assigned to a given crew at the start of 

the NRFU, we believe that it is appropriate to hold constant the differences in the amount of work and 

pace of work of crewmembers other than the person being studied. It is our view that the crew– 

performance variables demonstrate that LCO managers established a high degree of control over the pace 

of operations in 2000 (that was absent in prior NRFUs). 

7.5.3 � Group L. LCO Characteristics �

As shown in Table 7-18, characteristics of the LCO that managers had no control over 

(prevailing pay and population density), and characteristics managers had at least some control over 

(census pay, LCOM turnover, and hiring goals) had strong effects on cases completed per hour and total 

cases completed per enumerator. 

Table 7-18. Group L. LCO characteristics 

Inclusion Exclusion 
R-square percent explained percent explained 

Cases – Very Strong Effect .1233 28.9% -13.5% 

Hours – Very Strong Effect .0793 31.1% -24.7% 

CPH – Very Strong Effect .1266 31.0% -24.9% 

These strong correlations suggest that LCOs in high-wage, high-density areas (mainly 

central cities) had a more difficult time executing the NRFU. The precise reason is not revealed by these 

results, but we speculate that it was inherently more difficult to canvass urban populations and more 

difficult to manage the staff in those areas, in large part because the number of cases to complete and 

number of enumerators at work were much greater in urban LCOs than other LCOs, especially those in 

rural areas. 
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7.5.3.1 � Subgroup L1. LCO Area Characteristics and Subgroup L2. LCO Characteristics 


As shown in Tables 7-19 and 7-20 there was a much weaker correlation between hours and 

LCO area characteristics, and between hours and LCO characteristics controlled by the Census Bureau 

These results also are in keeping with expectations because having a more difficult task might elicit 

greater hours of work by enumerators. 

Table 7-19. Subgroup L1. LCO area characteristics 

R-square 
Inclusion 

percent explained 
Exclusion 

percent explained 

Cases – Moderate Effect .0395 9.2% -0.3% 

Hours – No Effect -.0002 -0.1% -2.7% 

CPH – Strong Effect .0634 15.5% -2.0% 

Table 7-20. Subgroup L2. LCO characteristics 

Inclusion Exclusion 
R-square percent explained percent explained 

Cases – Strong Effect .0501 11.7% -0.3% 

Hours – Small Effect .0129 5.1% -2.4% 

CPH – Strong Effect .0521 12.7% -1.7% 

However, a particularly interesting result is that excluding the variables in subgroups L1 and 

L2 had only a small effect on the explanatory power of our regressions. This is evidence that other 

variables in our specification were highly correlated with these two subgroups. A separate analysis points 

to the LCO dummies having almost all of this intercorrelation. This is hardly surprising, given that LCO 

dummies would capture the effect of the characteristics identified in our database as well as variables we 

were unable to include. 

7.5.3.2 � Subgroup L3. LCO Dummies �

The strong explanatory power of the LCO dummies indicates that all crews working in a 

given LCO had similar performance, and different performance from crews in other LCOs. These 
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variables (Table 7-21) do not tell us the source of the large cross-LCO differences, but those differences 

could stem from differences in management performance and practices, difficulty in executing the work 

associated with types of residences to be visited, or characteristics of the recruiting pool. 

Table 7-21. Subgroup L3. LCO dummies 

Inclusion Exclusion 
R-square percent explained percent explained 

Cases – Very Strong Effect .1219 

Hours – Very Strong Effect .0804 

CPH – Very Strong Effect .1303 

28.5%


31.5%


31.9%


-10.4%


-15.5%


-14.5%


7.6 � Further Analysis of the Explanatory Power of Each Subgroup 


In this subsection we use an alternative measure of explanatory power to obtain additional 

information about the association between cases, hours, and cases per hour and each subgroup. This 

alternative measure was suggested by Ed Funkhauser, a professor at the University of California, Santa 

Barbara, who reviewed an earlier version of this report. The alternative to use of the R-square is derived 

as follows. First, we separately calculate the mean values of each variable used in our regressions for 

enumerators with above average and below average performance for each of the three dependent 

variables. Second, we calculate the difference in the mean values for each variable. Third, we multiply 

the mean difference times the coefficient itself. Finally, the products are summed by subgroup, group, and 

all groups together. 

Dividing the group and subgroup sums by the total for all groups together provides a 

measure of the percentage of the total explanatory power attributable to each group and subgroup. For 

example, in the top of the cases section of Table 7-22, the three strongest groups account for 75.4 percent 

of all the explained variance. 

Dividing the total for all groups by the difference in the mean of the dependent variables (for 

enumerators with above and below performance) provides a measure of the total amount of variation 

explained by each regression specification. For example, we see at the bottom of Table 7-22 that 
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Table 7-22.	 Each group’s contribution to explaining the difference between above average and below average: Cases, hours, cases per hour using four regression 
specifications: with/without crew performance and LCO dummies 

Cases �
(% of specification 1’s 

total explanatory power) 

Hours �
(% of specification 1’s 

total explanatory power) 

Cases per hour �
(% of specification 1a’s 
total explanatory power) 

Specification 1 2 3 4 1 2 3 4 1 1a 2a 3a 4a 

crew-perf 
LCO dum 
LCO-char 

A. Groups with Greatest Explanatory Power 
41.2% 55.9% LCO dum 19.5% 7.1% LCO char 28.0% 24.3% 23.1% 20.8% 35.6% 
33.2% 57.9% Crew-perf 15.8% 25.2% crew-perf 22.4% 23.9% 30.1% 

0.9% 11.2% 2.3% 28.5% LCO char 12.9% 6.4% 17.3% 8.3% LCO dum 21.3% 23.7% 42.8% 
75.4% 67.1% 60.2% 28.5% 48.2% 31.6% 24.4% 8.3% 71.7% 71.9% 53.2% 63.5% 35.6% 

B. Groups with Second Most Explanatory Power 
demo 10.2% 10.4% 10.4% 11.3% Emp-stat 20.9% 21.2% 21.6% 22.6% hours 8.0% 8.7% 7.3% 7.2% 
emp-stat 9.9% 9.6% 10.6% 11.0% Demo 19.0% 17.1% 19.1% 17.9% score 7.6% 7.3% 8.0% 7.6% 8.4% 

20.1% 19.9% 21.0% 22.3% 39.9% 38.3% 40.7% 40.5% 7.6% 15.3% 16.7% 14.9% 15.6% 

C. Groups with Least Explanatory Power commute 5.2% 4.8% 4.7% 5.1% 4.7% 
crew-area 2.4% 2.4% 3.1% 3.3% Commute 3.6% 4.8% 3.5% 5.1% crew area 4.5% 4.2% 5.0% 5.7% 6.2% 
score 1.4% 1.5% 1.5% 1.6% Crew area 3.6% 5.4% 3.4% 5.5% emp-stat 3.6% 3.3% 3.6% 3.1% 3.5% 
own-pay 1.2% 1.3% 1.1% 1.5% Own pay 3.4% 4.3% 3.4% 4.7% own pay 0.7% 0.5% 0.7% 0.7% 1.0% 
commute -0.5% -0.4% -0.6% -0.3% Score 1.3% 3.0% 1.2% 3.7% demo 0.0% 0.0% 0.7% 0.0% 0.8% 

4.5% 4.9% 5.1% 6.0% 12.0% 17.5% 11.4% 18.9% 14.0% 12.8% 14.8% 14.7% 16.2% 

100.0% 91.9% 86.3% 56.8% 100.0% 87.4% 76.5% 67.7% 93.2% 100.0% 84.6% 93.1% 67.5% 

Explained Variance 
13.8 

Explained Variance Explained Variance 
Cases 24.3 22.3 20.9 Hours 13.5 11.8 10.3 9.1 Cases/Hour 0.160 0.171 0.145 0.160 0.116 

73


% of total 22.9% 21.0% 19.7% 13.0% % of total 17.5% 15.3% 13.4% 11.9% % of total 21.4% 23.0% 19.4% 21.4% 15.5% 
Relative to Relative to Relative to 
specification 1 0.0% -8.1% -13.7% -43.2% specification 1 0.0% -12.6% -23.5% -32.3% specification 1 -6.8% 0.0% -15.4% -6.9% -32.5% 

R-square 0.189 0.170 0.163 0.099 R-square 0.152 0.129 0.140 0.093 R-square 0.178 0.192 0.165 0.174 0.124 
R-sq relative R-sq relative R-sq relative 
to specification 1 0.0% -10.2% -13.9% -47.6% to specification 1 0.0% -15.1% -7.6% -38.8% to specification 1a -7.4% 0.0% -14.3% -9.4% -35.3% 
Note: All specifications are identical except hours were included to specifications for cases per hour denoted as 1a, 2a, etc. 

All percentages are relative to total variance explained by specification 1 for cases and hours, and 1a for cases per hour. 

Contribution to explained variance is estimated by multiplying the regression coefficient for each variable in each specification times the difference in that variable’s mean for above-average versus below-average 
enumerators, and then summing the results for variables in each group. 

Specification 1 includes all variables, Specification 2 omits LCO dummies, Specification 3 omits crew performance, Specification 4 omits LCO dummies and crew performance. Specification 1 (for cases per hour) excludes 
hours, which were included in all other specifications for cases per hour. 



specification 1 produces an estimate of the difference in cases between those with above and below 

average performance equal to 24.3 cases, which is 22.9 percent of the difference in the means for the two 

groups. (The difference in mean cases for the two groups is quite substantial, 105.3 cases.) 

The estimates of explanatory power derived from the alternative method are a bit greater 

than the estimates derived from using the R-squares for cases regressions, but slightly smaller for the 

other dependent variables. Importantly, the two different measures of explanatory power are similar to 

each other. This suggests that the two measures produce comparable results overall. However, a key 

advantage to using the alternative measure is the relative ease in examining how the explanatory power of 

the groups and subgroups change when the specifications are changed. 

In this subsection we use four specifications to assess the intercorrelation among the LCO 

dummies (subgroup L3), the crew performance measures (subgroup C3), and the remaining variables. But 

first, we discuss the overall effect of altering the basic specification (specification 1) by: 

¢ Removing the LCO dummies alone (to create specification 2); 

¢ Removing crew performance variables alone (to create specification 3); and 

¢	 Removing both LCO dummies and crew performance variables (to create 
specification 4). 

The regression specifications used to examine cases and hours are identical, but we added 

five variables describing the number of hours enumerators worked when examining cases-per-hour . 

This was done because the amount of work planned for a given enumerator to execute varied across crews 

and LCOs. Enumerators having to perform more work would likely have to work more hours, and many 

of the hours would have been at times when productivity (cases per hour) would be relatively low. Thus, 

it made sense to hold hours of work constant (given that hours were at least partly under the control of 

census managers). 

At the right side of Table 7-22 we see that adding the five hours variables to the cases per 

hour regression increased the explanatory power of the basic specification by about 7 percent (measured 

using the R-square or percent of variation estimated using the alternative specification). Also in keeping 

with expectations, the gain in overall power was associated with a reduction in the explanatory power of 

10 
The five variables provided separate estimates for the effect on cases completed per hour of working 1-25 hours, 26-75 hours, 76-125 hours, 

126-200 hours, more than 200 hours. 
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variables describing LCO characteristics that were under the control of census managers. (The 

explanatory power of LCO characteristics fell from 28.0 percent to 24.3 percent.) 

The main effect of eliminating variable subgroup L3 and C3 on the explanatory power of the 

alternative specifications are summarized in Table 7-23. 

Table 7-23.	 Effect of eliminating subgroups l3 and C3 on the explanatory power of the basic 
specification 

% reduction in explanatory power of specification 1 

Specification 1 2 3 4 
L3. LCO dummies Y N Y N 
C3. Crew performance Y Y N N 
Cases 0.0 -8.1 -13.7 -43.2 
Hours 0.0 -12.6 -23.5 -32.3 
Cph 0.0 -15.4 -6.9 -32.5 

In all cases, removing both LCO dummies and crew performance variables sharply reduced 

the explanatory power of the regressions. Also, the effect of removing them both was always much 

greater than eliminating either one individually. However, the magnitude of the effects differed across the 

dependent variables. 

With respect to cases, the individual reductions were especially small relative to the effect of 

removing both subgroups together. The sum of the reductions of eliminating each one separately was only 

about half of the reduction when both were eliminated. This suggests that whatever underlying factors 

were at work, both sets of variables individually captured those effects. 

With respect to hours, the individual removal effects were large, and the sum was slightly 

greater than the effect of removing them both at the same time. This suggests that whatever factors 

affected hours, the effects of the two subgroups were quite independent. 

With respect to cases per hour, the effects of separately removing the two variable groups 

were about equal, but opposite to the effect on cases. The effect of removing both together was relatively 

modest. 
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Before drawing additional conclusions from these results, we discuss the effects of the 

individual subgroups for the different specifications as well as the effect of changing the specifications for 

each dependent variable. 

7.6.1 Analysis of Subgroups with the Highest Explanatory Power 

Using the basic specification for each dependent variable, three subgroups together—LCO 

dummies, crew performance, LCO characteristics—showed high explanatory power, and especially 

strong interactions with each other. As shown in column 1 of Table 7-24, the “top-3” variables explained 

more than 70 percent of the variation in cases and cph, and close to 50 percent of the variation in hours. 

Column 2 of Table 7-24 shows that when the crew performance and LCO dummy subgroups 

were included, the LCO characteristic subgroup explained more than one-quarter of the variation in cph, 

about half as much variation in hours, and had almost no explanatory power for cases. 

Table 7-24.	 Explanatory power of top three variables and LCO characteristics with inclusion/exclusion 
of LCO dummies and crew performance variables 

Explanatory Power of: 
Top 

variables LCO characteristics alone 
Specification 1a 1 2 3 4 

Inclusion/Exclusion 

LCO dummies Yes Yes No Yes No 

Crew performance Yes Yes Yes No No 

Explanatory Power 

Cases 75.4% 0.9% 11.2% 2.3% 28.5% 

Hours 48.2% 12.9% 6.4% 17.3% 8.3% 

Cases per hour* 71.7% 28.0% 24.3% 20.8% 35.6% 

* In estimating cases per hour, the 5 hours variables were included making the specifications 1a through 4a. 

However, when both the LCO dummies and crew performance subgroups are removed 

(specification 4), the LCO characteristics variables dramatically increased their explanatory power with 

respect to cases and cph, but the explanatory power fell with respect to hours. The hours results are 

particularly interesting because removing the crew performance subgroup alone (specification 3) 
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dramatically increased the explanatory power of the LCO characteristics, (and dramatically reduced the 

explanatory power of the LCO dummies). In contrast, removing crew performance alone increased the 

power of the LCO dummies in explaining variation in cases per hour, while slightly lowering the already 

high explanatory power of LCO characteristics. 

These results are consistent with the view that how the LCO was managed strongly 

influenced the crews’ performance in terms of hours, which we would expect to be most under the control 

of Census Bureau managers. (By contrast, cases per hour would largely be a function of the 

characteristics of the enumerators and areas in which they worked.) It also reinforces similar evidence 

from our recently completed recruiting study that factors under the control of census officials at the 

headquarters, region, and/or local level had major influences on recruiting performance. Thus, in the final 

analysis, the influence of management on cases completed is primarily through its influence of hours 

worked by each enumerator. 

7.6.2 Analysis of the Subgroups with the “Next Highest” Explanatory Power 

Section B of Table 7-22 shows the subgroups with strong explanatory power but notably less 

explanatory power than the top three, especially on cases and cases per hour. The employment status 

subgroup and the demographic variable subgroup have especially strong explanatory power on hours. 

Importantly, as summarized in Table 7-25, these two subgroups account for about 40 percent of the 

variation regardless of whether the LCO dummy and crew performance subgroups are included or 

excluded. 

These result are in keeping with expectations because the number of hours worked by 

enumerators should be highly constrained among enumerators working at non-census jobs, but largely 

unconstrained among enumerators who are retired or have few family responsibilities. Similarly, several 

of the demographic characteristics are likely to be correlated with the likelihood that enumerators have 

other demands on their time. 

Employment status and demographic subgroups explain only about half as much variation as 

with cases as with hours. However, they also are insensitive to the inclusion or exclusion of LCO 

dummies and crew performance variables. The interrelationship between large hours effects and less large 

cases effects are expected because cases equals hours times cases per hour. Cases effects are only about 
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half as great as the hours effects because enumerators with above average cases per hour usually do not 

work above average numbers of hours. 

Table 7-25. Variables with next highest explanatory power for cases and hours: 

Employment-status and 
demographics 

Specification 1 4 

Cases – much lower 20.9% 22.3% 

Hours – by far highest 39.9% 40.5% 

Cph – very low 3.3% 4.4% 

As shown above, employment status and demographic characteristics have almost no effect 

on cases per hour, and therefore are relegated to the group with the least explanatory power. Hours and 

test scores are the two subgroups with the largest effect on cases per hour. The effects of the two variables 

are about equal and total about 15 percent. These effects also are largely the same across all four 

specifications. 

As discussed earlier, we expect that hours would affect cases per hour not simply because of 

a mathematical identity, but because enumerators working many hours would invariably be working 

during less productive periods. In addition, we speculate that those enumerators working the most hours 

eventually got assigned to complete the most difficult cases. 

The influence of test scores also is in keeping with expectations because the attributes 

needed to do well on the test (such as ability to read maps and perform clerical tasks) are likely to be 

highly relevant to quickly performing enumerators’ tasks. At the same time, it also makes sense that 

scores have only small effects on cases and hours. While crew leaders might want to reward enumerators 

who work most effectively per hour by giving them more cases to complete, other factors, particularly the 

amount of free time available to an enumerator, would strongly affect enumerators’ abilities to accept 

those offers. Thus, the total cases completed by an enumerator are strongly affected by hours worked, and 

hardly at all affected by cases completed per hour. 
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7.6.3 Analysis Subgroups with the Least Explanatory Power 

The variables listed in section C of Table 7-22 have relatively little explanatory power with 

respect to cases across all specifications. The explanatory power is over twice as great for hours and cases 

per hour, and especially large when LCO dummies alone are omitted for hours, and both LCO dummies 

and crew performance variables are omitted for cases per hour. 

However, the total effect is due to several subgroups having about equally low explanatory 

power, and a few having almost no explanatory power. Crew area characteristics are of modest 

importance, particularly when both LCO dummies and LCO characteristics are dropped. Increased 

commuting time reduces both hours and cases per hour. 

It is worth noting, however, that the effect of enumerators’ own prior pay is about equal to 

the effect of other section C subgroups only for hours. This result makes sense because the opportunity 

cost would most strongly affect hours of work, and also because our in-depth analysis suggests that high 

pay at alternative jobs has a strong effect, but only for enumerators who are working full-time during the 

NRFU. 

7.6.4 Summary of the Subgroups Analysis 

This analysis shows that the explanatory power of our specification, including the LCO 

dummy and crew performance subgroups, is quite respectable. We, therefore, conclude that the 

information contained in these regressions could be used to improve enumerator performance, even 

though a lot of variance cannot be explained. 

Perhaps most importantly, the use of alternative specifications shows that removing the LCO 

dummies and crew performance subgroups dramatically reduces the explanatory power of the regressions. 

However, some of this reduction is offset by an increase in the explanatory power of the LCO 

characteristics. 

It is our view that the importance of the LCO dummies, LCO characteristics, and crew 

performance subgroups suggest that factors under the control of census managers had a major influence 

on performance. More specifically, we believe that these results are consistent with the view that 
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management practices and performance has a much stronger effect on completion speed than variables 

outside the control of Census Bureau management. Thus, good management practices could enable crews 

(and LCOs) to overcome negative influences stemming from variation in the characteristics of the area 

itself (such as the presence of many high-income apartment dwellers) or the enumerator pool (such as 

many candidates being selected who were working at full-time, high-paying jobs). 

Analysis of the Explanatory Power of Individual Variables 

To conclude the description of what we learned from the alternative method of assessing the 

explanatory power of different regression specifications, we examine in some detail the contribution of 

each individual variable to the overall explanatory power and the source of the contribution. We do this 

by displaying the effect of each explanatory variable on our prediction of each of the three dependent 

variables—cases, hours, and cases per hour. We also decompose the net effect into two components: 

¢	 The effect of the size of the difference in mean of each explanatory variable between 
enumerators with above average and below average performance for the 
corresponding dependent variable. 

¢ The effect of the size of each dependent variable’s regression coefficient. 

7.7.1 Individual Variables’ Effect on Cases 

Column A1 of Table 7-26 describes the contribution of each dependent variable to 

explaining differences in cases completed. This contribution is the product of the difference in means 

(shown in column B3) and the regression coefficient (shown in column C1). The explanatory variables 

are placed in their respective subgroups. We indicate by shading and bolding the 10 variables with the 

highest explanatory power, and by shading alone the 10 variables with next highest explanatory power. 

Column A2 displays the ranking of the power of each variable based on its absolute value in column A1. 

Negative signs in front of the rankings indicate a variable reduces the difference between above average 

and below average enumerators. 

Two of the three variables in subgroup C3, crew performance, shown at the very end of 

Table 7-26, are in first and second place. The LCO dummy for Gadsden, Alabama (variable 59) is in third 

place, and four of the variables in the LCO area subgroup are in fourth through seventh place. 
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Table 7-26.	 The effect of various variables on cases completed using specification 1 and the mean difference between above average and below 
average enumerators 

Change in Means 

cases 
(difference 
in means Rank Rank % Difference Rank Level 

Variable x coefficient) of Above Below of relative Regression of of 
type (B1-B2) X C1 change average average Difference dif. to mean coefficient coef confidence 
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(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 
P1. Test Scores 

-15.21 17 
1 < 75 0/1 -0.019 -62 0.049 0.046 0.003 -52 5.8% -6.98 -32 0.372 
2 75-79 0/1 0.423 22 0.055 0.083 -0.028 20 -33.6% 
3 80-84 0/1 -0.004 -70 0.108 0.107 0.000 -58 0.4% -9.37 -27 0.146 
4 85-89 0/1 0.002 72 0.156 0.158 -0.002 54 -1.2% -1.13 54 0.851 
5 90-91 0/1 0.089 45 0.082 0.070 0.012 33 17.2% 7.40 31 0.276 
6 92-93 0/1 -0.146 -34 0.192 0.166 0.025 -21 15.3% -5.74 -38 0.326 
7 94-95 0/1 0.004 69 0.108 0.114 -0.006 44 -5.1% -0.73 55 0.906 
8 96-97 0/1 0.004 71 0.113 0.107 0.006 46 5.3% 0.65 56 0.916 
9 98-100 0/1 -0.006 -68 0.080 0.091 -0.012 34 -12.8% 0.49 -57 0.940 

(score 101+ omitted) 0.348 57 -0.001 

P2. Employment Status 
10 Worked +35 hr last week 0/1 0.581 16 0.170 0.257 -0.087 3 -33.8% -6.70 34 0.193

11 Worked +35 hr 2-12 weeks ago 0/1 0.044 55 0.045 0.055 -0.010 38 -17.5% -4.59 43 0.518

12 Worked +35 hr 13+ weeks ago 0/1 0.035 57 0.038 0.035 0.003 53 7.4% 13.32 21

13 Worked <35 hr last week 0/1 -0.002 -73 0.089 0.095 -0.006 -45 -6.0% 0.36 -58 0.951

14 Worked <35 hr 2-12 weeks ago 0/1 -0.009 -65 0.038 0.034 0.004 -50 13.4% 

23.65 6 
-1.95 -50 0.799


15 Worked <35 hr 13+ weeks ago 0/1 0.310 26 0.027 0.014 0.013 29 91.9%

16 Self-empl. in last 12 weeks 0/1 0.058 54 0.065 0.052 0.012 31 23.7% 4.67 42 0.477

17 Self-empl. 13+ weeks ago 0/1 0.100 43 0.016 0.008 0.008 41 97.1% 12.78 23 0.286

18 Looking for work within 12 weeks 0/1 0.027 60 0.032 0.037 -0.005 47 -14.6% -4.94 41 0.516

19 Looking for work13+ weeks ago 0/1 0.082 47 0.052 0.042 

0.059 4 
0.010 37 23.5% 8.27 29 0.227


20 Retired 0/1 0.401 23 0.172 0.112 52.6% 
19.89 13 
13.72 20 
22.52 7 

6.78 33 0.228

21 Not-working or looking 0/1 0.169 31 0.033 0.024 0.008 40 35.1%

22 Caregiver in last 12 weeks 0/1 0.123 39 0.030 0.021 0.009 39 42.4% 0.121

23 Caregiver 13+ weeks ago 0/1 0.523 20 0.059 0.036 

-0.035 -13 
0.023 24 64.4% 0.001


24 Student 0/1 -0.042 -56 0.044 0.080 -44.4% 1.18 -53 0.858


0.031 

0.075 

0.011 

0.015 

(employment status unknown omitted) 2.400 44 0.007 



Table 7-26.	 The effect of various variables on cases completed using specification 1 and the mean difference between above average and below 
average enumerators (continued) 

Means 

Variable 
type 

Change in 
cases 

(difference 
in means 

x coefficient) 
(B1-B2) X C1 

Rank 
of 

change 
Above 
average 

Rank 
of 

dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank 
of 

coef 

Level

of


confidence

Below 
average Difference 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 
P3. Hourly Pay, Prior Job 
25 Hourly pay, worked last week cont. 0.150 33 4.098 5.423 -1.325 -24.4% -0.11 0.523 
26 Hourly pay, worked 2-12 wks ago cont. 0.077 48 2.008 1.689 0.319 18.9% 0.24 0.324 
27 Hourly pay, worked 13+ wks ago cont. 0.066 51 5.354 4.089 1.265 30.9% 0.05 0.717 

0.293 44 0.259 
C1. Crew Area 
28 Farms > 25% 0/1 -0.010 -64 0.114 0.113 0.001 -57 0.9% -10.30 -26 0.211 
29 Single family homes + farms > 75% 0/1 -0.154 -32 0.509 0.450 0.059 -5 13.1% -2.61 -47 0.717 
30 Apartments > 50% 0/1 0.060 52 0.078 0.111 -0.033 17 -30.0% -1.81 51 0.829 
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31 Housing—none of the above 0/1 0.058 53 0.156 0.178 -0.022 25 -12.2% -2.66 46 0.731 
32 Low income > 50% 0/1 0.029 59 0.392 0.380 

-0.050 8 
0.012 35 3.0% 2.48 48 0.727 

33 High income > 50% 0/1 0.302 27 0.155 0.205 -24.5% -6.01 35 0.421 
34 Moderate income >50, high>25 0/1 0.108 41 0.130 0.106 0.024 23 22.4% 4.55 44 0.555 
35 Moderate income >50, low>25 0/1 -0.006 -67 0.088 0.089 -0.001 -56 -1.1% 5.86 -36 0.466 
36 Income—none of the above 0/1 0.125 38 0.085 0.063 0.022 26 34.0% 5.79 37 0.483 

37 Original crew-leader stayed 0/1 0.072 50 0.611 0.592 0.019 27 3.2% 3.79 45 0.185 

(crew area unknown omitted) 0.584 48 0.029 

L1. LCO Area 
38 Prevailing pay cont. 2.329 6 15.62 16.83 -1.202 -7.1% -1.94 0.188 
39 Pop. per square mile cont. -2.372 -5 694.1 1137.5 -443.4 -39.0% 0.01 0.511 
40 Census pay rate cont. 0.386 24 12.32 12.97 -0.649 -5.0% -0.59 0.695 
41 Recruiting target cont. 2.033 7 4332.9 4622.5 -289.6 -6.3% -0.01 0.294 
42 Applications in Feb as % of target cont. -2.459 -4 1.127 1.040 0.087 8.4% -28.13 0.212 

-0.058 643 Original LCOM left 0/1 0.311 25 0.053 0.111 -52.0% -5.40 40 0.531 

0.227 12 -734.809 



Table 7-26.	 The effect of various variables on cases completed using specification 1 and the mean difference between above average and below 
average enumerators (continued) 

Means 

Variable 
type 

Change in 
cases 

(difference 
in means 

x coefficient) 
(B1-B2) X C1 

Rank 
of 

change 
Above 
average 

Rank 
of 

dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank 
of 

coef 

Level

of


confidence

Below 
average Difference 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 
C2. Commuting 
44 Worked in area like own, but not own 0/1 -0.087 -46 0.370 0.325 0.044 -11 13.6% -1.98 -49 0.699 
45 Worked in area unlike own 0/1 0.017 63 0.214 0.203 0.011 36 5.3% 1.54 52 0.807 
46 Commuting time, worked in own area cont. 0.104 42 4.441 5.175 -0.734 -14.2% -0.14 0.560 
47 Commuting time, worked in like area cont. -0.129 -37 6.029 5.358 0.671 12.5% -0.19 0.362 
48 Commuting time, worked in unlike area cont. -0.035 -58 4.273 4.148 0.125 3.0% -0.28 0.235 

-0.130 49 0.117 
L3. LCO dummies 
49 New York NE 0/1 -0.183 -30 0.007 0.019 -0.012 -32 -63.3% 14.99 -18 0.471 
50 New York NW 0/1 -0.220 -29 0.007 0.012 -0.005 -48 -43.1% 41.11 -2 0.276 
51 Queens NE 0/1 0.770 10 0.007 0.037 -0.030 19 -81.0% -25.52 3 0.554 
52 Midland MI 0/1 0.517 21 0.080 0.057 0.024 22 42.4% 21.59 9 0.087 
53 Clarksville IN 0/1 0.713 13 0.059 0.026 0.033 18 127.1% 21.51 10 0.013 
54 LaCrosse WI 0/1 0.291 28 0.023 0.036 -0.013 30 -36.2% -22.31 8 0.025 
55 Minneapolis 0/1 0.641 15 0.004 0.053 -0.049 9 -91.7% -13.09 22 0.291 
56 St. Paul MN 0/1 0.074 49 0.002 0.009 -0.007 43 -79.7% -10.75 24 0.658 
57 Concord CA 0/1 0.119 40 0.045 0.040 0.005 49 11.7% 25.16 4 0.299 
58 Rock Hill SC 0/1 0.143 35 0.028 0.020 0.008 42 38.0% 18.33 14 0.200 
59 Gadsden AL 0/1 2.718 3 0.065 0.016 0.048 10 299.7% 56.16 1 <.0001 
60 Laredo TX 0/1 -0.090 -44 0.046 0.050 -0.004 -51 -7.5% 24.28 -5 0.397 
61 Phoenix North 0/1 0.718 12 0.099 0.065 0.034 15 51.8% 21.23 11 0.289 
62 Scottsdale AZ 0/1 0.706 14 0.093 0.059 0.034 14 57.3% 20.87 12 0.184 
63 LA Downtown 0/1 0.578 17 0.018 0.057 -0.039 12 -69.1% -14.65 19 0.134 
64 Woodland Hills CA 0/1 0.560 19 0.061 0.027 0.034 16 123.2% 16.62 15 0.038 
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8.056 24 0.059 



Table 7-26.	 The effect of various variables on cases completed using specification 1 and the mean difference between above average and below 
average enumerators (continued) 

Means 

Variable 
type 

Change in 
cases 

(difference 
in means 

x coefficient) 
(B1-B2) X C1 

Rank 
of 

change 
Above 
average 

Rank 
of 

dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank 
of 

coef 

Level

of


confidence

Below 
average Difference 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 
P4. Demographics 
65 dem1 (g) 0/1 0.007 66 0.618 0.619 -0.001 55 -0.2% -5.54 39 0.038 
66 dem2 (y) 0/1 1.676 8 0.120 0.225 -0.105 1 -46.5% -16.02 16 0.001 
67 dem3 (o) 0/1 0.734 11 0.326 0.236 0.090 2 38.2% 8.13 30 0.119 
68 dem4 (z) 0/1 -0.134 -36 0.953 0.938 0.015 -28 1.6% -8.78 -28 0.119 
69 dem5 (p) 0/1 -0.574 -18 0.253 0.199 0.054 -7 27.2% -10.60 -25 0.021 
70 dem6 (a) cont. 0.775 9 46.3 41.5 4.8 11.5% 0.16 0.375 

2.484 25 84
 C3. Crew Performance 
71 Cases by wk5 other crew members cont. 7.217 1 1130.4 927.7 202.7 21.8% 0.04 <.0001 
72 Maximum number of crew members cont. -0.023 -61 9.268 9.263 0.005 0.0% -5.08 <.0001 
73 %cases others completed by wk5 cont. 2.813 2 0.856 0.821 0.035 4.3% 80.55 <.0001 

10.007 21 

Estimated differences in cases 24.3 N 1131 1610 mean cases 105.6 
Actual difference in cases 106.1 Cases 167.9 61.8 adj. R-sq 0.1893 
Percent explained 22.9% 

Notes: Ranking based on absolute value of relevant variable. Negative signs indicate effect of variable reduces difference between above and below average enumerators. 

Ranking on means and coefficients provided only for 0/1 variables. The differences in the units of continuous variables makes rankings unmeaningful. 

Shading in column 1 indicates continuous variables; shading in columns A1-A2 indicates top 20 variables with respect to effect on cases, bolding indicates top 10. 

Shading in columns B3-B4 indicates top 20 with respect to differences in 0/1 variable means for above/below average enumerators, bolding indicates top 10. 

Shading in columns C1-C2 indicates top 20 with respect to differences in coefficients (for 0/1 variables only), bold indicates top 10. 

Shading in column C3 indicates coefficient (in col C1) is statistically different from 0 at least at the 5 percent level. 

27 LCOs are included in this study. Because of the strong interaction between LCO dummies and LCO area, we omitted dummies for: 

Stamford CT, Flint MI, Saginaw MI, Cincinnati OH, Rochester MN, Oakland CA, San Francisco-NE, Covington KY, Charlotte NC, Monroe NC, Birmingham AL, Newnan GA, Phoenix-S, 
and Pasadena CA. These LCOs were selected to be omitted because they had the smallest regression coefficients. 



One of the chief reasons for including this table is that we can determine for each variable 

the extent to which its power is derived from having a large difference in its mean value for enumerators 

completing an above-average number of cases versus a below-average number of cases; and/or from 

having an especially large regression coefficient. 

Knowledge of which variables show large differences in means tells us what characteristics 

differentiate enumerators completing many cases from those completing few cases. To highlight these 

differences, we indicated the 10 largest differences in means for 0/1 variables by shading and bolding, and 

the next 10 by shading alone. We also show the rank of each 0/1 variable in column B4. Thus, three 

demographic differences are ranked 1, 2, and 7 in their ability to distinguish enumerators completing 

many cases from those completing few cases. Working more than 35 hours at the point NRFU training 

began (variable 10) is in third place, and being retired (variable 20) is in fourth place. Performing the 

enumeration in an area where 75 percent or more of the dwellings are single family homes or farms 

(variable 29) is in fifth place. Having the original LCO manager leave before the start of the NRFU is in 

sixth place. 

Unfortunately, we could not find a good way to rank the difference in means of the 

continuous variables, but suspect that many of those variables with strong explanatory power do so 

because they have large differences in means. This seems to hold for cases completed by other crew 

members (variable 71), population per square mile (variable 39), and the recruiting target (variable 41). 

Knowledge of which variables have especially large coefficients tells us what the magnitude 

of the change would be if it were possible to alter the characteristics of the enumerators (for personal 

characteristics), and the per-enumerator magnitude of the difference for other variables. As before, 0/1 

variables with especially large differences are indicated by bolding and shading. For example, 

employment status variables are in sixth, seventh, thirteenth, and twentieth position. This means that had 

the Census Bureau used employment status as a selection criteria, it could have produced exceptionally 

large differences in the number of cases completed per enumerator (holding other factors equal). 

However, the variables with the largest coefficients are the 16 LCO dummies. This group 

includes the top 5 and 8 of the remaining top 20 0/1 variables. (Nine other LCOs were not included in this 

regression because an initial examination showed insignificant coefficients for these LCOs.) However, 

these exceptionally large coefficients are partially the result of strong interactions with LCO area 

variables. Nevertheless, we conclude that these large coefficients are indicative of the great importance of 
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cross-LCO variation. While we cannot pinpoint the source of these differences, we suspect much of it is 

due to variation in the way management implemented its instructions as well as the quality of 

management. 

7.7.2 Individual Variables’ Effect on Hours 

Table 7-27 uses the same format as Table 7-26 to describe the effect of each explanatory 

variable on hours, as well as to decompose the effect based on differences in means and differences in the 

size of the regression coefficients. The dummy variable for the Minneapolis South LCO (variable 56) is in 

first place, while three other LCO dummies are in the top 20. Two demographic variables are in second 

and fourth place. The recruiting target and population density (variables 39 and 40) are in third and sixth 

place, with prevailing pay in twelfth place. Crew performance variables are in seventh, ninth, and 

eleventh place. As noted earlier, we regard the importance of LCO dummies, LCO characteristics, and 

crew performance as indicators that factors potentially under the control of census management made it 

possible to meet performance goals independent of any obstacles due to area or enumerator 

characteristics. 

In terms of differences in means that distinguish characteristics associated with working 

above average versus below average hours on the NRFU, working full-time at the point enumerators were 

trained is in first place, (and the overall explanatory power of that variable is in sixth place). Being retired 

is in fourth place, and three other employment status variables are in the top 20. Demographic 

characteristics are in second, third, and seventh place. 

Finally, differences in the size of the coefficients are largest among LCO dummies, and next 

largest among employment status variables, (as we found in examining cases in Table 7-26). The only 

other subgroup with large 0/1 variable coefficients is the demographic category. 

7.7.3 Individual Variables’ Effect on Cases per Hour 

Table 7-28 uses the same format as Tables 7-26 and 7-27. In terms of having high 

explanatory power, population density (variable 39) is in first place, cases completed by other crew 
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Table 7-27.	 The effect of various variables on hours completed basis on using specification 1 and the mean difference between above average and below 
average enumerators 

Variable 
type 

Change in 
hours 

(difference 
in means 

x coefficient) 
(B1-B2) X C1 

Rank 
of 

change 
Above 
average 

Means 

Rank 
of 

dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank 
of 

coef 

Level

of


confidence

Below 
average Difference 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

P1. Test Scores 
< 75 0/1 0.109 29 0.063 0.033 0.030 13 90.6% 3.68 37 0.512 

2 75-79 0/1 -0.005 54 0.075 0.068 0.007 -40 10.4% -0.71 -53 0.889 
3 80-84 0/1 -0.013 56 0.113 0.103 

0.040 9 
0.010 -34 10.0% -1.26 -49 0.785 

4 85-89 0/1 0.230 18 0.179 0.138 29.1% 5.71 25 0.187 
5 90-91 0/1 0.016 41 0.077 0.073 0.004 49 5.1% 4.23 34 0.385 
6 92-93 0/1 -0.004 53 0.173 0.180 -0.007 -41 -3.9% 0.58 -55 0.891 
7 94-95 0/1 -0.068 65 0.102 0.119 -0.017 -24 -14.4% 3.93 -35 0.377 
8 96-97 0/1 -0.056 64 0.099 0.119 -0.020 -21 -17.0% 2.76 -41 0.534 
9 98-100 0/1 -0.032 61 0.073 0.099 -0.025 -17 -25.6% 1.26 -50 0.786 

(score 101+ omitted) 0.178 49 28 

P2. Employment Status 
10 Worked +35 hr last week 0/1 0.924 6 0.158 0.278 -0.120 1 -43.2% -7.69 19 0.037 
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11 Worked +35 hr 2-12 weeks ago 0/1 -0.001 49 0.050 0.052 
0.021 20 

-0.002 -55 -4.0% 
8.35 18 
0.62 -54 0.903 

12 Worked +35 hr 13+ weeks ago 0/1 0.174 21 0.047 0.027 78.2% 0.120 
13 Worked <35 hr last week 0/1 -0.003 51 0.085 0.100 -0.015 -27 -15.2% 0.22 -58 0.957 
14 Worked <35 hr 2-12 weeks ago 0/1 0.047 37 0.040 0.031 0.008 37 26.2% 

10.67 14 
5.65 27 0.303 

15 Worked <35 hr 13+ weeks ago 0/1 0.159 24 0.027 0.013 0.015 28 118.5% 0.112 
16 Self-empl. in last 12 weeks 0/1 0.102 30 0.066 0.049 0.017 23 35.8% 5.81 24 0.218 
17 Self-empl. 13+ weeks ago 0/1 0.005 46 0.013 0.010 0.003 50 32.6% 1.62 47 0.850 
18 Looking for work within 12 weeks 0/1 -0.009 55 0.037 0.033 0.005 -46 13.9% -1.97 -43 0.718 
19 Looking for work13+ weeks ago 0/1 0.324 16 0.058 0.036 0.022 18 62.8% 14.46 11 0.003 
20 Retired 0/1 0.372 13 0.163 0.113 0.051 4 45.2% 7.32 21 0.070 
21 Not working or looking 0/1 -0.004 52 0.027 0.028 0.000 -57 -1.7% 7.52 -20 0.201 
22 Caregiver in last 12 weeks 0/1 0.012 42 0.026 0.024 0.002 54 9.2% 5.67 26 0.372 
23 Caregiver 13+ weeks ago 0/1 0.701 10 0.060 0.032 0.028 14 87.6% 24.89 7 <.0001 

1 



Table 7-27.	 The effect of various variables on hours completed basis on using specification 1 and the mean difference between above average and 
below average enumerators (continued) 

Variable 
type 

Change in 
hours 

(difference 
in means 

x coefficient) 
(B1-B2) X C1 

Rank 
of 

change 
Above 
average 

Means 

Rank 
of 

dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank 
of 

coef 

Level

of


confidence

Below 
average Difference 

(1) 

24 Student 0/1 0.009 43 0.049 0.080 -0.031 11 -38.7% -0.30 57 0.950 

A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

(employment status unknown 2.812 33.0 29.7 0 
omitted) 

P3. Hourly Pay, Prior Job 
25 Hourly pay, worked last week cont. 0.347 14 3.820 5.843 -2.023 -34.6% -0.17 0.177 
26 Hourly pay, worked 2-12 wks ago cont. 0.083 31 2.083 1.579 0.504 31.9% 0.17 0.349 
27 Hourly pay, worked 13+wks ago cont. 0.033 40 5.309 3.972 1.337 33.7% 0.02 0.813 88
 0.463 28.3 -0.182 0.018 
C1. Crew Area 
28 Farms > 25% 0/1 -0.003 50 0.115 0.113 0.002 -56 1.8% -1.59 -48 0.787 
29 Single family homes + farms > 75% 0/1 0.004 47 0.473 0.476 -0.003 51 -0.5% -1.72 45 0.738 
30 Apartments > 50% 0/1 -0.017 58 0.100 0.095 0.005 -45 5.2% -3.37 -38 0.575 
31 Housing—none of the above 0/1 0.136 26 0.155 0.182 -15.0% -4.96 30 0.371-0.027 15 

0.041 8 
-0.047 5 

32 Low income > 50% 0/1 0.124 28 0.406 0.365 11.1% 3.05 40 0.549 
33 High income > 50% 0/1 0.227 19 0.160 0.207 -22.9% -4.79 32 0.371 
34 Moderate income >50, high>25 0/1 0.004 48 0.114 0.118 

-0.026 -16 
-0.004 47 -3.7% -0.85 51 0.878 

35 Moderate income >50, low>25 0/1 -0.081 66 0.076 0.101 -25.4% 3.13 -39 0.588 
36 Income—none of the above 0/1 0.058 36 0.076 0.069 0.006 43 9.2% 9.00 17 0.129 
37 Original crew leader stayed 0/1 0.034 39 0.590 0.609 -0.019 22 -3.1% -1.81 44 0.379 

(crew area unknown omitted) 0.486 41.7 -0.072 30.8 -3.922 38 

L1. LCO Area 
38 Prevailing pay cont. 0.390 12 16.24 16.42 -0.18 -1.1% -2.18 0.039 
39 Pop. per square mile cont. 0.976 5 980.3 930.9 49.4 5.3% 0.02 0.001 
40 Census pay rate cont. 0.214 20 12.66 12.73 -0.06 -0.5% -3.29 0.003 

41 Recruiting target cont. 1.320 3 4428.2 4571.4 -143.2 -3.1% -0.01 0.055 
42 Applications in Feb as % of target cont. -0.809 73 1.089 1.064 0.026 2.4% -31.53 0.051 
43 Original LCOM left 0/1 -0.349 71 0.069 0.103 -0.035 -10 -33.6% 10.06 -16 0.104 

1.741 30.7 -94.021 -26.936 



Table 7-27.	 The effect of various variables on hours completed basis on using specification 1 and the mean difference between above average and 
below average enumerators (continued) 

Variable 
type 

Change in 
hours 

(difference 
in means 

x coefficient) 
(B1-B2) X C1 

Rank 
of 

change 
Above 
average 

Means 

Rank 
of 

dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank 
of 

coef 

Level

of


confidence

Below 
average Difference 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

C2. Commuting 
44 Worked in area like own, but not own 0/1 0.046 38 0.339 0.348 -0.009 36 -2.6% -5.11 29 0.165 
45 Worked in area unlike own -0.015 57 0.211 0.205 0.006 -44 2.9% -2.52 -42 0.5760/1 
46 Commuting time, worked in own area cont. 0.152 25 5.182 4.588 0.594 12.9% 0.26 0.142 
47 Commuting time, worked in like area cont. 0.170 22 5.931 5.364 0.566 10.6% 0.30 0.048 
48 Commuting time, worked in unlike 

area 
cont. 0.133 27 4.492 3.933 0.559 14.2% 0.24 0.156 

0.486 33.8 1.716 -6.834 
L3. LCO dummies 
49 New York NE 0/1 -0.132 67 0.012 0.016 -0.004 -48 -24.0% 
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34.24 -5 
94.23 1 

-85.85 -2 

0.022 
0.001 
0.006 

0.774 850 New York NW 0/1 0.015 0.006 0.008 38 130.6% 
51 Queens NE 0/1 -0.188 68 0.026 0.024 0.002 -53 9.2%

52 Midland MI 0/1 -0.038 62 0.061 0.071 -0.010 -35 -14.3% 3.72 -36 0.681

53 Clarksville IN 0/1 0.077 33 0.047 0.034 0.013 30 38.8% 5.91 23 0.339 
54 LaCrosse WI 0/1 0.250 17 0.024 0.036 -0.012 31 -32.8% -20.95 8 0.003 
55 Minneapolis 0/1 1.976 1 0.010 0.055 -0.045 6 -81.8% -44.32 4 <.0001 
56 St. Paul MN 0/1 0.346 15 0.002 0.009 -0.007 42 -74.8% -50.91 3 0.004 
57 Concord CA 0/1 -0.255 69 0.038 0.046 -0.008 -39 -17.2% 32.03 -6 0.066 
58 Rock Hill SC 0/1 -0.053 63 0.018 0.029 

0.030 12 
-0.012 -32 -40.2% 4.48 -33 0.663 

59 Gadsden AL 0/1 0.169 23 0.052 0.022 139.6% 5.59 28 0.377 
19.61 -9 
15.97 10 
12.60 -12 

60 Laredo TX 0/1 -0.261 70 0.041 0.055 -0.013 -29 -24.4% 
61 Phoenix North 0/1 0.007 45 0.079 0.079 0.000 58 0.5% 

0.340 
0.266 

62 Scottsdale AZ 0/1 -0.029 60 0.072 0.074 -0.002 -52 -3.1% 0.263 
63 LA Downtown 0/1 -0.025 59 0.049 0.034 0.015 -26 45.6% -1.63 -46 0.816 
64 Woodland Hills CA 0/1 0.007 44 0.053 0.031 0.022 19 71.3% 0.31 56 0.957 

2.624 44.0 -0.021 34.4 25.028 18 

0.011 
0.0041.116 4 -0.110 2 

0.085 3 
-10.18 15 

0.76 52 

P4. Demographics 
65 dem1 (g) 0/1 0.076 34 0.611 0.626 -0.015 25 -2.5% -4.90 31 
66 dem2 (y) 0/1 0.124 0.234 -46.8% 
67 dem3 (o) 0/1 0.064 35 0.318 0.233 36.5% 0.840 
68 dem4 (z) 0/1 0.081 32 0.938 0.950 

0.041 -7 
-0.012 33 -1.2% 

-11.89 -13 
-7.00 22 

0.000 
0.084 

69 dem5 (p) 0/1 -0.493 72 0.243 0.201 20.6% 



Table 7-27.	 The effect of various variables on hours completed basis on using specification 1 and the mean difference between above average and 
below average enumerators (continued) 

Variable 
type 

Change in 
hours 

(difference 
in means 

x coefficient) 
(B1-B2) X C1 

Rank 
of 

change 
Above 
average 

Means 

Rank 
of 

dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank 
of 

coef 

Level

of


confidence

Below 
average Difference 

(1) 

70 dem6 (a) cont. 1.719 2 45.9 41.2 4.7 11.5% 0.36 0.006 
2.562 29.8 4.718 -32.84 27 

C3. Crew Performance 
71 Cases by wk5 other crew members cont. 0.486 11 1027.3 996.8 30.5 3.1% 0.02 <.0001 
72 Maximum number of crew members cont. 0.765 9 9.105 9.412 -0.306 -3.3% -2.50 <.0001 
73 %cases others completed by wk5 cont. 0.881 7 0.848 0.823 0.025 3.0% 35.44 0.005 

A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

2.132 9.0 30.169 32.96 

Estimated differences in cases 13.484 N 1310 1431 mean hours 98.886 
Actual difference in cases 77.016 Hours 139.148 62.133 adj. R-sq 0.1520 
Percent explained 17.5% 
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Notes: Ranking based on absolute value of relevant variable. Negative signs indicate effect of variable reduces difference between above and below average enumerators 

Ranking on means and coefficients only provided for 0/1 variables. The differences in the units of continuous variables makes rankings unmeaningful. 

Shading in column 1 indicates continuous variables; shading in columns A1-A2 indicates top 20 variables with respect to effect on cases, bolding indicates top 

Shading in columns B3-B4 indicates top 20 with respect to differences in 0/1 variable means for above/below average enumerators, bolding indicates top 10. 

Shading in columns C1-C2 indicates top 20 with respect to differences in coefficients (for 0/1 variables only), bold indicates top 10. 

Shading in column C3 indicates coefficient (in col C1) is statistically different from 0 at least at the 5 percent level. 

27 LCOs are included in this study. Because of the strong interaction between LCO dummies and LCO area we omitted dummies for: 

Stamford CT, Flint MI, Saginaw MI, Cincinnati OH, Rochester MN, Oakland CA, San Francisco-NE, Covington KY, Charlotte NC, Monroe NC, Birmingham AL, 

Newnan GA, Phoenix-S, and Pasadena CA. These LCOs were selected to be omitted because they had the smallest regression coefficients. 



Table 7-28.	 The effect of various variables on case per hour completed basis on using specification 1a and the mean difference between above 
average and below average enumerators 

Means 

Variable 
type 

Change in 
cases per hour 
(difference in 
means 
x coefficient) 
(B1-B2)X C1 

Rank of 
change 

Above 
average 

Below 
average Difference 

Rank of 
dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank of 
coef 

Level of 
confidence 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

P1. Test Scores 
1 < 75 0/1 0.0026 24 0.035 0.056 -0.021 25 -37.0% -0.1244 16 0.0206 
2 75-79 0/1 0.0087 7 0.045 0.091 -0.0469 4 -51.3% -0.1848 6 0.0001 
3 80-84 0/1 0.0025 25 0.096 0.117 -0.021 24 -17.8% -0.1216 18 0.0060 
4 85-89 0/1 0.0031 21 0.138 0.173 -0.035 13 -20.1% -0.0895 24 0.0307 
5 90-91 0/1 -0.0002 -62 0.087 0.066 0.020 -26 30.5% -0.0098 -57 

0.0204 
0.8339 

6 92-93 0/1 -0.0013 -36 0.185 0.171 0.014 -32 8.4% -0.0930 -23 91
 7 94-95 0/1 -0.0011 -41 0.120 0.104 0.016 -30 15.2% -0.0664 -29 0.1183 
8 96-97 0/1 -0.0010 -42 0.123 0.100 0.023 -20 23.0% -0.0457 -34 0.2822 

9 98-100 0/1 -0.0007 -48 0.103 0.074 0.029 -18 38.5% -0.0258 -46 0.5619 

(score 101+ omitted) 0.0125 34.0 -0.0213 21 -0.7610 28.1 

P2. Employment Status 
10 Worked +35 hr last week 0/1 0.0017 33 0.247 0.200 0.047 5 23.4% 0.0359 40 0.3093 
11 Worked +35 hr 2-12 weeks ago 0/1 0.0002 63 0.048 0.053 -0.005 43 -9.3% -0.0394 38 0.4188 
12 Worked +35 hr 13+ weeks ago 0/1 -0.0002 -65 0.034 0.038 -0.004 -49 -9.3% 0.0533 -32 0.2996 
13 Worked <35 hr last week 0/1 0.0000 75 0.093 0.092 0.001 54 1.3% 0.0341 41 0.3888 
14 Worked <35 hr 2-12 weeks ago 0/1 0.0005 53 0.030 0.039 -0.009 36 -23.0% 

0.1325 14 
-0.0593 30 

0.0391 
0.2589 

15 Worked <35 hr 13+ weeks ago 0/1 0.0011 40 0.024 0.016 0.008 39 51.4% 
16 Self-empl. in last 12 weeks 0/1 0.0001 70 0.059 0.056 0.003 51 5.0% 

0.1234 17 
0.0262 45 0.5611 

17 Self-empl. 13+ weeks ago 0/1 0.0005 55 0.013 0.010 0.004 48 39.2% 0.1332 
18 Looking for work within 12 weeks 0/1 0.0002 60 0.030 0.039 

-0.025 19 
-0.008 38 -21.7% -0.0286 44 0.5838 

19 Looking for work 13+ weeks ago 0/1 0.0007 49 0.032 0.057 -44.3% -0.0287 43 0.5431 
20 Retired 0/1 0.0003 58 0.143 0.132 0.011 35 8.2% 0.0257 47 0.5055 
21 Not working or looking 0/1 0.0006 52 0.032 0.024 0.007 41 30.5% 0.0761 26 0.1761 



Table 7-28.	 The effect of various variables on case per hour completed basis on using specification 1a and the mean difference between above 
average and below average enumerators (continued) 

Means 

Variable 
type 

Change in 
cases per hour 
(difference in 
means 
x coefficient) 
(B1-B2)X C1 

Rank of 
change 

Above 
average 

Below 
average Difference 

Rank of 
dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank of 
coef 

Level of 
confidence 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

22 Caregiver in last 12 weeks 0/1 0.0001 72 0.025 0.024 0.001 55 3.0% 0.0945 22 0.1196 
23 Caregiver 13+ weeks ago 0/1 0.0000 -74 0.044 0.047 -0.003 -50 -7.0% 0.0129 -55 0.7895 

24 Student 0/1 -0.0002 -67 0.061 0.068 -0.008 -40 -11.3% 0.0214 -50 0.6359 

(employment status unknown omitted) 0.0056 59.1 0.0198 40.2 0.4800 36.3 

P3. Hourly Pay, Prior Job 
25 Hourly pay, worked last week cont. 0.0010 43 5.490 4.406 1.084 24.6% 0.00090 0.4608 
26 Hourly pay, worked 2-12 wks ago cont. 0.0000 -73 1.803 1.833 -0.030 -1.7% 0.0016 0.3560 

27 Hourly pay, worked 13+wks ago cont. 0.0000 78 4.624 4.601 0.022 0.5% 0.000031 0.9747 
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0.0009 64.7 1.0761 0.0025 

C1. Crew Area 
28 Farms > 25% 0/1 0.0022 29 0.104 0.120 -0.016 28 -13.4% -0.1338 12 0.0179 
29 Single family homes + farms > 75% 0/1 -0.0012 -38 0.504 0.452 11.4% -0.0240 -49 0.62670.0515 -3 
30 Apartments > 50% 0/1 -0.0005 -54 0.076 0.114 -0.038 -11 -33.6% 0.0135 -54 0.8140 
31 Housing—none of the above 0/1 0.0001 69 0.187 0.156 

-0.0455 -6 
0.031 17 19.7% 0.0045 58 0.9319 

32 Low income > 50% 0/1 -0.0017 -34 0.359 0.405 -11.2% 0.0368 -39 0.4502 
33 High income > 50% 0/1 

0.0050 15 
0.0000 -77 0.184 0.184 

0.0580 2 
0.000 -57 0.0% 0.0173 -52 0.7363 

34 Moderate income >50, high>25 0/1 0.149 0.091 63.9% 0.0868 25 0.1010 
35 Moderate income >50, low>25 0/1 0.0014 35 0.101 0.080 0.021 23 26.3% 0.0672 28 0.2244 
36 Income—none of the above 0/1 0.0001 71 

0.624 0.581 0.0429 8 
0.075 0.070 0.005 45 6.6% 0.0153 53 0.7876 

37 Original crew leader stayed 0/1 0.0017 32 7.4% 0.0405 36 0.0397 

(crew area unknown omitted) 0.0071 45.4 0.1086 20.0 0.1240 40.6 



Table 7-28.	 The effect of various variables on case per hour completed basis on using specification 1a and the mean difference between above 
average and below average enumerators (continued) 

Means 

Variable 
type 

Change in 
cases per hour 
(difference in 
means 
x coefficient) 
(B1-B2)X C1 

Rank of 
change 

Above 
average 

Below 
average Difference 

Rank of 
dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank of 
coef 

Level of 
confidence 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

L1. LCO Area 
15.65 16.85 -1.204 -7.1% -0.0055 0.587638 Prevailing pay cont. 0.0066 10 

39 Pop. per square mile cont. 0.0462 1 
40 Census pay rate cont. -0.0132 -3 
41 Recruiting target cont. 0.0002 66 
42 Applications in Feb as % of target cont. -0.0036 -18 

664.6 1176.6 -512.0 -43.5% -0.0001 0.1078 
12.31 12.99 -0.677 -5.2% 0.0195 0.0624 

4413.5 4571.5 -158.0 -3.5% 0.0000 0.9812 
1.107 1.052 0.055 5.2% -0.0658 0.6705 

0.064 0.104 -0.0405 9 -38.8% -0.1371 11 0.020943 Original LCOM left 0/1	 0.0055 13 

0.0417 18.5 -671.8 -0.1890 93
 C2. Commuting 
44 Worked in area like own, but not own 0/1 0.0009 44 0.362 0.330 0.032 16 9.6% 0.0296 42 0.4007 
45 Worked in area unlike own 0/1 0.0002 64 0.210 0.206 0.005 44 2.3% 0.0405 35 0.3472 
46 Commuting time, worked in own area cont. 0.0037 17 4.148 5.427 -1.279 -23.6% -0.0029 0.0864 
47 Commuting time, worked in like area cont. 0.0003 59 5.602 5.660 -0.058 -1.0% -0.0047 0.0012 
48 Commuting time, worked in unlike area cont. 0.0031 20 3.874 4.450 -0.576 -12.9% -0.0055 0.0007 

0.0082 40.8 -1.8762 0.0572 

L3. LCO Dummies 
49 New York NE 0/1 0.0012 39 0.008 0.019 -0.012 34 -60.8% -0.1000 20 0.4838 
50 New York NW 0/1 0.0025 26 0.002 0.017 -0.015 31 -90.0% -0.1634 7 0.5287 
51 Queens NE 0/1 -0.0105 -5 0.007 0.039 -0.032 -15 -82.6% 0.3276 -2 0.2685 
52 Midland MI 0/1 0.0090 6 0.091 0.048 0.0432 7 90.5% 0.2095 5 0.0157 
53 Clarksville IN 0/1 0.0028 22 0.052 0.030 0.022 22 72.2% 0.1272 15 0.0318 
54 La Crosse WI 0/1 0.0009 45 0.024 0.036 -0.013 33 -34.7% -0.0732 27 0.2847 
55 Minneapolis 0/1 -0.0007 -51 0.032 0.034 -0.002 -53 -6.4% 0.2970 -3 0.0006 
56 St. Paul MN 0/1 0.0020 30 0.008 0.004 0.005 47 117.5% 0.4463 1 0.0077 
57 Concord CA 0/1 -0.0002 -68 0.039 0.045 -0.006 -42 -14.2% 0.0255 -48 0.8784 



Table 7-28.	 The effect of various variables on case per hour completed basis on using specification 1a and the mean difference between above 
average and below average enumerators (continued) 

Means 

Variable 
type 

Change in 
cases per hour 
(difference in 
means 
x coefficient) 
(B1-B2)X C1 

Rank of 
change 

Above 
average 

Below 
average Difference 

Rank of 
dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank of 
coef 

Level of 
confidence 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

58 Rock Hill SC 0/1 0.0023 27 0.033 0.017 0.016 29 95.8% 0.1433 9 0.1449 
59 Gadsden AL 0/1 0.0114 4 0.059 0.019 0.040 10 215.1% 0.2848 4 <.0001 
60 Laredo TX 0/1 0.0004 56 0.050 0.047 0.003 52 5.5% 0.1405 10 0.4753 
61 Phoenix North 0/1 0.0055 14 0.100 0.063 0.037 12 58.5% 0.1498 8 0.2761 
62 Scottsdale AZ 0/1 0.0066 11 0.108 0.046 0.063 1 137.2% 0.1048 19 0.3318 
63 LA Downtown 0/1 0.0064 12 0.013 0.062 -0.048 58 -78.2% -0.1332 13 0.0476 
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64 Woodland Hills CA 0/1	 0.0009 47 0.046 0.037 0.009 37 23.8% 0.0999 21 0.0696 

0.0407 28.9 30.2 13.3 

P4. Demographics 
65 dem1 (g) 0/1 0.000005 76 0.619 0.619 

-0.033 14 
0.000 56 0.1% 0.0122 56 0.5069 

66 dem2 (y) 0/1 0.00176 31 0.163 0.196 -16.7% -0.0537 31 0.1105 

70 dem6 (a) cont. 

67 dem3 (o) 0/1 0.00024 61 0.276 0.271 0.005 46 1.7% 0.0512 33 0.1535 
68 dem4 (z) 0/1 -0.00092 -46 0.957 0.934 0.023 -21 2.4% -0.0402 -37 0.2996 
69 dem5 (p) 0/1 -0.00032 -57 0.231 0.213 0.018 -27 8.4% -0.0177 -51 0.5756 

-0.00072 -50 43.834 43.212 0.622 1.4% -0.0012 0.3556 

0.000041 321 0.635 33 -0.0493 41.6 

C3. Crew Performance 
71 Cases by wk 5 other crew members cont. 0.0407 2 1120.0 928.1 191.9 20.7% 0.0002 
72 Maximum number of crew members cont. -0.0070 -9 9.410 9.155 0.255 2.8% -0.0274 
73 %cases others completed by wk 5 cont. 0.0072 8 0.844 0.829 0.015 1.8% 0.4752 

<.0001 
<.0001 
<.0001 

0.0410 19 192.1 0.4480 



Table 7-28.	 The effect of various variables on case per hour completed basis on using specification 1a and the mean difference between above 
average and below average enumerators (continued) 

Means 

Variable 
type 

Change in 
cases per hour 
(difference in 
means 
x coefficient) 
(B1-B2)X C1 

Rank of 
change 

Above 
average 

Below 
average difference 

Rank of 
dif. 

% Difference 
relative 
to mean 

Regression 
coefficient 

Rank of 
coef 

Level of 
confidence 

(1) A1 A2 B1 B2 B3 B4 B5 C1 C2 C3 

Hours 
0.0023 28 1.45 1.06 0.388 36.7% 0.0059 0.022774 Hours, given hours < 30 cont. 

75 Hours, given hours 30-59 cont. 
76 Hours, given hours 60-89 cont. 
77 Hours, given hours 90-120 cont. 
78 Hours, given hours > 120 cont. 

0.0040 16 
0.0035 19 

0.0013 37 8.21 7.47 0.745 10.0% 0.0017 0.1069 
17.98 15.15 2.833 18.7% 0.0014 0.0351 

0.049525.84 22.17 3.662 16.5% 0.0009 
0.0027 23 41.47 56.16 -14.694 -26.2% -0.0002 0.5564 

0.0137 24.6 -7.065 0.0098 
Estimated differences in cases 

0.171 1189 1552 
mean 
cases 1.089 
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Actual difference in cases 0.747 1.511 0.764 adj. R-sq 0.1920 
Percent Explained 23.0% 

Notes: 

Ranking based on absolute value of relevant variable. Negative signs indicate effect of variable reduces difference between above and below average enumerators. 

Ranking on means and coefficients only provided for 0/1 variables. The differences in the units of continuous variables makes rankings unmeaningful. 

Shading in column 1 indicates continuous variables; shading in columns A1-A2 indicates top 20 variables with respect to effect on cases, bolding indicates top 10. 

Shading in columns B3-B4 indicates top 20 with respect to differences in 0/1 variable means for above/below average enumerators, bolding indicates top 10. 

Shading in columns C1-C2 indicates top 20 with respect to differences in coefficients (for 0/1 variables only), bold indicates top 10. 

Shading in column C3 indicates coefficient (in col C1) is statistically different from 0 at least at the 5 percent level. 

27 LCOs are included in this study. Because of the strong interaction between LCO dummies and LCO area, we omitted dummies for: 

Stamford CT, Flint MI, Saginaw MI, Cincinnati OH, Rochester MN, Oakland CA, San Francisco-NE, Covington KY, Charlotte NC, Monroe NC, Birmingham AL, 

Newnan GA, Phoenix-S, and Pasadena CA. These LCOs were selected to be omitted because they had the smallest regression coefficients. 



members (variable 71) is in second place, and census pay (variable 40) is in third place (but its effect is in 

the “wrong” direction of narrowing the difference in cases per hour). In Table 7-28 several variables with 

high explanatory power have effects in the wrong direction because there are strong interactions among 

variables in the LCO area, crew performance, and LCO dummy subgroups. Thus, we believe that more 

weight should be given to the net effect of each subgroup than to specific variables. 

In terms of having large differences in means, the Scottsdale LCO is in first place, and four 

other LCO dummies are in the top 20. Working in areas where most residents have medium to high 

incomes (variable 34) is in second place, and residents living in single family homes or farms (variable 

29) is in third place. Also in the crew area category, having few residents having low incomes (variable 

32) is in sixth place, and working for the original crew leader (variable 37) is in eighth place. 

Importantly, having few enumerators with test scores between 75 and 79 (variable 2) is in 

fourth place, and having many with tests scores between 94 and 97 (variables 8 and 9) are in eighteenth 

and twentieth places. There simply is no question that having low test scores is strongly associated with 

low productivity per hour worked, and vice versa. However, it also is notable that low test scores are 

associated with working long hours. (See Section P1 of Table 7-27.) Thus, in terms of completing the 

work quickly, low hourly performance is offset by high hours worked. 

More generally, there is a lot of overlap among the variables with large differences in means 

associated with completing many cases (shown in column B of Table 7-26) and those associated with 

working many hours (shown in column B3 of Table 7-27) In contrast, there is little overlap between those 

variables and variables associated with above average cases per hour. This is further evidence that each 

enumerator working many hours was the key to completing many cases, and quickly completing the 

NRFU. Also, enumerators completing many cases per hour tended to work below the average number of 

hours. 

As with cases and hours, LCO dummies had the largest coefficients when cases per hour was 

used as the dependent variable. The next largest group of top 20 variables were those associated with low 

test scores, which had coefficients in sixth, sixteenth, and eighteenth place. Other variables with large 

coefficients include working in a predominately farming area (variable 28), and working in an LCO 

where the original manager left (variable 43). 
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7.7.4 Summary 

Examining the three tables in this section provides additional information about which 

subgroups and which individual variables have high explanatory power. Perhaps even more importantly, 

the tables provide a great deal of information about what characteristics were associated with above 

average and below average cases, hours, and cases per hour. 

One key result is that similar characteristics are associated with above-average cases and 

hours, but different characteristics are associated with above-average cases per hour. Thus, it is clear that 

hiring enumerators able and willing to work many hours over at least 4 weeks was the primary 

determinant of completing many cases, and thereby, speedily completing the NRFU as a whole. 

Hiring workers able to complete many cases per hour may have had a small effect on the 

total number of cases completed per enumerator and the overall speed of completing the NRFU, but it 

appears that most enumerators able to complete many cases per hour did not work many hours. Precisely 

why this was the case is unclear. 

A second important value of the tables in this section is describing which variables had large 

regression coefficients. While differences in actual characteristics of enumerators with above-average and 

below-average performance tells us a lot about the source of observed differences, knowledge of the size 

of the individual coefficients tells us how large would be the effect of altering the actual distribution of 

characteristics. The most direct application of this information is in estimating the benefits and costs of 

altering the criteria used to select enumerators. These results suggest that gains in speed and reductions in 

cost would stem from using minimum test scores to eliminate hiring enumerators who would not be very 

productive, and instead, by placing more emphasis on screening out candidates with impediments to 

working long hours, such as being employed at full-time jobs. This could be accomplished by using the 

“availability” question in the application to set the order for offering census jobs to applicants. We believe 

that the use of additional screens is especially warranted now that it is evident that more competitive 

wages attracted candidates with far higher average test scores than were able to be attracted in 1990. 

Finally, we believe that the very strong explanatory power associated with LCO dummies, 

crew performance, and LCO characteristics over which the Census Bureau had at least some control, 

suggests that the ability of regional and local managers to execute the basic plan developed by 

headquarters was the primary determinant of variation in performance. More specifically, the observed 
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variation in the degree or frontloading had far greater effects on cases completed than the negative 

influence of factors that were outside the control of the Census Bureau. 
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8. SUMMARY AND CONCLUSIONS 

This report consists of three distinct, but related, analyses: 

¢	 The first compares the performance of the 1990 and 2000 Non-Response Follow-Ups 
(NRFUs) using published reports plus tabulations we developed from administrative 
data covering two-thirds of the 1990 local census offices (LCOs) and all but one of the 
2000 LCOs. 

¢	 The second compares the performance across 510 LCOs during the 2000 NRFU based 
on regressions and tabulations using several administrative databases we developed 
together with published statistics describing area characteristics. 

¢	 The third compares the performance across 2,751 enumerators who worked in 376 
crews in 27 LCOs based on regressions and tabulations using a combination of three 
administrative databases we developed and five surveys we executed. 

Our comparison of the 1990 and 2000 NRFUs demonstrates that in 2000 the bulk of the 

enumeration was completed within 6 weeks, and the entire field operation was completed within about 9 

weeks, in keeping with the Census Bureau’s plan. In contrast, the 1990 NRFU was completed far more 

slowly than the 9 weeks allotted and required major pay increases. 

Overall, an average 2000 LCO completed its NRFU work in 7.19 weeks, compared to 9.72 

weeks in 1990. Moreover, the worst performing LCOs in 2000 completed the NRFU as fast as the best 

performing LCOs in 1990. 

To achieve these improvements in performance, the Census Bureau introduced frontloading 

(increasing the number of enumerators at work initially relative to cases to complete) so there would be 

twice the number of enumerators needed, if there were no attrition, and increased pay by 37.8 percent in 

an average LCO (adjusted for inflation). Our evidence suggests that increasing pay was a key factor in 

increasing weekly retention, which was only .738 during the 1990 NRFU, to .905, which is close to its 

natural limit. Higher pay increased incentives for enumerators to remain until they were no longer needed, 

but perhaps more importantly, was instrumental in securing enough applicants to meet the frontloading 

goals, while also dramatically increasing the competence of the applicants (as measured by their test 

scores and pay levels at non-census jobs). 

Our comparison of 2000 performance across 519 LCOs shows that, while the vast majority 

of LCOs met their completion goals, some LCOs completed their work considerably faster than others. 

The fastest 81 LCOs completed 95 percent of their work in 5.49 weeks, while the slowest 79 LCOs took 
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7.55 weeks to reach the same point. Most of the differences in completion time were directly related to 

differences in the degree of frontloading and the overall speed with which enumerators began work. 

More specifically, the fastest LCOs had one enumerator at work the first week for each 136 

cases to complete and substantially exceeded minimum frontloading targets. In contrast, the slowest 

LCOs had only one enumerator at work in the first week for each 277 cases to complete and did not reach 

their targets until the end of the second week. On average, it took only 2.56 weeks for 90 percent of all 

enumerators who ever worked in one of the fastest LCOs to begin work, but 4.75 weeks for the slowest 

LCOs to reach that point. 

Our regression analysis of 510 LCOs with adequate data identified 17 factors that explained 

over 63 percent of the variation in the percent of cases completed by the end of the third full week of the 

NRFU, the period where performance differences were greatest. Roughly half of the explanatory power of 

this regression stemmed from variation in the degree of frontloading. With the frontloading variable 

removed, the remaining variables explained more than 40 percent of all the variation, which is 

exceptionally high for this type of analysis. However, several of those variables gained much of their 

power because they were correlated with the degree of frontloading. 

In particular, our analysis suggests that actions by regional managers in setting frontloading 

targets and monitoring hiring performance explained much of the variation in the degree of frontloading 

and overall completion speed. Importantly, our analysis is highly consistent with census officials’ 

observations about regional management differences, especially in explaining why the performance of the 

Los Angeles region showed marked improvement over 1990. At the local level, turnover of LCO 

managers (LCOMs) also had strong explanatory power, presumably because high quality local 

management was needed to meet or exceed frontloading goals and deal with a variety of other problems 

that could impede swift progress. 

Also, LCOs with above average cases to complete finished their work more slowly. On 

average, the 79 slowest-completing LCOs had to complete close to 84,000 cases, compared to only 

63,000 cases in the 81 fastest-completing LCOs. The magnitude of these differences suggests that it is 

much more difficult to manage the staff needed to handle large caseloads than small caseloads. However, 

the flexibility of Census Bureau officials to equalize workloads is limited because many offices cover 

such large geographic areas that it would not be feasible to further increase their size. 
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To make matters worse, the NRFU was completed more quickly in areas where local pay, 

applicant test scores, and population density all were below average. This evidence strongly suggests that 

it was inherently easier to complete the NRFU in rural areas and harder in large cities and affluent 

suburbs. Thus, it appears that the managers of offices with large caseloads had especially difficult 

assignments, and equalizing difficulty probably would require increasing the total number of offices and 

putting more offices in and near large cities. 

Finally, our regression analysis of 510 LCOs showed that high enumerators’ test scores were 

correlated with speedy completion of cases. However, this relationship held because high test scores 

reflected having a large applicant pool relative to the number of enumerators hired, not because 

enumerators with higher test scores were more productive. But even more importantly, differences in the 

size of the recruiting pool could not explain why slow-completing LCOs did not meet frontloading goals 

and continued to add enumerators while the NRFU was underway. (This is because all LCOs had at least 

3.4 qualified applicants to fill each enumerator slot.) 

Because we lacked data on the number, timing, and refusal rate of applicants asked to accept 

enumerator positions, and on the intentions of census managers, we were unable to definitively sort out 

the relative importance of three plausible explanations for why some LCO managers did not meet 

frontloading goals: (1) they had an inherently more difficult hiring task; (2) they did not effectively 

manage hiring operations; or (3) they did not feel it was essential to meet frontloading goals. 

What we do know (from our recruiting study) is that the size and quality of the applicant 

pool was affected by the level of enumerator pay relative to local pay. From this study we have learned 

that slow-completing LCOs had below average ratios of census pay to local pay. On average, the census 

pay–local pay ratio was .764 in the slowest completing LCOs, compared to .824 in the fastest completing 

LCOs. Thus, it is possible that wage offers were low enough to adversely affect acceptance rates, 

(especially because offers were made in order of test scores and high test scores were correlated with 

holding high-wage, full-time jobs). 

On the other hand, pay, test scores, and density, as well as other area characteristics included 

in our enumerator-level analysis had relatively small effects on cases completed. Instead, LCO dummies 

and LCO characteristics that were under the control of census management to some extent had much 

larger effects. While our analysis may have omitted important determinants of performance that were 

outside of the control of census managers, our evidence from this study and our recruiting study suggests 
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that differences in management characteristics played a much larger role in determining recruiting and 

enumeration outcomes than factors outside of the managers’ control. Thus, we feel that differences in 

both recruiting and staffing patterns largely were due to differences in management characteristics. 

Put another way, our study of the individual performance of 2,751 enumerators showed that 

(1) the difference in the number of cases available for completion by a given enumerator was the primary 

determinant of variation in the total number of cases completed by the end of the fourth week in a given 

LCO, and (2) the degree of frontloading was the primary determinant of the number of cases available to 

be completed by a given enumerator. While the finding that the more enumerators at work in a given 

LCO the less cases are completed by any single enumerator may appear to be so obvious that it is empty 

of meaning, this statement was not true in 1990. In that NRFU, the numbers of enumerators at work on 

any day during the first 5 weeks was so low (relative to the number of cases left to complete), each 

enumerator could act as if there were no limit to the number of cases he or she could complete. 

Thus, our most fundamental conclusion from this study is that the Census Bureau’s ability to 

recruit and hire large numbers of high quality applicants gave managers of most LCOs the ability to attain 

the level of frontloading needed to meet or exceed the 9-week completion targets. Further, it appears that 

pay was set sufficiently high that the applicant pools were large enough to have completed the entire 

NRFU in as few as 7 weeks, had that goal been set, in LCOs where hiring went smoothly. 

We also found that the employment status of enumerators just prior to being hired strongly 

affected the number of cases they completed. Enumerators who were not working when hired, and not 

looking for work, retired, or family caregivers completed 30 to 40 more cases than enumerators who were 

employed full-time. Given that, on average, enumerators in our sample completed 105 cases, this 

represents about a 35 percent improvement in performance. 

Coupling the above results with our finding that test scores above a threshold of about 82 did 

not have much of an effect on cases completed, led to our another key conclusion—that the Census 

Bureau could substantially improve completion time and modestly reduce cost by: (1) using test scores of 

about 82 to screen out applicants (unless they had special language or other skills), and (2) ordering hiring 

contact lists by hours of availability (from their applications), employment status, and other indicators of 

the number of hours enumerators were able to commit to census work. 
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Our analysis also showed that enumerators working in areas where local pay, population 

density, and workloads were low completed 10 to 15 more cases than enumerators working in areas 

where these factors were high. Further, we found that working in high-income neighborhoods, especially 

with large high-rise apartments, reduced the number of cases completed, but working in low income areas 

did not adversely affect performance. 

That characteristics of the area in which an LCO operates, characteristics of the recruiting 

pool and enumerators hired, and characteristics of the LCO and regional management all have significant 

effects on cases completed leads to a third important conclusion—that it should be possible to develop an 

equation to better tailor frontloading goals to the specific characteristics of each LCO and the overall 

schedule set by headquarters. 

We do not pretend to know what should be the optimal schedule. The problem here is that 

our analysis only examined completion speed, while it would be necessary to know the effect of speed on 

accuracy and cost to determine the optimal schedule. 

Finally, all three analyses taken together clearly tell us that, in sharp contrast to 1990, 

enumerator pay was not set too low. Increasing pay to about 79 percent of local pay certainly dramatically 

improved the size of applicant pools, the quality of the applicants, and retention of enumerators—all of 

which made major contributions to the success of the 2000 NRFU. What we cannot say is whether had 

pay been set lower, the 2000 NRFU would have been equally successful. The reason for this ambiguity is 

that while it appears lowering pay would not have had much effect on retention, it would have adversely 

affected the quality of applicants and might have also adversely affected job offer acceptance rates. 
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APPENDIX A


DESCRIPTIVE STATISTICS FOR TABLES 7-26, 7-27 AND 7-28


Variable Mean 
Standard 
deviation Minimum Maximum Source 

Cases completed 105.622 68.445 1.000 580.000 OCS 
Hours completed 98.941 48.040 0.000 415.000 P/A 
Cases per hour completed 1.088 0.471 0.250 3.532 OCS 
P1. Test Scores 
< 75 0.047 0.212 0.000 1.000 Census 
75-79 0.071 0.257 0.000 1.000 Census 
80-84 0.108 0.310 0.000 1.000 Census 
85-89 0.158 0.364 0.000 1.000 Census 
90-91 0.075 0.264 0.000 1.000 Census 
92-93 0.177 0.382 0.000 1.000 Census 
94-95 0.111 0.315 0.000 1.000 Census 
96-97 0.110 0.313 0.000 1.000 Census 
98-100 0.086 0.281 0.000 1.000 Census 
P2. Employment Status 
Worked +35 hr last week 0.221 0.415 0.000 1.000 Pre 
Worked +35 hr 2-12 weeks ago 0.051 0.219 0.000 1.000 Pre 
Worked +35 hr 13+ weeks ago 0.036 0.188 0.000 1.000 Pre 
Worked <35 hr last week 0.093 0.290 0.000 1.000 Pre 
Worked <35 hr 2-12 weeks ago 0.035 0.185 0.000 1.000 Pre 
Worked <35 hr 13+ weeks ago 0.020 0.139 0.000 1.000 Pre 
Self-empl. in last 12 weeks 0.057 0.232 0.000 1.000 Pre 
Self-empl. 13+ weeks ago 0.011 0.106 0.000 1.000 Pre 
Looking for work within 12 weeks 0.035 0.184 0.000 1.000 Pre 
Looking for work13+ weeks ago 0.046 0.210 0.000 1.000 Pre 
Retired 0.137 0.344 0.000 1.000 Pre 
Not working or looking 0.028 0.164 0.000 1.000 Pre 
Caregiver in last 12 weeks 0.025 0.156 0.000 1.000 Pre 
Caregiver 13+ weeks ago 0.046 0.209 0.000 1.000 Pre 
Student 0.065 0.246 0.000 1.000 Pre 
P3. Hourly Pay, Prior Job 
Hourly pay, worked last week 4.876 8.737 0.000 173.150 Pre 
Hourly pay, worked 2-12 wks ago 1.820 5.755 0.000 90.000 Pre 
Hourly pay, worked 13+wks ago 4.611 10.078 0.000 150.000 Pre 

Note: Key for source variable: 

BLS = Bureau of Labor Statistics

Census = Census Bureau

CLQ = Crew Leader Questionnaire

Int = Interim Survey

Pre = Pre-NRFU Survey

P/A = PAMS/ADAMS

OCS = OCS 2000
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APPENDIX A (continued)


DESCRIPTIVE STATISTICS FOR TABLES 7-26, 7-27 AND 7-28


Variable Mean 
Standard 
deviation Minimum Maximum Source 

C1. Crew Area 
Farms > 25% 0.113 0.317 0.000 1.000 CLQ 
Single family homes + farms > 75% 0.475 0.499 0.000 1.000 CLQ 
Apartments > 50% 0.097 0.297 0.000 1.000 CLQ 
Housing – none of the above 0.169 0.375 0.000 1.000 CLQ 
Low income > 50% 0.385 0.487 0.000 1.000 CLQ 
High income > 50% 0.184 0.388 0.000 1.000 CLQ 
Moderate income >50, high>25 0.116 0.320 0.000 1.000 CLQ 
Moderate income >50, low>25 0.089 0.285 0.000 1.000 CLQ 
Income – none of the above 0.072 0.259 0.000 1.000 CLQ 
Original crew leader stayed 0.600 0.490 0.000 1.000 CLQ 
L1. LCO Area 
Prevailing pay 16.330 4.269 9.469 33.957 BLS 
Pop. per square mile 954.524 1377.530 8.000 7834.000 Census 
Census pay rate 12.697 2.144 6.000 18.500 Census 
Recruiting target 4502.990 1112.510 2180.000 7170.000 Census 
Applications in Feb as % of target 1.076 0.495 0.341 2.665 Census 
Original LCOM left 0.087 0.282 0.000 1.000 Census 
C2. Commuting 
Worked in area like own, but not own 0.344 0.475 0.000 1.000 Int 
Worked in area unlike own 0.208 0.406 0.000 1.000 Int 
Commuting time, worked in own area 4.872 7.477 0.000 60.000 Int 
Commuting time, worked in like area 5.635 9.712 0.000 70.000 Int 
Commuting time, worked in unlike area 4.200 9.697 0.000 76.000 Int 
L3. LCO Dummies 
New York NE 0.014 0.118 0.000 1.000 Census 
New York NW 0.010 0.101 0.000 1.000 Census 
Queens NE 0.025 0.156 0.000 1.000 Census 
Midland MI 0.066 0.249 0.000 1.000 Census 
Clarksville IN 0.040 0.195 0.000 1.000 Census 
LaCrosse WI 0.031 0.172 0.000 1.000 Census 
Minneapolis 0.033 0.179 0.000 1.000 Census 
St. Paul MN 0.006 0.076 0.000 1.000 Census 
Concord CA 0.042 0.201 0.000 1.000 Census 
Rock Hill SC 0.024 0.152 0.000 1.000 Census 

Note: Key for source variable: 

BLS = Bureau of Labor Statistics

Census = Census Bureau

CLQ = Crew Leader Questionnaire

Int = Interim Survey

Pre = Pre-NRFU Survey

P/A = PAMS/ADAMS

OCS = OCS 2000
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APPENDIX A (continued)


DESCRIPTIVE STATISTICS FOR TABLES 7-26, 7-27 AND 7-28


Variable Mean 
Standard 
deviation Minimum Maximum Source 

L3. LCO Dummies (continued) 
Gadsden AL 0.036 0.187 0.000 1.000 Census 
Laredo TX 0.048 0.214 0.000 1.000 Census 
Phoenix North 0.079 0.270 0.000 1.000 Census 
Scottsdale AZ 0.073 0.260 0.000 1.000 Census 
LA Downtown 0.041 0.198 0.000 1.000 Census 
Woodland Hills CA 0.041 0.199 0.000 1.000 Census 
P4. Demographics 
dem1 (g) 0.619 0.486 0.000 1.000 Census 
dem2 (y) 0.182 0.386 0.000 1.000 Census 
dem3 (o) 0.273 0.446 0.000 1.000 Census 
dem4 (z) 0.944 0.230 0.000 1.000 Census 
dem5 (p) 0.221 0.415 0.000 1.000 Census 
dem6 (a) 43.482 16.355 15.614 81.710 Census 
C3. Crew Performance 
Cases by wk5 other crew members 1011.370 533.575 0.000 2953.000 OCS 
Maximum number of crew members 9.265 3.382 1.000 20.000 OCS 
%cases others completed by wk5 0.835 0.112 0.238 1.000 OCS 
Hours 
Hours, given hours < 30 1.226 5.157 0.000 30.000 P/A 
Hours, given hours 30-59 7.791 17.771 0.000 60.000 P/A 
Hours, given hours 60-89 16.375 31.168 0.000 90.000 P/A 
Hours, given hours 90-120 23.762 43.963 0.000 120.000 P/A 
Hours, given hours > 120 49.786 74.021 0.000 415.000 P/A 

Note: Key for source variable: 

BLS = Bureau of Labor Statistics

Census = Census Bureau

CLQ = Crew Leader Questionnaire

Int = Interim Survey

Pre = Pre-NRFU Survey

P/A = PAMS/ADAMS

OCS = OCS 2000
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APPENDIX B.


LIST OF 27 LCOS IN SAMPLE


LCO# Name State Region 

2116 Stamford CT Boston 

2235 New York Northeast NY New York 

2236 New York Northwest NY New York 
2240 Queens Northeast NY New York 

2416 Flint MI Detroit 

2423 Midland MI Detroit 

2425 Saginaw MI Detroit 
2540 Clarksville IN Chicago 

2547 La Crosse WI Chicago 

2626 Minneapolis MN Kansas 

2629 Rochester MN Kansas 
2631 St. Paul MN Kansas 

2713 Concord CA Seattle 

2718 Oakland CA Seattle 

2812 Covington KY Charlotte 
2818 Charlotte NC Charlotte 

2833 Rock Hill SC Charlotte 

2911 Birmingham AL Atlanta 
2912 Gadsden AL Atlanta 

2951 Newnan GA Atlanta 

3043 Laredo TX Dallas 

3112 Phoenix North AZ Denver 
3114 Phoenix South AZ Denver 

3115 Scottsdale AZ Denver 

3226 Los Angeles Downtown CA Los Angeles 

3245 West San Fernando Valley (Woodland Hills) CA Los Angeles 
3251 Pasadena (Monrovia) CA Los Angeles 
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EXECUTIVE SUMMARY 

This operational assessment focuses on the Be Counted/Telephone Questionnaire Assistance 
Field Verification operation in Census 2000. 

Enumerators visited the location of units without a confirmed census address (i.e., addresses 
without an assigned census identification number) to verify their existence before Census 2000 
included the addresses. These responses came from the Be Counted program, Telephone 
Questionnaire Assistance, Service Based Enumeration, Special Place Group Quarters 
Enumeration, Military/Maritime Crews of Vessels Enumeration, Military Unit Enumeration, and 
In-Movers/Whole Households programs. 

The operation also included addresses deleted in two or more previous operations but for which 
the U.S. Census Bureau received a mail return (double deletes with a mail return). 

If the enumerator located the address, he/she entered a checkmark on the assignment listing for 
each unit verified as a residential address. If the address was not a living quarters or was a 
duplicate of another address on the assignment listing, the enumerator coded it accordingly. The 
local census offices keyed the results of the Field Verification into the Operations Control 
System 2000. The Decennial Systems and Contracts Office and Geography Division used the 
information to update the Decennial Master Address File and the Master Address File. 

The non-ID questionnaire process for Census 2000 was a very complex operation consisting of 
many components. This operational assessment only discusses one aspect of that overall process, 
that is, the verification of addresses which could not be matched to the Master Address File but 
could be geocoded to a census block. No conclusions can be made regarding any other 
component of the non-ID questionnaire process. 

Did Field Verification contribute valuable information to the census? 

Yes. The enumerators provided information about the assigned addresses that was useful to the 
overall census address files. 

• 884,896 cases went to Field Verification for Census 2000. 
• Enumerators coded fifty-one percent of the assigned addresses as valid living quarters. 
• Enumerators coded 35 percent of the assigned addresses as nonexistent. 
• Enumerators coded 14 percent of the addresses as duplicates. 
•	 Overall, 49.18 percent of the addresses without a confirmed census address (the non-ID 

cases) were coded as valid census addresses. 
•	 Overall, 52.86 percent of the addresses deleted in two or more previous operations but for 

which we received a mail return (the double deletes) were coded as valid addresses. 



Recommendations 

The Census 2000 procedures are a good model for planning a field verification operation for 
Census 2010, with the following recommendations: 

•	 The Census Bureau should redesign the Field Verification procedures to capture enough 
information for duplicates to provide a link between the two addresses. This information 
is useful for quality assurance purposes and for future research into the causes of census 
duplicates. 

•	 We need to clarify the procedures concerning how far to extend the search for assigned 
addresses so enumerators do not erroneously delete addresses located in adjacent blocks. 

•	 We need to conduct further research into the sources of the double deletes since nearly 
half of them were coded as valid units. 

•	 We need to consider a way to independently validate the accuracy of the results to 
determine if Field Verification improves the census files. 

•	 We need to determine the effect that additional response options in 2010 might have on 
Field Verification. 



1. BACKGROUND 

This operational assessment focuses on the Be Counted/Telephone Questionnaire Assistance 
(BC/TQA) Field Verification operation in Census 2000. 

1.1 Definition of Field Verification 

The Census 2000 Operational Plan included a Be Counted Campaign designed to make it easy 
for people to obtain a census questionnaire if they believed the census missed them. In addition, 
the Census 2000 Operational Plan included a Telephone Questionnaire Assistance Program to 
assist persons with completing the census questionnaire. While providing these alternative 
response options made it easier to count persons, they also increased the possibility that a given 
person or address might generate more than one response and that the Census Bureau would 
receive a large number of records for new addresses. 

During BC/TQA Field Verification, enumerators visited the location of units without a 
confirmed census address; that is, units without an assigned census identification number, to 
verify their existence before Census 2000 included the address. These responses came from the 
Be Counted program, Telephone Questionnaire Assistance, Service Based Enumeration, Special 
Place Group Quarters Enumeration, Military/Maritime Crews of Vessels Enumeration, Military 
Unit Enumeration, and In-Movers/Whole Households programs. 

The Field Verification operation also included units which were deleted in two or more previous 
operations but for which the Census Bureau received a mail return (double deletes). 

1.2 What this assessment includes 

This report provides a summary of the results of the Field Verification and provides an overall 
assessment of the Field Verification operation for Census 2000. 

Field Verification was one component of a multi-faceted operation for handling non-ID 
questionnaires in Census 2000. This report is limited to the BC/TQA Field Verification 
operation and is not an evaluation of the overall process for handling non-ID questionnaires. The 
results and conclusions in this report cannot be generalized to other aspects of the non-ID 
operation. This evaluation also does not address any issues related to pre-census address field 
verification operations, such as the Local Update of Census Addresses Field Verification. 
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1.3 How the 1990 Census handled responses with an unconfirmed address 

•	 The Census Bureau relied on a series of clerical processes and the United States Postal 
Service to verify that an address was valid before adding it to the census files. 

•	 Forms generated from such operations as the Were You Counted campaign and Whole 
Household Usual Residence Elsewhere were processed through a clerical search/match 
procedure after first being geocoded to a census block. 

•	 If an address could not be coded to a census block (geocoded) no further processing was 
done for the case. 

•	 If the address was geocoded, clerks determined if the address already appeared in the 
Address Control File. 

•	 If clerks did not find the geocoded address on the Address Control File, they sent it to the 
Postal Service for verification that the address was complete and deliverable. 

•	 If the address was still not found in the Address Control File, it was added to the file and 
the case was sent to the next stage of processing. 

•	 Approximately 35,000 housing units were added to the 1990 Census Address Control File 
as a result of the search/match operations. 

1.4 How Census 2000 handled responses with an unconfirmed address 

•	 The Census Bureau used field enumerators rather than the Postal Service to verify the 
status of potentially missed addresses before the address was counted in the census. 

•	 This decision reflected the fact that we had already used the Postal Service’s Delivery 
Sequence Files to help build the Census 2000 Master Address File. 

•	 A Field Verification program was developed and implemented for the 1995 Census Test, 
the 1996 Census Test and the Census 2000 Dress Rehearsal. 

•	 While there are some limited data available from these tests, there were no formal 
evaluations of those Field Verification programs. 

1.4.1 The three types of non-ID addresses 

For Census 2000, the intent was to rely on a computerized and clerical system to geocode and 
match records without a census ID number to the Master Address File (MAF).  As discussed in 
the Program Action Plan for Non-ID Questionnaire Processing, we expected to geocode many of 
these records to a census block but not find them in the MAF. For Census 2000 three types of 
responses did not have a census ID number: 
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•	 Type A - respondent-provided address.  These responses came from the Be Counted (BC) 
program, Telephone Questionnaire Assistance (TQA), Service Based Enumeration (SBE), 
Special Place Group Quarters (SPGQ) Enumeration, Military/Maritime Crews-of-Vessels 
Enumeration, Military Unit Enumeration, and In-Movers/Whole Households programs. 
Individual Census Reports (ICRs/ICQs) and Military Census Reports (MCRs) provided 
addresses for respondents who had a usual place of residence elsewhere on Census Day 
but the reported address was not found in the MAF. These cases were eligible for Field 
Verification. 

•	 Type B - a BC Questionnaire on which the respondent marked the box to indicate they 
had no fixed address on April 1, 2000. These cases went through a special processing 
operation and were included as part of the overall SBE procedures for counting the 
population in shelters and service based facilities. 

•	 Type C - enumerator-filled forms. These addresses came from questionnaires for units 
added during the Update/Leave, Urban Update/Leave, Nonresponse Followup, Coverage 
Improvement Followup, and other field operations. These addresses did not go to the 
Field Verification because an enumerator had already verified their existence. 

1.4.2 How we processed Type A addresses 

•	 The Geography Division (GEO) conducted an automated matching and geocoding 
operation for both city-style and non-city-style addresses derived from non-ID 
questionnaires. 

•	 The GEO established an interactive telephone/computer operation in the National 
Processing Census (NPC) to determine geocodes for those addresses that the automated 
process did not geocode. 

•	 The NPC conducted a clerical geocoding operation for both city-style and non-city style 
addresses. 

•	 The clerks compared the addresses against a commercial data base to determine a 
telephone number (if missing), the correct county, and whether the address was 
complete/correct. 

•	 The clerks attempted to correct any errors by telephone if a telephone number was 
available. 

•	 If necessary, the NPC conducted an interactive geocoding interview with the respondent 
to attempt to geocode the address to a block. 
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1.4.3 The Field Verification Cases 

•	 To determine whether to include the Type A addresses in the census, the Census Bureau 
conducted the Field Verification operation on addresses that had a census block code but 
did not match an address on the MAF. 

•	 In addition to verifying the non-ID questionnaires, we used the Field Verification 
operation to check on the validity of the double deleted addresses. These were addresses 
which seemed to be nonexistent but for which we received a mail return; for example, 
addresses which appeared on an early version of the United States Postal Service’s 
Delivery Sequence File but not on the more recent versions. 

1.4.4 How we conducted Field Verification 

•	 The enumerators received a listing of all the addresses in their assignment area with the 
addresses that required verification clearly marked. 

•	 The enumerators used various map products to help locate the addresses which required 
Field Verification. 

•	 They were not instructed to search for the addresses outside of the specific block shown 
on the map although it is not clear how closely they followed those instructions. 

•	 If the enumerator located the address he/she conducted a short interview with occupants 
or neighbors to determine if the address was a residential unit that did not duplicate 
another address on the assignment listing. 

•	 He/she entered a checkmark on the assignment listing for each unit verified as a 
residential address. 

•	 If the address was not a living quarters or duplicated another address on the assignment 
listing, he/she coded it as D1 (Delete) or D2 (Duplicate), respectively. 

•	 A small number of cases came back coded as “Unknown” because the enumerator was 
unable to determine the status. 

•	 There was a formal quality assurance on the field work to ensure that the enumerators 
performed at a satisfactory level (see Section 4.4.3, page 14). 

1.4.5 What we did after Field Verification 

•	 The Local Census Offices keyed the results of the Field Verification operation into the 
Operations Control System (OCS) 2000, 

•	 They transmitted a file to the Decennial Systems and Contracts Management Office 
(DSCMO). 

• The DSCMO updated the Decennial Master Address File (DMAF) with the results. 
• The DSCMO then provided the results to the GEO for updating the MAF. 
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2. METHODS 

This section describes the methodology used for this operational assessment. We obtained the 
data for this assessment from several sources. The data provided information on the Field 
Verification workload and the results of the field work. In addition it provided insight into the 
types of cases assigned for Field Verification and operational problems. The data allowed us to 
assess how the enumerators coded the cases assigned for Field Verification. 

•	 Shortly after the completion of the Field Verification operation, the DSCMO provided the 
Decennial Statistical Studies Division (DSSD) with a file identifying the cases sent to 
Field Verification and the code assigned to each case. This file provided the baseline 
workloads and field verification results. We used it to access additional information 
about the cases from other files. 

•	 The GEO provided summary tallies of the results of the automated and clerical geocoding 
and the results of the field verification for the non-ID cases. 

•	 The Technology Management Office (TMO) Data Warehouse provided information from 
the Operations Control System 2000 on workloads and verification codes by various 
levels of census geography and provided other useful administrative information. 

•	 The DMAF and the Hundred Percent Census Unedited File contain information on the 
characteristics of the addresses included in the census. In addition, staff in Field Division 
(FLD), DSCMO, GEO and DSSD provided feedback related to operational problems. 

3. LIMITATIONS 

This section outlines the limitations in this operational assessment. 

3.1 This assessment only covers Field Verification results 

The non-ID questionnaire process for Census 2000 was a very complex operation consisting of 
many components such as automated matching and clerical geocoding. This report only 
discusses the verification of geocoded addresses which did not match to the MAF. The data 
cannot be used to draw conclusions about any other components of the non-ID questionnaire 
process. For example, Table 8 shows that the enumerators located city style and non-city style 
addresses during Field Verification with equal success, but this result does not say anything 
about the Census Bureau’s overall ability to geocode and match non-city style addresses. The 
other components of the non-ID process are beyond the scope of this assessment. 
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3.2 Lack of detailed qualitative information 

We did not conduct any formal debriefing of the field staff.  The qualitative information in this 
report reflects anecdotal information provided by headquarters staff. 

3.3 Inconsistency in the application of the field procedures 

•	 The training and reference materials did not clearly state how far to search for an assigned 
address. 

• The materials imply that the enumerator should limit the search to the assigned block. 
•	 The review test at the end of the training included a question on how to change a map if 

an address is found in a nearby block. 
•	 Thus it is not clear whether the enumerators coded cases as deletes even though they were 

located in an adjacent block. 

3.4 Identification of duplicates in the field 

Field Verification identified addresses as duplicates but did not capture enough information to 
link the duplicate addresses. This was a concern because the FLD needed this information to 
conduct a thorough review of the enumerators’ work. In addition, this information is valuable 
for future research into the nature and causes of census duplicates. This assessment cannot make 
any conclusions regarding how accurately the enumerators identified duplicates. 

3.5 Validation of the process 

This operational assessment does not address the overall validity of the Field Verification. The 
quality assurance conducted on the enumerator’s work suggests that the work was of acceptable 
quality but an independent validation of the process would be needed to determine whether the 
field work improved the census files. 
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4. RESULTS 

The Field Verification improved the accuracy of the census files and was conducted within 
budget and on schedule. 

4.1 Did Field Verification provide useful information? 

Yes. The Field Verification provided useful information for the census files. 

• 884,896 cases went to Field Verification for Census 2000. 
• Fifty-one percent of the assigned addresses were coded as valid living quarters. 
• Enumerators coded 35 percent of the assigned addresses as deletes. 
• Enumerators coded 14 percent of the addresses as duplicates. 
•	 Overall, 49.18 percent of the addresses without a confirmed census address (the non-ID 

cases) were coded as valid census addresses. 
•	 Overall, 52.86 percent of the addresses deleted in two or more previous operations but for 

which we received a mail return (the double deletes) were coded as valid addresses. 

4.2 What cases went to Field Verification? 

The workload was 884,896 cases. Table 1 shows the workload by type of case. 

Table 1

The Field Verification workload


Type of Case No . % 

Be Counted (Non-ID) 195,812 22.13 

Telephone Questionnaire Assistance (Non-ID) 155,148 17.53 

Individual Census Report (Non-ID) 101,458 11.47 

Military Census Report (Non-ID)  16,131 1.82 

Double-Deletes 416,347 47.05 

Total 884,896 100.00 

• The workload was split almost evenly between non-ID cases and double-deletes. 
•	  Be Counted records provided the largest number of non-ID addresses in the Field 

Verification process. 
• The Telephone Questionnaire Assistance provided a large number of responses. 
• The other sources of non-ID addresses contributed fewer cases to the workload. 
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Table 2 provides the percent of the total Field Verification workload by RCC, as extracted from 
the TMO data warehouse summaries. 

Table 2 
The Field Verification workload by RCC 

RCC  Percent of Percent of Percent of 

Total Workload Non-ID Workload Double Delete Workload 

Boston  7.77  6.11  9.96 

New Y ork  9.37  11.93  5.97 

Philadelp hia  8.15  6.02  10.98 

De troit  6.30  5.48  7.38 

Chicago  13.21  12.48  14.16 

Ka nsas C ity  5.50 5.04  6.10 

Seattle  6.64  7.45  5.57 

Cha rlotte  9.97  10.95  8.67 

Atlanta  10.93  9.81  12.42 

Dallas  8.79  9.14 8.33 

Denver  5.01  4.91  5.14 

Los Angeles  8.36  10.66 5.31 

The Chicago region had the largest percentage of both the non-ID workload and the double delete 
workload while the Denver region had the smallest percentage of both components. 

The Decennial Cost and Progress System for Field Verification only provides workload numbers 
at the Assignment Area (AA) level. The Cost and Progress System showed that the workload 
was spread across 419,953 Assignment Areas. Table 3 shows the breakdown of the AA’s that 
contain the Field Verification workload by type of local census office (LCO). 
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Table 3

Field Verification assignment areas by type of local census office


LCO Type Number of AA ’s Percent of AA’s 

containing FV cases 

Large Urban areas  69,064 

Mid-size Urban areas  34,981 

Less populous Cities and Rural areas  281,959 

Rural, Sparsely Settled Areas  33,359 

Puerto Rico  690 

Total  420,053 

16.45 

8.33 

67.14 

7.94 

0.16 

100.00 

The bulk of the AAs were in the less populous cities and suburban areas which is consistent with 
the notion that addresses in these areas are harder to computer match since they often are non-
city style addresses. However it is possible that this reflects a larger number of non-ID cases in 
these types of areas. Sixteen percent of the AAs were in centralized cities which is consistent 
with the placement of Be Counted sites. 

Table 4 shows the breakdown of the workload by the type of enumeration area (TEA). 

Table 4

Field Verification workload by type of enumeration area


Cases Sent To FV 

TEA No. % 

Mailout/Mailback


Update/Leave


List/Enumerate


Remote Alaska


Rural Update/Enumerate


Military in Update/Leave 


Urban Update/Leave


Urban Update/Enumerate


Update/Leave Converted From MO/MB 


759,187 85.79 

111,467 12.60 

2,973 0.34 

33 0.01 

3,328 0.38 

2,209 0.25 

2,111 0.24 

279 0.02 

3,309  0.37 

Total 884,896 100.00 
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• The bulk of the cases were in mailout/mailback areas. 
•	 The addresses in update/leave areas were generally non-city style addresses which may 

have been difficult to accurately geocode in the automated and clerical processes. 
•	 The Census Bureau did not expect to have a large number of addresses requiring 

verification in rural list/enumerate areas since there were no Be Counted sites in those 
areas and the addresses were compiled at the time of enumeration. 

• The remaining types of enumeration areas had few housing units in the workload. 

4.3  What was the outcome of Field Verification? 

The DSCMO and the GEO provided files showing the status for each address assigned for Field 
Verification. We also obtained this information by examining the FVS variable on the DMAF. 
Table 5 shows the Field Verification outcome for the 884,896 cases flagged as Field Verification 
addresses in the DMAF. 

Table 5

Status of addresses after Field Verification


Status After Field Verification Number Percent 

Address coded as valid 450,476  50.91 

Address coded as delete (nonexistent) 312,098  35.27 

Address coded as duplicate of another address. 122,322  13.82 

• Enumerators coded 51 percent of the assigned cases as residential addresses. 
•	 Enumerators reported that the remaining cases either did not exist (deletes) or duplicated 

another address in the assignment listing. 
• The deletes include the 1,113 cases returned with “status unknown”. 
•	 The enumerators were not instructed to search for an address outside of the assigned 

census block. It is possible that some of the deleted units exist in another block. 
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Table 6 shows the results by the source of the address; that is, whether the address was generated 
on a non-ID questionnaire or a double delete with a mail return. 

Table 6 
Results of Field Verification for each type of assigned address 

Type of Case Number Coded as va lid unit Delete Duplicate 

Assigned Assigned No. % No. % No. % 

Non-ID Questionnaires 

Be Counted 195,812 93,898 47.95  68,690 35.08 33,224 16.97 

TQA 155,148 83,408 53.76  45,840 29.55 25,900 16.69 

ICR 101,458  48,720 48.02  42,480 41.87 10,258 10.11 

MCR  16,131  4,385 27.18  4,986 30.91  6,760 41.91 

Double Deletes 416,347 220,065 52.86 150,102 36.05  46,180 11.09 

Total 884,896 450,476 50.91 312,098 35.27 122,322 13.82 

•	 Enumerators coded the Be Counted and TQA addresses as valid units approximately fifty 
percent of the time. 

•	 The usual residences reported on ICRs were found much more frequently than the usual 
residences reported on MCRs. 

•	 Overall, 49.18 percent of the non-ID cases were found in the assigned block and included 
in the census. 

•	 Overall, 52.86 percent of the double deletes with a mail return were found to be valid 
housing units. This result suggests that the Bureau may need to conduct additional 
research into the source of the double deletes with a mail return to try to determine why 
they were deleted in two or more previous operations. 

Table 7 shows the results by Type of Enumeration Area (TEA). The TEA represents the area 
containing the block to which each assigned address was geocoded. 
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TEA 

MO/MB 


U/L


L/E


Remote Alaska


Rural U/E


Military U/L 


Urban U/L


Urban U/E


U/L from MO/MB 


Total


Table 7 
Results by type of enumeration area 

Number Co ded as va lid unit Delete Duplicate 

Assigned No . % No. % No. % 

759,187 388,142 51.13 268,764 35.40 102,281 13.47 

111,467  55,300 49.61  38,857 34.86  17,310 15.53 

2,973  2,202 74.07  762 25.63  9 0.30 

33 9 27.27  24 72.73  0 0.00 

3,328  1,297 38.97  1,195 35.91  836 25.12 

2,209  585 26.48  320 14.49  1,304 59.03 

2,111 1,205 57.08  786 37.23  120 5.69 

279  171 61.29  61 21.86  47 16.85 

3,309  1,565 47.30  1,329 40.16  415 12.54 

884,896 450,476 50.91 312,098 35.27 122,322 13.82 

• The bulk of the assigned addresses were in mailout/mailback areas (MO/MB). 
• The enumerators coded about 50 percent of the MO/MB addresses as valid. 
• A similar result occurred in the update/leave areas. 
•	 The enumerators reported that nearly 75 percent of the assigned addresses in rural 

list/enumerate areas were valid addresses. 
•	 In Urban Update/Enumerate areas enumerators reported that a high percentage of the 

assigned addresses were valid. 

4.4  What are the characteristics of the addresses? 

As part of this evaluation we examined some characteristics of the units retained in the census 
after Field Verification based on several DMAF variables. 

Table 8 shows the results of Field Verification for units with city style addresses compared to 
units with non-city style addresses (i.e., rural route and box). The categorization of city style 
address versus non-city style address was approximated from the MS (map spot) variable on the 
DMAF. Primarily only units with a non-city style address have a map spot assigned during 
address listing. 
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Table 8 
Results for city style address versus non-city style address 

Add ress Cases Assigned Co ded as va lid unit Deletes Duplicates 

Style No. % No. % No. % 

City Style  776,629 394,136 50.75  275,989 35.54  106,504 13.71 

No n-City Style  108,267 56,340 52.04  36,109 33.35  15,818 14.61 

The enumerators classified nearly the same percentage of each type of address into the categories 
of address exists, delete or duplicate. 

We examined the number of units at the basic address on the DMAF for the addresses that were 
coded as valid units during Field Verification, as shown in Table 9. 

Table 9

Number of units at the basic address for cases coded as valid units


Number of units 

at basic address 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

>10 

Total 

Number Code d as valid unit Percent of Total 

Assigned No. % Co ded as V alid U nit 

564,311  290,634 51.50 

69,794  30,621 43.87 

34,241  15,330 44.77 

24,489  10,464 42.73 

11,412  4,819 42.23 

10,809  5,075 46.95 

7,187  3,183 44.29 

9,979  4,756 47.66 

4,885  2,098 42.95 

7,751  2,551 32.91 

140,038  80,945 57.80 

64.52 

6.80 

3.40 

2.32 

1.06 

1.13 

0.71 

1.06 

0.46 

0.57 

17.97 

884,896  450,476 100.00  100.00 

• Nearly two-thirds of the units coded as valid contained one unit at the address. 
• Nearly 18 percent of the units coded as valid had more than ten units at the address. 
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4.5  What were the costs and operational aspects? 

4.5.1 Cost and Timing Information 

•	 The Census 2000 Cost and Progress System showed that the field work cost $18.16 per 
assigned address which is very close to the $18.58 budgeted in the cost model. 

• The field staff used 91 percent of the direct field budget for the Field Verification. 
• The work was planned for 20 days but was finished two days ahead of schedule. 
• The LCOs conducted the work in three waves. 
•	 The final workload was close to the expected workload, although the original workload 

estimate was based on conducting Field Verification only for non-ID cases. Because we 
received fewer non-ID cases than expected, the addition of the double deletes resulted in 
a workload that was comparable to the estimated workload in the cost model. 

4.5.2 Operational Considerations For Field Staff 

• The FLD did not conduct a formal debriefing of the Field Verification staff. 
•	 The Census 2000 Field Manager’s Debriefing Reports did not mention Field Verification 

as a source of operational problems. 
• The FLD had sufficient staff to conduct the operation without significant problems. 
• There were no substantial timing or logistical problems with conducting the field work. 
•	 The field staff had a concern about the lack of information captured for duplicates and 

their inability to adequately check on the enumerators’ identification of duplicates. 
•	 The field staff was concerned about the lack of clarity in the procedures regarding 

whether the enumerators should search beyond the assigned block for an address. 

4.5.3 Quality Assurance 

• There was a formal quality assurance operation on the Field Verification. 
• The crew leaders performed reviews of each lister’s assignment registers. 
•	 The crew leaders returned the completed assignment registers to the LCO on a flow basis 

where the assignment control unit reviewed them for completeness. 
•	 Although the detailed results of the quality assurance operations are not yet available, the 

program was implemented according to the specifications. 
• There is no indication of any quality problems in the Field Verification. 

4.5.4 Operational Considerations For Processing Staff 

•	 The LCO staff keyed the action code for each address into the OCS and transmitted a file 
to the DSCMO for MAF maintenance and updating. 

•	 The DSCMO reported that everything went smoothly in updating the DMAF and reported 
no operational concerns. 
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5. CONCLUSIONS AND RECOMMENDATIONS 

This assessment resulted in the following conclusions: 

• The BC/TQA Field Verification provided useful information for Census 2000. 
• Enumerators coded half of addresses as valid living quarters. 
• The operation helped clarify the status of the double deletes. 
• The staff conducted the operation within the schedule. 
• The staff conducted the operation within the budget. 
• There were no operational problems with the operation. 

This assessment resulted in the following recommendations: 

•	 The Census Bureau should capture information on duplicate addresses for use during 
quality assurance and for future research into the causes of census duplicates. 

•	 The procedures need to clearly specify how far to search for the assigned addresses during 
Field Verification since we might find some cases in adjacent blocks. 

•	 The Bureau should conduct additional research into the sources of the double deletes 
since enumerators coded about half of them as valid living quarters. 

•	 It would be valuable to consider ways to independently validate the results of the Field 
Verification to determine whether the information improves the census files. 

•	 The workload for Field Verification may be much larger in 2010 if there are more 
response options so the Bureau should conduct more research into this topic. 
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EXECUTIVE SUMMARY 

This paper documents the existence and function of Questionnaire Assistance Centers in Census 
2000. Questionnaire Assistance Centers were targeted locations designed to assist individuals 
who had questions about completing their Census questionnaires, who needed language 
assistance on their questionnaires, who had a general question about the census, or who never 
received a census questionnaire. These centers were open between March 8, 2000 and 
April 14, 2000. 

Census Bureau Partnership Specialists, in consultation with local officials played an important 
role in selecting the census tracts where Questionnaire Assistance Centers were placed. Most of 
the tracts chosen to have Questionnaire Assistance Centers were in areas known to be either 
difficult to enumerate, heavily populated by certain racial and ethnic groups, or in linguistically 
isolated areas known to be heavily populated by speakers of certain foreign languages. Publicly 
accessible locations such as community centers and social service centers were set up to house 
Questionnaire Assistance Centers.  The centers were staffed by paid clerks and volunteers. Some 
of the paid clerks had foreign language skills, so they could provide expert assistance to potential 
census respondents experiencing language difficulties. Volunteers were chosen from local 
community groups or other organizations that were in partnership with the Census Bureau. Both 
paid and unpaid staff provided literacy assistance to those respondents in need of it. Staff were 
instructed to complete a Record of Contact (Form D-399) for each potential census respondent 
that visited the center. Form D-399 documented the type and extent of assistance needed. 

The key findings of this study are as follows: 

•	 There were a total of 23,556 Questionnaire Assistance Centers established during 
Census 2000 (see Deskins, 2001). However, data was collected and processed from 
only 14,222 of these centers. There was no data processed from the remaining 9,334 
centers.  After the Questionnaire Assistance Centers closed, Record of Contact forms 
were sent to the National Processing Center where all of the forms received were keyed. 
It is possible that there were no Record of Contact forms collected from these remaining 
centers or that the forms collected from them were never sent to the National Processing 
Center for keying. There is no further information about the Record of Contact forms 
from the remaining 9,334 centers. The number of Questionnaire Assistance Centers from 
which data was collected and processed was computed by adding the number of different 
sites from the Record of Contact forms keyed. 

•	 Data was keyed for 559,027 potential census respondents that utilized the 
Questionnaire Assistance Centers during Census 2000. About 39.4 percent of these 
respondents were provided with a Be Counted Form. Some respondents (26.4 percent) 
needed assistance on a specific type of questionnaire. Of those who did need assistance, 
most asked for help in completing the short form. Census forms were printed in six 
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different languages English, Spanish, Chinese, Korean, Vietnamese, and Tagalog. Of the 
people who needed assistance on a specific questionnaire, most (64.6 percent) 
required assistance on the English short form. 

•	 Respondents generally did not ask for assistance on specific questions or specific 
census forms. Only a few respondents (2.3 percent) asked for assistance with a 
population or housing question on their census form. Only 5.8 percent of respondents 
indicated needing assistance with language, but another 4.6 percent marked that they 
could not read or understand the form. 

•	 Respondents reported other questionnaire related problems. About 30.5 percent of 
the respondents did not receive a census form. Another 7.4 percent of the respondents 
noted that they had lost their mailed census form. Another 18.7 percent had a problem 
with their questionnaire that was not listed on Form D-399. 

•	 There were numerous ways that people learned about the Questionnaire Assistance 
Centers. About 32.6 percent of the respondents learned of the Centers in ways unlisted 
on Form D-399. Of the alternatives listed on the form, 15.5 percent reported having seen 
a poster announcement. 

•	 Language Assistance Guides were available in 37 different languages. Most 
respondents (83.1 percent) did not request a Language Assistance Guide. Of the 
94,639 people needing Language Assistance Guides, more than half (53.0 percent) 
needed them in Spanish. 

•	 Be Counted Forms were available in six different languages, including English. Most 
respondents (60.6 percent) did not request a Be Counted Form. Of those who did 
(220,489 people), most requested them in English (69.8 percent) or Spanish 
(24.4 percent). 

Recommendations 

The Census Bureau should continue to establish Questionnaire Assistance Centers during a 
census to help respondents.  However, we recommend the following changes: 

•	 Increase the number of languages in which we provide the Be Counted Form. The 
Be Counted Form was not available in Russian, Thai, Cambodian, Armenian, Creole, and 
Arabic. More than 1,000 respondents requested Language Assistance Guides in each of 
those languages. This suggests that there is likely to be sufficient demand for Be Counted 
Forms in those languages in future censuses. Making Be Counted Forms available in 
these languages may increase the response rate to the census. 
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•	 Collect demographic information about the census respondents that utilize 
Questionnaire Assistance Centers. This would make it easier to tell if the centers 
served the targeted population. 

-iv-



1. BACKGROUND AND METHODS 

In Census 2000, Questionnaire Assistance Centers (QACs) were established in census tracts in 
mailout/mailback and update leave areas throughout the country. The QACs were designed to 
meet the following four objectives: 

• To assist persons needing assistance with completing their census questionnaire, 

•	 To provide assistance to those with language barriers to completing the census 
questionnaire, 

• To assist persons who believe they did not receive a questionnaire, and 

• To answer general questions about the census. 

QAC locations were chosen by the Census Bureau, in consultation with local governments and 
relevant community organizations. The centers were located in selected census tracts, 
nationwide. Most of the tracts chosen to have Questionnaire Assistance Centers were in areas 
known to be either difficult to enumerate, heavily populated by certain racial and ethnic groups, 
or in linguistically isolated areas known to be heavily populated by speakers of certain foreign 
languages. Many of the census tracts chosen to receive QACs met specific criteria. Tracts 
meeting these criteria were known as flagged census tracts. Flagged census tracts met at least 
one of the following three criteria: 

•	 Total population at least 250 and 
Total number of housing units at least 100 and 
Hard to Count Score of at least 50 and 
1990 Mail Non Return Rate at least 35 percent 

•	 American Indian/Eskimo/Aleutian population at least 30 percent or 
Asian/Pacific Islander population at least 30 percent or 
Black/African American population at least 40 percent or 
At least 40 percent Hispanic Origin 

•	 At least 15 percent Linguistically Isolated Households and 
At least a given percentage of specific language speakers. The exact percentage varied 
with the specific language. 

Census Bureau Partnership Specialists, in consultation with local officials played an important 
role in selecting the census tracts that received QACs. They confirmed the selection of the 
flagged census tracts.  They also selected other census tracts that did not meet the above criteria 
but were otherwise thought to be in difficult to enumerate areas. Once the census tracts were 
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established, Partnership Specialists approached local governments and community organizations 
for space in which to place QACs. Sometimes, free space was available from community 
organizations. 

Operations staff at Local Census Offices (LCOs) were responsible for maintaining the QAC sites 
and for training and scheduling staff to administer the sites. QACs were staffed by paid clerks 
and volunteers. Some of the paid clerks had foreign language skills, so they could provide expert 
assistance to census respondents experiencing language difficulties. Both paid and unpaid staff 
provided literacy assistance to those respondents in need of it. Volunteers were chosen from 
local community groups or other organizations that were in partnership with the Census Bureau. 
Paid clerks and volunteers received identical training. 

Questionnaire Assistance Centers were not established in Update/Enumerate or List/Enumerate 
areas.  Enumerators provided assistance to census respondents in those areas. Foreign Language 
questionnaires were not available in QACs. Instead, the following were among the materials 
available at QACs: 

•	 Language Assistance Guides (LAGs): LAGs were user-friendly visual aides that helped 
census respondents with language barriers understand and complete their English 
language short or long census form. They were available in 49 different foreign 
languages and in large-print English. 

•	 Language Identification Flashcards: These were cards with phrases in each of the 
available languages. They were used to assist QAC staff in identifying the language 
spoken by the census respondents. A staff member held the card in front of the 
respondent and moved his or her finger from line to line on the card until the respondent 
indicated that the clerk was pointing to a line written in a language they could understand. 

•	 Be Counted Forms: Be Counted Forms were questionnaires provided to those who did 
not previously receive a questionnaire, those who thought that they were not included on 
a questionnaire, or those who were without conventional housing on Census Day. They 
were available in six languages: English, Spanish, Chinese, Korean, Vietnamese, and 
Tagalog. 

•	 Record of Contact Forms (Form D-399): These were the forms used to document the 
reason that census respondents visited the QACs. Census respondents that visited or 
contacted QACs answered the questions on this form. It was administered and completed 
by QAC staff.  See Appendix A for an illustration of this form. 

The Record of Contact forms were transmitted to the Local Census Office on a weekly basis 
where they were reviewed by census staff. This review determined whether the QAC site was 
receiving the expected amount of traffic, or whether it had sufficient staffing and materials. 
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After all of the QACs closed, the Record of Contact forms were sent to the National Processing 
Center (NPC) where all the forms received were keyed. Data analysis is based on tabulations of 
the responses on the keyed Record of Contact form. The contact form primarily collected 
responses to the following items: 

•	 Item 06: Respondent needed assistance on this type of questionnaire 
Possible responses on Form D-399 were either the census short or long form in English, 
Spanish, Chinese, Korean, Vietnamese, and Tagalog. There was also a “not applicable” 
or “NA” response. Tables 2 and 2a compare the responses given by people utilizing the 
centers. 

•	 Item 07: General problem(s) with the questionnaire. There were ten response 
alternatives. These are listed in Table 3. If none of the ten applied, respondents could 
mark “Other”, and list different problem(s). Multiple responses by the same individual 
were permitted. Table 3 compares the responses given by people utilizing the centers. 

•	 Item 08: Language of Be Counted Form provided. Be Counted Forms were provided to 
those who did not receive a questionnaire, those who thought that they were not included 
on a questionnaire, or those who were without conventional housing on Census Day. 
Forms were available in six languages. Possible responses on Form D-399 were English, 
Spanish, Chinese, Korean, Vietnamese, Tagalog, and “NA”. Multiple responses were 
permitted. Table 4 lists the responses given by people utilizing the centers. 

•	 Item 09: Language Assistance Guide used. This was used to indicate the language of the 
assistance guide requested. The guides were available in the 49 different languages listed 
below. (The 12 starred languages were not available in all QACs). Possible responses 
were each of the 37 languages available in all QACs, an “NA” response, a Large Print 
response, and an “Other” response where respondents listed the specific language. Table 
5 identifies the languages for which 1,000 or more guides were requested. 

Guides were available in the following languages: 

Albanian*, Amharic*, Arabic, Armenian, Bengali, Burmese*, Cambodian, 
Chamarro, Chinese, Creole (Haitian), Croatian, Czech, Dari*, Dinka*, Dutch, Farsi, 
French, German, Greek, Hebrew*, Hindi, Hmong, Hungarian, Ilocano, Italian, 
Japanese, Korean, Kurdish*, Laotian, Polish, Portuguese, Roma*, Romanian, 
Russian, Samoan, Serbian, Slovak, Somali*,  Spanish, Swahili*, Tagalog, Thai, 
Tibetan*, Tigrean*, Tongan, Ukrainian, Urdu, Vietnamese, Yiddish 

•	 Item 10: Ask all respondents this question before they leave the QAC: How did you learn 
about this Questionnaire Assistance Center? There were nine possible responses on 
Form D-399 plus an “Other” response where respondents could write in an answer. 
Multiple responses by an individual were permitted. Table 6 tabulates these responses. 
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2. LIMITS 

•	 We received keyed Record of Contact forms (D-399) from only 14,222 of the 23,556 
Questionnaire Assistance Centers that were established. That means that we do not have 
keyed data from the remaining 9,334 centers. It is possible that there were no Record of 
Contact forms collected or the forms collected were never sent to NPC for these 
remaining centers. We do not know the characteristics of the centers that did not 
contribute keyed data to the study. We could have an unscientifically chosen sample of 
QACs contributing keyed data to the study. 

•	 The data analysis is heavily dependent on the proper administration of the Record of 
Contact (D-399) form. These forms were completed by volunteers as well as hired clerks. 
The expectation is that a form was completed for each potential census respondent 
visiting the QAC. If that were not the case, the results may be compromised. There is 
also the potential for errors in keying these forms. 

•	 The Record of Contact form (D-399) provides no demographic data on those respondents 
visiting the QACs. It thereby makes it difficult to tell if the QACs reached their targeted 
population. 
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---------

3. RESULTS 

All results presented are based on keyed data from 60.4 percent of the QAC’s established 

nationwide. Refer to the limits section for more background on this. 

3.1 How many Questionnaire Assistance Centers were established? What kind of 

census tracts had Questionnaire Assistance Centers? 

Table 1 provides the number of QACs established, the number of QACs that had Record of 
Contact questionnaires keyed, and the number and type of census tracts that the keyed data 
represents. 

•	 There were a total of 23,556 QACs, nationwide. Data was keyed from 14,222 
(60.4 percent) of these QACs. The number of QACs from which data is available was 
computed by adding the number of different sites from which D-399 forms were received. 
The 14,222 QACs were established in 8,952 census tracts. This implies that some census 
tracts had more than one QAC. 

•	 Flagged census tracts are defined to be those known to be difficult to enumerate, those 
that are heavily populated by some racial and ethnic groups, or those that are 
linguistically isolated (see Background and Methods). About 97.5 percent of the census 
tracts from which we have QAC data were flagged. 

•	 The remaining 2.5 percent of census tracts from which we have QAC data were not 
flagged. Non-flagged tracts are defined to be those difficult to enumerate tracts that did 
not meet the flagged criteria (see Background and Methods). 

Table 1: Number of 2000 Census Questionnaire Assistance Centers and Types of Census 
Tracts with Questionnaire Assistance Centers 

Number Percent 

Number of Questionnaire Assistance Centers 23,556 100.0 

Number of Questionnaire Assistance Centers (from keyed data) 14,222 60.4 

Number of Census Tracts with QACs (from keyed data) 8,952* 100.0 

Number of Flagged Census Tracts with QACs  8,725  97.5 

Number of Non Flagged Census Tracts with QACs  227  2.5 

Total number of Census Tracts in 2000 61,258 

*D-399 keyed data is available from QACs in these tracts. The actual number of tracts with QACs is unknown. 
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3.2 How many people needed assistance on their census questionnaires? On which 

types of questionnaires did they need assistance? 

Table 2, Number and Percent of Respondents Needing Assistance on Questionnaires provides the 
total number of people who contacted and utilized the 14, 222 Questionnaire Assistance Centers 
during Census 2000. It also tallies the responses to item 06 on Form D-399 indicating the type of 
questionnaire on which the respondent needed assistance. 

•	 Data was keyed for 559,027 respondents that contacted and utilized the 14,222 QACs 
during Census 2000. Only 26.4 percent of the respondents requested help with a specific 
type of questionnaire. 

•	 Over half of the respondents (55.0 percent) gave the “NA” response to this item of the 
contact form. 

Table 2: Number and Percent of Respondents Needing Assistance on Questionnaires 

06. Respondent needed assistance on this type of Number Percent 
questionnaire 

Item Nonresponse 104,323 18.6 

Respondents needing assistance where the type of 307,254 55.0 
questionnaire was not applicable-‘NA’ 

Respondents identified a specific type of questionnaire 147,450 26.4 

Total 559,027 100.00 
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Table 2a shows the number of respondents who needed assistance on a specific type of 
questionnaire. For Census 2000, both short and long forms were printed in five languages: 
English, Spanish, Chinese, Korean, Vietnamese and Tagalog. 

•	 As expected, the majority of respondents required assistance on the English Short Form 
(D-1), followed by the English Long Form (D-2). 

•	 However, questionnaire assistance was needed on each type of form. Within each 
language questionnaire, more respondents needed assistance on the short form version 
than the long form version except for those questionnaires printed in Tagalog. About 
75 percent of the respondents who needed assistance on Tagalog questionnaires requested 
assistance on the long form version, Form D-2(T). 

•	 The smallest number of respondents (less than 0.1 percent) needed assistance on Tagalog 
Short form questionnaires. 

Table 2a: Number and Percent of Respondents Needing Assistance on Specific Census 
Forms 

Form Number Percent 

D-1 English Short Form 

D-2 English Long Form 

D-1(S) Spanish Short Form 

D-2(S) Spanish Long Form 

D-1(C) Chinese Short Form 

D-2(C) Chinese Long Form 

D-1(K) Korean Short Form 

D-2(K) Korean Long Form 

D-1(V) Vietnamese Short Form 

D-2(V) Vietnamese Long Form 

D-1(T) Tagalog Short Form 

D-2(T) Tagalog Long Form 

More than one form 

95,287 64.6 

37,866 25.7 

6,619 4.5 

1,608 1.1 

654 0.4 

227 0.2 

325 0.2 

232 0.2 

339 0.2 

231 0.2 

124 0.1 

396 0.2 

3,542 2.4 

Total 147,450 100.0 
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3.3 What specific problems did respondents have with census questionnaires? 

Table 3 outlines most of the general problems respondents had with questionnaires. 

•	 Respondents generally did not ask for assistance on specific questions or specific 
census forms. Only a few respondents (2.3 percent) asked for assistance with a 
population or housing question on their census form. Only 5.8 percent of respondents 
indicated needing assistance with language. But another 4.6 percent marked that they 
could not read or understand the form. 

•	 Respondents reported other questionnaire related problems. About 30.5 percent of 
the respondents did not receive a census form. Another 7.4 percent of the respondents 
noted that they had lost their mailed census form. Another 18.7 percent had a problem 
with their questionnaire that was not listed on Form D-399. 

• Only 6.4 percent of respondents failed to respond to this item 

Table 3: General Problems Respondents had with the Questionnaires


Item 07: General problems with the questionnaire Number Percent


Did not receive form


Received two forms


Questioned receiving Long Form


Lost Form


Received form for Wrong Address or Person


Asked about a population question


Asked about a housing question


Needed Assistance with a language


Could not read or understand form


Visit unrelated to questionnaire


More than one problem with questionnaire


Other problem


170,499 30.5 

10,517 1.9 

22,383 4.0 

41,248 7.4 

2,905 0.5 

7,882 1.4 

4,987 0.9 

32,573 5.8 

25,658 4.6 

40,686 7.3 

59,314 10.6 

104,384 18.7 

Nonresponse to question about problems with questionnaire 35,991 6.4 

Total 559,027 100.0 
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3.4 How did respondents learn about the Questionnaire Assistance Centers? 

Table 4 tells how respondents learned about the QAC. It tallies the responses to item10 on 
Form D-399. 

• Relatively few people (6.6 percent) heard about QACs from TV, radio or newspapers. 

•	 The most popular way of learning about the QAC was to see an announcement of it on a 
poster. 

•	 The size of the Other category, 32.6 percent, suggests that there were numerous ways of 
learning about the QACs not listed on Form D-399. The form provided an opportunity 
for respondents to mark a box titled ‘Other’ and then to list how they discovered the 
QAC. Some of these other ways of learning about the QACs were: 

•	 People saw the centers while conducting other activities. QACs were established 
in a variety of public locations including churches, shopping centers, libraries, 
office buildings and casinos. 

•	 From the advance letter. This was the letter mailed to households in 
mailout/mailback and update leave areas a few weeks before Census Day (see 
Smith and Jones, 2003). It contained instructions to phone the Local Census 
Office for more information on the nearest QAC. 

•	 People were approached by QAC staff and informed of the availability of the 
centers. 

• Through announcements made by employers, educators, or other authorities. 
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Table 4: How Respondents Learned about the Questionnaire Assistance Centers 

Item 10. “How did you learn about this Number Percent 
Questionnaire Assistance Center?” 

From a Friend or Relative


Saw it on a Poster


Read about it on a Flyer


Heard about it in a House of Worship


Heard about it on Radio


Saw it on TV


Read about it in Newspaper


45,197 8.1 

86,403 15.5 

18,525 3.3 

17,078 3.1 

9,160 1.6 

15,367 2.8 

12,230 2.2 

Heard about it through Organization/Association 36,685 6.6 

Heard about it at a Meeting 5,435 1.0 

Other 182,286 32.6 

More than one response to Question 56,331 9.9 

Nonresponse to Question 74,330 13.3 

Total 559,027 100.0 
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3.5 How many Language Assistance Guides were distributed at QACs? Which languages 
were most often requested? 

Table 5 provides the number of respondents that used Language Assistance Guides to help 
complete their census forms. It gives the responses to item 09 of Form D-399. Table 5a gives 
the counts of the most utilized language guides. (See Appendix B for a more detailed table.) 

• Most respondents, 83.1 percent, either did not require a guide or did not respond. 

• Of those who did require a guide (16.9 percent), 53.0 percent requested a Spanish guide. 

Table 5: Number of Respondents Using Language Assistance Guides (LAG)


Item 09. Language Assistance Guide used Number Percent


Nonresponse to Question on LAG 101,141 18.1 

Response of “NA” to Question on LAG 363,247 65.0 

Respondents using LAG 94,639 16.9 

Total 559,027 100.0 
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Table 5a: Language of Most Requested Guides 

Number Percent 

Spanish


Russian


Chinese


Korean


Vietnamese


Thai


Cambodian


Creole


Armenian


Arabic


Other Languages*


Large Print


50,158 53.0 

4,906 5.2 

4,848 5.1 

3,218 3.4 

3,068 3.2 

2,939 3.1 

1,515 1.6 

1,365 1.4 

1,346 1.4 

1,261 1.3 

19,048 20.1 

967 1.0 

Total 94,639 99.8** 

* See Appendix B for a complete list of the other languages 
** Percentages may not add to 100.00 because of rounding error 
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3.6 How many Be Counted Forms were distributed at QACs? What is their distribution by 
language? 

Table 6 provides the number of respondents requesting Be Counted Forms. Table 6a provides 
counts by language of the requested Be Counted Form. (See Appendix C for a more detailed and 
comprehensive table.) 

•	 Most respondents, 60.6 percent, either did not request a Be Counted Form or left the 
question unanswered. 

•	 Of those requesting Be Counted Forms, the most popular languages were English 
(69.8 percent) and Spanish (24.4 percent). 

Table 6: Number of Be Counted Forms Provided at QACs 

Item 08 Number Percent 

Nonresponse to Question on Be Counted Forms 93,313 16.7 

Response of “NA” to Question on Be Counted Forms 245,225 43.9 

Respondents Provided with Be Counted Form 220,489 39.4 

Total 559,027 100.0 

Table 6a: Language of Be Counted Form Provided 

Number Percent 

English


Spanish


Chinese


Korean


Vietnamese


Tagalog


More than one Language*


153,796 69.8 

53,795 24.4 

4,730 2.1 

1,933 0.9 

2,230 1.0 

392 0.2 

3,613 1.6 

Total 220,489 100.0 

* See Appendix C for a complete list of respondents who requested Be Counted forms in more 
than one language 
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4. CONCLUSIONS AND RECOMMENDATIONS 

The objective of this study was to document the number of Questionnaire Assistance Centers 
(QACs) and to ascertain the extent and type of assistance provided to the public. Results of this 
study can help determine whether or not the overall objectives of the Questionnaire Assistance 
Centers were achieved. These results can help us suggest better ways of helping respondents 
properly complete their census forms. 

Major conclusions are based on tabulated data which represents 60.4 percent of QACs 
established. They are as follows: 

The Questionnaire Assistance Centers we have documented were established in 
appropriate locations. However, it is possible that some areas that needed QACs did not have 
them (see Limits). A major objective of the QAC is to provide help to those having trouble 
interpreting census forms because of language barriers. The QACs were deliberately located in 
tracts where according to the 1990 Census, foreign languages were extensively spoken. Table 6a 
shows that QACs provided Be Counted forms in the six languages in which the census forms 
were available. Table 5a shows that Language Assistance Guides in several different languages 
were requested. 

Respondents generally did not ask for assistance on specific questions of specific census 
forms. Instead, they had other questionnaire related problems. Table 2 shows that 26.4 
percent of respondents needed assistance on a particular type of questionnaire. Table 3 shows 
that 42.5 percent of respondents either lost their form, did not receive their form, or could not 
read or understand their form. Only 2.3 percent of respondents asked about a population or 
housing question on the questionnaire. 

There were numerous ways that respondents learned of the QACs. Table 4 shows that 
many respondents learned of the Centers in ways that were unlisted on Form D-399. 

Recommendations for the future are: 

The Census Bureau should continue to establish QACs in tracts with documented language 
barriers as well as in tracts that are difficult to enumerate. 

We should also increase the number of languages in which the Be Counted Form is 
provided. The Be Counted Form was not available in Russian, Thai, Cambodian, Armenian, 
Creole, and Arabic. More than 1,000 respondents requested Language Assistance Guides in each 
of those languages. This suggests that there is likely to be sufficient demand for Be Counted 
Forms in those languages in future censuses. Making Be Counted Forms available in these 
languages may increase the response rate to the census. 
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The Census Bureau should collect demographic information about the census respondents 
that utilize Questionnaire Assistance Centers. This would make it easier to tell if the centers 
served the targeted population. 
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APPENDIX B


Complete Responses to Item 09 of Contact Form: Language Assistance Guides 
Requested 

Number Percent 

Spanish 50,158 53.0 

Russian 4,906 5.2 

Chinese 4,848 5.1 

Korean 3,218 3.4 

Vietnamese 3,068 3.2 

Thai 2,939 3.1 

Cambodian 1,515 1.6 

Creole  1,365 1.4 

Armenian 1,346 1.4 

Arabic 1,261 1.3 

Polish 1,051 1.1 

Hmong 830 0.9 

Portuguese 826 0.9 

Ukrainian 687 0.7 

Hindi 428 0.5 

Samoan 406 0.4 

Japanese 386 0.4 

Laotian 374 0.4 

French 364 0.4 

Tagalog 300 0.3 

Italian 275 0.3 
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Yiddish


Croatian


Urdu


Farsi


Bengali


Greek


Slovak


Romanian


German


Serbian


Tongan


Hungarian


Chamarro


Czech


Ilocano


Dutch


Other


Large Print


More than one Language Guide 


227 0.2 

203 0.2 

186 0.2 

183 0.2 

104 0.1 

78 0.1 

72 0.1 

66 0.1 

57 0.1 

56 0.1 

48 0.1 

34 0.0 

29 0.0 

20 0.0 

17 0.0 

16 0.0 

9,063 9.6 

967 1.0 

2,662 2.8 

Total 94,639 99.9* 

* Percentages may not add to 100.00 because of rounding error 
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APPENDIX C


Complete Responses to Item 08 of Contact Form: Be Counted Forms Requested 

Number Percent 

English 153,796 69.8 

English and Spanish 908 0.4 

English, Spanish and Chinese 10 0.0 

English, Spanish, Chinese and Korean 3 0.0 

English, Spanish, Chinese, Korean, Vietnamese, and Tagalog 14 0.0 

English, Spanish, Chinese, Korean and “NA” 1 0.0 

English, Spanish, Chinese and Vietnamese 1 0.0 

English, Spanish, Chinese, Vietnamese and Tagalog 3 0.0 

English, Spanish, Chinese and Tagalog


English, Spanish and Korean


English, Spanish and Vietnamese


English, Spanish and Tagalog


English, Spanish and “NA”


English and Chinese 


English, Chinese and Korean


English, Chinese, Korean and Vietnamese


English, Chinese and Vietnamese


English, Chinese, Vietnamese and Tagalog


English, Chinese and “NA”


English and Korean


English, Korean and “NA”


English and Vietnamese


English and Tagalog


1 0.0 

2 0.0 

4 0.0 

1 0.0 

18 0.0 

106 0.0 

1 0.0 

1 0.0 

1 0.0 

1 0.0 

2 0.0 

16 0.0 

2 0.0 

128 0.1 

16 0.0 
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English and “NA”


Spanish


Spanish and Chinese


Spanish, Chinese and Vietnamese


Spanish and Korean


Spanish and Tagalog


Spanish and “NA”


Chinese


Chinese, Korean, and Vietnamese


Chinese and “NA”


Korean


Korean and “NA”


Vietnamese


Vietnamese and Tagalog


Vietnamese, Tagalog and “NA”


Vietnamese and “NA”


Tagalog


Tagalog and “NA”


1,547 0.7 

53,795 24.4 

8 0.0 

1 0.0 

2 0.0 

1 0.0 

709 0.3 

4,730 2.2 

1 0.0 

29 0.0 

1,933 0.9 

19 0.0 

2,230 1.0 

2 0.0 

1 0.0 

29 0.0 

392 0.2 

24 0.0 

Total 220,489 100.0 
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EXECUTIVE SUMMARY

The objective of Census 2000 Nonresponse Followup was to obtain completed questionnaires
from households in the mailback areas that did not respond by mail, through the Internet or a
Telephone Questionnaire Assistance operator.  If a questionnaire was not checked-in before the
universe selection process began, the housing unit was targeted for Nonresponse Followup. 
There were 119,090,016 housing units in mailback areas (including Puerto Rico) that were
potentially eligible for followup.  According to the Nonresponse Followup specifications, the
initial workload of 44,928,883 housing units was identified on a flow basis and distributed to the
local census offices.  A Late Mail Return operation subsequently identified 2,555,918 housing
units that were checked in after the initial universe was identified.  A list of these IDs was sent to
the local census offices where assignment preparation clerks manually removed them from the
assignment workload by lining through the address in the registers.  The resulting workload,
which includes Puerto Rico, is 42,372,965 or 35.6 percent of the eligible universe.  The
Nonresponse Followup operation was scheduled to occur from April 27 through July 7, 2000. 
The actual start and finish dates are April 27, 2000 and June 26, 2000, respectively.

The aim of this operational summary is to develop a profile of the Nonresponse Followup units
that will provide Census Managers with critical information needed for planning the
2010 Census.  For this executive summary, the term “workload” refers to the housing units
contacted  in Nonresponse Followup and “returns” refers to the questionnaires completed during
Nonresponse Followup; a Nonresponse Followup housing unit could have had more than one
return completed for it.  The key findings follow.  

How successful was Nonresponse Followup?

Based on the following, Nonresponse Followup was a success.

• Nonresponse Followup officially ended early on June 26, 2000 - ten days ahead of schedule. 
Approximately 98.4 percent of the workload was checked-in by June 26; the remaining
1.6 percent of the workload was checked-in after June 26.  These late check-ins are primarily
Nonresponse Followup cases with unknown population counts (POP99s) or lost enumerator
returns that were contacted in the Residual Nonresponse Followup operation. 

• Less than 0.1 percent of the workload had an undetermined status at the end of Nonresponse
Followup. 

• Compared to the 5.0 percent target, there was a low final attempt rate - approximately
2.7 percent of the returns.

However, the Nonresponse Followup operation was not perfect.  For example:

• For 5.4 percent of the returns, enumerators failed to indicate whether the interview was with a
household member or a proxy. 
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• Of the 26.4 million occupied housing units, 117,730 (0.4 percent) had no population count in
the Operations Control System 2000.  Note that in the census overall, there were 193,753
housing units requiring imputation (U.S. Bureau of the Census, 2001e) 

• Approximately 4.2 million housing units were enumerated multiple times - once in
Nonresponse Followup and again in another data capture operation.  Approximately
3.5 million of these were enumerated in Nonresponse Followup and by a paper mail return
questionnaire.

  
• Some housing units had an unrealistically large number of continuation forms attached - as

many as 99.  These may have been group quarters misclassified as housing units.  
 

What is the profile of the Nonresponse Followup workload? 

 
• Of the 42.4 million housing units, 62.3 percent were occupied, 23.3 percent were vacant, and

14.3 percent were deleted.

• There were 38,636,451 Nonresponse Followup returns which represents 37,395,758 unique
housing units.  Approximately 79.6 percent of the occupied returns were completed by a
household member; 16.5 percent of the occupied returns were completed by a proxy.   

 
• There were 1,255,579 continuation forms used in Nonresponse Followup.  Approximately

93.6 percent of the returns had one continuation form attached -- indicating there were six -
ten people in the household.  Approximately 2.9 percent of the returns had two continuation
forms attached -- indicating there were 11 - 15 people in the household.  Fewer than one
percent of the 1,255,579 returns had three or more continuation forms attached.  The number
of forms attached ranged from one form to as many as 99 forms.  

What are the demographics of those enumerated in Nonresponse Followup and how

do they compare with the self-enumerated?    

Approximately 29.9 percent of the enumerated population and 34.6 percent of the eligible
housing units were contacted in Nonresponse Followup.  Nonresponse Followup enumerated a
higher percentage of multi-units and rented units than were self-enumerated.  Nonresponse
Followup also enumerated a higher percentage of males, young people, Hispanics, and people of
all races except Whites.   
  

How was Nonresponse Followup impacted by other operations? 

There were 688,944 addresses added during Nonresponse Followup and 6,023,232 addresses
deleted.  The majority of the added and deleted addresses were single units in the
mailout/mailback areas; the adds and deletes were mostly complete city-style addresses.   
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What was the field cost of the Nonresponse Followup operation? 

The Nonresponse Followup field operation - stateside - cost $1,123,563,961.  This cost includes
production salary cost, training salary cost, mileage cost (training and production miles), and
other objects cost which includes civilian personnel benefits, telecommunications, and other
costs; this cost does not include Headquarters and regional infrastructure costs. 

The Nonresponse Followup workload - stateside - was 41,673,425 housing units.  The cost per

housing unit was $26.96.  Note that cost data for Puerto Rico was not available for this report. 

Recommendations include:

• Monitor the followup workload in real-time to reduce... 
-  the number of Nonresponse Followup cases with unknown population counts. 
-  the number of lost Nonresponse Followup enumerator returns.

• Periodically identify and remove additional late mail returns from the Nonresponse Followup
workload to reduce... 
-  the Nonresponse Followup workload. 
-  the number of housing units with multiple data captures.  

• Implement a sufficient Quality Assurance program to ensure... 
-  the accuracy of the Nonresponse Followup production files.
-  the proper use of enumeration techniques to prevent recounts like the one in                          

         Hialeah, Florida.

• Develop standards/benchmarks with which to measure/judge the results.  
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1.  BACKGROUND

Nonresponse Followup (NRFU) is a field operation conducted to obtain census data from every
housing unit and person in the mailback areas that did not return a completed questionnaire by
mail nor submitted a questionnaire through the Internet or via the telephone through a Telephone
Questionnaire Assistance (TQA) operator.  
   

1.1   1990 Census

The enumeration of a majority of housing units in the 1990 Census took place using a mailback
procedure.  The United States Postal Service (USPS) and census enumerators delivered
questionnaires to all housing units in the mailback universe.  The residents of these housing units
were to fill out the forms and return them to the appropriate processing office (PO) or district
office (DO).  Staff at the POs and DOs checked in the mail returns.  If a household did not have a
mail return checked in by the NRFU cutoff date of April 22, it was assigned to NRFU.  A late
mail return (LMR) operation identified the questionnaires received after the cutoff date and these
housing units were deleted from the NRFU workload, as time permitted.    

During NRFU, enumerators visited each nonresponse unit to determine the occupancy status of
the unit on Census Day (April 1).  Based on that status, enumerators completed the applicable
items on the appropriate short or long form questionnaire. 

As NRFU questionnaires were completed, they went through assignment control in the DOs. 
Type 1 DOs (large urban areas) shipped the questionnaires to the appropriate PO for an
automated edit and telephone followup, if necessary.  Type 2 and 3 DOs (smaller suburban and
rural areas) clerically edited the questionnaires and conducted telephone followup at the DO.    
(U.S. Bureau of the Census, 1993)
    

1.2  Census 2000 Dress Rehearsal

In the South Carolina and Menominee, Wisconsin dress rehearsal sites, we conducted NRFU for
all housing units in the mailout/mailback (MO/MB)  and update/leave (U/L) universes for which
we had not checked in a questionnaire by May 7, 1998.  Check-in could refer to a mail response,
the return of a Be Counted form, or data provided over the telephone to a TQA operator.  Mailing
pieces that the USPS was unable to deliver were returned with the reason for the undeliverability
annotated on the mailing piece.  We called these undeliverable mailing pieces “undeliverable as
addressed” (UAA).  The housing units for which a questionnaire was returned UAA were
classified “vacant” or “other” based on the annotation.  The housing units designated as UAA-
other by the USPS became part of the NRFU universe.  

A key component of the dress rehearsal was to test sampling procedures for housing units in the
NRFU and UAA-vacant universes in the Sacramento site.  Units in Sacramento designated as
UAA-vacant formed their own universe with their own sampling scheme but were visited by
enumerators during the NRFU operation.  The NRFU sampling was implemented independently
for each census tract; the nonresponse sampling rates were designed to raise each tract
completion rate to at least 90.0 percent.  Field staff enumerated only the sampled addresses;
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estimation was used for non-sampled addresses.  Housing units selected for the sample were 
identified on the Decennial Master Address File (DMAF).  Sampling was not done for NRFU or
UAA-vacant housing units in South Carolina, Menominee, or Integrated Coverage Measurement 
(ICM) block clusters in Sacramento.

As questionnaires were completed, they went through assignment control in the local census
offices (LCOs).  Once the questionnaires were accepted by assignment control, LCO staff
checked the forms into the Operations Control System (OCS) 2000.  The forms were then
shipped to a data capture center (DCC) to be data captured.  The edit and telephone followup
done in 1990 was not done in the Census 2000 Dress Rehearsal.  (U.S. Bureau of the Census,
1999a)   
  

1.3  Census 2000

The objective of NRFU was to obtain completed questionnaires from households in the mailback
areas that did not respond by mail.  If a questionnaire was not checked-in when the universe
selection process began, the housing unit was identified for NRFU.  While there is no official cut
date for the NRFU universe, the process began on April 11, 2000 and included a range of dates
covering just over a week.  Before the initial NRFU universe was identified, the DMAF was
updated with all currently checked-in returns.  The Decennial Systems and Contracts
Management Office (DSCMO) identified the NRFU universe from the DMAF and a file was
created for printing the address registers.  The Technologies Management Office (TMO)
distributed the census cases requiring followup to the LCOs.  A subsequent LMR operation
identified housing units that were checked in between April 11 and April 18, inclusively.  A list
of these IDs was sent to the LCOs where assignment preparation clerks manually removed them
from the address registers.  The NRFU operation was scheduled to occur from April 27 through
July 7, 2000.  According to the Assessment Report for NRFU, we finished NRFU 10 days ahead
of schedule.  The actual start and finish dates are April 27, 2000 and June 26, 2000, respectively.

1.3.1  NRFU Data Collection Procedures 

During NRFU, enumerators visited each nonresponding unit to determine its occupancy status as
of Census Day.  The Census Day status of the unit indicated one of three possible conditions:

• The followup address was occupied on Census Day, either by the current household or a
different household.

• The followup address was vacant on Census Day.
• The followup address was nonexistent on Census Day and should not be counted for purposes

of the census.

Based on status, enumerators completed the applicable items on the appropriate NRFU
Enumerator Questionnaire (EQ).  Although we emphasized obtaining complete interviews, in
some instances partial interviews were accepted.  The NRFU Program Master Plan (PMP)
defines a partial interview as “an interview in which an enumerator collects less than the
minimum amount of information for a complete interview but at least Unit Status and Housing
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Unit Population (POP) Count.”  The following table shows the minimum information required
for a complete interview.

If a unit is... and the EQ  form is... then the minimum information required is...

Occupied Short - name of each person

- 3 out of 5 100-percent population questions (age, sex,      

race, ethnicity, relationship) for each person

- house tenure

Long - name of each person

- 3 out of 5 100-percent population questions (age, sex,      

race, ethnicity, relationship) for each person

- house tenure

- any two additional housing questions

- any six additional population questions for each person

Vacant - Regular Short - Question S42

- Interview Summary (Sections A, B, and C)*

Long - Question S42

- Interview Summary (Sections A, B, and C)*
- at least two of the double-underlined questions

Vacant - Usual Home

Elsewhere (UHE)

Short - Question S31

- Interview Summary (Sections A, B, and C)*

Long - Question S31

- Interview Summary (Sections A, B, and C)*

- at least two of the double-underlined questions

Data Source: Nonresponse Followup Program Master Plan

* Interview Summary Sections: A-HU Status, B-Population Count, C-Vacant Status
1 Question S3: Is this unit a vacation or seasonal home, or only occasionally occupied by your household?
2 Question  S4: On April 1, 2000 was this unit - vacant or occupied by a different household?

After the required number of attempts, if an enumerator could not contact a household member at
a followup address by either personal visit or by phone, the enumerator attempted to obtain
Census Day status of the address from a knowledgeable non-household (proxy) respondent. 
Once a crew leader’s district reached a 95 percent completion rate, final attempt procedures were
implemented.  This operation was an intense effort to obtain a completed questionnaire for each
unresolved case in a short period of time.  During this phase of the operation, enumerators made
one final visit to each address to obtain a complete interview or, at a minimum, the unit status
and POP count.  
  
Completed questionnaires went through assignment control in the LCOs.  The assignment
control clerks reviewed the questionnaires to ensure that critical items were completed.  The
critical items that were reviewed include: 

• Questionnaire Label
• Enumerator’s signature and Crew Leader’s initials in the Certification item 
• Introduction questions S2-S5, as appropriate  
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• Coverage questions C1 and C2, as appropriate 
• Interview Summary items (A) unit status, (B) POP count and, if applicable, (G) Partial

Interview, (H) Refusal and (J) Closeout

The wording and the associated skip patterns for the introduction questions S2 through S5 can be
seen on the sample enumerator questionnaire in Appendix I; the coverage questions C1 and C2
verify that...

• the list of household members on the questionnaire includes all the household members           
who should be counted (C1). 

• the household members listed on the questionnaire does not contain anyone who should 
      not be counted (C2).  

Questionnaires that failed the review and required resolution were returned to the enumerators
through their Field Operations Supervisor.  Questionnaires that passed the review were routed to
the OCS 2000 for automated check-in.  During the check-in operation, the OCS 2000 indicated
whether the case had been selected for the Reinterview program -- the quality assurance (QA)
check to verify the accuracy of questionnaire data.  If a questionnaire was selected, it was routed
to the Reinterview section of the LCO for data transcription.  Upon completion of transcription,
the original form was rerouted to the OCS 2000 for check-in.  The new form was coded as a
“replacement” in Item H of the Interview Summary section of the EQ (see Appendix I) and
assigned to a reinterview clerk for further processing.  For more information on the Reinterview
Program, see U.S. Bureau of the Census, 1999b.  All questionnaires were eventually assigned a
check-out status and shipped to the appropriate DCC for data capture. 

1.3.2  NRFU Operational Challenges 

Although we finished NRFU ahead of schedule, we encountered some early operational
challenges.  Due to an incomplete review and inadequate QA of the software output, problems
were discovered in the initial production files.  These problems include: 

• The files were missing the addresses for responding households.  All responding and non-
responding households should have been on the registers with nonresponding units flagged
for contact.  The DSCMO redelivered corrected files with addresses for responding
households without causing any delay in the NRFU schedule. 

• The files contained no surnames for addresses in MO/MB areas and the U/L areas                 
contained names from an incorrect field.  Surname information on the address registers could
potentially help enumerators collect data from housing units in MO/MB areas where
questionnaires had been mis-delivered in multi-unit structures.  In the U/L areas, surname
information could help enumerators collect data from housing units with clustered mailboxes.
To remedy the situation, the DSCMO produced supplementary address listings that contained
surnames; enumerators received additional training on how to most effectively use the
surname address lists in the field. 

• The address registers started with the address of the first nonresponding housing unit on
each block, thus omitting all responding housing units prior to the first nonresponding unit. 
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The fix to the first problem only partially corrected the address listings.  The NRFU
enumerators may have been confused when adding housing units during this operation.  

• The update/leave areas were canvassed prior to Census Day (March of 2000)  during the
U/L operation.  Although the U/L enumerators added HUs that were missing from the
address register, these adds were not processed in time to update the NRFU registers. 
Consequently, enumerators may have added the missing units again during the NRFU
operation and thus inflated the percentage of added addresses in the U/L area.  

As a result of the problems with the initial production files, a sufficient QA test was developed
for the LMR files to ensure their accuracy.

Another challenging problem which led to the largest recount in the country was in Hialeah,
Florida, LCO 2928.  This LCO did not correctly follow the final attempt procedures and their
corner-cutting led census officials to retrace information gathered from approximately 71,000
households.  In the beginning, we reenumerated 20 percent of the city portion of the LCO and
sampled the remaining 80 percent of the city (of Hialeah) to confirm the rosters turned in.  Due to
irregularities found in the sample reenumeration, we decided to reenumerate the entire LCO.  An
operational plan was developed to combine NRFU and Coverage Improvement Followup (CIFU)
for this LCO since there was no time in the schedule to conduct separate operations.  Therefore,
the Hialeah NRFU workload was reworked in CIFU.  As a result of additional mail return cuts,
the NRFU workload that was reworked in CIFU was reduced to approximately 64,000 housing
units.  

2.  METHODOLOGY

The data files used for this evaluation are:
• Decennial Master Address File (DMAF)
• March 2001 Master Address File (MAF) Extract
• Decennial Response File - Stage 2 (DRF2)
• Hundred percent Census Edited File with the reinstated housing units (HCEF_D’)
• TMO Decennial Data Warehouse

2.1  Decennial Master Address File (DMAF)

The DMAF was used to identify the NRFU universe.  The definitions of selected DMAF
variables can be found in Appendix A.  

2.1.1  Identifying the NRFU-eligible universe 

The NRFU-eligible universe consists of residential addresses in the mailback areas regardless of
their mail return status.  The universe was identified by  type of enumeration area (TEA) variable
(values of 1, 2, 6, 7 or 9), the Nonresponse Followup Universe variable NRU (values of 1, 2, 3 or
4), and the group quarters/housing unit flag variable GQFLG (values of 0 or 3).  
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2.1.2  Identifying the initial NRFU universe 
 

The NRFU universe selection process was implemented on a flow basis and thus there is no
official cut date to identify the initial universe.  Like the NRFU eligible universe, the initial
NRFU universe was identified by TEA (values of 1, 2, 6, 7 or 9) and GQFLG (values of 0 or 3). 
This universe restricted the variable NRU to values of 3 or 4. 

2.1.3  Identifying the Late Mail Return universe

The Late Mail Return universe is defined as any housing unit that was identified in the initial
NRFU universe for which we received a return on or before April 18, 2000.  Therefore the LMR
universe is based on the same specifications as the initial NRFU universe (Section 2.1.2) with the
additional constraint of the mail return check-in month and day (variable MAILD, values of
‘0101' through ‘0418', inclusive).  

2.1.4   Identifying the NRFU universe

The NRFU universe was based on the same criteria as the initial NRFU universe (Section 2.1.2)
with the exception of the mail return check-in month and day (MAILD).  This universe excludes
those housing units identified by the LMR universe (Section 2.1.3).  Note that the NRFU
universe includes those housing unit addresses with no mail return check-in (MAILD=’0000'),
those housing unit addresses with a reverse check-in (MAILD=’0099') and those housing unit
addresses with a check-in date of April 19 or later.  

2.2  Master Address File (MAF)

The March 2001 MAF extract was used to identify the added addresses and to classify these by
address type.  The added addresses were identified by the NRFU action code variable NRFUAC
(value of ‘A’).  The delivery specific address flag variable DLSPECAF =’Y’ was used to identify
the added addresses that met the criteria to be on the DMAF.  The housing unit flag variable
GQ_HUF, values of 0 or 3, was used to identify housing units.  

To classify the NRFU universe addresses by address type, the MAF was merged with the DMAF
by MAFID.  We classify addresses into five categories based on the highest criteria met.  The
categories are: complete city-style, complete rural route, complete P.O. box, incomplete address
and no address information.  The city-style category includes all units that had complete
city-style addresses, which consists of a house number and street name.  The Rural Route
category includes units that did not have a complete city-style address but did have a complete
rural route address, such as Rural Route 2, Box 3.   The P.O. Box category includes units that did
not have a complete city-style or rural route address but did have a complete P.O. Box address,
such as P.O. Box 5.  The incomplete category includes units that had some address information
but did not have a complete address of any type.  Addresses are further delineated by whether or
not the address had a location description provided during a census field operation.  For
additional information on how this variable was defined, see U.S. Bureau of the Census, 2001a. 
The definitions of selected DMAF and MAF variables can be found in Appendix A and
Appendix B, respectively.  



7

2.3  Decennial Response File - Stage 2 (DRF2)

The DRF2 is the file representing the capture of questionnaire data from Census 2000 and was
used as the source for NRFU enumerator questionnaire responses.  The DRF2 return level
records for housing units, record types (variable RRT) 2 and 3, were used to identify the universe
of NRFU responses.  Also used to identify the universe was the return form type variable RFT
(values of 5, 6, 17 or 18) and the source of the return variable RSOURCE (values of 17, 18, 19,
20 or 21).  The DRF2 was merged with the DMAF file to examine the distribution of NRFU
responses over time; the variable NRD (NRFU Check-in Date) on the DMAF was used to look at 
these distributions.   The files were linked by variable MAFID on the DMAF and variable RUID
on the DRF2.  The definitions of selected DMAF and DRF2 variables can be found in
Appendix A and Appendix C, respectively.  

2.4  Hundred Percent Census Edited File with the Reinstated Housing Units         

(HCEF_D’) 

The HCEF_D’ contains the edited and imputed 100 percent data from the census housing units,
group quarters and persons; it was the source for the demographics for the NRFU and self-
enumerated housing units and households.  Appendix D contains a list of selected HCEF_D’
variable definitions.    
  

2.4.1  Identifying the NRFU Housing Unit universe 

The housing unit record (variable RT=2) was used to obtain housing unit (HU) characteristics of
tenure and unit type for the NRFU-enumerated and the self-enumerated housing units.  The
NRFU data were extracted using the Nonresponse Followup Universe (NRU) variable.  NRU
values of 3 or 4 were used to identify those units enumerated in NRFU and values of 1 or 2 were
used to identify the self-enumerated units.
          

2.4.2  Identifying the NRFU Person universe 

The person records (variable RT=3) were used to obtain the person characteristics of sex, age,
Hispanic origin and race.  The person records did not contain a variable to identify whether they 
were enumerated in NRFU or self-enumerated.  Thus, the HU file and person file were merged
by the MAFID variable on the HU file and the PUID variable on the person file.  The merged file
contained the housing unit variable NRU which was used to distinguish the NRFU-enumerated
and the self-enumerated; values of 3 or 4 were used to identify those that were enumerated in
NRFU and values of 1 or 2 were used to identify the self-enumerated.   

2.5  Technologies Management Office (TMO) Decennial Data Warehouse

The TMO data warehouse is a repository for data from the OCS 2000 and the Pre-Appointment
Management System/Automated Decennial Administrative Management System
(PAMS/ADAMS).  This query system was used to obtain the NRFU start and finish dates for the
local census offices.  The NRFU “start” date is defined as the day the first NRFU EQ was
checked into the OCS 2000.  The NRFU “finish” date is defined as the day the last NRFU EQ
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was checked into the OCS 2000.  This information was retrieved from the data warehouse by the
attributes “First Check-in Date” and “Last Check-in Date”. 

2.6  Applying Quality Assurance Procedures

Quality Assurance procedures were applied to the design, implementation, analysis and
preparation of this report.  A description of the procedures used is provided in the “Census 2000
Evaluation Program Quality Assurance Process.”

  

3.  LIMITATIONS

3.1  No Official Cut-Off Day for the Initial NRFU Universe

There was no official cut date for the NRFU universe; there was, however, a range of dates
covering just over a week during which the DSCMO ran the NRFU selection process on a
state/LCO basis.  Prior to starting a state through the selection process, the DSCMO ran a DMAF
update based on all currently available checked-in returns.  Thus, any states actually ran on the
11th of April would include all checked-in returns up to and including the 10th of April. 
Similarly, any states that were ran on the 12th of April  would include all checked-in returns up to
and including the 11th of April, and so on   Therefore, since the NRFU universe was generated on
a flow basis, the users of these data should keep in mind that there will be noise in the data with respect

to the initial universe and the LMR universe.

3.2  Interview Summary Data Analysis 

Analysis that relies on interview summary data is limited due to enumerator errors in completing
these items.

3.3  Recount in Hialeah, FL

As a result of the enumeration problems in Hialeah, FL (LCO 2928) that were mentioned in the
background, Hialeah data were removed from all tabulations.  

3.4  NRFU Operation Costs 

Cost data does not include Headquarters (HQ) and regional/LCO infrastructure costs.  

4.  RESULTS

4.1  What is the profile of the NRFU workload?

Based on the DMAF, there were 119,090,016 housing units in the mailback areas (including
Puerto Rico) that were potentially eligible for followup.  According to the NRFU specifications,
the initial universe workload of 44,928,883 housing units was identified on a flow basis and
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distributed to the LCOs.  A LMR operation subsequently identified 2,555,918 housing unit IDs
that were checked in after the initial universe was identified; 2,553,528 of the IDs were checked
in between April 11 and April 18 -- the official dates for the LMR operation.  The remaining
2,390 housing unit IDs had check-in dates prior to April 11 but were included in this LMR
universe since there was no official cut-date which defined the initial NRFU universe.  
A list of these IDs was sent to the LCOs where clerks manually removed them from the
assignment workload by lining through the address in the registers.  The resulting NRFU
universe, which includes Puerto Rico, consisted of 42,372,965 housing units or 35.6 percent of
the eligible universe.  This information is provided for each state and Puerto Rico in Appendix E. 
Note that one should not try to calculate a mail response rate from these data since the NRFU
eligible universe is not directly comparable to the universe for determining the mail response
rate.  For more information on the mail response rate, see U.S. Bureau of the Census, 2002. 

A housing unit was classified as either occupied, vacant, delete or undetermined in NRFU.  The
classifications are defined as follows: 

• Occupied means someone lived at the followup housing unit on Census Day.
• Vacant means the followup housing unit was for rent, for sale, or sold but not occupied, or

for seasonal, recreational, or occasional use.
• Delete means the followup unit was demolished/burned out, cannot locate, duplicate,            

nonresidential, or other (open to the elements, condemned, under construction) on Census
Day. 

• Undetermined means there was no status received for the followup unit.

Table 1 shows the NRFU status of the housing units by form type (short versus long); this
information is presented by state in Appendix F.  Approximately 78.0 percent of the 42.4 million
forms were short and 22.0 percent were long.  In the original distribution, the sampling rate for
long forms was one in six or 16.7 percent.  Since long forms typically have a lower response rate,
we are not surprised that NRFU enumerated a higher percentage of long forms.  In Table 1, we
see that the majority (62.3 percent) of the enumerated units were occupied and that long forms
had a higher occupancy rate than short forms; of the 26.4 million occupied units, 117,730
(0.4 percent) did not have a population count.  Approximately 14.3 percent of the universe was
targeted for deletion; less than one-tenth of a percent of the units were classified as undetermined
at the end of NRFU.  
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Table 1:  NRFU Housing Unit Status by Form Type

Form Type

Total Forms Short Forms Long Forms

NRFU Status # % # % # %

Total 42,372,965 100.0 33,056,635 100.0 9,316,330 100.0

< Occupied 26,418,357 62.3 20,397,349 61.7 6,021,008 64.6

< Vacant 9,893,046 23.3 7,799,783 23.6 2,093,263 22.5

< Delete 6,054,399 14.3 4,853,394 14.7 1,201,005 12.9

< Undetermined 7,163 0.0 6,109 0.0 1,054 0.0

Data Source: DMAF

An entry with 0.0 percent indicates the value is less than one-tenth of a percent

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

The official NRFU start and finish dates are April 27, 2000 and June 26, 2000, respectively. 
According to the OCS 2000, the LCOs started the NRFU operation as early as April 21 and
finished as late as September 7.  The NRFU start date for the LCOs is defined as the day the first
NRFU EQ was checked into the OCS 2000; the NRFU finish date for the LCOs is defined as the
day the last NRFU EQ was checked into the OCS 2000.  According to the OCS 2000, at the LCO
level the NRFU start dates ranged from April 21 through May 5, and the NRFU finish dates
ranged from May 5 through September 7.  According to the DMAF, nothing was checked-in after
August 25, thus there is a discrepancy between the two data sources.  Based on the OCS 2000
data, the duration of the NRFU operation ranged from one day to 127 days.

Table 2 shows when the NRFU EQs were checked-in by week and by form type (short versus
long).  This universe was restricted to valid values, therefore 7,149 EQs with invalid check-in
dates were excluded from the table; there were 42,365,816 EQs with valid dates checked in
between April 21 and August 25.  More than 98 percent of the EQs were checked-in between
weeks one and ten, which encompasses the official NRFU start and finish dates.  Approximately
1.6 percent of the NRFU workload was checked in after the end of the NRFU operation
(June 26, 2000).  These are primarily NRFU cases with unknown population counts (POP99s) or
lost NRFU enumerator returns that were contacted in the Residual Nonresponse Followup
operation.  See Appendix G for the distribution of the NRFU EQs checked-in by day and by form
type.
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Table 2:  Distribution of NRFU EQs Checked-in by Week and by Form Type 

Form Type

Total Forms Short Forms Long Forms

Week1 Date # % # % # %

Total 42,365,816 100 .0 33,050,538 100 .0 9,315,278 100 .0

1 Apr 21 - Apr 29 119,685 0.3 104,218 0.3 15,467 0.2

2 Apr 30 - May 06 5,132,662 12.1 4,228,079 12.8 904,583 9.7

3 May 07-May 13 8,924,593 21.1 7,131,363 21.6 1,793,230 19.3

4 May 14 - May 20 8,927,344 21.1 7,046,837 21.3 1,880,507 20.2

5 May 21 - May 27 8,054,555 19 6,264,203 19 1,790,352 19.2

6 May 28 - Jun 03 5,196,605 12.3 3,941,718 11.9 1,254,887 13.5

7 Jun 04 - Jun 10 3,586,604 8.5 2,616,687 7.9 969,917 10.4

8 Jun 11 - Jun 17 1,442,652 3.4 1,020,808 3.1 421,844 4.5

9 Jun 18 - Jun 24 261,289 0.6 183,151 0.6 78,138 0.8

10 Jun 25 - Jul 01 11,958 0 9,057 0 2,901 0

11 Jul 02 - Jul 08 2,061 0 1,693 0 368 0

12 Jul 09 - Jul 15 1,375 0 1,077 0 298 0

13 Jul 16 - Jul 22 58,512 0.1 41,421 0.1 17,091 0.2

14 Jul 23 - Jul 29 426,098 1 300,118 0.9 125,980 1.4

15 Jul 30 - Aug  05 155,946 0.4 112,051 0.3 43,895 0.5

16 Aug 06 - Aug 12 38,922 0.1 28,733 0.1 10,189 0.1

17 Aug 13 - Aug 19 20,008 0.0 15,547 0.0 4,461 0.0

18 Aug 20 - Aug 25 4,947 0.0 3,777 0.0 1,170 0.0

Data Source: DMAF

An entry with 0.0 percent indicates the value represents less than one-tenth of a percent

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
1 Weeks 2 through 18 are seven day weeks - Sunday through Saturday.  To be consistent with the other weeks,

Week 1 should  have started April 23.  Since there were  only 37  EQs checked in on April 21  and no EQs checked in

on April 22 , these days were included with Week 1.  

The DRF2 was used to obtain the NRFU return responses from the “Respondent Information”
and “Interview Summary” on the EQ.  An example of these sections of the EQ are shown in
Appendix I.  This file consists of 38,636,451 NRFU returns which represent 37,395,758 unique
housing units.  Note that there were 42.4 million housing units requiring contact in NRFU and
37.4 million unique housing units on the DRF2 with a NRFU return.  The difference in these
numbers is the result of the DRF2 creation process which linked forms and implemented the
Primary Selection Algorithm.  Of these 37.4 million housing units, approximately 96.8 percent
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provided only one return for the unit; the remaining 1,193,624 provided multiple returns -
ranging from two returns to 92 returns.  For this evaluation, the DRF2 universe is based on the
number of NRFU returns.  

Table 3 is a summary of the NRFU return responses; these data are provided by state in
Appendix H.  The table contains the number of NRFU EQs for the categories listed below.  The
table also shows the number of these returns by form type as a proportion of the total number of
NRFU returns for that category.  Note that the table is not totaled since the categories are not
mutually exclusive.  For example, a response could be a partial interview completed in Spanish,
or a proxy interview that was obtained during final attempt procedures.  The categories and their
location on the EQ are: 

• Proxy - Question R3, Respondent Information 
• Spanish - Item D, Interview Summary 
• Partial Interviews - Item G, Interview Summary
• Refusals - Item H, Interview Summary
• Replacement - Item I, Interview Summary
• Final Attempt - Item J, Interview Summary 

Of the 38.6 million returns, more than 14 million (37.5 percent) were proxy interviews and 
approximately two million (5.3 percent) were partial interviews. While the final attempt target
was 5.0 percent, only 2.7 percent of the returns were completed using final attempt procedures.
Approximately 2.0 percent of the total returns were refusals, 1.8 percent were marked as
replacement as a result of the QA interview, and 1.2 percent were completed in Spanish.  While
the long forms are 22.4 percent of the total returns, the long form rates for the return responses
range from 21.2 percent to 48.4 percent.  The long form rates for Final Attempts, Partial
Interviews, Refusals and Replacement forms are higher than the 22.4 percent overall long form
rate; this indicates poorer quality for these long forms compared to short forms.  Note that long
form rates for Proxy and Spanish interviews are lower than the 22.4 percent overall long form
rate.   
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Table 3:  Summary of NRFU EQ Return Responses by Form Type 

Form Type

Total Forms Short Forms Long Forms

Return Responses # % # % # %

Total Returns 38,636,451 100.0 29,987,599 77.6 8,648,852 22.4

< Proxy Interviews 14,474,361 100.0 11,401,120 78.8 3,073,241 21.2

< Final Attempt 1,042,715 100.0 703,605 67.5 339,110 32.5

< Partial Interviews 2,061,930 100.0 1,064,696 51.6 997,234 48.4

< Refusals 771,002 100.0 433,448 56.2 337,554 43.8

< Spanish 470,184 100.0 366,399 77.9 103,785 22.1

< Replacement 705,936 100.0 507,570 71.9 198,366 28.1

Data  Source: DRF2

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

Tables 4, 5 and 6 contain a distribution of the respondent responses to question R3 in the
“Respondent Information” section of the EQ (see Appendix I).  The possible responses are: 

“Respondent -- 
C    Lived here on April 1, 2000
C    Moved in after April 1, 2000
C    Is neighbor or other”      

A respondent that “lived here on April 1” is considered a household (HH) member.  A
respondent that “moved in after April 1" is classified as an in-mover.  Finally, a respondent that
“is neighbor or other” is shown as neighbor/other in the following three tables.  The in-mover
and neighbor/other categories combined are considered “Proxy” respondents.  We see in Table 4
that 57.1 percent of the respondents were household members and that long forms had a higher
percentage of household member respondents than short forms.  Of the 38,636,451 NRFU
returns, 37.5 percent of the EQs were completed via a proxy respondent.  For both long and short
forms, the majority of the proxy respondents were neighbors or other non-household members;
approximately 5.8 percent of the proxies were in-movers.   About 31.1 percent - or almost 4.5
million - of the proxy interviews were for occupied housing units (see Table 5).  Approximately
63.8 percent - more than 9 million - of the 14.5 million proxies were for vacant units
(see Table 6).  Approximately 5.4 percent of the returns had no response to this question.  To see
the distribution of respondent type by state, turn to Appendix J.    
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Table 4:  Distribution of Respondent Type by Form Type 

Form Type

Total Forms Short Forms Long Forms

Respondent Type # % # % # %

Total 38,636,451 100.0 29,987,599 100.0 8,648,852 100.0

HH member 22,078,073 57.1 17,045,202 56.8 5,032,871 58.2

Proxy 14,474,361 37.5 11,401,120 38.0 3,073,241 35.5

  < In-mover 837,728 2.2 666,760 2.2 170,968 2.0

  < Neighbor/Other 13,636,633 35.3 10,734,360 35.8 2,902,273 33.6

No Response 2,084,017 5.4 1,541,277 5.1 542,740 6.3

Data Source: DRF2

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

Table 5:  Distribution of Respondent Type by Form Type for Occupied Housing Units 

Form Type

Total Forms Short Forms Long Forms

Respondent Type # % # % # %

Total 27,308,487 100.0 21,079,787 100.0 6,228,700 100.0

HH Member 21,734,762 79.6 16,779,766 79.6 4,954,996 79.6

Proxy 4,496,415 16.5 3,549,084 16.8 947,331 15.2

  < In-mover 121,794 0.4 99,079 0.5 22,715 0.4

  < Neighbor/Other 4,374,621 16.0 3,450,005 16.4 924,616 14.8

No Response 1,077,310 3.9 750,937 3.6 326,373 5.2

Data Source: DRF2

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
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Table 6:  Distribution of Respondent Type by Form Type for Vacant Housing Units 

Form Type

Total Forms Short Forms Long Forms

Respondent Type # % # % # %

Total 10,052,041 100.0 7,933,022 100.0 2,119,019 100.0

HH Member 207,537 2.1 166,879 2.1 40,658 1.9

Proxy 9,235,202 91.9 7,280,642 91.8 1,954,560 92.2

  < In-mover 709,707 7.1 562,938 7.1 146,769 6.9

  < Neighbor/Other 8,525,495 84.8 6,717,704 84.7 1,807,791 85.3

No Response 609,302 6.1 485,501 6.1 123,801 5.8

Data Source: DRF2

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

To compare the completeness of the proxy interviews with the non-proxy interviews, we looked
at the proportion of each that were partial interviews.  Table 7 provides counts of respondent
types (Proxy, HH member, No Response) by housing unit status (Occupied, Vacant, Delete,
Undetermined) for the partial interviews.  Of the 14.5 million proxy respondents, 7.6 percent
were partial interviews; of the 22.1 million household member respondents, 4.0 percent were
partial interviews.  Thus there is a disproportionate number of partial interviews for the proxy
respondents compared to the household member respondents.  

For housing unit status, we see that the majority of the partial interviews for proxies and
household members are occupied housing units; the occupancy rate for proxies is ten percentage
points lower than the household member rate.  Of the 1.1 million partial interviews obtained by a
proxy respondent, 10.1 percent are for vacant units compared to 0.4 percent of household
member partial interviews that are for vacant units. 

Also in Table 7, we see that the ‘no response’ distribution is similar to the proxy distribution
with the exception of the deletes.  The higher percentage of the ‘no response’ deletes appears to
be a function of the smaller universe.  For a more thorough look at item response completeness,
see U.S. Bureau of the Census, 2001f.        
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Table 7:  Distribution of Respondent Type by Housing Unit Status for Partial Interviews 

Respondent Type

Housing Unit Status Total Proxy HH Member No Response

Total Partial Interviews 2,061,930
(100.0 %)

1,105,365
(100.0 %)

873,257
(100.0%)

83,308
(100.0%)

< Occupied 1,927,647
(93.5 %)

986,908
(89.3 %)

866,806
(99.3 %)

73,933
(88.7 %)

< Vacant 123,043
(6.0 %)

111,537
(10.1 %)

3,621
(0.4 %)

7,885
(9.5 %)

< Delete 11,172
(0.5 %)

6,902
(0.6 %)

2,811
(0.3 %)

1,459
(1.8 %)

< Undetermined 68
(0.0 %)

18
(0.0 %)

19
(0.0 %)

31
(0.0 %)

Total Returns for Respondent Type* 38,636,451 14,474,361 22,078,073 2,084,017

Data Source: DRF2

An entry with 0.0 percent indicates the value is less than one-tenth of a percent

Table includes the data for Puerto Rico and excludes the data for Hialeah, FL (LCO 2928)

* From Table 4 

The distribution of proxy interviews by week and by form type can be seen in Table 8.  There
were 335 returns with invalid check-in dates that were excluded from the table; thus 14,474,026
returns with valid dates were checked in between April 21 and August 25.  Approximately
78.8 percent of the proxy interviews were short forms.  Between the first and tenth week, which
encompasses the official start and finish of NRFU, more than 96 percent of all proxy forms were
checked in.  Short forms were checked in at a slightly faster rate than long forms.  The
distribution of the proxy interviews by day and by form type can be seen in Appendix K.  
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Table 8:  Distribution of Proxy Interviews by Week and by Form Type 

Form Type

Total Forms Short Forms Long Forms

Week1 Date # % # % # %

Total 14,474,026 100 .0 11,400,854 100 .0 3,073,172 100 .0

1 Apr 21 - Apr 29 24,984 0.2 21,722 0.2 3,262 0.1

2 Apr 30 - May 06 1,421,739 9.8 1,169,217 10.3 252,522 8.2

3 May 07 - May 13 2,779,421 19.2 2,237,863 19.6 541,558 17.6

4 May 14 - May 20 2,919,738 20.2 2,328,632 20.4 591,106 19.2

5 May 21 - May 27 2,717,486 18.8 2,147,222 18.8 570,264 18.6

6 May 28 - Jun 03 1,844,110 12.7 1,433,155 12.6 410,955 13.4

7 Jun 04 - Jun 10 1,436,931 9.9 1,084,879 9.5 352,052 11.5

8 Jun 11 - Jun 17 671,148 4.6 494,179 4.3 176,969 5.8

9 Jun 18 - Jun 24 137,920 1.0 100,642 0.9 37,278 1.2

10 Jun 25 - Jul 01 8,330 0.1 6,411 0.1 1,919 0.1

11 Jul 02 - Jul 08 1,403 0.0 1,158 0.0 245 0.0

12 Jul 09 - Jul 15 1,063 0.0 801 0.0 262 0.0

13 Jul 16 - Jul 22 32,778 0.2 23,936 0.2 8,842 0.3

14 Jul 23 - Jul 29 319,822 2.2 233,851 2.1 85,971 2.8

15 Jul 30 - Aug 05 114,151 0.8 84,241 0.7 29,910 1.0

16 Aug 06 - Aug 12 25,278 0.2 19,014 0.2 6,264 0.2

17 Aug 13 - Aug 19 14,104 0.1 11,095 0.1 3,009 0.1

18 Aug 20 - Aug 25 3,620 0.0 2,836 0.0 784 0.0

Data Source: DRF2

An entry with 0.0 percent indicates the value is less than one-tenth of a percent

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
1 Weeks 2 through 18 are seven day weeks - Sunday through Saturday.  To be consistent with the other weeks,

Week 1 should  have started April 23.  Since there were  only 37  EQs checked in on April 21  and no EQs checked in

on April 22 , these days were included with Week 1.  

There were 68 partial interviews with invalid check-in dates that were excluded from Table 9; 
thus Table 9 shows there were 2,061,862 partial interviews that were checked-in between
April 21 and August 25.  Approximately 51.6 percent of the partial interviews were short form
interviews and 48.4 percent were long form interviews.  Compared to the long form distribution
rate of 22.4 percent shown in Table 3, there is a disproportionate number of partial interviews for
long forms; this indicates poorer quality for long forms.  Between weeks one and ten,
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approximately 91.7 percent of the forms were checked in, with long forms coming in at a faster
rate than short forms.  The distribution of partial interviews by day and by form type can be seen in
Appendix L.

Table 9:  Distribution of Partial Interviews by Week and by Form Type 

Form Type

Total Forms Short Forms Long Forms

Week1 Date # % # % # %

Total 2,061,862 100 .0 1,064,684 100 .0 997,178 100 .0

1 Apr 21 - Apr 29 1,043 0.1 684 0.1 359 0.0

2 Apr 30 - May 06 71,968 3.5 39,429 3.7 32,539 3.3

3 May 07 - May 13 214,755 10.4 112,412 10.6 102,343 10.3

4 May 14 - May 20 295,453 14.3 152,537 14.3 142,916 14.3

5 May 21 - May 27 346,838 16.8 177,042 16.6 169,796 17.0

6 May 28 - Jun 03 322,602 15.6 161,799 15.2 160,803 16.1

7 Jun 04 - Jun 10 366,835 17.8 182,717 17.2 184,118 18.5

8 Jun 11 - Jun 17 218,041 10.6 110,605 10.4 107,436 10.8

9 Jun 18 - Jun  24 52,120 2.5 27,837 2.6 24,283 2.4

10 Jun 25 - Jul 01 1,941 0.1 1,103 0.1 838 0.1

11 Jul 02 - Jul 08 309 0.0 173 0.0 136 0.0

12 Jul 09 - Jul 15 200 0.0 136 0.0 64 0.0

13 Jul 16 - Jul 22 8,482 0.4 4,051 0.4 4,431 0.4

14 Jul 23 - Jul 29 109,608 5.3 63,189 5.9 46,419 4.7

15 Jul 30 - Aug 05 37,164 1.8 21,823 2.0 15,341 1.5

16 Aug 06 - Aug 12 8,306 0.4 5,031 0.5 3,275 0.3

17 Aug 13 - Aug 19 4,838 0.2 3,359 0.3 1,479 0.1

18 Aug 20 - Aug 25 1,359 0.1 757 0.1 602 0.1

Data Source: DRF2 

An entry with 0.0 percent indicates the value is less than one-tenth of a percent

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
1 Weeks 2 through 18 are seven day weeks - Sunday through Saturday.  To be consistent with the other weeks,

Week 1 should  have started April 23.  Since there were  only 37  EQs checked in on April 21  and no EQs checked in

on April 22 , these days were included with Week 1.  

Table 10 shows the distribution of the 770,999 refusals with valid dates by week and by form
type; there were three refusals which had an invalid check-in date.  Approximately 56.2 percent
of the refusals were short form EQs; 43.8 percent were long form EQs which is substantially
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higher than the 22.4 percent long form distribution rate shown in Table 3.  This disparity
indicates poorer long form quality.  Between April 27 (week one) and June 26 (week ten),
76.1 percent of the long form refusals were checked-in compared to 62.6 percent of the short
form refusals that were checked-in during this time.  The distribution of refusals by day and by
form type can be seen in Appendix M.

Table10:  Distribution of Refusals by Week and by Form Type 

Form Type

Total Forms Short Forms Long Forms

Week1 Date # % # % # %

Total 770,999 100 .0 433,445 100 .0 337,554 100 .0

1 Apr 21 - Apr 29 156 0.0 107 0.0 49 0.0

2 Apr 30 - May 06 16,077 2.1 9,074 2.1 7,003 2.1

3 May 07 - May 13 55,510 7.2 29,019 6.7 26,491 7.8

4 May 14 - May 20 80,110 10.4 40,213 9.3 39,897 11.8

5 May 21 - May 27 97,589 12.7 48,268 11.1 49,321 14.6

6 May 28 - Jun 03 94,115 12.2 46,818 108 47,297 14

7 Jun 04 - Jun 10 113,738 14.8 59,104 13.6 54,634 16.2

8 Jun 11 - Jun 17 56,882 7.4 30,611 7.1 26,271 7.8

9 Jun 18 - Jun  24 13,780 1.8 8,000 1.8 5,780 1.7

10 Jun 25 - Jul 01 659 0.1 414 0.1 245 0.1

11 Jul 02 - Jul 08 67 0.0 44 0.0 23 0.0

12 Jul 09 - Jul 15 393 0.1 289 0.1 104 0.0

13 Jul 16 - Jul 22 3,834 0.5 2,285 0.5 1,549 0.5

14 Jul 23 - Jul 29 163,932 21.3 108,047 24.9 55,885 16.6

15 Jul 30 - Aug 05 51,764 6.7 35,083 8.1 16,681 4.9

16 Aug 06 - Aug 12 13,798 1.8 9,699 2.2 4,099 1.2

17 Aug 13 - Aug 19 7,461 1.0 5,645 1.3 1,816 0.5

18 Aug 20 - Aug 25 1,134 0.1 725 0.0.2 409 0.1

Data Source: DRF2 
An entry with 0.0 percent indicates the value is less than one-tenth of a percent

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
1 Weeks 2 through 18 are seven day weeks - Sunday through Saturday.  To be consistent with the other weeks,

Week 1 should  have started April 23.  Since there were  only 37  EQs checked in on April 21  and no EQs checked in

on April 22 , these days were included with Week 1.  
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Continuation forms were used when there were more than five persons in the household;
Table 11 shows how often the continuation forms were used during NRFU.  If a continuation
form was used, the enumerator checked the “Continuation form(s) attached” box in the upper
left-hand corner of the EQ (An example of an EQ is in Appendix I).  For those who checked this
box, we examined how many continuation forms for the address were attached.  In Table 11, we
see that there were 1,255,579 continuation forms used in NRFU, which is 3.2 percent of the
38,636,451 NRFU returns.  For these cases, the number of continuation forms attached ranged
from one form to 99 forms.  Almost  93.6 percent of these had one continuation form attached,
indicating there were 6 to10 people in the household.  Approximately 2.9 percent had two
continuation forms attached, indicating there were 11 to 15 people in the household.  Fewer than
one percent of the housing units had three or more continuation forms attached.   Approximately
2.7 percent of the continuation forms had an invalid response in the “number of continuation
forms for this address” box.   See Appendix N for the distribution of continuation forms by state. 
 

   Table 11:  Distribution of Continuation Forms Used in NRFU 

Number Percent

Total 1,255,579 100.0

Number of
Continuation forms
attached...

1 form 1,175,621 93.6

2 forms 36,920 2.9

3 forms 2,713 0.2

4 forms 652 0.1

5 forms 153 0.0

6 - 10 forms 2,972 0.2

11 or more forms 2,838 0.2

Invalid Responses 33,710 2.7

                          Data Source: DRF2

                         An entry with 0.0 percent indicates the value is less than one-tenth of a percent

                         Table includes data for Puerto Rico and excludes data for Hialeah,FL (LCO 2928)

4. 2  What are the demographics of the NRFU-enumerated and how do they compare with   
  the self-enumerated?

The HCEF_D’ was the source for demographic comparisons between the NRFU-enumerated and
the self-enumerated households.  NRFU-enumerated households are defined as the
nonresponding housing units that required contact in NRFU; self-enumerated households are
defined as the responding housing units that did not require contact in NRFU but were on the
address listing pages.  From the HCEF_D’, there were 113,650,310 housing units in the NRFU-
eligible universe; there were 269,857,783 people in the 113.7 million housing units. 
Approximately 29.9 percent of the people and 34.6 percent of the eligible housing units were
enumerated in NRFU.  In section 4.1, we see that the DMAF NRFU-eligible universe had
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119,090,016 housing units while the HCEF_D’ NRFU-eligible universe has 113,650,310 housing
units.  The difference in the two universes is a result of the Hundred percent Census Unedited
File (HCUF) building process which includes the DRF2 creation, the Primary Selection
Algorithm, the “kill” processing, the housing unit determination processing, unclassified
estimation and the housing unit unduplication operation.  Thus there were approximately
5.4 million housing units that did not meet the criteria to be in the Census (i.e., on the HCUF and
the HCEF_D’).  Consequently, the HCEF_D’ NRFU universe (39,273,344) shown in Table 12
contains almost 3.1 million fewer housing units on the original address list than the DMAF
NRFU universe (42,372,965) seen in Table 1.  Note that there may be some portion of the self-
enumerated HUs that were enumerated during CIFU.  These cases were either lost or blank mail
return forms which were identified after the NRFU universe was determined.  Analysis on these
cases will be done as part of the Coverage Improvement Followup evaluation I.4.  

Table 12:  Summary of NRFU-enumerated and Self-enumerated Housing Units and Persons 

Enumeration Method

Total Enumerated NRFU Self

Number of... # % # % # %

< Housing Units 113,650,310 100.0 39,273,344 34.6 74,376,966 65.4

< Persons  269,857,783 100.0 80,735,128 29.9 189,122,655 70.1

Data Source: HCEF_D ’  

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

The next few tables highlight the distribution of the housing unit characteristics and person 
demographics for those that were enumerated in NRFU and those that were self-enumerated. 
Tables 13 and 14 compare the tenure (owned versus rented) and unit type (single unit versus
multi-unit) of the housing units, respectively.  Tables 15 - 19 compare the demographics of the
households.  These tables show the distribution of sex, age, Hispanic origin, race, and tenure of
the NRFU-enumerated and self-enumerated persons.     

The tenure of the 113.7 million housing units in Table 12 is obtained through the responses to the
housing question:  “Is this house/apartment/mobile home... 

• Owned by you or someone in this household with a mortgage,
• Owned by you or someone in this household free and clear, 
• Rented for cash rent, or
• Occupied without payment of cash rent?”

These four options were collapsed into two categories - the first two became “owned” and the
last two became “rented.”  Table 13 also contains the category “vacant” since the data source for
this information (HCEF_D’) included “not in universe (vacant)” as an optional response.  We
see in Table 13 that the units enumerated in NRFU were more evenly distributed between owned
and rented than the self-enumerated units.  Approximately 37.4 percent of the NRFU-enumerated
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units were rented units while 27.5 percent of the self-enumerated units - almost 10.0 percentage
points less - were rented units.  Conversely, the majority of the self-enumerated units
(71.8 percent) were owned while 39.2 percent of the NRFU-enumerated units were owned.  We
attribute the substantial number of owned units compared to the rented units for the
self-enumerated universe to the greater sense of community involvement for homeowners.  We
are not surprised that the majority of the vacant units (approximately 94.0 percent) were
enumerated in NRFU.  

Table 13:  Tenure of NRFU-enumerated and Self-enumerated Housing Units 

Enumeration Method

Total Enumerated NRFU Self

Tenure  # % # % # %

Total 113,650,310 100.0 39,273,344 100.0 74,376,966 100.0

< Vacant 9,771,862 8.6 9,186,631 23.4 585,231 0.8

< Owned 68,782,257 60.5 15,414,050 39.2 53,368,207 71.8

< Rented 35,096,191 30.9 14,672,663 37.4 20,423,528 27.5

Data Source: HCEF_D’  
Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

The unit type in Table 14 is identified by the variable UBSA, or Units at Basic Street Address
(BSA).  If the unit at the BSA had one unit, it was classified as a single unit; if the unit at the
BSA had two or more units, it was classified as a multi-unit.   We see that single units are more
likely to be self-enumerated than multi-units.  Since single units are more likely to be owned and
homeowners generally have a stronger community connection, we are not surprised by the high
percentage of self-enumerated single units.  

Table 14:  Unit Type for NRFU-enumerated and Self-enumerated Housing Units 

Enumeration Method

Total Enumerated NRFU Self 

Unit Type # % # % # %

Total 113,650,310 100.0 39,273,344 100.0 74,376,966 100.0

< Single Unit 83,586,888 73.5 25,235,889 64.3 58,350,999 78.5

< Multi Unit 30,063,422 26.5 14,037,455 35.7 16,025,967 21.5

Data Source: HCEF_D ’ 

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

Table 15 shows the distribution of males and females.  We see that approximately 51.2 percent of
the total enumerated population are female and 48.8 percent are males; the self-enumerated
population are distributed similarly.  While females are more likely to be counted on
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self-enumerated returns, i.e. they make up the biggest percentage of the self-enumerated
population; there were slightly more males counted on NRFU returns. 

 Table15:  Sex Characteristic for NRFU-enumerated and Self-enumerated Households 

Enumeration Method

Total Enumerated NRFU Self

Sex # % # % # %

Total 269,857,783 100.0 80,735,128 100.0 189,122,655 100.0

< Male 131,590,641 48.8 40,774,677 50.5 90,815,964 48.0

< Female 138,267,142 51.2 39,960,451 49.5 98,306,691 52.0

Data Source: HCEF_D’

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

The ages for the approximately 270 million people that were enumerated range from less than a
year old to 115 years old.  This range was collapsed into the seven categories shown in Table 16. 
Approximately 58.8 percent of the NRFU-enumerated were 34 years old or younger, which is
approximately 13.4 percentage points higher than the self-enumerated population for these age
groups.  Approximately 38.7 percent of the self-enumerated persons were 45 or older;
approximately 24.5 percent of the NRFU-enumerated were 45 or older.  Thus, older people are
more likely to be self-enumerated than younger people.  In the 35 to 44 age group, there was less
than one percentage point difference between the NRFU-enumerated and self-enumerated. 

Table 16:  Age Distribution for NRFU-enumerated and Self-enumerated Households 

Enumeration Method

Total Enumerated NRFU Self

Age # % # % # %

Total 269,857,783 100.0 80,735,128 100.0 189,122,655 100.0

< 00 - 17 yrs 70,965,460 26.3 24,063,964 29.8 46,901,496 24.8

< 18 - 24 yrs 24,025,140 8.9 9,554,871 11.8 14,470,269 7.7

< 25 - 34 yrs   38,214,805 14.2 13,904,029 17.2 24,310,776 12.9

< 35 - 44 yrs 43,557,032 16.1 13,435,658 16.6 30,121,374 15.9

< 45 - 54 yrs 36,714,202 13.6 9,465,482 11.7 27,248,720 14.4

< 55 - 64 yrs 23,719,095 8.8 4,922,418 6.1 18,796,677 9.9

< 65 yrs + 32,662,049 12.1 5,388,706 6.7 27,273,343 14.4

Data Source: HCEF_D ’  

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
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The Hispanic category in Table 17 includes those that are Mexican, Puerto Rican, Cuban, Central
American, Dominican, Latin/South American and other Hispanic.  We see that Hispanics were
18.0 percent of those enumerated in NRFU which is a substantial increase over the percentage of
Hispanics in the total enumerated population (13.6 percent) and in the self-enumerated
population (11.7 percent).    
 
Table 17: Distribution of Hispanic Origin for NRFU-enumerated and Self-enumerated Households

Enumeration Method

Total Enumerated NRFU Self

Hispanic Origin # % # % # %

Total 269,857,783 100.0 80,735,128 100.0 189,122,655 100.0

< Not Hispanic 233,137,947 86.4 66,187,643   82.0 166,950,304   88.3

< Hispanic 36,719,836 13.6 14,547,485   18.0   22,172,351 11.7

Data Source: HCEF_D ’  

Table includes data for Puerto Rico and excludes data for Hialeah, FL LCO 2928

In Table 18, we see that the percentages for all races - except Whites  - are higher in the NRFU
population than the self-enumerated and total enumerated populations.  The largest differences
are in the Black and Some Other Race groups.  Blacks were 10.0 percent of the self-enumerated
population and 18.1 percent of the NRFU-enumerated population; some other race was
4.9 percent of the self-enumerated and 8.9 percent of the NRFU-enumerated.  Whites were the
only race whose percentage declined in NRFU; while they were 80.1 percent of the self-
enumerated population, they were 67.2 percent of the NRFU-enumerated population.   The
remaining races had minimal differences between the NRFU and self-enumerated methods.  
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Table 18:  Race Distribution for NRFU-enumerated and Self-enumerated Households 

Enumeration Method

Total Enumerated NRFU Self

Race # % # % # %

Total 269,857,783 100.0 80,735,128 100.0 189,122,655 100.0

< White 205,809,002 76.3 54,248,751 67.2 151,560,251 80.1

< Black 33,402,280 12.4 14,573,315 18.1 18,828,965 10.0

< American Indian,       
Alaska Native 2,987,703 1.1 970,025 1.2 2,017,678 1.1

< Asian 10,644,567 3.9 3,515,009 4.4 7,129,558 3.8

< Native Hawaiian, 
Other Pacific Islander 578,873 0.2 267,640 0.3 311,233 0.2

< Some Other Race 16,435,358 6.1 7,160,388 8.9 9,274,970 4.9

Data Source: HCEF_D ’ 

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

The next table compares the distribution of people living in owned units with those living in
rented units.  In Table 19, we see that approximately 54.7 percent of the people enumerated in
NRFU lived in housing units that were owned and 45.3 percent lived in rented units.  The
distribution of owned and rented units for the self-enumerated is almost 3 to 1; approximately
74.7 percent of the self-enumerated lived in owned units and 25.3 percent lived in rented units.
The household tenure for both the NRFU and self-enumerated are very different from the total.     
  

Table 19:  Tenure of NRFU-enumerated and Self-enumerated Households 

Enumeration Method

Total Enumerated NRFU Self

Tenure # % # % # %

Total 269,857,783 100.0 80,735,128 100.0 189,122,655 100.0

< Owned 185,354,336 68.7 44,145,685 54.7 141,208,651 74.7

< Rented 84,503,447 31.3 36,589,443 45.3 47,914,004 25.3

Data Source: HCEF_D ’ 

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
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4.3  How was NRFU impacted by other operations?

There were 690,480 addresses added during NRFU.  Of those added, 688,944  (99.8 percent)
were in areas where NRFU occurred (TEA=1, 2, 6, 7, 9).  The remaining 1,536 (0.2 percent)
were in areas where NRFU did not occur (TEA=3, 4, 5, 8).  In NRFU-eligible TEAs, all 688,944
addresses met the criteria to be included on the DMAF (See U.S. Bureau of the Census, 2000d).
In the remaining TEAs, the majority (1,534) of the 1,536 addresses met the criteria to be included
on the DMAF (See U.S. Bureau of the Census, 2000d).  The 1,534 addresses added in
List/Enumerate (L/E), Update/Enumerate (U/E) and Remote Alaska areas (TEA=3, 4, 5, 8) may
duplicate addresses already on the address list (DMAF) in those areas.  This duplication may
have occurred since the L/E, U/E and Remote Alaska address list was created and/or updated
independently of NRFU.

In addition to the adds, there were 6,023,232 addresses deleted during NRFU.  A table of the
688,944 added and 6,023,232 deleted addresses by state can been seen in Appendix O.  
Tables 20 - 22 show the distribution of these added and deleted addresses by type of enumeration
area, by unit type (single versus multi-unit) and by address type, respectively. 

There were three types of enumeration areas in NRFU.  They are:

• Mailout/Mailback (MO/MB): areas that are predominately city-style (house number/street
name) addresses used for mail delivery by the USPS. 

• Update/Leave (U/L): areas that are city-style and non-city-style (e.g., P.O. Box or Rural
Route) mailing addresses. 

• Urban Update/Leave (UU/L):  areas that were originally mailout/mailback that were
converted to the update/leave enumeration methodology.

 
In Table 20 we see that the majority of the added and deleted addresses are in the MO/MB area.  
While the distribution of the deleted addresses is similar to the workload distribution across the
TEAs, there is a disproportionate number of adds in U/L areas (31.9 percent) compared to the
U/L workload (21.7 percent).  The update/leave areas were canvassed prior to Census Day
(March of 2000) during the U/L operation.  Although the U/L enumerators added HUs that were
missing from the address register, these adds were not processed in time to update the NRFU
registers.  Consequently, enumerators may have added the missing units again during the NRFU
operation and thus inflated the percentage of added addresses in the U/L area.  
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Table 20:  Distribution of Added and Deleted Addresses in NRFU by TEA 

NRFU Universe Added Addresses Deleted Addresses

TEA # % # % # %

Total 42,372,965 100.0 688,944 100.0 6,023,232 100.0

< Mailout/Mailback 33,064,507 78.0 466,776 67.8 4,853,310 80.6

< Update/Leave 9,186,008 21.7 220,092 31.9 1,148,106 19.1

< Urban Update/Leave 122,450 0.3 2,076 0.3 21,816 0.4

Data Source: DMAF and MAF  

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

In Table 21, we compare the distribution of added and deleted addresses by unit type (single
versus multi-unit).  If the unit at the basic street address had one unit, it was classified as a single
unit; if it had two or more units, it was classified as a multi-unit.  In addition, the multi-units
were subdivided by the number of units at the BSA into the five categories shown in Table 21. 
We see that the distribution of single units and multi-units in the NRFU universe is 61.5 percent
and 38.5 percent, respectively; the distribution of the added units is similar to the distribution of
the NRFU universe.  During NRFU, housing units were deleted within multi-units at a higher
rate than they were added.

Table 21:  Distribution of Added and Deleted Addresses in NRFU by Unit Type 

NRFU Universe Added Addresses Deleted Addresses

Unit Type # % # % # %

Total 42,372,965 100.0 688,944 100.0 6,023,232 100.0

< Single Unit 26,047,160 61.5 473,691 68.8 3,428,782 56.9

< Multi Unit 16,325,805 38.5 215,253 31.2 2,594,450 43.1

    2 - 4 Units 5,677,905 13.4 78,400 11.4 1,064,443 17.7

    5 - 9 Units 2,174,450 5.1 31,811 4.6 352,893 5.9

   10 - 19 Units 1,899,429 4.5 23,936 3.5 255,074 4.2

   20 - 49 Units 2,031,729 4.8 26,486 3.8 265,060 4.4

   50+ Units 4,542,292 10.7 54,620 7.9 656,980 10.9

Data Source: DMAF

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
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Table 22 shows the distribution of added and deleted addresses by address type.  The classes of
address types are based on a hierarchy of available address information; we classify addresses
into five categories based on the highest criteria met.  These categories are:

• Complete City-Style with and without location description
• Complete Rural Route with and without location description
• Complete P.O. Box with and without location description
• Incomplete Address with and without location description
• No Address Information

The city-style category includes all units that had complete city-style addresses, which consists of
a house number and street name.  The Rural Route category includes units that did not have a
complete city-style address but did have a complete rural route address such as Rural Route 2,
Box 3.  The P.O. Box category includes units that did not have a complete city-style or complete
rural route address but did have a complete P.O. Box address, such as P.O. Box 5.  The
incomplete category includes units that had some address information but did not have a
complete address of any type.  Addresses are further delineated by whether or not the address had
a location description provided during a census field operation.  For additional information on
how this variable was defined, see U.S. Bureau of the Census, 2001a.

The majority of the adds and deletes in Table 22 were complete city-style addresses; most of the
complete city-style addresses (adds and deletes) did not have a location description. 
Approximately 96.1 percent of the complete non-city style (rural route and P.O. Box) deletes had
a location description which indicates they were probably valid housing units.  The majority of
these deletes were contacted in Coverage Improvement Followup as part of the vacant/delete
component and will be analyzed in the Coverage Improvement Followup (I.4) evaluation .  The
added and deleted addresses by address type for the mailout/mailback, update/leave, and urban
update/leave areas can be found in Appendices P, Q, and R, respectively.
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Table 22:  Distribution of Added and Deleted Addresses in NRFU by Address Type 

NRFU Universe Added Addresses Deleted Addresses

Address Type # % # % # %

Total 42,372,965 100.0 688,944 100.0 6,023,232 100.0

< Complete City-Style 38,370,929 90.6 586,282 85.1 5,342,617 88.7

   with location description 1,147,270 2.7 8,090 1.2 184,801  3.1

   without location description 37,223,659 87.8 578,192 83.9 5,157,816 85.6

< Complete Rural Route 729,742 1.7 1 0.0 64,802 1.1

  with location description 717,769 1.7 1 0.0 63,303 1.1

  without location description 11,973 0.0 0 0.0 1,499 0.0

< Complete PO Box 343,535 0.8 1 0.0 33,439 0.6

  with location description 330,212 0.8 1 0.0 31,099 0.5

  without location description 13,323 0.0 0 0.0 2,340 0.0

< Incomplete Address 410,835 1.0 22,853 3.3 146,818 2.4

  with location description 330,788 0.8 1 0.0 127,143 2.1

  without location description 80,047 0.2 22,852 3.3 19,675 0.3

< No Address Information 2,517,924 5.9 79,807 11.6 435,556 7.2

  with location description 2,517,219 5.9 73,550 10.7 435,096 7.2

  without location description 705 0.0 6,257 0.9 460 0.0

Data Source: DMAF and MAF

An entry with 0.0 percent indicates the value is less than one-tenth of a percent

Table includes data for Puerto Rico and excludes data for Hialeah, FL LCO 2928

Table 23 shows the distribution of the housing unit IDs that were enumerated multiple times - 
once in NRFU and again in one or more of the operations listed in the table.  We see that there
were 4,195,110 IDs that had multiple data captures.  These cases represented 9.9 percent of the
NRFU workload and increased respondent burden on the public.  More than 3.5 million of these
NRFU-enumerated IDs also returned a paper questionnaire by mail.  Approximately 5.4 percent
of the 4.2 million IDs were enumerated in NRFU and at least two other operations.  The 52,055
Coverage Edit Followup (CEFU) returns were initially created by a mail return, a Be Counted
form, a TQA form or an Internet form that failed the questionnaire review.  These forms were
sent to CEFU and the initiating form was replaced with a coverage edit form.  Since the majority
of the multiple data captures were paper mail returns, it is likely that the CEFU cases were also
paper mail returns.
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Table 23:  Distribution of NRFU-enumerated IDs with Multiple Data Captures 

Operation Number of IDs Percent 

Total 4,195,110 100.0

< Mail Return 3,538,312 84.3

< Be Counted Form (paper) 271,685 6.5

< Be Counted Form (via TQA) 104,646 2.5

< Internet       145 0.0

< Telephone Questionnaire Assistance  1,922 0.0

< Coverage Edit Followup 52,055 1.2

< Multiple Operations (three or more) 226,345 5.4

               Data Source: DMAF  

               An entry with 0.0 percent indicates the value is less than one-tenth of a percent

               Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)

4.4  How much did the NRFU operation cost?

Total field operation cost for NRFU was taken from PAMS/ADAMS - the payroll and
administrative system used to support the 2000 Census.  The NRFU field operation cost includes
POP99s because the NRFU task code 46 was also used for this small operation; the field
operation cost does not include HQ and regional infrastructure costs.  We see that the total field
operation cost is $1,123,563,961; the components of the cost are shown in the table below.  The
mileage cost includes training miles and production miles because training miles were not
separately recorded on the payroll form D308.  Other objects cost includes civilian personnel
benefits, telecommunications services, and other costs.  

     Table 24:  Summary of Field Operation Cost for NRFU 
                                                 (including POP99s)

Cost Component Dollars Percent 

Total $1,123,563,961 100.0

< Production Salary Cost 757,756,402 67.4

< Training Salary Cost 182,201,464 16.2

< Mileage Cost 107,500,627 9.6

< Other Objects Cost 76,105,468 6.8

                                 Data Source: U.S. Bureau of the Census, 2001c 
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The DMAF total workload - after LMR and excluding Puerto Rico - was 41,673,425 housing
units.  Based on the workload associated with enumerating every housing unit, the cost per case
was $26.96.  Note that cost data for Puerto Rico was not available for this report.  

5.  CONCLUSIONS AND RECOMMENDATIONS

Based on the following, NRFU was a success.
• NRFU officially ended early on June 26, 2000 - ten days ahead of schedule.  
• Less than 0.1 percent of the workload had an undetermined status at the end of NRFU. 
• Compared to the 5.0 percent target, there was a low final attempt rate - 2.7 percent of the

returns.

However, the NRFU operation was not perfect.  For example:
• For 5.4 percent of the returns, enumerators failed to indicate whether the interview was with a

household member or a proxy.  
• Of the 26.4 million occupied units, 117,730 (0.4 percent) had no population count in the

OCS 2000.
• Approximately 4.2 million housing units were enumerated multiple times - once in NRFU

and again in another data capture operation.  Almost 3.5 million of these were enumerated in
NRFU and by a paper mail return questionnaire.  

• Some housing units had an unrealistically large number of continuation forms attached - as
many as 99; these may be group quarters that were misclassified as housing units.

On the next page is a graph showing the cumulative check-in rates of the NRFU EQs.  It
compares the cumulative check-in rate of the overall NRFU workload with the proxy, partial and
refusal workloads that were checked-in between April 21 and August 25, 2000.  We see that the
proxy interviews followed the same trend that the overall workload followed; partial interviews
and refusals followed the same trend until the week of July 23-29.  The graph shows a big jump
in the rate - from 69.1 percent to 90.4 percent -  for refusals during the week of July 23-29;
approximately 21.3 percent of the refusal workload was checked-in during this week.  Although
not as dramatic, the partial interview rate also increased during the week of July 23-29.  This
workload increased from 92.2 percent to 97.5 percent; approximately 5.3 percent of the partial
interview workload was checked-in this week.
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Recommendations include:
• Monitor the followup workload in real-time to reduce... 

-  the number of NRFU cases with unknown population counts.
-  the number of lost NRFU enumerator returns.

• Periodically identify and remove additional late mail returns from the NRFU workload to
reduce... 
-  the NRFU workload. 
-  the number of housing units with multiple data captures.  

• Implement a sufficient QA to ensure... 
-  the accuracy of the NRFU production files.
-  the proper use of enumeration techniques to prevent recounts like the one in Hialeah, FL. 

• Develop standards/benchmarks with which to measure/judge the results.  
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Appendix A:  Decennial Master Address File (DMAF) Variable Definitions

LCO    Local Census Office Code 
 

ST    Collection FIPS State Code

COU    Collection FIPS County Code

TRACT    Nonresponse Followup Tract

MAFID    MAF and DMAF ID
  characters 1-2 = state code when the MAF ID was assigned

        characters 3-5 = county code when the MAF ID was assigned
        characters 6-12 = control ID

TEA    Type of Enumeration Area
  1 = Mailout Mailback
  2 = Update Leave
  3 = List Enumerate
  4 = Remote List Enumerate
  5 = Rural Update Enumerate
  6 = Military in Update Leave Area
  7 = Urban Update Leave
  8 = Urban Update Enumerate
  9 = Update Leave (converted from TEA 1)

 
GQFLG    Group Quarters Housing Unit Flag 
  0 = Housing Unit
  1 = Special Place
  2 = Group Quarters
  3 = GQ Embedded Housing Unit

ASAM    A Priori Sample
  0 = No A Priori Sample (Be Counted or Late Field Add)
  1 = Short Form
  2 = long Form

NRU    Nonresponse Followup Universe
  0 = Universe not set 

        1 = Not in NRFU; data received (This indicates that a from was checked in; it does not guarantee      
               that the form has any data.)
        2 = Not in NRFU; but NRD, NRS, NRC and NRPOP will be set by Update/Enumerate or                   
              List/Enumerate

  3 = In NRFU, Nonresponse
  4 = In NRFU, Too late for mailout

NRD    NRFU Check-in Month and Day (may also be set from UUE or LE)
  0 = No NRFU Check-in
  0101-1231 = NRFU Check-in Month and Day
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NRS    NRFU Status
  0 = Not in universe or No status received
  1 = Occupied
  2 = Occupied - Continuation
  3 = Vacant - Regular
  4 = Vacant - Usual Home Elsewhere
  5 = Demolished
  6 = Cannot Locate
  7 = Duplicate
  8 = Nonresidential
  9 = Other (open to elements, condemned, under construction)

DC_DRF(12)    Source of Data Capture
  0 = None
  1 = Some Data Capture
  The types of data capture for housing units are - 
  (1) Mail Return (RSOURCE: 1, 4 - 10)
  (2) Telephone Questionnaire Assistance (TQA) (RSOURCE: 31)
  (3) Internet (RSOURCE: 30)
  (4) Be Counted Form (BCF) (RSOURCE: 11, 12)
  (5) CEFU Data Capture (RSOURCE: 34 - 36)
  (6) NRFU Data Capture (RSOURCE: 17 - 21)
  (7) CIFU Data Capture (RSOURCE: 22 - 24)
  (8) TQA/BCF (RSOURCE: 3, 32, 33)
  (9) List Enumerate/Update Enumerate (RSOURCE: 13 - 16) 
  (10) Group Quarters (RSOURCE: 25 - 29)
  (11) Orphans (RSOURCE: 37)
  (12) Other (RSOURCE:  -1)

GQFLG    Group Quarters/Housing Unit Flag
        0 = Housing Unit
        1 = Special Place

  2 = Group Quarters
  3 = GQ Embedded Housing Unit
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MAC(17)    MAF Action Codes
  A = Add
  C = Correction
  D = Delete
  M = Block Move
  N = Nonresidential
  U = Uninhabitable
  V = Verify
  The 17 Operations are - 
  (1) Address Listing         (10) Postal Validation Check
  (2) Block Canvassing                (11) Nonresponse Followup
  (3) LUCA 98                (12) Be Counted Verification
  (4) LUCA 98 Field Verification   (13) TQA Verification
  (5) LUCA 99 Relisting                (14) Coverage Improvement Followup
  (6) LUCA 98 Appeals                (15) New Construction
  (7) LUCA 99 Appeals                (16) 1990 ACF (A or blank)
  (8) Special Place/GQ                (17) DR - Specific (PALS,TC,TMUC)
  (9) Questionnaire Delivery (UL, UE, UUL, LE, or remote AK) 

MAILD    Mail Return Check-in Month and Day
  0000 = No Mail Return Check-in
  0099 = Reverse Check-in

    0101 - 1231 = Check-in Day of 1st Return
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Appendix B:  Master Address File (MAF) Variable Definitions

  MAFID    MAF and DMAF ID
  characters 1-2 = state code when the MAF ID was assigned

        characters 3-5 = county code when the MAF ID was assigned
        characters 6-12 = control ID 

GQ_HUF    Group Quarters/Housing Unit Flag
    0 = Housing Unit

  1 = Special Place
  2 = Group Quarters
  3 = GQ Embedded Housing Unit

ADRESTYP    Address Type
  First Character - existence of a city-style address:

C = Complete if both the house number and street name fields are filled
 I = Incomplete if only the street name field is filled
N = Nonexistent if street name is blank

Second Character - existence of a rural route address: 
C = Complete if both the rural route descriptor and rural route ID are filled
 I = Incomplete if only one if the two fields is filled
N= Nonexistent if both fields are blank

Third Character - existence of a P.O. Box address:
C = Complete if both the P.O. Box descriptor and P.O. Box ID are filled
 I = Incomplete if only one of the fields are blank
N= Nonexistent if both fields are blank

Fourth Character - existence of a location description:
Y = Filled if the location description field is filled
N = Blank if the field is blank 

DLSPECAF    Delivery Specific Address Flag
  Y = Valid Address for this Delivery
  N = Not a Valid Address for this Delivery

NRFUAC    Nonresponse Followup Action Code
    A = Add

  D = Delete
  N = Non-Residential
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TEA    Type of Enumeration Area
  1 = Mailout Mailback
  2 = Update Leave
  3 = List Enumerate
  4 = Remote List Enumerate
  5 = Rural Update Enumerate
  6 = Military in Update Leave Area
  7 = Urban Update Leave
  8 = Urban Update Enumerate
  9 = Update Leave (converted from TEA 1)
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Appendix C:  Decennial Response File - Stage 2 (DRF2) Variable Definitions

RST    Collection FIPS State Code

RUID    Unit ID Number (DMAF)
  characters 1-2 = state (when MAF ID was assigned)

   characters 3-5 = county 
    characters 6-12 = sequence ID  

RRT    Record Type
  2 = Return-level record for short form in housing unit
  3 = Return-level record for long form in housing unit

RFT    Form Type (DRF2)
  1 = D-1 (Short Form MR)
  2 = D-2 (Long Form MR)
  3 = D-1(UL)    (Short Form MR)
  4 = D-2(UL)    (Long Form MR)
  5 = D-1(E)       (Short Form EQ)
  6 = D-2(E)       (Long Form EQ)
  7 = D-10 (Be Counted)
  8 = (not used)
  9 = D-15A       (ICQ, Short
  10 = D-15B   (ICQ, Long)
  11 = D-20A (ICR, Short)
  12 = D-20B (ICR, Long)
  13 = (not used)
  14 = D-21 (MCR)
  15 = (not used)
  16 = D-23 (SCR)
  17 = D-1(E)Supp (Enumerator Supplement, Short)
  18 = D-2(E)Supp (Enumerator Supplement, Long)
  19 = D-1(E) (ccf) (Short EQ converted to continuation)
  20 = D-2(E) (ccf) (Long EQ converted to continuation) 
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RSOURCE    Source of Return
  -1 = Not Computed
   1 = Paper mail back questionnaire from mail out
   2 = Paper mail back questionnaire from TQA mail out WITH ID
   3 = Paper mail back questionnaire from TQA mail out with NO ID
   4 = Paper mail back questionnaire from Update Leave
   5 = Paper mail back questionnaire from Update Leave ADD
   6 = Paper mail back questionnaire from Update Leave SUBSTITUTE
   7 = Paper mail back questionnaire from Urban Update Leave
   8 = Paper mail back questionnaire from Urban Update Leave ADD
   9 = Paper mail back questionnaire from Urban Update Leave SUBSTITUTE
  10 = Paper mail back questionnaire from Request for Foreign Language
  11 = Paper mail back questionnaire from BCF marked as whole household
     12 = Paper mail back questionnaire from BCF partial household (i.e., NOT marked as whole             

   household)
  13 = Paper enumerator questionnaire from List Enumerate
  14 = Paper enumerator questionnaire from Update Enumerate
  15 = Paper enumerator questionnaire from Update Enumerate ADD
  16 = Paper enumerator questionnaire from Update Enumerate SUBSTITUTE
  17 = Paper enumerator questionnaire from Nonresponse Followup (NRFU)
  18 = Paper enumerator questionnaire from NRFU ADD
  19 = Paper enumerator questionnaire from NRFU SUBSTITUTE
  20 = Paper enumerator questionnaire from NRFU Whole Household Usual Home Elsewhere             
          (WHUHE)
  21 = Paper enumerator questionnaire from NRFU In-mover
  22 = Paper enumerator questionnaire from Coverage Improvement Followup (CIFU)
     23 = Paper enumerator questionnaire from CIFU ADD
  24 = Paper enumerator questionnaire from CIFU SUBSTITUTE
  25 = Paper enumerator questionnaire from T-Night
  26 = Paper questionnaire for UHE from Service-based Enumeration (SBE)

    (Individual Census Questionnaire (ICQ))
   27 = Paper questionnaire for UHE from Group Quarters (GQ) enumeration (Individual Census          

          Questionnaire (ICQ)) 
  28 = Paper questionnaire for UHE from Military GQ enumeration (Military Census Report (MCR))  
  29 = Paper questionnaire for UHE from Shipboard GQ enumeration (Shipboard Census Report         
          (SCR))
  30 = Electronic short form from IDC
  31 = Electronic TQA reverse-CATI short form
  32 = Electronic TQA reverse-CATI BCF for whole household
  33 = Electronic TQA reverse-CATI BCF for partial household
  34 = Electronic Coverage Edit Followup (CEFU) from long or short form
  35 = Electronic CEFU from BCF for whole household
  36 = Electronic CEFU from IDC
  37 = Paper enumerator continuation form - unlinked “orphan”
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RCONT    Continuation Form Attached
        -1 = No Response

   1 = “Continuation forms attached” box marked

RCONTN    Number of Continuation Forms for this Address
  -1 = No Response
   1 = Number of continuation forms attached

RISSP    Interview Summary Item D - SP, Spanish Interview

RISPI    Interview Summary Item G - PI, Partial Interview

RISREF    Interview Summary Item H - REF, Refusal

RISREP    Interview Summary Item I - REP, Replacement Questionnaire

RISCO    Interview Summary item J - CO, Close Out

RHHMEM    Respondent Household Member?
 -1 = No Response
  1 = Lived here on April 1, 2000 [household member]
  2 = Moved in after April 1, 2000
  3 = Is neighbor or other 
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Appendix D:  Hundred percent Census Edited File with the reinstated housing units   
                        (HCEF_D’)  Variable Definitions

ST    Collection FIPS State Code

COU    Collection FIPS County Code 

LCO    Local Census Office

TRACT    Nonresponse Followup Tract

HOUSING UNIT RECORD (Record Type 2)

RT    Record Type
    2 = Housing Unit Record

MAFID    MAF and DMAF ID 
  characters 1-2 = state code when the MAF ID was assigned

        characters 3-5 = county code when the MAF ID was assigned
        characters 6-12 = control ID 

NRU    Nonresponse Followup Universe
  0 = Universe not set (The ID was added after NRFU was selected.)
  1 = Not in NRFU; data received (This indicates that a from was checked in; it         

               does not guaranteee that the form has any data.)
    2 = Not in NRFU; but NRD, NRS, NRC and NRPOP will be set by Update/Enumerator or                 

   List/Enumerate
  3 = In NRFU, Nonresponse
  4 = In NRFU, Too late for mailout

UBSA    Units at Basic Street Address (BSA) 
  1          = Single unit
  2-9999 = Number of units at BSA

STENURE    “Is this house, apartment, or mobile home–“
  0 = Not in universe (vacant)
  1 = Owned by you or someone in this household with a mortgage or loan
  2 = Owned by you or someone in this household free and clear
  3 = Rented for cash rent
  4 = Occupied without payment of cash rent

PERSON RECORD (Record Types 3 and 5)

RT    Record Type
  3 = Housing unit person record
  5 = Group quarters person record
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PUID    Unit ID Number
  characters 1-2 = state code when the MAF ID was assigned
  characters 3-5 = county code when the MAF ID was assigned
  characters 6-12 = control ID

QSEX    Sex
  1 = Male
  2 = Female

QAGE    Age
  000-115 = Age

QSPANX    Hispanic Origin Edit/Allocation Group
  1 = Not Hispanic
  2 = Mexican
  3 = Puerto Rican
  4 = Cuban
  5 = Central American, Dominican
  6 = Latin/South American
  7 = Other Hispanic

     QRACEX    Race Edit/Allocation Group  
  1 = White   
  2 = Black, African American, or Negro
  3 = American Indian or Alaska Native
  4 = Asian
  5 = Native Hawaiian or Other Pacific Islander
  6 = Some Other Race
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Appendix E:  Distribution of the Nonresponse Followup (NRFU) Universes by State 

State
    NRFU 

Eligible
Initial

Universe
Late Mail

Return
NRFU

Universe
% NRFU
Universe

Total:

< with PR 119,090,016 44,928,883 2,555,918 42,372,965 100.0

< w/o PR 117,732,715 44,175,327 2,501,902 41,673,425 98.3

AL 2,024,441 871,766 32,720 839,046 2.0

AK 235,167 118,312 7,606 110,706 0.3

AZ 2,118,544 863,162 44,694 818,468 1.9

AR 1,192,804 477,328 22,655 454,673 1.1

CA 12,479,096 4,377,006 284,292 4,092,714 9.7

CO 1,809,049 630,333 47,140 583,193 1.4

CT 1,438,792 509,160 35,386 473,774 1.1

DE 355,909 146,378 6,202 140,176 0.3

DC 288,198 130,178 5,992 124,186 0.3

FL 7,211,054 2,959,885 142,892 2,816,993 6.6

GA 3,427,442 1,340,278 59,343 1,280,935 3.0

HI 483,671 217,643 9,945 207,698 0.5

ID 522,459 197,257 8,940 188,317 0.4

IL 5,071,388 1,822,855 116,983 1,705,872 4.0

IN 2,627,107 934,836 50,003 884,833 2.1

IA 1,254,504 386,024 48,650 337,374 0.8

KS 1,154,224 396,933 27,566 369,367 0.9

KY 1,772,082 679,593 29,959 649,634 1.5

LA 1,916,653 845,542 35,431 810,111 1.9

ME 573,833 246,207 8,927 237,280 0.6

MD 2,203,779 790,255 42,719 747,536 1.8

MA 2,648,279 932,391 53,178 879,213 2.1

MI 4,354,159 1,427,089 69,750 1,357,339 3.2

MN 2,091,857 666,856 69,939 596,917 1.4



State
    NRFU 

Eligible
Initial

Universe
Late Mail

Return
NRFU

Universe
% NRFU
Universe
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MS 1,190,079 509,087 31,641 477,446 1.1

MO 2,502,097 909,579 83,242 826,337 2.0

MT 375,376 136,218 8,223 127,995 0.3

NE 725,835 218,767 17,009 201,758 0.5

NV 780,343 303,028 17,020 286,008 0.7

NH 509,283 189,613 9,464 180,149 0.4

NJ 3,428,279 1,242,991 63,050 1,179,941 2.8

NM 718,643 308,371 15,748 292,623 0.7

NY 7,973,202 3,276,577 146,596 3,129,981 7.4

NC 3,558,262 1,481,229 86,371 1,394,858 3.3

ND 276,078 92,203 7,621 84,582 0.2

OH 4,933,825 1,586,047 90,998 1,495,049 3.5

OK 1,537,777 621,543 31,742 589,801 1.4

OR 1,493,717 554,370 29,295 525,075 1.2

PA 5,356,326 1,828,550 98,004 1,730,546 4.1

RI 452,956 167,143 7,798 159,345 0.4

SC 1,839,223 846,932 36,743 810,189 1.9

SD 300,372 92,289 6,662 85,627 0.2

TN 2,515,515 997,993 49,619 948,374 2.2

TX 8,167,641 3,383,249 205,853 3,177,396 7.5

UT 762,675 282,860 16,996 265,864 0.6

VT 256,451 113,198 5,304 107,894 0.3

VA 2,937,622 976,672 59,763 916,909 2.2

WA 2,541,696 985,484 50,043 935,441 2.2

WV 854,624 342,672 19,422 323,250 0.8

WI 2,307,344 691,255 43,640 647,615 1.5

WY 182,983 70,140 3,123 67,017 0.2



State
    NRFU 

Eligible
Initial

Universe
Late Mail

Return
NRFU

Universe
% NRFU
Universe
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PR 1,357,301 753,556 54,016 699,540 1.7

Data Source: DMAF

Table excludes data for Hialeah, FL (LCO 2928)
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Appendix F:  Classification of Nonresponse Followup (NRFU) Housing Units by State and by Form Type (Short versus Long) 

Short Forms Long Forms

State Occupied Vacant Delete Undetermined Occupied Vacant Delete Undetermined

Total:

< with PR 20,397,349 7,799,783 4,853,394 6,109 6,021,008 2,093,263 1,201,005 1,054

< without  PR 20,018,989 7,684,454 4,789,952 4,443 5,922,560 2,066,376 1,185,767 884

AL 370,458 172,027 118,006 4 107,635 41,646 29,268 2

AK 52,601 19,145 13,141 57 16,135 5,748 3,879 0

AZ 373,004 196,005 92,579 35 94,860 42,297 19,657 31

AR 189,424 94,801 54,417 77 69,364 29,091 17,459 40

CA 2,284,824 551,139 443,994 1,624 604,540 117,361 89,138 94

CO 287,812 96,802 70,193 60 83,479 28,253 16,552 42

CT 249,371 72,995 52,671 12 71,812 15,808 11,101 4

DE 59,490 33,051 16,454 3 17,355 9,985 3,838 0

DC 61,067 23,842 14,105 195 16,809 5,109 3,019 40

FL 1,262,053 761,507 287,139 42 301,622 148,026 56,586 18

GA 602,169 219,505 205,199 21 158,819 49,700 45,512 10

HI 91,311 44,865 27,516 6 26,148 11,385 6,452 15

ID 79,826 36,818 23,094 131 28,266 13,016 7,118 48

IL 867,742 242,929 221,798 174 259,724 59,196 54,264 45

IN 405,884 162,330 107,119 7 145,495 37,773 26,222 3



Short Forms Long Forms

State Occupied Vacant Delete Undetermined Occupied Vacant Delete Undetermined
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IA 150,665 58,539 32,986 94 63,855 20,009 11,219 7

KS 169,098 71,563 34,284 78 62,363 21,892 10,084 5

KY 308,774 122,735 75,434 6 94,166 29,991 18,528 0

LA 371,885 150,256 116,259 22 107,794 36,487 27,401 7

ME 88,040 62,609 20,680 1 33,839 25,771 6,339 1

MD 384,310 139,946 71,354 21 106,918 29,702 15,280 5

MA 489,498 119,103 96,204 40 127,029 27,073 20,262 4

MI 541,338 300,756 137,018 23 203,638 131,571 42,983 12

MN 246,923 96,261 53,682 234 115,729 61,112 22,893 83

MS 222,626 93,034 60,710 1 63,423 22,597 15,054 1

MO 344,484 187,303 91,775 131 121,714 54,501 26,364 65

MT 46,296 27,930 14,028 17 19,948 13,372 6,396 8

NE 88,301 37,653 14,895 117 38,346 16,062 6,372 12

NV 159,285 56,769 20,066 95 35,105 10,834 3,822 32

NH 81,633 36,969 18,468 1 25,456 12,649 4,972 1

NJ 605,033 203,194 129,201 40 165,190 48,101 29,176 6

NM 131,389 65,249 34,872 32 34,884 17,427 8,766 4

NY 1,585,636 444,127 443,736 216 421,838 126,843 107,542 43

NC 652,071 285,950 159,683 27 183,913 75,034 38,173 7



Short Forms Long Forms

State Occupied Vacant Delete Undetermined Occupied Vacant Delete Undetermined
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ND 30,113 17,399 8,880 7 14,996 9,218 3,969 0

OH 736,075 277,516 153,838 26 224,654 64,867 38,061 12

OK 248,825 125,277 52,957 146 99,776 43,640 19,141 39

OR 258,094 92,110 61,559 283 75,160 22,830 15,021 18

PA 766,837 321,430 211,720 26 270,550 101,609 58,366 8

RI 85,992 24,676 18,502 9 21,261 4,971 3,933 1

SC 346,938 164,845 131,952 16 97,157 39,078 30,200 3

SD 31,779 18,201 8,303 9 15,333 8,496 3,490 16

TN 470,294 166,386 122,268 17 125,966 36,238 27,202 3

TX 1,604,752 592,596 298,815 46 453,523 151,545 76,086 33

UT 129,077 44,634 32,235 5 39,759 12,602 7,550 2

VT 36,795 22,598 12,552 1 17,422 14,190 4,335 1

VA 482,120 165,291 84,183 85 131,705 35,498 18,007 20

WA 482,049 143,991 112,756 87 133,941 34,938 27,655 24

WV 134,797 81,218 33,934 3 43,471 20,362 9,464 1

WI 243,188 124,018 63,445 18 121,754 66,466 28,719 7

WY 26,943 14,561 9,293 15 8,921 4,406 2,877 1

PR 378,360 115,329 63,442 1,666 98,448 26,887 15,238 170

Data Source: DMAF                                                                                                                                                                   Table excludes data for Hialeah, FL (LCO 2928)
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Appendix G:  Distribution of Nonresponse Followup (NRFU) Enumerator Questionnaires                 
                        (EQs) Checked-in by Day and by Form Type 

Form Type Cumulative  

Date Short Forms Long Forms Total Total Percent

Total 33,050,538 9,315,278 42,365,816 42,365,816 100.00

Apr 21 28 9 37 37 0.00

Apr 24 233 49 282 319 0.00

Apr 25 1,993 188 2,181 2,500 0.01

Apr 26 1,974 280 2,254 4,754 0.01

Apr 27 8,910 1,210 10,120 14,874 0.04

Apr 28 41,391 6,129 47,520 62,394 0.15

Apr 29 49,689 7,602 57,291 119,685 0.28

Apr 30 48,624 7,931 56,555 176,240 0.42

May 1 325,407 57,849 383,256 559,496 1.32

May 2 630,317 121,051 751,368 1,310,864 3.09

May 3 797,632 166,868 964,500 2,275,364 5.37

May 4 941,792 206,699 1,148,491 3,423,855 8.08

May 5 971,745 223,428 1,195,173 4,619,028 10.90

May 6 512,562 120,757 633,319 5,252,347 12.40

May 7 359,435 80,555 439,990 5,692,337 13.44

May 8 1,238,544 293,823 1,532,367 7,224,704 17.05

May 9 1,328,157 330,620 1,658,777 8,883,481 20.97

May 10 1,244,972 316,728 1,561,700 10,445,181 24.65

May 11 1,209,302 315,351 1,524,653 11,969,834 28.25

May 12 1,148,696 300,965 1,449,661 13,419,495 31.68

May 13 602,257 155,188 757,445 14,176,940 33.46

May 14 380,572 92,244 472,816 14,649,756 34.58

May 15 1,306,447 337,815 1,644,262 16,294,018 38.46

May 16 1,230,925 327,413 1,558,338 17,852,356 42.14

May 17 1,193,195 321,496 1,514,691 19,367,047 45.71



Form Type Cumulative  

Date Short Forms Long Forms Total Total Percent
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May 18 1,187,107 324,430 1,511,537 20,878,584 49.28

May 19 1,113,693 306,666 1,420,359 22,298,943 52.63

May 20 634,898 170,443 805,341 23,104,284 54.54

May 21 541,725 139,814 681,539 23,785,823 56.14

May 22 1,238,815 342,143 1,580,958 25,366,781 59.88

May 23 1,091,678 311,288 1,402,966 26,769,747 63.19

May 24 1,019,330 296,240 1,315,570 28,085,317 66.29

May 25 962,958 284,131 1,247,089 29,332,406 69.24

May 26 877,890 261,602 1,139,492 30,471,898 71.93

May 27 531,807 155,134 686,941 31,158,839 73.55

May 28 393,639 112,279 505,918 31,664,757 74.74

May 29 575,624 168,655 744,279 32,409,036 76.50

May 30 614,240 194,558 808,798 33,217,834 78.41

May 31 690,848 221,512 912,360 34,130,194 80.56

Jun 1 679,032 220,699 899,731 35,029,925 82.68

Jun 2 618,151 210,852 829,003 35,858,928 84.64

Jun 3 370,184 126,332 496,516 36,355,444 85.81

Jun 4 307,856 106,014 413,870 36,769,314 86.79

Jun 5 566,502 199,868 766,370 37,535,684 88.60

Jun 6 440,802 161,303 602,105 38,137,789 90.02

Jun 7 399,846 151,223 551,069 38,688,858 91.32

Jun 8 373,390 143,102 516,492 39,205,350 92.54

Jun 9 320,948 126,751 447,699 39,653,049 93.60

Jun 10 207,343 81,656 288,999 39,942,048 94.28

Jun 11 167,164 67,755 234,919 40,176,967 94.83

Jun 12 231,619 93,542 325,161 40,502,128 95.60

Jun 13 173,488 69,737 243,225 40,745,353 96.18



Form Type Cumulative  

Date Short Forms Long Forms Total Total Percent
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Jun 14 138,757 56,780 195,537 40,940,890 96.64

Jun 15 127,295 53,963 181,258 41,122,148 97.06

Jun 16 109,205 47,555 156,760 41,278,908 97.43

Jun 17 73,280 32,512 105,792 41,384,700 97.68

Jun 18 41,562 17,633 59,195 41,443,895 97.82

Jun 19 59,696 26,242 85,938 41,529,833 98.03

Jun 20 33,769 14,142 47,911 41,577,744 98.14

Jun 21 23,818 9,935 33,753 41,611,497 98.22

Jun 22 13,264 5,744 19,008 41,630,505 98.26

Jun 23 9,498 3,741 13,239 41,643,744 98.30

Jun 24 1,544 701 2,245 41,645,989 98.30

Jun 25 2,101 782 2,883 41,648,872 98.31

Jun 26 3,299 1,047 4,346 41,653,218 98.32

Jun 27 1,332 370 1,702 41,654,920 98.32

Jun 28 1,217 429 1,646 41,656,566 98.33

Jun 29 595 122 717 41,657,283 98.33

Jun 30 512 148 660 41,657,943 98.33

Jul 1 1 3 4 41,657,947 98.33

Jul 3 793 162 955 41,658,902 98.33

Jul 5 408 104 512 41,659,414 98.33

Jul 6 38 10 48 41,659,462 98.33

Jul 7 83 18 101 41,659,563 98.33

Jul 8 371 74 445 41,660,008 98.33

Jul 9 3 2 5 41,660,013 98.33

Jul 10 260 100 360 41,660,373 98.33

Jul 11 95 21 116 41,660,489 98.34

Jul 12 178 39 217 41,660,706 98.34



Form Type Cumulative  

Date Short Forms Long Forms Total Total Percent
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Jul 13 423 107 530 41,661,236 98.34

Jul 14 117 29 146 41,661,382 98.34

Jul 15 1 0 1 41,661,383 98.34

Jul 16 22 0 22 41,661,405 98.34

Jul 17 62 32 94 41,661,499 98.34

Jul 18 2,882 1,456 4,338 41,665,837 98.35

Jul 19 4,789 2,410 7,199 41,673,036 98.36

Jul 20 13,125 5,215 18,340 41,691,376 98.41

Jul 21 12,713 5,456 18,169 41,709,545 98.45

Jul 22 7,828 2,522 10,350 41,719,895 98.48

Jul 23 13,347 5,487 18,834 41,738,729 98.52

Jul 24 56,909 22,570 79,479 41,818,208 98.71

Jul 25 67,606 28,626 96,232 41,914,440 98.93

Jul 26 74,680 32,064 106,744 42,021,184 99.19

Jul 27 53,261 22,996 76,257 42,097,441 99.37

Jul 28 26,289 11,005 37,294 42,134,735 99.45

Jul 29 8,026 3,232 11,258 42,145,993 99.48

Jul 30 9,066 3,445 12,511 42,158,504 99.51

Jul 31 25,834 11,399 37,233 42,195,737 99.60

Aug 1 22,742 8,132 30,874 42,226,611 99.67

Aug 2 15,462 6,090 21,552 42,248,163 99.72

Aug 3 17,596 6,511 24,107 42,272,270 99.78

Aug 4 16,039 6,233 22,272 42,294,542 99.83

Aug 5 5,312 2,085 7,397 42,301,939 99.85

Aug 6 3,414 1,259 4,673 42,306,612 99.86

Aug 7 9,987 3,730 13,717 42,320,329 99.89

Aug 8 6,832 2,929 9,761 42,330,090 99.92
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Date Short Forms Long Forms Total Total Percent
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Aug 9 3,841 845 4,686 42,334,776 99.93

Aug 10 1,819 559 2,378 42,337,154 99.93

Aug 11 1,039 306 1,345 42,338,499 99.94

Aug 12 1,801 561 2,362 42,340 99.94

Aug 13 1,131 331 1,462 42,342,323 99.94

Aug 14 3,229 1,040 4,269 42,346,592 99.95

Aug 15 1,639 490 2,129 42,348,721 99.96

Aug 16 4,280 1,160 5,440 42,354,161 99.97

Aug 17 3,582 999 4,581 42,358,742 99.98

Aug 18 1,228 268 1,496 42,360 99.99

Aug 19 458 173 631 42,360 99.99

Aug 20 517 132 649 42,361,518 99.99

Aug 21 631 229 860 42,362,378 99.99

Aug 22 644 168 812 42,363,190 99.99

Aug 23 724 196 920 42,364,110 100.00

Aug 24 1,095 411 150 42,365,616 100.00

Aug 25 166 34 200 42,365,816 100.00

Data Source: DMAF                                             

Table includes Puerto Rico and excludes Hialeah, FL (LCO 2928)
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Appendix H:  Summary Table of Nonresponse Followup (NRFU) Enumerator Questionnaire (EQ)  
                        Return Responses by State

State
Proxy

Interviews
Final

Attempt
Partial 

Interviews Refusals
Spanish

Interviews
Replacement

 Forms

Total

< with PR 14,474,361 1,042,715 2,061,930 771,002 470,184 705,936

< without  PR 14,276,925 1,027,740 2,047,177 765,840 469,952 697,378

AL 300,648 18,730 30,529 13,737 751 13,424

AK 35,010 832 3,377 987 35 520

AZ 329,153 27,912 43,967 14,782 24,080 12,044

AR 168,285 5,424 16,369 2,412 1,407 1,668

CA 1,144,239 114,240 233,749 84,613 134,108 76,436

CO 196,131 12,411 37,065 8,963 6,732 8,934

CT 137,084 6,835 20,806 7,137 3,598 7,642

DE 59,495 3,653 6,103 3,814 388 4,200

DC 45,494 5,866 7,340 2,980 1,046 7,699

FL 1,193,051 45,698 133,463 49,620 41,067 53,471

GA 398,502 63,340 63,854 26,216 9,112 23,458

HI 77,229 3,374 5,476 1,541 105 3,224

ID 68,337 2,783 9,453 3,717 1,604 3,600

IL 548,432 50,250 118,177 60,918 30,802 60,494

IN 306,503 36,418 56,480 21,888 2,269 21,529

IA 114,432 3,764 11,513 2,213 933 1,391

KS 134,178 4,939 14,685 4,016 2,464 2,257

KY 219,595 7,697 19,333 3,416 681 1,427

LA 271,796 13,917 34,931 12,071 624 11,887

ME 109,113 255 11,856 1,093 50 1,076

MD 265,321 27,699 46,153 23,847 3,647 36,130

MA 247,787 21,253 38,377 22,134 4,050 20,035

MI 555,645 13,320 61,718 8,263 1,908 8,816



State
Proxy

Interviews
Final

Attempt
Partial 

Interviews Refusals
Spanish

Interviews
Replacement

 Forms
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MN 213,068 11,681 33,492 10,313 1,579 10,282

MS 164,845 5,567 16,190 2,418 466 1,524

MO 318,587 11,953 21,096 3,857 1,013 3,684

MT 54,549 1,430 5,186 932 15 1,107

NE 72,990 2,388 5,957 1,336 1,073 1,137

NV 104,149 21,179 15,549 9,961 4,990 6,008

NH 68,426 3,411 10,664 3,023 36 2,393

NJ 374,804 37,206 67,327 26,408 17,686 26,836

NM 111,578 3,815 13,908 4,498 4,240 4,323

NY 928,528 102,885 155,553 85,550 35,704 83,926

NC 490,830 29,446 61,012 18,060 7,287 13,400

ND 33,407 767 3,502 663 7 242

OH 500,856 25,995 58,753 8,666 1,131 7,988

OK 228,157 16,081 29,039 6,723 2,950 3,601

OR 164,353 9,240 26,591 12,422 4,019 4,842

PA 609,352 30,405 78,401 24,764 4,523 22,103

RI 52,076 1,850 5,963 5,255 2,871 7,227

SC 279,850 13,672 30,378 10,308 1,731 11,554

SD 34,222 743 5,679 1,283 54 999

TN 303,355 11,306 43,359 18,271 1,948 16,711

TX 1,121,393 146,234 176,020 73,238 88,955 45,065

UT 82,016 2,692 9,868 3,020 3,024 1,222

VT 45,160 1,052 3,288 1,714 32 325

VA 297,537 20,396 46,083 16,898 3,711 21,353

WA 284,014 15,696 48,774 19,720 5,811 9,256

WV 132,519 1,359 8,162 1,018 70 1,136

WI 255,640 6,988 40,046 14,398 3,482 7,274



State
Proxy

Interviews
Final

Attempt
Partial 

Interviews Refusals
Spanish

Interviews
Replacement

 Forms

57

WY 25,204 1,693 2,563 745 83 498

PR 197,436 14,975 14,753 5,162 232 8,558

Data Source: DRF2

Table excludes data for Hialeah, FL (LCO 2928)
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Appendix I:  Example of an Enumerator Questionnaire 

             Short Form Enumerator Questionnaire Form D-1(E)

OMB N o.  0607-0856:  Approval Expires 12/31/2000

FORM D-1(E) U.S.  DEPARTMENT OF COMMERCE

(1-25-99) BUREAU OF THE CENSUS

LCO State County Tract Block

ENUMERATOR

AA Map Spot Unit ID

QUESTIONNAIRE <------------------------  APPLY LABEL HERE  --------------------->

United  States  Census  2000 House No. Street name, Rural route and box, or PO box

Apt. No. or Location

Number of continuation      

forms for this address

City State Zip code

RECORD  OF  CONTACT
Type Mo nth Day T im e Outcome Type Mo nth Day T im e Outcome

    Personal

    a.m.
    p.m.

      Personal
    Telephone

    a.m.
    p.m.

  

    Personal
    Telephone

     a.m.
    p.m.

      Personal
    Telephone

     a.m.
    p.m.

  

    Pe rsona l 

    Telephone 
     a.m.

    p.m.
      Pe rsona l 

    Telephone 
     a.m.

    p.m.
  

OUTCOME CODES:  NV = Left notice of visit    NC = No contact   RE = Refusal   CI = Conducted interview   OT = Other

CERTIFICATION Crew  Lea der’s initia ls CLD num ber

I certify that the entries I have made on this questionnaire are true and correct  to 

the best of my knowledge.
    

En um erato r’s sign ature  and  date

  

Month       Day
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INTRODUCTION

S1. Hello, I’m (Your name) from the Census Bureau.  (Show ID card.)  Is this (Read address)?
 Yes - Continue with question S2
 No - Ask:  Can you tell me where to find (Read address)?  END INTERVIEW

S2. I’m here to complete a census questionnaire for this address.  It should take about 7 minutes.

This notice (Hand respondent a Privacy Act Notice) explains that your answers are kept confidential.
Did you or anyone in this household live here on Saturday, April 1, 2000?

 Yes - Continue with question S3    No ÷ Skip to question S4

S3. Is this (house/apartment/mobile home) a vacation or seasonal home, or only occasionally occupied by 

your household?
 Yes ÷ Skip to items A, B, and C in the “Interview summary” block and refer to Card J.
 No ÷  Skip to S5

S4. On April 1, 2000 was the unit - 

 Vacant  ÷  Skip to  items A, B, and C in the “Interview Summary” block and refer to Card K.
Occupied by a different household?  Using a knowledgeable respondent, complete this questionnaire for the
Census Day household and refer to Card K.

S5. How many people were living or staying in this (house/apartment/mobile home) on April 1, 2000?
      Number of people

             Long Form Enumerator Questionnaire Form D-2(E)

OMB N o.  0607-0856:  Approval Expires 12/31/2000

FORM D-2(E) U.S.  DEPARTMENT OF COMMERCE

(1-25-99) BUREAU OF THE CENSUS

LCO State County Tract Block

ENUMERATOR

AA Map Spot Unit ID

QUESTIONNAIRE <------------------------  APPLY LABEL HERE  --------------------->

United  States  Census  2000 House No. Street name, Rural route and box, or PO box

    Continuation form(s) attached
Apt. No. or Location

Number of continuation      

forms for this address

City State Zip code
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RECORD  OF  CONTACT
Type Mo nth Day T im e Outcome Type Mo nth Day T im e Outcome

    Personal

    a.m.
    p.m.

      Personal
    Telephone

    a.m.
    p.m.

  

    Personal
    Telephone

     a.m.
    p.m.

      Personal
    Telephone

     a.m.
    p.m.

  

    Pe rsona l 

    Telephone 
     a.m.

    p.m.
      Pe rsona l 

    Telephone 
     a.m.

    p.m.
  

OUTCOME CODES:  NV = Left notice of visit    NC = No contact   RE = Refusal   CI = Conducted interview   OT = Other

CERTIFICATION Crew  Lea der’s initia ls CLD num ber

I certify that the entries I have made on this questionnaire are true and correct  to 

the best of my knowledge.
    

En um erato r’s sign ature  and  date

  

Month       Day

           

INTRODUCTION

S1. Hello, I’m (Your name) from the Census Bureau.  (Show ID card.)  Is this (Read address)?
 Yes - Continue with question S2
 No - Ask:  Can you tell me where to find (Read address)?  END INTERVIEW

S2. I’m here to complete a census questionnaire for this address.  It should take about 30 minutes.

This notice (Hand respondent a Privacy Act Notice) explains that your answers are kept confidential.
Did you or anyone in this household live here on Saturday, April 1, 2000?

 Yes - Continue with question S3    No ÷ Skip to question S4

S3. Is this (house/apartment/mobile home) a vacation or seasonal home, or only occasionally occupied by your

household?
 Yes ÷ Skip to question 35 and ask the double underline questions (35, 36, 38-41, and 45a-b).

C  If the unit is “For rent,” ask questions 47a-b.  If the unit is “For sale only,” ask question 56.
C  Then complete items A, B, and C in the “Interview Summary” block and refer to Card J.

 No ÷  Skip to S5

S4. On April 1, 2000 was the unit - 

 Vacant  ÷  Skip to question 35 and ask the double-underlined questions (35, 36, 38-41, and 45a-b).
C  If the unit is “For rent,” ask questions 47a-b.  If the unit is “For sale only,” ask question 56.
C  Then complete items A, B, and C in the “Interview Summary” block and refer to Card K.
Occupied by a different household?  Using a knowledgeable respondent, complete this questionnaire for the
Census Day household and refer to Card K.

S5. How many people were living or staying in this (house/apartment/mobile home) on April 1, 2000?
      Number of people
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From the last page of the Enumerator Questionnaire

RESPONDENT INFORMATION

R1.  Enter respondent’s name.
        First name
       

       Last name
       

R2.  In case we need to contact you,
what is your telephone number
and the best time to call?

Area code Telephone number
     -       -   

  Day       Evening       Either

R3. Respondent -
    Lived here on

      April 1, 2000

  Moved in after
      April 1, 2000
      (Refer to Card K)

  Is neighbor or other

INTERVIEW SUMMARY

A.  Status on April  1, 2000

1 = Occupied

2 = Occupied - Continuation

3 = V aca nt - Us ual ho m e else whe re

5 = Demolished/Burned out

6 = C ann ot loca te

7 = D uplica te

8 = Nonresidential

9 = Other (open to elements,

        condemned, under construction)

B.  POP on Apri l  1, 2000

   

01-97 = Total persons

00 = Vacant

98 =  De lete

99 = POP unknown

C.  VACANT -  Which category

best described this vacant unit as

of April 1, 2000?

  For rent

  For  sale  only

  Rented or sold, not occupied

  For  sea sona l, recrea tional,

       or occasional use

  For m igran t work ers

  Other vacant

D. SP    E. UHE     F. MOV     G. P I

                                    

H. REF   I. REP    J. CO         K. TC

                                

L.  J ICI   M. J IC2    N.  J IC3    O.  J IC4
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Appendix J:  Distribution of Nonresponse Followup (NRFU) Respondent Responses by State and by Form Type 

Form Type

Short Forms Long Forms

State
No

Response
HH  

Member In-Mover
Neighbor/

Other
No 

Response
HH

Member In-Mover
Neighbor/

Other

Total

< with PR 1,541,277 17,045,202 666,760 10,734,360 542,740 5,032,871 170,968 2,902,273

< without PR 1,515,733 16,707,862 662,929 10,578,180 535,778 4,943,228 169,916 2,865,900

AL 42,430 303,171 10,359 229,807 13,881 88,326 2,640 57,842

AK 902 46,549 1,718 25,217 525 14,084 525 7,550

AZ 32,434 303,569 15,992 253,128 10,373 75,828 3,603 56,430

AR 12,617 161,931 6,728 121,588 4,809 59,917 2,143 37,826

CA 124,272 1,925,084 71,871 858,119 43,658 504,188 16,349 197,900

CO 19,915 231,982 12,096 140,296 7,487 66,713 2,956 40,783

CT 15,044 212,282 7,381 104,160 5,422 61,484 1,771 23,772

DE 8,543 47,306 1,953 43,952 3,057 13,431 468 13,122

DC 12,759 48,415 1,667 34,826 3,927 13,089 429 8,572

FL 109,492 1,034,028 47,154 945,175 30,649 245,862 10,107 190,615

GA 68,807 493,370 21,223 301,294 20,156 129,412 4,946 71,039

HI 4,911 79,100 2,725 58,795 2,018 22,386 678 15,031

ID 2,886 69,031 3,519 47,395 1,420 24,695 1,053 16,370



Form Type

Short Forms Long Forms

State
No

Response
HH  

Member In-Mover
Neighbor/

Other
No 

Response
HH

Member In-Mover
Neighbor/

Other
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IL 83,427 706,228 23,279 412,487 27,234 212,640 5,997 106,669

IN 36,675 328,372 17,340 225,890 14,245 120,417 4,356 58,917

IA 6,620 126,117 5,875 79,226 3,581 54,348 1,946 27,385

KS 8,178 141,459 7,322 95,090 3,615 52,727 2,091 29,675

KY 15,987 261,242 10,014 165,472 5,907 80,116 2,661 41,448

LA 27,002 315,312 10,043 207,039 8,680 91,494 2,463 52,251

ME 3,783 75,006 4,091 73,983 1,864 28,842 1,382 29,657

MD 48,236 316,320 12,609 202,265 16,582 85,982 2,923 47,524

MA 36,143 411,247 12,047 189,311 12,290 106,863 2,778 43,651

MI 39,144 452,483 23,652 370,921 16,583 172,695 7,276 153,796

MN 15,350 208,064 7,789 129,776 12,273 99,458 3,287 72,216

MS 14,301 188,996 5,858 126,314 4,146 54,415 1,492 31,181

MO 18,724 290,556 14,814 230,587 7,642 103,066 4,403 68,783

MT 1,984 38,176 1,983 35,749 1,425 16,746 713 16,104

NE 4,294 73,836 3,539 48,341 2,772 32,188 1,213 19,897

NV 10,886 129,443 6,808 79,753 3,238 27,824 1,365 16,223

NH 6,338 68,198 2,430 49,497 2,710 21,340 708 15,791



Form Type

Short Forms Long Forms

State
No

Response
HH  

Member In-Mover
Neighbor/

Other
No 

Response
HH

Member In-Mover
Neighbor/

Other
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NJ 59,639 514,769 14,990 285,350 20,036 138,719 3,731 70,733

NM 8,689 111,319 5,199 83,127 2,839 29,467 1,204 22,048

NY 164,308 1,333,500 31,812 696,391 50,671 350,556 8,789 191,536

NC 55,866 544,919 23,574 365,901 18,876 153,945 6,118 95,237

ND 1,197 25,195 1,332 20,990 850 12,948 480 10,605

OH 33,857 619,996 28,703 372,766 13,533 189,165 7,441 91,946

OK 11,830 209,559 10,565 157,894 5,589 84,525 3,347 56,351

OR 15,059 218,924 10,651 121,057 6,357 63,820 2,561 30,084

PA 51,756 637,660 20,645 443,908 21,305 228,038 5,793 139,006

RI 9,226 70,234 2,794 40,058 2,693 17,448 646 8,578

SC 36,663 291,995 11,454 213,808 11,731 81,840 2,694 51,894

SD 1,792 26,724 1,358 22,286 1,575 13,029 494 10,084

TN 39,250 394,034 15,721 231,034 12,733 105,221 3,727 52,873

TX 102,505 1,336,468 55,589 832,711 36,063 373,736 13,478 219,615

UT 6,688 109,261 4,845 59,540 2,261 34,308 1,178 16,453

VT 2,827 30,805 1,022 27,633 1,649 14,492 492 16,013

VA 33,315 407,899 16,894 225,459 11,889 110,499 3,767 51,417



Form Type

Short Forms Long Forms

State
No

Response
HH  

Member In-Mover
Neighbor/

Other
No 

Response
HH

Member In-Mover
Neighbor/

Other
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WA 26,544 403,750 16,890 210,825 10,367 112,267 4,025 52,274

WV 6,370 112,789 3,348 102,279 2,289 37,113 1,038 25,854

WI 14,961 198,921 10,572 161,322 9,600 104,067 3,858 79,888

WY 1,307 22,268 1,092 18,388 703 7,449 333 5,391

PR 25,544 337,340 3,831 156,180 6,962 89,643 1,052 36,373

Data Source: DRF2

Table excludes data for Hialeah, FL (LCO 2928)
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Appendix K:  Distribution of Nonresponse Followup (NRFU) Proxy Interviews by Day and               
                        by Form Type 

Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent

Total 11,400,854 3,073,172 14,474,026 14,474,026 100.00

Apr 21 15 2 17 17 0.00

Apr 24 82 11 93 110 0.00

Apr 25 451 48 499 609 0.00

Apr 26 432 59 491 1,100 0.01

Apr 27 1,970 280 2,250 3,350 0.02

Apr 28 8,713 1,324 10,037 13,387 0.09

Apr 29 10,059 1,538 11,597 24,984 0.17

Apr 30 10,343 1,750 12,093 37,077 0.26

May 1 72,118 13,326 85,444 122,521 0.85

May 2 159,347 31,316 190,663 313,184 2.16

May 3 215,418 45,682 261,100 574,284 3.97

May 4 267,290 59,018 326,308 900,592 6.22

May 5 288,082 65,372 353,454 1,254,046 8.66

May 6 156,619 36,058 192,677 1,446,723 10.00

May 7 102,389 22,102 124,491 1,571,214 10.86

May 8 362,101 83,228 445,329 2,016,543 13.93

May 9 405,407 97,037 502,444 2,518,987 17.40

May 10 398,652 96,889 495,541 3,014,528 20.83

May 11 390,721 97,415 488,136 3,502,664 24.20

May 12 380,625 95,817 476,442 3,979,106 27.49

May 13 197,968 49,070 247,038 4,226,144 29.20

May 14 118,741 27,849 146,590 4,372,734 30.21

May 15 419,222 102,883 522,105 4,894,839 33.82

May 16 401,701 102,548 504,249 5,399,088 37.30

May 17 396,832 101,354 498,186 5,897,274 40.74



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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May 18 399,834 103,418 503,252 6,400,526 44.22

May 19 376,552 98,037 474,589 6,875,115 47.50

May 20 215,750 55,017 270,767 7,145,882 49.37

May 21 176,344 42,959 219,303 7,365,185 50.89

May 22 405,903 105,083 510,986 7,876,171 54.42

May 23 371,630 99,312 470,942 8,347,113 57.67

May 24 351,164 94,762 445,926 8,793,039 60.75

May 25 338,543 91,721 430,264 9,223,303 63.72

May 26 313,314 85,736 399,050 9,622,353 66.48

May 27 190,324 50,691 241,015 9,863,368 68.15

May 28 134,781 35,242 170,023 10,033,391 69.32

May 29 195,037 52,050 247,087 10,280,478 71.03

May 30 217,722 63,445 281,167 10,561,645 72.97

May 31 250,942 72,441 323,383 10,885,028 75.20

Jun 1 251,129 72,757 323,886 11,208,914 77.44

Jun 2 236,923 70,997 307,920 11,516,834 79.57

Jun 3 146,621 44,023 190,644 11,707,478 80.89

Jun 4 118,571 35,970 154,541 11,862,019 81.95

Jun 5 217,521 67,951 285,472 12,147,491 83.93

Jun 6 177,680 56,494 234,174 12,381,665 85.54

Jun 7 169,222 55,505 224,727 12,606,392 87.10

Jun 8 162,228 53,983 216,211 12,822,603 88.59

Jun 9 143,949 49,397 193,346 13,015,949 89.93

Jun 10 95,708 32,752 128,460 13,144,409 90.81

Jun 11 75,778 27,237 103,015 13,247,424 91.53

Jun 12 105,392 36,954 142,346 13,389,770 92.51

Jun 13 83,084 28,628 111,712 13,501,482 93.28



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent

68

Jun 14 67,713 24,126 91,839 13,593,321 93.92

Jun 15 64,250 23,303 87,553 13,680,874 94.52

Jun 16 58,042 21,483 79,525 13,760,399 95.07

Jun 17 39,920 15,238 55,158 13,815,557 95.45

Jun 18 21,686 7,916 29,602 13,845,159 95.66

Jun 19 32,362 12,326 44,688 13,889,847 95.96

Jun 20 18,902 6,950 25,852 13,915,699 96.14

Jun 21 13,757 4,937 18,694 13,934,393 96.27

Jun 22 7,348 2,858 10,206 13,944,599 96.34

Jun 23 5,792 1,966 7,758 13,952,357 96.40

Jun 24 795 325 1,120 13,953,477 96.40

Jun 25 1,036 352 1,388 13,954,865 96.41

Jun 26 2,389 740 3,129 13,957,994 96.43

Jun 27 1,078 303 1,381 13,959,375 96.44

Jun 28 1,233 359 1,592 13,960,967 96.46

Jun 29 414 88 502 13,961,469 96.46

Jun 30 260 77 337 13,961,806 96.46

Jul 1 1 0 1 13,961,807 96.46

Jul 3 530 100 630 13,962,437 96.47

Jul 5 298 71 369 13,962,806 96.47

Jul 6 20 6 26 13,962,832 96.47

Jul 7 54 17 71 13,962,903 96.47

Jul 8 256 51 307 13,963,210 96.47

Jul 9 2 1 3 13,963,213 96.47

Jul 10 252 113 365 13,963,578 96.47

Jul 11 71 19 90 13,963,668 96.47

Jul 12 89 15 104 13,963,772 96.47



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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Jul 13 313 95 408 13,964,180 96.48

Jul 14 72 19 91 13,964,271 96.48

Jul 15 2 0 2 13,964,273 96.48

Jul 16 24 0 24 13,964,297 96.48

Jul 17 46 43 89 13,964,386 96.48

Jul 18 1,792 736 2,528 13,966,914 96.50

Jul 19 1,592 768 2,360 13,969,274 96.51

Jul 20 7,171 2,676 9,847 13,979,121 96.58

Jul 21 7,899 2,987 10,886 13,990,007 96.66

Jul 22 5,412 1,632 7,044 13,997,051 96.70

Jul 23 9,316 3,187 12,503 14,009,554 96.79

Jul 24 41,634 14,645 56,279 14,065,833 97.18

Jul 25 52,782 19,407 72,189 14,138,022 97.68

Jul 26 61,812 23,153 84,965 14,222,987 98.27

Jul 27 42,415 16,045 58,460 14,281,447 98.67

Jul 28 20,046 7,378 27,424 14,308,871 98.86

Jul 29 5,846 2,156 8,002 14,316,873 98.91

Jul 30 6,401 2,214 8,615 14,325,488 98.97

Jul 31 19,172 8,045 27,217 14,352,705 99.16

Aug 1 18,524 5,505 24,029 14,376,734 99.33

Aug 2 11,363 4,154 15,517 14,392,251 99.44

Aug 3 13,108 4,425 17,533 14,409,784 99.56

Aug 4 11,803 4,196 15,999 14,425,783 99.67

Aug 5 3,870 1,371 5,241 14,431,024 99.70

Aug 6 2,502 853 3,355 14,434,379 99.73

Aug 7 6,546 2,248 8,794 14,443,173 99.79

Aug 8 4,552 1,823 6,375 14,449,548 99.83



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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Aug 9 2,525 505 3,030 14,452,578 99.85

Aug 10 1,316 382 1,698 14,454,276 99.86

Aug 11 566 181 747 14,455,023 99.87

Aug 12 1,007 272 1,279 14,456,302 99.88

Aug 13 708 212 920 14,457,222 99.88

Aug 14 2,150 643 2,793 14,460,015 99.90

Aug 15 985 279 1,264 14,461,279 99.91

Aug 16 3,294 852 4,146 14,465,425 99.94

Aug 17 2,683 700 3,383 14,468,808 99.96

Aug 18 946 224 1,170 14,469,978 99.97

Aug 19 329 99 428 14,470,406 99.97

Aug 20 367 79 446 14,470,852 99.98

Aug 21 476 184 660 14,471,512 99.98

Aug 22 439 95 534 14,472,046 99.99

Aug 23 542 152 694 14,472,740 99.99

Aug 24 871 256 1,127 14,473,867 100.00

Aug 25 141 18 159 14,474,026 100.00

Data Source: DRF2                      

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
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Appendix L:  Distribution of Nonresponse Followup (NRFU) Partial Interviews by Day                     
                        and by Form Type 

Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent

Total 1,064,684 997,178 2,061,862 2,061,862 100.00

Apr 24 1 1 2 2 0.00

Apr 25 12 7 19 21 0.00

Apr 26 10 6 16 37 0.00

Apr 27 65 19 84 121 0.01

Apr 28 318 133 451 572 0.03

Apr 29 278 193 471 1,043 0.05

Apr 30 228 224 452 1,495 0.07

May 1 2,321 1,525 3,846 5,341 0.26

May 2 4,733 3,351 8,084 13,425 0.65

May 3 6,495 5,308 11,803 25,228 1.22

May 4 9,454 7,865 17,319 42,547 2.06

May 5 10,707 9,233 19,940 62,487 3.03

May 6 5,491 5,033 10,524 73,011 3.54

May 7 4,604 3,688 8,292 81,303 3.94

May 8 16,146 13,990 30,136 111,439 5.40

May 9 18,759 17,327 36,086 147,525 7.15

May 10 19,759 17,996 37,755 185,280 8.99

May 11 20,379 19,084 39,463 224,743 10.90

May 12 20,739 19,232 39,971 264,714 12.84

May 13 12,026 11,026 23,052 287,766 13.96

May 14 7,646 6,480 14,126 301,892 14.64

May 15 24,562 22,680 47,242 349,134 16.93

May 16 25,385 23,781 49,166 398,300 19.32

May 17 26,449 24,988 51,437 449,737 21.81

May 18 26,326 25,669 51,995 501,732 24.33



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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May 19 26,393 25,070 51,463 553,195 26.83

May 20 15,776 14,248 30,024 583,219 28.29

May 21 13,224 11,853 25,077 608,296 29.50

May 22 32,103 29,913 62,016 670,312 32.51

May 23 29,122 27,979 57,101 727,413 35.28

May 24 28,509 28,253 56,762 784,175 38.03

May 25 28,496 28,055 56,551 840,726 40.78

May 26 27,815 27,101 54,916 895,642 43.44

May 27 17,773 16,642 34,415 930,057 45.11

May 28 14,588 12,792 27,380 957,437 46.44

May 29 19,744 18,524 38,268 995,705 48.29

May 30 21,313 21,927 43,240 1,038,945 50.39

May 31 27,781 28,300 56,081 1,095,026 53.11

Jun 1 29,306 29,629 58,935 1,153,961 55.97

Jun 2 29,278 30,251 59,529 1,213,490 58.85

Jun 3 19,789 19,380 39,169 1,252,659 60.75

Jun 4 18,386 17,832 36,218 1,288,877 62.51

Jun 5 31,460 31,916 63,376 1,352,253 65.58

Jun 6 28,036 28,364 56,400 1,408,653 68.32

Jun 7 29,709 29,596 59,305 1,467,958 71.20

Jun 8 29,453 29,830 59,283 1,527,241 74.07

Jun 9 26,832 27,886 54,718 1,581,959 76.72

Jun 10 18,841 18,694 37,535 1,619,494 78.55

Jun 11 16,265 15,760 32,025 1,651,519 80.10

Jun 12 21,076 21,689 42,765 1,694,284 82.17

Jun 13 17,188 16,462 33,650 1,727,934 83.80

Jun 14 14,408 14,258 28,666 1,756,600 85.19



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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Jun 15 15,434 14,851 30,285 1,786,885 86.66

Jun 16 15,112 14,141 29,253 1,816,138 88.08

Jun 17 11,122 10,275 21,397 1,837,535 89.12

Jun 18 6,275 5,402 11,677 1,849,212 89.69

Jun 19 8,621 7,800 16,421 1,865,633 90.48

Jun 20 5,495 4,705 10,200 1,875,833 90.98

Jun 21 3,643 3,207 6,850 1,882,683 91.31

Jun 22 2,079 1,806 3,885 1,886,568 91.50

Jun 23 1,381 1,103 2,484 1,889,052 91.62

Jun 24 343 260 603 1,889,655 91.65

Jun 25 327 247 574 1,890,229 91.68

Jun 26 269 245 514 1,890,743 91.70

Jun 27 248 146 394 1,891,137 91.72

Jun 28 152 125 277 1,891,414 91.73

Jun 29 83 38 121 1,891,535 91.74

Jun 30 24 37 61 1,891,596 91.74

Jul 3 43 45 88 1,891,684 91.75

Jul 5 60 48 108 1,891,792 91.75

Jul 6 3 1 4 1,891,796 91.75

Jul 7 8 4 12 1,891,808 91.75

Jul 8 59 38 97 1,891,905 91.76

Jul 10 26 27 53 1,891,958 91.76

Jul 11 16 3 19 1,891,977 91.76

Jul 12 31 12 43 1,892,020 91.76

Jul 13 29 9 38 1,892,058 91.76

Jul 14 34 13 47 1,892,105 91.77

Jul 16 16 0 16 1,892,121 91.77



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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Jul 17 4 4 8 1,892,129 91.77

Jul 18 567 577 1,144 1,893,273 91.82

Jul 19 286 405 691 1,893,964 91.86

Jul 20 1,257 1,403 2,660 1,896,624 91.99

Jul 21 898 1,314 2,212 1,898,836 92.09

Jul 22 1,023 728 1,751 1,900,587 92.18

Jul 23 2,331 1,850 4,181 1,904,768 92.38

Jul 24 10,091 7,588 17,679 1,922,447 93.24

Jul 25 14,356 10,593 24,949 1,947,396 94.45

Jul 26 16,474 11,964 28,438 1,975,834 95.83

Jul 27 11,802 8,897 20,699 1,996,533 96.83

Jul 28 6,161 4,272 10,433 2,006,966 97.34

Jul 29 1,974 1,255 3,229 2,010,195 97.49

Jul 30 2,075 1,408 3,483 2,013,678 97.66

Jul 31 4,929 4,257 9,186 2,022,864 98.11

Aug 1 4,505 3,066 7,571 2,030,435 98.48

Aug 2 2,644 2,022 4,666 2,035,101 98.70

Aug 3 3,860 2,180 6,040 2,041,141 99.00

Aug 4 2,821 1,802 4,623 2,045,764 99.22

Aug 5 989 606 1,595 2,047,359 99.30

Aug 6 751 482 1,233 2,048,592 99.36

Aug 7 1,775 1,221 2,996 2,051,588 99.50

Aug 8 1,292 1,142 2,434 2,054,022 99.62

Aug 9 694 206 900 2,054,922 99.66

Aug 10 244 108 352 2,055,274 99.68

Aug 11 87 55 142 2,055,416 99.69

Aug 12 188 61 249 2,055,665 99.70



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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Aug 13 77 27 104 2,055,769 99.70

Aug 14 416 191 607 2,056,376 99.73

Aug 15 175 95 270 2,056,646 99.75

Aug 16 1,459 496 1,955 2,058,601 99.84

Aug 17 733 401 1,134 2,059,735 99.90

Aug 18 391 183 574 2,060,309 99.92

Aug 19 108 86 194 2,060,503 99.93

Aug 20 99 68 167 2,060,670 99.94

Aug 21 116 117 233 2,060,903 99.95

Aug 22 70 78 148 2,061,051 99.96

Aug 23 167 110 277 2,061,328 99.97

Aug 24 275 201 476 2,061,804 100.00

Aug 25 30 28 58 2,061,862 100.00

Data Source: DRF2

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
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Appendix M:  Distribution of Nonresponse Followup (NRFU) Refusals by Day and by Form Type 

Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent

Total 433,445 337,554 770,999 770,999 100.00

Apr 25 4 1 5 5 0.00

Apr 26 3 3 6 11 0.00

Apr 27 5 5 10 21 0.00

Apr 28 41 12 53 74 0.01

Apr 29 54 28 82 156 0.02

Apr 30 56 42 98 254 0.03

May 1 488 278 766 1,020 0.13

May 2 1,001 690 1,691 2,711 0.35

May 3 1,455 1,073 2,528 5,239 0.68

May 4 2,001 1,600 3,601 8,840 1.15

May 5 2,584 2,176 4,760 13,600 1.76

May 6 1,489 1,144 2,633 16,233 2.11

May 7 1,139 863 2,002 18,235 2.37

May 8 4,103 3,500 7,603 25,838 3.35

May 9 4,975 4,336 9,311 35,149 4.56

May 10 5,139 4,726 9,865 45,014 5.84

May 11 5,203 5,136 10,339 55,353 7.18

May 12 5,538 5,129 10,667 66,020 8.56

May 13 2,922 2,801 5,723 71,743 9.31

May 14 1,833 1,572 3,405 75,148 9.75

May 15 6,459 6,435 12,894 88,042 11.42

May 16 6,982 6,666 13,648 101,690 13.19

May 17 7,004 6,894 13,898 115,588 14.99

May 18 7,147 7,434 14,581 130,169 16.88

May 19 6,821 6,964 13,785 143,954 18.67



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent

77

May 20 3,967 3,932 7,899 151,853 19.70

May 21 3,231 3,241 6,472 158,325 20.54

May 22 8,627 8,584 17,211 175,536 22.77

May 23 7,773 8,185 15,958 191,494 24.84

May 24 7,688 8,093 15,781 207,275 26.88

May 25 8,398 8,510 16,908 224,183 29.08

May 26 7,744 7,911 15,655 239,838 31.11

May 27 4,807 4,797 9,604 249,442 32.35

May 28 3,589 3,643 7,232 256,674 33.29

May 29 5,782 5,695 11,477 268,151 34.78

May 30 6,449 6,701 13,150 281,301 36.49

May 31 8,127 8,365 16,492 297,793 38.62

Jun 1 7,995 8,405 16,400 314,193 40.75

Jun 2 8,697 8,756 17,453 331,646 43.02

Jun 3 6,179 5,732 11,911 343,557 44.56

Jun 4 5,838 5,518 11,356 354,913 46.03

Jun 5 10,526 9,845 20,371 375,284 48.68

Jun 6 9,205 8,768 17,973 393,257 51.01

Jun 7 9,416 8,684 18,100 411,357 53.35

Jun 8 9,499 8,526 18,025 429,382 55.69

Jun 9 9,038 8,078 17,116 446,498 57.91

Jun 10 5,582 5,215 10,797 457,295 59.31

Jun 11 4,471 4,055 8,526 465,821 60.42

Jun 12 6,921 5,863 12,784 478,605 62.08

Jun 13 4,903 3,941 8,844 487,449 63.22

Jun 14 3,762 3,521 7,283 494,732 64.17

Jun 15 3,911 3,363 7,274 502,006 65.11



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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Jun 16 3,916 3,292 7,208 509,214 66.05

Jun 17 2,727 2,236 4,963 514,177 66.69

Jun 18 1,652 1,092 2,744 516,921 67.05

Jun 19 2,930 2,058 4,988 521,909 67.69

Jun 20 1,374 1,046 2,420 524,329 68.01

Jun 21 830 654 1,484 525,813 68.20

Jun 22 460 396 856 526,669 68.31

Jun 23 557 420 977 527,646 68.44

Jun 24 197 114 311 527,957 68.48

Jun 25 209 117 326 528,283 68.52

Jun 26 113 66 179 528,462 68.54

Jun 27 21 17 38 528,500 68.55

Jun 28 50 40 90 528,590 68.56

Jun 29 16 2 18 528,608 68.56

Jun 30 5 3 8 528,616 68.56

Jul 3 9 9 18 528,634 68.56

Jul 5 7 7 14 528,648 68.57

Jul 6 1 0 1 528,649 68.57

Jul 7 26 6 32 528,681 68.57

Jul 8 1 1 2 528,683 68.57

Jul 10 1 1 2 528,685 68.57

Jul 11 9 0 9 528,694 68.57

Jul 12 11 4 15 528,709 68.57

Jul 13 234 86 320 529,029 68.62

Jul 14 34 13 47 529,076 68.62

Jul 17 7 1 8 529,084 68.62

Jul 18 161 185 346 529,430 68.67



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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Jul 19 54 51 105 529,535 68.68

Jul 20 699 480 1,179 530,714 68.83

Jul 21 456 348 804 531,518 68.94

Jul 22 908 484 1,392 532,910 69.12

Jul 23 3,550 1,779 5,329 538,239 69.81

Jul 24 17,443 8,817 26,260 564,499 73.22

Jul 25 25,302 13,185 38,487 602,986 78.21

Jul 26 28,277 14,832 43,109 646,095 83.80

Jul 27 20,773 11,061 31,834 677,929 87.93

Jul 28 9,823 4,826 14,649 692,578 89.83

Jul 29 2,879 1,385 4,264 696,842 90.38

Jul 30 3,093 1,304 4,397 701,239 90.95

Jul 31 9,221 4,630 13,851 715,090 92.75

Aug 1 7,555 3,648 11,203 726,293 94.20

Aug 2 4,282 2,091 6,373 732,666 95.03

Aug 3 5,384 2,363 7,747 740,413 96.03

Aug 4 3,969 1,880 5,849 746,262 96.79

Aug 5 1,579 765 2,344 748,606 97.10

Aug 6 1,154 503 1,657 750,263 97.31

Aug 7 2,856 1,401 4,257 754,520 97.86

Aug 8 2,605 1,310 3,915 758,435 98.37

Aug 9 1,340 326 1,666 760,101 98.59

Aug 10 719 224 943 761,044 98.71

Aug 11 402 111 513 761,557 98.78

Aug 12 623 224 847 762,404 98.89

Aug 13 420 133 553 762,957 98.96

Aug 14 1,000 328 1,328 764,285 99.13



Form Type Cumulative 

Date Short Forms Long Forms Total Total  Percent
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Aug 15 604 218 822 765,107 99.24

Aug 16 1,556 470 2,026 767,133 99.50

Aug 17 1,484 476 1,960 769,093 99.75

Aug 18 409 114 523 769,616 99.82

Aug 19 172 77 249 769,865 99.85

Aug 20 181 55 236 770,101 99.88

Aug 21 154 88 242 770,343 99.91

Aug 22 79 57 136 770,479 99.93

Aug 23 64 31 95 770,574 99.94

Aug 24 232 175 407 770,981 100.00

Aug 25 15 3 18 770,999 100.00

Data Source: DRF2

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
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Appendix N:  Distribution of Continuation Forms Used in Nonresponse Followup (NRFU) 

State

Number of
Continuation

forms used

         One 
form

attached

Two
forms

attached

Three
forms

attached

Four
forms

attached 

Five
forms

attached

Six - Ten
forms

attached

Eleven or
more forms

attached 
Invalid
Forms

Total:

< with PR 1,255,579 1,175,621 36,920 2,713 652 153 2,972 2,838 33,710

< without PR 1,230,423 1,151,514 36,400 2,695 639 151 2,920 2,744 33,360

AL 14,136 12,876 234 16 5 1 39 27 938

AK 3,464 3,356 61 2 1 0 2 5 37

AZ 30,612 28,867 971 63 18 5 63 43 582

AR 9,409 8,894 192 13 4 0 24 18 264

CA 227,062 210,230 11,021 1,077 199 39 511 419 3,566

CO 16,298 15,464 436 42 4 1 29 19 303

CT 11,610 10,917 184 13 7 3 32 24 430

DE 2,864 2,696 63 3 5 0 8 10 79

DC 2,355 2,105 82 9 0 0 13 8 138

FL 63,638 59,798 1,423 85 22 7 149 162 1,992

GA 32,562 30,654 859 46 12 4 67 87 833

HI 11,114 10,113 708 87 26 5 14 15 146

ID 6,310 6,089 104 5 2 2 13 5 90

IL 64,438 59,894 2,140 157 27 8 228 179 1,805



State

Number of
Continuation

forms used

         One 
form

attached

Two
forms

attached

Three
forms

attached

Four
forms

attached 

Five
forms

attached

Six - Ten
forms

attached

Eleven or
more forms

attached 
Invalid
Forms
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IN 19,407 18,266 398 31 7 4 56 39 606

IA 7,715 7,376 139 10 2 0 20 14 154

KS 9,673 9,072 156 9 3 1 26 26 380

KY 10,795 10,272 131 7 2 0 19 18 346

LA 20,915 19,727 480 27 3 0 41 66 571

ME 2,859 2,749 28 1 0 3 6 3 69

MD 19,605 18,286 385 16 12 2 55 47 802

MA 21,681 20,314 395 36 14 4 65 58 795

MI 33,549 31,595 860 57 11 3 76 64 883

MN 15,442 14,442 554 33 4 3 23 32 351

MS 12,188 11,438 291 14 4 0 23 34 384

MO 16,926 16,113 323 19 5 2 22 36 406

MT 2,101 2,021 34 2 0 0 1 1 42

NE 5,442 5,198 110 13 1 0 13 8 99

NV 10,442 9,865 274 12 4 1 27 30 229

NH 3,213 3,022 39 3 3 0 5 2 139

NJ 37,122 34,632 954 72 27 10 130 96 1,201

NM 8,019 7,702 132 7 0 0 17 15 146



State

Number of
Continuation

forms used

         One 
form

attached

Two
forms

attached

Three
forms

attached

Four
forms

attached 

Five
forms

attached

Six - Ten
forms

attached

Eleven or
more forms

attached 
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NY 98,744 90,994 3,515 224 61 13 302 212 3,423

NC 27,552 26,004 603 28 8 2 60 68 779

ND 1,319 1,130 17 0 0 0 0 2 170

OH 35,377 33,192 690 32 7 4 68 73 1,311

OK 13,087 12,525 202 9 1 1 20 25 304

OR 15,235 14,544 375 28 5 1 26 21 235

PA 37,775 35,578 777 46 18 4 91 107 1,154

RI 3,425 3,257 41 4 0 0 6 8 109

SC 14,406 13,431 269 11 4 3 33 39 616

SD 1,733 1,657 34 4 1 0 2 1 34

TN 18,472 17,396 346 21 2 2 50 47 608

TX 120,930 113,540 3,136 180 53 6 282 366 3,367

UT 16,691 15,851 548 42 15 3 30 19 183

VT 1,362 1,299 11 3 1 1 3 5 39

VA 23,172 21,984 466 23 11 0 44 43 601

WA 27,101 25,733 690 27 9 1 45 48 548

WV 4,192 4,037 44 1 1 0 6 6 97

WI 15,805 14,282 462 25 8 2 32 38 956
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WY 1,079 1,037 13 0 0 0 3 6 20

PR 25,156 24,107 520 18 13 2 52 94 350

Source: DRF2                                                                                                                                                               

Table excludes Hialeah, FL (LCO 2928)
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Appendix O:  Distribution of Added and Deleted Addresses in Nonresponse Followup (NRFU)
                        by State 

NRFU Universe Added Addresses Deleted Addresses

State # % # % # %

Total

< with Puerto Rico 42,372,965 100 .0 688,944 100 .0 6,023,232 100 .0

< without Puerto Rico 41,673,425 98.3 660,151 95.8 5,944,552 98.7

Alabama 839,046 2.0 13,682 2.0 146,582 2.4

Alaska 110,706 0.3 2,916 0.4 16,961 0.3

Arizona 818,468 1.9 12,109 1.8 111,651 1.9

Arkansas 454,673 1.1 8,751 1.3 71,439 1.2

California 4,092,714 9.7 60,472 8.8 531,138 8.8

Colorado 583,193 1.4 8,983 1.3 86,012 1.4

Connecticut 473,774 1.1 6,395 0.9 63,552 1.1

Delaware 140,176 0.3 672 0.1 20,253 0.3

District of Columbia 124,186 0.3 1,196 0.2 17,085 0.3

Florida 2,816,993 6.6 49,615 7.2 341,790 5.7

Georgia 1,280,935 3.0 25,772 3.7 249,233 4.1

Hawaii 207,698 0.5 7,807 1.1 33,437 0.6

Idaho 188,317 0.4 6,486 0.9 29,927 0.5

Illinois 1,705,872 4.0 27,750 4.0 274,858 4.6

Indiana 884,833 2.1 18,341 2.7 131,993 2.2

Iowa 337,374 0.8 6,609 1.0 43,830 0.7

Kansas 369,367 0.9 3,760 0.5 44,125 0.7

Kentucky 649,635 1.5 11,556 1.7 93,606 1.6

Louisiana 810,111 1.9 11,404 1.7 142,985 2.4

Maine 237,280 0.6 3,459 0.5 26,804 0.4

Maryland 747,536 1.8 9,206 1.3 86,178 1.4

Massachusetts 879,213 2.1 12,681 1.8 116,037 1.9

Michigan 1,357,339 3.2 14,301 2.1 179,132 3.0

Minnesota 596,917 1.4 8,498 1.2 75,704 1.3

Mississippi 477,446 1.1 10,391 1.5 75,183 1.2



NRFU Universe Added Addresses Deleted Addresses

State # % # % # %
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Missouri 826,337 2.0 8,940 1.3 117,588 2.0

Montana 127,995 0.3 2,176 0.3 20,260 0.3

Nebraska 201,758 0.5 2,316 0.3 21,179 0.4

Nevada 286,008 0.7 9,384 1.4 23,625 0.4

New Hampshire 180,149 0.4 4,479 0.7 23,218 0.4

New Jersey 1,179,941 2.8 22,066 3.2 157,269 2.6

New Mexico 292,623 0.7 7,705 1.1 43,290 0.7

New York 3,129,981 7.4 48,880 7.1 549,781 9.1

North Carolina 1,394,858 3.3 16,795 2.4 196,763 3.3

North Dakota 84,582 0.2 1,348 0.2 12,786 0.2

Ohio 1,495,048 3.5 14,981 2.2 190,893 3.2

Oklahoma 589,801 1.4 6,681 1.0 71,786 1.2

Oregon 525,075 1.2 11,651 1.7 76,032 1.3

Pennsylvania 1,730,547 4.1 30,655 4.4 268,611 4.5

Rhode Island 159,345 0.4 2,876 0.4 22,300 0.4

South Carolina 810,189 1.9 12,103 1.8 161,487 2.7

South Dakota 85,627 0.2 1,200 0.2 11,768 0.2

Tennessee 948,373 2.2 10,372 1.5 148,825 2.5

Texas 3,177,396 7.5 46,868 6.8 373,190 6.2

Utah 265,864 0.6 4,579 0.7 39,431 0.7

Vermont 107,894 0.3 1,397 0.2 16,804 0.3

Virginia 916,909 2.2 9,252 1.3 101,890 1.7

Washington 935,441 2.2 22,505 3.3 139,328 2.3

West Virginia 323,250 0.8 5,512 0.8 43,287 0.7

Wisconsin 647,615 1.5 11,150 1.6 91,582 1.5

Wyoming 67,017 0.2 1,468 0.2 12,084 0.2

Puerto Rico 699,540 1.7 28,793 4.2 78,680 1.3

Data Source: DMAF and MAF                                                     

Table excludes data for Hialeah, FL (LCO 2928)
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Appendix P:  Distribution of Added and Deleted Addresses in Nonresponse Followup                         
                       (NRFU) by Address Type for the Mailout/Mailback Area 

NRFU Universe Added Addresses Deleted Addresses

Address Type # % # % # %

Total 33,064,507 100.0 466,776 100.0 4,853,310 100.0

< Complete City 32,771,232 99.1 448,190 96.0 4,722,923 97.3

   with location description 164,753 0.5 1,340 0.3 77,101 1.6

   without location description 32,606,479 98.6 446,850 95.7 4,645,822 95.7

< Complete Rural Route 12,428 0.0 0 0.0 2,638 0.1

   with location description 12,141 0.0 0 0.0 2,524 0.1

   without location description 287 0.0 0 0.0 114 0.0

< Complete PO Box 6,708 0.0 0 0.0 2,098 0.0

   with location description 5,436 0.0 0 0.0 1,364 0.0

   without location description 1,272 0.0 0 0.0 734 0.0

< Incomplete Address 271,539 0.8 8,274 1.8 123,558 2.5

   with location description 263,977 0.8 1 0.0 118,069 2.4

   without location description 7,562 0.0 8,273 1.8 5,489 0.1

< No Address Information 2,600 0.0 10,312 2.2 2,093 0.0

   with location description 2,299 0.0 9,348 2.0 1,805 0.0

   without location description 301 0.0 964 0.2 288 0.0

Data Source: DMAF and MAF

An entry with 0.0 percent indicates the value is less than one-tenth of a percent

Table includes data for Puerto Rico and excludes data for Hialeah, FL (LCO 2928)
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Appendix Q:  Distribution of Added and Deleted Addresses in Nonresponse Followup                        
                        (NRFU) by Address Type for the Update/Leave Area 

NRFU Universe Added Addresses Deleted Addresses

Address Type # % # % # %

Total 9,186,008 100.0 220,092 100.0 1,148,106 100.0

< Complete City 5,478,904 59.6 136,093 61.8 598,590 52.1

   with location description 981,611 10.7 6,745 3.1 107,404 9.4

   without location description 4,497,293 49.0 129,348 58.8 491,186 42.8

< Complete Rural Route 717,305 7.8 1 0.0 62,162 5.4

   with location description 705,619 7.7 1 0.0 60,777 5.3

   without location description 11,686 0.1 0 0.0 1,385 0.1

< Complete PO Box 336,806 3.7 1 0.0 31,330 2.7

   with location description 324,755 3.5 1 0.0 29,724 2.6

   without location description 12,051 0.1 0 0.0 1,606 0.1

< Incomplete Address 137,676 1.5 14,546 6.6 22,567 2.0

   with location description 65,196 0.7 0 0.0 8,385 0.7

   without location description 72,480 0.8 14,546 6.6 14,182 1.2

< No Address Information 2,515,317 27.4 69,451 31.6 433,457 37.8

   with location description 2,514,913 27.4 64,161 29.2 433,285 37.7

   without location description 404 0.0 5,290 2.4 172 0.0

Data Source: DMAF and MAF

An entry with 0.0 percent indicates the value is less than one-tenth of a percent

Table includes data for Puerto Rico and excludes data for Hialeah, FL LCO 2928 
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Appendix R:  Distribution of Added and Deleted Addresses in Nonresponse Followup                        
                        (NRFU) by Address Type for the Urban Update/Leave Area 

NRFU Universe Added Addresses Deleted Addresses

Address Type # % # % # %

Total 122,450 100.0 2,076 100.0 21,816 100.0

< Complete City 120,793 98.6 1,999 96.3 21,104 96.7

   with location description 906 0.7 5 0.2 296 1.4

   without location description 119,887 97.9 1,994 96.1 20,808 95.4

< Complete Rural Route 9 0.0 0 0.0 2 0.0

   with location description 9 0.0 0 0.0 2 0.0

   without location description 0 0.0 0 0.0 0 0.0

< Complete PO Box 21 0.0 0 0.0 11 0.1

   with location description 21 0.0 0 0.0 11 0.1

   without location description 0 0.0 0 0.0 0 0.0

< Incomplete Address 1,620 1.3 33 1.6 693 3.2

   with location description 1,615 1.3 0 0.0 689 3.2

   without location description 5 0.0 33 1.6 4 0.0

< No Address Information 7 0.0 44 2.1 6 0.0

   with location description 7 0.0 41 2.0 6 0.0

   without location description 0 0.0 3 0.1 0 0.0

Data Source: DMAF and MAF

An entry with 0.0 percent indicates the value is one-tenth of a percent

Table includes Puerto Rico and excludes Hialeah, FL LCO 2928
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EXECUTIVE SUMMARY 

Nonresponse Followup is a door to door enumeration in which census workers attempt to collect 
information from households that do not return their census forms. Given an expected national 
mail response rate of 61 percent, Census planners knew the overall success of Census 2000 
would be intricately tied to the success of the Nonresponse Followup operation. The success of 
the Nonresponse Followup operation would, in turn, be highly dependent on the Census Bureau’s 
ability to quickly develop skilled employees who were able to effectively perform the tasks of 
Nonresponse Followup enumeration. 

During Census 2000, the U.S. Census Bureau hired more than one-half million temporary 
workers to conduct its Nonresponse Followup operation. This report examines the effectiveness 
of the Census 2000 Nonresponse Followup enumerator training program. The evaluation used 
the Kirkpatrick training assessment model to evaluate the trainees’ satisfaction with the training 
program, their knowledge following training, and their on-the-job performance.1  The 
methodology included a content review of the training materials, observation reports on training 
delivery and Nonresponse Followup enumeration, and surveys and debriefings of enumerators 
and crewleaders. The results provide answers to four (4) major questions. 

Were the recommendations for improvement from the Census 2000 Dress Rehearsal 
evaluation incorporated into the 2000 training? 

Yes. About half of the recommendations from the Census 2000 Dress Rehearsal evaluation were 
incorporated into the 2000 training package, either completely or partially. The 
recommendations that were incorporated contributed to an improved training program. The 
recommendations that were not incorporated did not seem to significantly impact the 
effectiveness of the training in preparing the enumerators to collect Census information. 

Did the Census 2000 trainees gain the knowledge intended? 

Yes. Most enumerators were knowledgeable of census concepts. With the exception of reading 
questions as worded, enumerators consistently demonstrated effective interviewing skills. 

Were the trainees able to effectively do the job after completing training? 

Yes. Evaluation results indicate that the training did prepare the Nonresponse Followup 
enumerators to effectively perform their job and to carry out the tasks they were trained to do. 
Almost all of the enumerators displayed their Census ID at each household, properly identified 
themselves and the purpose of their visit, and determined Census Day residency status. Most 
consistently confirmed that they were at the correct address and provided a Privacy Act Notice. 
The majority of Nonresponse Followup enumerators recorded answers accurately and legibly.  A 

1
Kirkpatrick, Donald L.  Evaluating Tra ining Programs: The Four Levels, San Francisco, CA: Berrett-

Koehler, 1998. 
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sizable proportion of Nonresponse Followup enumerators, however, did not always read the 
questions exactly as worded, and frequently did not use the flashcards provided. The two major 
areas in which enumerators seemed less likely to follow procedures taught in training were 
asking about Hispanic origin and race. 

Did trainees find the training effective, useful, and enjoyable? 

Yes. Overall, enumerators were satisfied with the amount and content of the training they 
received. 

Recommendations 

The evaluation results indicate that the Census 2000 Nonresponse Followup training program 
was well received by trainees and did produce enumerators who could effectively collect needed 
Census data. The results also suggest some areas the Census Bureau should focus on in 
developing Nonresponse Followup enumerator training for 2010. 

•	 Increase the training time allotted to areas in which enumerators’ feedback indicated 
they felt less well prepared, with particular emphasis on interacting with reluctant 
respondents and refusals. 

•	 Continue to place emphasis on reading all of the questions exactly as worded, adding 
additional explanations on why reading questions verbatim is so important to data 
quality. Create a video that focuses on the importance of reading questions exactly as 
worded, especially ethnicity and race questions. 

•	 Conduct debriefings of enumerator and crewleaders in the 2004 Census Test to get 
insight on how to improve the use of  flashcards and other job aids. During training, 
explain the importance and value of using these items as prescribed. 

•	 Continue to provide an opportunity for the field work component of Nonresponse 
Followup training and enforce inclusion of field work in all training sessions. To 
help ensure inclusion of field work as part of the training, require trainers to record 
and “sign-off” when each enumerators has completed the field practice portion of 
training. 

•	 Restructure the Nonresponse Followup enumerator manual to be more consistent with 
the training guide in terms of organization and content. 

•	 Add to the training materials a “Frequently Asked Questions” job aid, outlining 
potentially difficult question that respondents might ask and appropriate responses. 

•	 Use additional media such as audio tapes, videos, flip charts, posters, and slides in 
training and assure they are used. 

• Increase the use of role playing, varying the situations to include reluctant respondents 
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and refusals. Add additional videos which depict a variety of enumeration 
environments and responses, including a refusal. 

•	 Use a trainer and training assistant to model interviewing skills, techniques and styles. 
This implicitly implies better preparation of crewleaders or whoever trains. 

•	 Conduct debriefings of enumerator and crewleaders in the 2004 Census Test to get 
insight on how to make improvements on preparing enumerators to ask the ethnicity 
and race questions exactly as worded. During the practice interviews, demonstrate a 
variety of effective techniques for interacting with people of different racial and 
ethnic backgrounds. 

•	 Conduct debriefings and/or focus groups with enumerator and crewleaders during the 
2004 Census Test to get insight on why, despite emphasis in training, we continue to 
experience critical problems regarding issues such as interactions with reluctant 
respondents and refusals, reading questions as worded, and the use of flashcards. Use 
the insights gained from these debriefings to suggest solutions to these problems for 
2010. 
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1. BACKGROUND 

Based on the results of its Census 2000 Dress Rehearsal, the U.S. Census Bureau estimated that 
about 40 percent of the U.S. households would not return their Census 2000 questionnaires. 
Households that did not return their questionnaires would require a personal visit by a Census 
enumerator during the nonresponse followup (NRFU) operation. Census 2000 planners 
recognized that a key determinant of the success of NRFU would be the Census Bureau’s ability 
to provide adequate training to a large number of newly hired, temporary employees, many of 
whom would have no previous Census or data collection experience. This research study, one of 
several conducted as part of the Census Bureau’s official Census 2000 Evaluation Program, 
evaluates the overall effectiveness of the Census 2000 NRFU training program. The objectives 
of this evaluation were to determine: (1) the extent to which suggested Census 2000 Dress 
Rehearsal improvements were made to the 2000 training program, and (2) whether the 2000 
training program resulted in skilled employees who were able to effectively perform the job of 
enumeration. Results will be used to help plan the NRFU training programs for Census 2010. 

1.1 NRFU 

Nonresponse Followup (NRFU) is the door-to-door enumeration of households which do not 
return their census questionnaire. If a Census 2000 form was not received in a data capture 
center prior to April 11, the household became part of the initial Nonresponse Followup universe. 

During Census 2000, the U.S. Census Bureau recruited and trained approximately one-half 
million enumerators to work in its NRFU operation. NRFU enumerators received 14¾ hours of 
classroom training and four hours of on-the-job field training. Once trained, these enumerators 
visited each nonresponding household and attempted to collect the needed census information. 
NRFU enumerators were required to make up to six contacts with a household (three personal 
and three telephone) prior to seeking information from a proxy respondent. 

At the end of each day of the NRFU operation, enumerators met with their crew leaders to turn in 
their completed work. Crewleaders reviewed the day’s work, and, where necessary, corrected, 
and then forwarded completed forms to the Local Census Office (LCO) for review and check-in. 
Some cases were selected for further quality assurance review. Questionnaires that passed the 
LCO review were shipped to the appropriate data capture center. 

1.2 Evaluation of NRFU Training in the Census 2000 Dress Rehearsal 

In planning for Census 2000, the Census Bureau recognized that adequate employee training 
would be the cornerstone of the success of NRFU. Thus, as part of its Census 2000 Dress 
Rehearsal, extensive resources were invested in designing and implementing a quality NRFU 
enumerator training program. Also, as part of the Dress Rehearsal, research was undertaken to 
evaluate the effectiveness of the NRFU training program.2  The 1998 study concluded that the 

2
The Dress Rehearsal evaluation was conducted by an outside contractor working with Census Bureau 
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Dress Rehearsal NRFU enumerators were successfully and effectively trained. The evaluation 
also identified several areas for improvements in composition and delivery in the NRFU training 
program that would help ensure a highly successful enumeration effort in 2000. 

1.3 Census 2000 NRFU Enumerator Training 

The Nonresponse Followup operation began on April 27, 2000 and was completed June 26, 
almost two weeks ahead of schedule.3 Training was scheduled to take place nationally starting 
April 24, with replacement training sessions conducted as needed. 

Upon arriving at training, each trainee received a trainee kit containing  an enumerator’s manual, 
a classroom workbook, several job aids, and a quantity of needed forms and supplies. The 
NRFU enumerator manual was the major source of information on the basic responsibilities of 
the job and the role of the enumerator. The manual was supplemented with several job aids 
designed to serve as resources to the enumerators while out in the field. These job aids provided 
step-by-step instructions on everything from preparing for work to submitting completed work. 
The trainees also received several “flash cards” to show to respondents during the course of 
interviewing. 

Table 1 shows the suggested schedule for NRFU enumerator training. The NRFU training 
sessions were usually conducted by a crewleader, preferably one who would later become the 
trainees’ first line supervisor. Crewleaders were temporary workers who, for the most part, had 
little or no previous census experience. In many cases, the crewleaders, themselves, had been 
trained on the NRFU operation only a few weeks earlier, and had little or no experience as 
trainers. 

To help ensure uniformity and consistency, the NRFU training program used verbatim lectures 
and standard videos. Practice interviews and roleplays were interspersed throughout training. A 
good portion of the training focused on effective interviewing skills. 

The training also included a learning module in which trainees went out into the community to 
do interviews using their “live” cases, and then came back to the classroom to discuss their 
experiences. At the end of training, the trainees completed a multiple choice test to assess their 
comprehension. The answers to the test were then discussed and the trainees were graded on 
their performance. Once trained, these Census 2000 NRFU enumerators were immediately sent 
out to collect census data from approximately 42,000,000 nonresponding households. 

training experts.
3
The original NRFU  schedule anticipated that the operation would run for nine and one-half weeks, through 

July7. 
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Table 1 Contents of NRFU Enumerator Training 

Section Topic Time Allowed 

A. Appointment and Orientation 1 ½ hours 

B. Payroll Training ½ hour 

C. Preparing for Work 1 3/4 hours 

D. Comple ting the Short F orm for an O ccup ied U nit 1 ½ hour 

E. Comple ting the Long F orm for an O ccup ied U nit 1 ¼ ho ur 

F. Completing Continuation Forms and Practice Interviews 2 ¼ ho urs 

G. Comple ting Question naires fo r Va cant U nits 3/4 hours 

H. Comple ting Question naires fo r No nexisten t Units ½ hours 

I. No One Home and Refusals ½ hour 

J. Distribution of Assignments 1 hour 

Field Work 4 hours 

K. Review of Field Work 1 hour 

L. Other Interviewing Situations 1 hour 

M. Progress Reporting and Work Review ¼ hour 

N. Final Review Exercise 1 hour 

2. METHODS 

The overall objective of this evaluation was to examine the quality of the Census 2000 NRFU 
enumerator training program and the enumerators’ preparedness following training. Specific 
questions to be answered included: 

1)	 Were the recommendations for improvement from the Census 2000 Dress Rehearsal 
evaluation incorporated into the 2000 training? 

2) Did the Census 2000 trainees gain the knowledge intended? 
3) Were the trainees able to effectively do the job after completing training? 
4) Did trainees find the training effective, useful, and enjoyable? 

The study used the Kirkpatrick model of training evaluation as a basis for assessing the 
effectiveness of the NRFU training program. The Kirkpatrick model assesses employee training 
programs on four levels: reaction, learning, application, and organizational performance. In this 
evaluation, we analyzed results from level 1 (reactions to the training), level 2 (learning), and 
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level 3 (on-the-job performance).4 

The methodology consisted of: 
� A comprehensive content analysis and review of the Census 2000 NRFU training 

package; 
� Development and implementation of classroom training and field enumeration 

observation protocols; 
� Development and implementation of enumerator and crewleader debriefing  protocols; 
� Post-employment surveys of enumerators and crewleaders; 
� Collection of data on enumerator performance; 
� A review and analysis of the data collected during the evaluation process; and 
� Preparation of the final research report. 

2.1 Review of Census 2000 Training Materials 

One of the major objectives of this evaluation was to analyze the extent to which 
recommendations from the Census 2000 Dress Rehearsal evaluation report were incorporated 
into the Census 2000 training package and the impact of the implementation or 
nonimplementation of these recommendations on the quality of the 2000 training. The 2000 
evaluation methodology included an intense review of the Census 2000 training materials in 
tandem with the Census 2000 Dress Rehearsal evaluation report recommendations.5  We hired a 
contractor with expertise in employee training to determine whether the recommended changes 
had been incorporated into the 2000 training and the extent to which these changes were 
consistent with basic tenets of adult learning theory and instructional systems design. The 
contractor also observed NRFU enumerator training sessions conducted throughout the United 
States in order to assess the impact of inclusion and/or exclusion of the recommendations on 
Census 2000 training implementation and delivery. 

2.2 Observation of Classroom Training and Field Enumeration 

We developed multiple structured observation guides for use by persons observing NRFU 
classroom training and enumeration. We asked all persons who went out to observe either 
NRFU training or NRFU enumeration to complete the observation protocols and submit a 
comprehensive written report. 

The training observation protocol collected data on the observers’ perception of the quality of the 

4
 In level four, the focus is on evaluating whether there have been improvements in overall organizational 

performance which can be tied  back to the training program. Level four will not be addressed in this evaluation. 

Refer to Table A-1 in Appendix A. The table shows how the Kirkpatrick training evaluation model was 

implemented for this evaluation. 

5
Broadnax, et. al., Evaluation Study of Nonresponse Followup and Quality Check Personal Interview 

Enumerator Training  Programs. Refer  to Table A-2 in Appendix A for a list of training material included  in this 

review. 
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trainer, training delivery, and training materials. The enumeration observation protocol collected 
data on observers’ perception of the enumerators’ on-the-job performance, their attitudes toward 
the work, and their feelings about how well the training prepared them to do their job.6  The 
training observation protocol assessed each section of the training separately, and then required 
an overall assessment. The enumeration observation protocol assessed enumerator performance 
in six key skill areas: introductions, reference to Census Day, asking about household 
relationships, asking about ethnicity, asking about race, and checking coverage. Other skills and 
knowledge important to the maintenance of data quality were also included on the enumeration 
protocol. 

Observations of training were conducted between April 20 and May 3, 2000. Observations of 
enumeration were conducted between April 27, 2000 and June 14, 2000. Observations were 
conducted in all twelve of the Census regions, in varying enumeration environments. 

Some observers observed only one training class or only one actual interview. Others observed 
multiple training sessions and trainers and as many as 12 interviews with the same interviewer. 
A total of 170 enumerators was observed conducting nearly 500 NRFU household interviews.7 

Observations were made of both short and long form visits.8  Census Bureau staff, along with 
contractors hired to help evaluate the effectiveness of the training materials, conducted the 
observations. 

Using the observation data, we produced Kirkpatrick’s Level 1 measures of the adequacy of the 
training content and format. We also used the observation protocol data to produce Kirkpatrick 
Level 2 measures of enumerators’ knowledge of Census 2000 concepts and procedures. 
Additionally, we produced Kirkpatrick’s level 3 enumerator performance statistics from the 
observation data. 

2.3 Debriefings of Enumerators and Crew Leaders 

This evaluation is the only one within the Census 2000 Evaluation Program specifically 
examining NRFU enumerator training. Other studies, however, examined various aspects of the 
NRFU operation, and many of these included post-enumeration debriefings. In an attempt to 
prevent duplication of effort, we worked collaboratively with these other researchers to ensure 
the inclusion of relevant training questions in their debriefings. We collected additional data on 
reactions to the training from Field Division’s enumerator and crewleader debriefing 
questionnaires and focus groups. 

6
Both protocols were developed by staff from the Center for Survey Methods Research (CSMR) , Field 

Training and Career Development Office (FTCDO), and Field Division (FLD) based on input from the decennial 

areas regarding which work behaviors would have the greatest impact on Census data quality. 

7 
Refer to Table A-3 in Appendix A for the number of interviews per enumerator in the final enumeration 

observation data set. 

8
 After consulting with NRFU experts and researchers within the Census Bureau, the observation protocol 

was designed to focus on those items common to both the short and long forms. About 30percent of the 

observations included in the  evaluation were with long forms. 
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2.4 Post Employment Surveys 

To supplement observation and debriefing data, we included a set of questions on training in a 
post-employment telephone interview of NRFU enumerators and crewleaders conducted by a 
contractor. The survey included interviews with 1,194 NRFU enumerators who had completed 
an average of 91 NRFU short forms and 28 NRFU long forms. We also obtained data on 
satisfaction with training from a survey given to 4,896 enumerators during the NRFU operation 

2.5 System Data on Enumerator Characteristics and Enumerator Performance 

We collected data on overall on-the-job performance (e.g., production, tenure) for a sample of 
enumerators from the decennial database warehouses. Performance data reviewed for this 
evaluation include: 

�� length of time on-the-job 
�� percent of assignments that were long forms 
�� percent of assignments that were short forms 
�� cases per hour 
�� cases per day 
�� average number hours worked 
�� average number days worked 

We analyzed job performance variables at the end of the second and fourth week that the 
enumerators were on the job, and at the end of the NRFU operation. 

2.6 Applying Quality Assurance Procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. 

3. LIMITATIONS 

3.1 Heavy Reliance on Observation Data 

A major limitation of this research is its heavy reliance on observation data. Despite the use of a 
very structured observation protocol, the final assessments of the quality of classroom training 
and the enumerators’ on-the-job performance were based on the subjective judgements of 
individual observers. The reliability and validity of these judgements are highly correlated with 
the accuracy and consistency of the observers’ skills as observers, and also, to some extent, on 
their knowledge of the NRFU operation. These skills varied among the observers, and thus, the 
study’s reliance on observation data may have introduced bias. Heavy reliance on observation 
data also reduces generalizability of results due to the relatively small number of observed 
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interviews. 

3.2 Observations Were Not Based on a Scientifically Selected Sample 

The fact that the training classes that were observed and the enumerators who were observed 
formed “informal” samples, rather than predefined, statistically representative samples also 
limit the generalizability of the study’s results. 

3.3 Enumerators Were Aware They Were Being Observed 

Although enumerators were told the observations would  have no impact on their job, it is likely 
that they were on their best behavior while being observed.  We cannot determine the extent to 
which the actual observation influenced observed performance, which might impact the overall 
reliability of the results.9 

3.4	 Some Performance Data from Census Systems Were Unavailable and/or 

Inaccurate 

A major limitation in the Census 2000 Dress Rehearsal research was the unavailability and 
inaccuracy of the secondary data on enumerator performance from the Dress Rehearsal 
production databases. Similar problems reoccurred during 2000. There were problems 
obtaining needed data from existing databases and in some cases needed data were not recorded 
or retained by the LCO and thus were unavailable for this evaluation. The payroll and personnel 
database did not capture any enumerator performance appraisal data nor performance on 
reinterview. 

4. RESULTS 

Study results indicate that improvements were made to the 2000 training based on the Census 
2000 Dress Rehearsal evaluation results. Enumerators were satisfied with the amount and 
content of the training they received and NRFU enumerator training did prepare enumerators to 
effectively perform their job and carry out the tasks covered in training. Nearly all enumerators 
conducted NRFU in a competent and efficient manner. 

4.1	 Were the recommendations for improvement from the Census 2000 Dress 

Rehearsal evaluation incorporated into the 2000 training? 

9
We told observers to tell enumerators they were being observed as part of an evaluation of NRFU training 

and results would not be used to evaluate enumerators’ performance. We also told enumerators being observed by 

headquarters staff and external contractors that observation results would not be shared with their crewleader or 

other LCO  staff. 
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The Census 2000 Dress Rehearsal evaluation of NRFU training identified specific areas for 
improvement in both the composition and delivery of the Census 2000 NRFU training program. 
Census 2000 training developers based their decision on whether to incorporate the 1998 
recommendations into the 2000 training program on: (1) which proposed changes would have 
the greatest positive effect on Census 2000 enumeration activities, and (2) which changes could 
be implemented either fully or partially in time to be integrated with training plans for Census 
2000 enumeration. (Refer to Table B-2 in Appendix B) Sections 4.1.1 through 4.1.3 discuss the 
degree to which the recommendations put forth in the Census 2000 Dress Rehearsal Evaluation 
Report were implemented in the Census 2000 training program. Study results indicate that 
many improvements were made to the 2000 training based on the 1998 evaluation 
recommendations.  The results also suggest some areas for improvement in 2010 using those 
recommendations that were not fully implemented in 2000. 

4.1.1 Dress Rehearsal Training Recommendations That Were Fully Implemented 

The Bureau fully implemented the following seven 1998 recommendations for use with Census 
2000 NRFU Enumerator training. 

•	 Include trainer hints on how to conduct specific activities within the body of the script 
formatted to differentiate them from the script itself. 

•	 Increase the emphasis on reading the questions as written and explain the importance of 
these procedures in the context of collecting accurate data. 

•	 Increase and clarify the discussion on using continuation forms, emphasizing the 
importance of accurately copying identification information on continuation forms. 

•	 Increase the discussion on interviewing skills, especially those dealing with reluctant 
respondents and refusal avoidance. 

•	 Provide time in the crew leader training for trainers to practice effective training 
techniques. 

•	 Include suggestions of alternative training schedules in the training manual which allow 
for flexible scheduling of training. 

•	 Ensure that packages of materials are sent to the appropriate destination. If necessary 
use color coding schemes to differentiate materials (i.e., for rural and urban sites). 

These recommendations were fully implemented because they met the criteria of importance and 
timing. As will be shown in the discussion of the effectiveness of the enumerators in Section 
4.3, however, the incorporation of these recommendations did not necessarily result in 
significant changes in the on-the-job behavior of the trainees. 

4.1.2	 Dress Rehearsal Training Recommendations That Were Partially 
Implemented 
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Another ten of the Census 2000 Dress Rehearsal recommendations were partially implemented. 
The degree to which some of the partially implement recommendations was implemented and 
their impact on the training is described below. 

•	 Match organization and content of the Enumerator Manual with the Guide for Training 
NRFU Enumerators 

The design of the 2000 NRFU Manual was not wholly aligned with the NRFU 
Enumerator Training Guide in terms of organization and content. Although they were 
realigned from 1998 to be roughly consistent in terms of the order in which information 
is presented, inconsistent labeling and page layouts still made it difficult for trainees and 
trainers to be certain they were “on the same page.” 

• Consolidate and organize all trainee materials in one binder 

Enumerator training materials were consolidated and all materials were usually delivered 
at the beginning of training. Trainees, however, were not provided with binders. This 
made it more difficult for trainees to keep all of their materials in an organized and handy 
manner. 

• Add clearer and more consistent labeling of examples and forms 

Labeling of examples and forms in both the urban and rural versions of the Nonresponse 
Followup Enumerator Classroom Workbook was made clearer and more consistent in 
terms of location and label size. An aid, Prep Memo 99-D-26, also was provided to assist 
trainees in deciphering the maze of official Census forms in their training packets. The 
format of many forms, however, remained inconsistent in size, color, location of title, 
and location of number codes. 

•	 Include more clearly identified references to page numbers or other identifying features 
of participant materials as they are covered by specific sections of the script in the Guide 
for Training NRFU Enumerators. 

There are clear references provided to the page number of supporting trainee materials 
within the Training Guide. This cross referencing could be enhanced by the use of icons 
representing each trainee resource. For example, using a “workbook” icon, next to a 
reference to the enumerator workbook would visually cue the trainer to remind trainees to 
refer to the workbook for this portion of the training. 

• Increase and clarify the discussion on reading and using the census maps 

Only one and three-quarters hours were allocated to the entire ‘Preparing for Work’ 
section of enumerator training of which the discussion about census maps and how to use 
them was only a small part. More training time still needs to be allocated to this entire 
section, and specifically, to the use of census maps. In many of the training sessions that 
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were observed, the ‘Preparing for Work’ section required nearly 2¼ hours to complete, a 
half hour more than was allotted, which sometimes resulted in other sections being 
shortened. 

• Increase the discussion on the long form 

The amount of time spent on training enumerators to use the long form either was too 
short, and in some cases underutilized. Observations and debriefing data indicated that 
after this portion of the training, enumerators had varying levels of skill in filling out the 
long form, with few feeling fully prepared. One training delivery evaluator observed, 
“Some trainees could have used more practice . . . and more feedback to be sure all were 
getting it right.” Training observers also noted training sessions where trainers spent only 
15 to 20 minutes covering the long form, and in many cases, devoting more time to 
verbatim instruction than to practice interviews. 

•	 Include a list of the most frequently asked questions from respondents and suggested 
answers to the job aid 

There was no specific Job Aid provided to learners that listed respondents’ most 
frequently asked questions and the suggested answers. However, a useful chart presented 
in the enumerator manual did outline frequent objections to the census and provides 
possible responses which could be given by enumerators in these situations. 

•	 Include additional training on interviewer safety while in the field and add a “Dos and 
Don’ts” fact sheet on protocol and safety issues to hand out during training 

There was no standard safety fact sheet provided to trainees. In some of the training 
sessions observed, trainees were provided with “local” instructions regarding safety 
issues. In addition, Chapter 4 of the Field Nonsupervisory Census Employee Handbook 
contained information on personal safety and encouraged trainees to be safety-minded 
and conscious of their work surroundings. 

•	 Supplement reading of verbatim script, including more use of visuals, flip charts, and 
posters. Develop posters of forms. 

The NRFU training guide references the use of such materials as posters and videos. For 
example, the ‘Preparing for Work’ section prompts trainers to utilize the Enumerator 
Skills video. Observers reported, however, that not all of the training sessions utilized the 
training video. There were no visuals such as flip charts or posters utilized in any of 
observed training sessions. 

•	 Develop a more thorough end of training assessment which is closely tied to defined 
training objectives 

At the close of their training experience, enumerators were asked to complete two types 
of assessment, a “live” field practice evaluation and a written Final Review Exercise. 
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However, training objectives were not clearly defined in the training materials. A clear 
statement of what enumerators will be able to do at the end of the training needs to be 
provided to trainees so that they are aware of their defined learning objectives for the 
training. Failure to provide fully documented training objectives made it difficult to 
assess whether the final review exercise adequately covered the most critical knowledge, 
skills, and abilities from the training. 

4.1.3 Dress Rehearsal Training Recommendations That Were Not Implemented 

Sixteen recommendations listed in the Census 2000 Dress Rehearsal Report were not 
implemented. Census 2000 training developers indicated that these recommendations were not 
implemented because it was not believed that they would have any impact on the effectiveness of 
the training or because implementation was not feasible. Feasibility was assessed based on 
whether there was adequate time to incorporate the changes and/or on the ability of the Census 
Bureau to effectively address the logistics of ensuring full incorporation in all training sites. For 
example, several of the recommendations that were not implemented were related to the format 
of the training materials. Extensive rewrites of materials would have required more resources 
than were available in order to get the revised materials ready for print in a timely manner for 
shipment to all of the LCOs. Additionally, these format-related recommendations were 
considered of minor importance in terms of their potential impact on the overall quality of the 
training. 

We provide below a listing of all of the recommendations that were not implemented, giving a 
more in-depth discussion of those which appeared to have an impact on the overall effectiveness 
of the training. 

•	 Identify major topics in the Nonresponse Followup (NRFU) Enumerator Manual with 
indexes for quick reference. 

• Add a table of contents to the Classroom Workbook to help improve navigation. 

•	 Improve the “Points to Review” part of each “Practice Interview” exercise in the 
Classroom Workbook by encouraging participants to address each item one-by-one by 
adding slightly more white spaces between each item, placing a check-box next to each 
item instead of a bullet, and including an instruction to take a minute to evaluate the 
interviewer. 

• Include chapter sub-headings to clarify the flow from topic to topic within a chapter. 

•	 Increase left-hand margins of each scripted page to allow for marginal references to 
topics, training materials, activities and other features to make the script easier to read 
and to provide additional road maps to the trainer. 

•	 Include more opportunity for interpersonal skill development between enumerators and 
the public during training. 
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•	 Increase the amount of emphasis placed on the importance and usefulness of being able 
to answer respondents’ questions about census concepts and NRFU. 

•	 Ask participants questions reflective of the content or the prospective job rather than 
merely factual responses. 

• Extend the video to include examples of skilled and unskilled interviewers. 

• Create audio tapes to include examples of skilled and unskilled interviewers. 

• Include time for a “dry run” in the crew leader classroom training. 

•	 Ensure timely delivery of training supplies including accurate maps for locating housing 
units. 

•	 Ensure that crew leaders who conduct enumerator training have on-the-job training that 
includes field work before actually training. 

Many NRFU crewleaders were trained a few weeks before enumerator training. The 
crewleaders training did not include a field work component so many NRFU trainers had 
no practical experience to share with trainees. This recommendation was not 
implemented in 2000 because of the timing conflicts between when the NRFU workload 
was available and when crewleaders were trained and when we trained enumerators. 

• Modify (Increase) the amount of time spent on practice interviews 

In the Census 2000 training materials, trainers are instructed to conduct in-class practice 
interviews with enumerators who role-play the part of respondents. Trainees also 
participated in paired practice interviews where they alternated between the role of 
enumerator and respondent in scripted practice interview situations. The amount of time 
allocated for these activities in 2000, however, was somewhat lessened, despite data from 
the Census 2000 Dress Rehearsal evaluation which indicated that trainees perceived 
practice interviewing as important. This resulted in many Census 2000 enumerators 
saying they felt insufficiently prepared to conduct interviews immediately following 
classroom training. 

• Modify (Increase) the amount of time spent on field work 

Both the Census 2000 Dress Rehearsal and the Census 2000 training schedules had four 
hours allocated to field work. The time allotment was not modified. However, based on 
observations of enumerator training sessions conducted for Census 2000, and the 
resulting skills displayed by the enumerators in actual field work, the amount of time 
allocated to field work in enumerator training is adequate. Enumerators, however, asked 
that more time be spent on field work and subsequent discussion of their experiences 
during the field work. 
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•	 Provide more opportunity for participants to observe examples of skilled interviewing 
style. Have the trainer take the role of interviewer more often. 

The NRFU Enumerator Training Guide prompted trainers to instruct trainees to pair off 
and begin the practice interviews without the benefit of first observing the trainer in the 
role of interviewer at least once. Observing such models would give trainees a clearer 
image to emulate and would also provide a broad variety of example and techniques, 
words, and phrases they could use in on-the-job situations. 

4.2 Did the Census 2000 trainees obtain the knowledge intended? 

During NRFU classroom training, we devoted substantial time to ensuring trainees’ 
understanding of census concepts. Training emphasized the importance of internalizing answers 
to commonly asked questions about the census and about the use of census data. NRFU 
enumerators were trained on the importance of the census and provided with information to help 
them answer respondent questions and concerns about participating in Census 2000. We 
believed that knowledge of Census 2000 would help enumerators persuade reluctant and refusing 
respondents. NRFU enumerators were trained not to be pushy, but to explain clearly the 
importance of the census for their communities, and the confidentiality of all responses provided. 

We also provided training on effective interviewing techniques. Among the interviewing 
techniques covered in training were: 

• asking all questions exactly as worded, 
• asking questions in the order shown on the census form, 
• asking all questions on the form 
• recording responses accurately and legibly 
• probing to clarify unclear answers, and 
• never suggesting the “correct” answer to respondents. 

Enumeration observers indicated that most enumerators were knowledgeable of census concepts. 
The data indicate that, with the exception of reading questions as worded, enumerators 
consistently demonstrated effective interviewing skills. Table 2 shows that: 

•	 Ninety-seven percent of the enumerators were able to follow skip patterns on the short 
form, and 91 percent were able to follow skip patterns on the long form. 

During training, considerable attention was paid to appropriately following skip patterns 
on the long form. Although not as much attention was paid to skip patterns on the short 
form, short form training did stress the importance of following skip pattens during the 
introductory section of the form. Observers noted that the majority of enumerators were 
able to correctly following skip patterns not only on the short form, but the long form as 
well. 

• Ninety-four percent of the enumerators recorded responses accurately and legibly. 

Table 2. Percentage of Enumerators Who Demonstrated Specific Knowledge of 

Concepts Covered in Training 
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Did the enum erator:	 Percent of 

Enumerators 

(n=170) 

know how to  complete a  census form for a vacant unit? 98.6 

know how to add a person to the household roster as a result of the response to the C1 98.0

question “I need to make sure I have counted everyone who lived or stayed here on

April 1, 2000.  Did I miss ....?”?


know how to add a unit when an extra housing unit was found? 97.3 

know how to follow the appropriate skip patterns on the short form? 

know how to  complete a  continuation sheet? 

know how to read the bar code label on the questionnaire to fill out the label on the 

continuation form? 

know how to delete a person from the household roster as a result of the response to the 

C2 question“The Census Bureau has a lready counted certain  people so I don’t want to 

count them again here. On April 1, 2000, were any of the people you told me about 

.....?” 

know how to  handle situations where  the household moved in after census day? 

know how to use the census maps to locate addresses needing followup? 

know how to delete a unit address when the unit was nonexistent on Census Day or a 

duplicate address? 

know how to follow the appropriate skip patterns on the long form? 

ever provide any misleading or incorrect information when answering respondent 

questions? 

complete a record of contact each time a residence was visited? 

win the cooperation of respondents who initially appeared reluctant to cooperate? 

record responses accurately and legibly? 

probe to clarify unclear responses? 

have difficulty answering any of the respondents questions? 

ask all required questions on the form? 

leave a Notice of Visit,  form D-26, when no one was home at an address visited? 83.0 

seem uncomfortable or have difficulty asking any of the questions as written? 26.8 

ever ask leading questions or suggest answers when probing? 28.9 

always ask questions exactly as written? 60.1 
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Training emphasized the importance of completing the census forms legibly. Observers 
noted that enumerators were concerned that they use the appropriate pencils and that their 
writing was readable. 

•	 Ninety percent of the enumerators never had any difficulty answering respondent 
questions. They were knowledgeable of the Census, reasons for conducting the Census, 
and the uses of Census data.  Observers reported that most enumerators were able to 
respond to any concerns raised and give correct and appropriate answers to respondent 
questions. 

• Sixty percent of the enumerators always read the questions exactly as worded. 

The Dress Rehearsal training evaluation suggested the need for more emphasis on the 
importance of reading questions as written. The evaluation recommended that further 
explanations be given on how not reading questions verbatim affects the quality of the 
data. While this 1998 recommendation was fully implemented and the amount of time 
allotted for discussions of reading the questions verbatim was significantly increased, 
many Census 2000 NRFU enumerators had difficulty always asking questions exactly as 
written. 

4.3	 Were the Census 2000 NRFU trainees able to effectively do the job after 

completing training? 

The best indicator of the effectiveness of employee training programs is the degree to which the 
skills taught in training are demonstrated on the job. Evaluation results indicate that the training 
did prepare the NRFU enumerators to effectively perform their job in several key skills’ areas 
including: introductions, determining unit status on Census Day, asking about household 
relationships, asking about ethnicity, asking about race, and checking coverage. 

4.3.1 Introducing Oneself to the Household 

Enumerator training stressed that once a respondent answered the door, the interviewer should 
introduce him or herself by stating his/her name, show the census ID, confirm that he or she was 
at the correct address, explain the purpose of the visit and how long the interview would take, 
and hand the respondent a Privacy Act Notice, D-31. Training stressed that each of these steps 
must be done at each address. Training placed particular emphasis on the importance of the 
introduction, and on how to deal with the concerns of people reluctant to provide information. 
During the training, time was set aside for practicing and perfecting the introduction. Table 3 
shows that in most cases, the enumerators did follow standard procedures for introducing 
themselves and going though the introductory part of the census form. 

•	 In 94 percent of the observed interviews, enumerators introduced themselves and 
showed their census ID. 
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•	 In 93 percent of the observed interviews, enumerators confirmed they were at the 
right address. 

• In 89 percent of the observed interviews, enumerators gave out the privacy notice. 

Table 3.  Percentage of Interviews Where Enumerators Demonstrated Correct On-

the-Job Behaviors: Introductions 

Percent of  Interviews 

Did the Enumerator: Where the Behavior was 

Observed 

(n=474) 

introduce him/herself to the respondent and show his/her Census Bureau ID? 93.8 

confirm that he/she was at the correct address? 92.5 

provide the respondent with a copy of the Privacy Act Notice,  D-31? 88.8 

In commenting on what enumerators did who did not consistently demonstrate the required 
behaviors during the introductions, one observer noted “it was unusual for the interviewer to 
introduce himself and show his official ID first, preferring instead to delve immediately into 
confirming the address.” Another observer reported that the enumerator he observed “often 
forgot to provide the Privacy Act Notice at the beginning of the interview, but would usually 
remember later into the interview and give it to the respondent.” 

It is of note that in about 7 percent of the interviews, enumerators failed to consistently confirm 
that they were at the correct address, which could ultimately affect the quality of the Census 
data. 

4.3.2 Determining Unit Status on Census Day (April 1, 2000) 

One of the most important tasks of the NRFU enumerator is to determine the Census Day unit 
status. It was critical to the accuracy of the Census 2000 data that once the enumerator 
confirmed she/he was at the correct address, that she/he determine whether the unit was occupied 
by the current household, occupied by a different household, vacant, or nonexistent on April 1, 
2000. Training emphasized the importance of the enumerator knowing and applying Census 2000 
residency rules. The back of the one page job aid (D-547.1) also displayed the residency rules for 
use in the field. 

If the current household lived at the address on census day, the enumerator was supposed to 
interview a household member and complete the census questionnaire. Having an entry in S5 
determined whether the enumerator should proceed through the rest of the Census form.  Most 
interviewers followed correct procedures for determining unit status on Census Day. The data in 
Table 4 show: 

• In about 97 percent of the observed interviews, enumerators asked question S2, making 
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sure to emphasize that they were referring to unit status as of Census Day, April 1, 2000. 

• Enumerators asked Question S5 (expected household population) 94 percent of the time. 

Table 4.  Percentage of  Interviews Where Enumerators Demonstrated Correct On-

the-Job Behaviors: Determining Unit Status on Census Day 

Did the Enumerator: 

Percent of  Interviews 

Where the Behavior was

Observed

(n=474)


ask question S2 which establishes census day residency (“Did you or anyone in this 97.3

household live here on Saturday, April 1, 2000?”), making sure to cite April 1,

2000 as the reference date.


follow the appropriate skip patterns after asking question S2 90.5 

ask question S5 which establishes an expected  household population (S5), “How 94.4

many people were living or staying in this (house/apartment/mobile home) on

April 1, 2000?” making sure to cite April 1, 2000 as the reference date.


tell the respondent, if necessary, that only persons living in the household on Census 89.9 

Day, April 1, 2000, should be listed on the household roster. 

4.3.3 Asking about Relationships Within the Household 

Question 2 on the census forms asks for the relationship of each household member to the person 
listed as “Person 1" on the census form. We trained enumerators to show the respondent the 
flashcards which lists various types of relationships when asking the relationship question. Data 
in Table 5 show: 

•	 Enumerators asked the relationship question in about 81 percent of the observed 
interviews. 

• Enumerators used the relationship flashcard 34 percent of the time. 

•	 Enumerators probed on the nature of relationships (e.g., natural born vs. adopted vs. 
foster child) in about 74 percent of the observed interviews. 

Observers pointed out that enumerators seldom used the relationship flashcard. Several reported 
that the enumerators who did not use the flash card to allow the respondent to choose the 
appropriate relationship category seemed to have difficulty recording the relationship of a 
common-law spouse and/or a live-in boyfriend or girlfriend. 
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Table 5.  Percentage of Interviews Where Enumerators Demonstrated Correct On-

the-Job Behaviors: Relationships 

Percent of  Interviews 

Where the Behavior was 

Did the Enumerator: Observed 

(n=474) 

ask the relationship question (#2) for each person on the household roster, ensuring 

to insert the name of person 1 each time the question was asked? “Which of these 

categories best describes how each person is related to (read name of person 1)?”, 

80.5 

show Flashcard A (relationship) to  the respondent when asking the relationship 

question? 

34.3 

probe, where necessary,  for more detailed responses to the relationship question 74.1 

(e.g., natural-born child, adopted child, foster child, stepchild)? 

4.3.4 Asking about Hispanic Origin 

Training heavily stressed that enumerators must ask respondents Question 5 (Hispanic origin) for 
every household member.  Enumerators were told they should show the flashcards which lists 
various Hispanic/Latino ethnic origins when asking Question 5. Scenarios were given in both the 
practice interviews and the interviewers’ skills video to demonstrate that within a single 
household, different household members may have different ethnic origins. Training repeatedly 
emphasized that nothing regarding ethnicity and origin should be assumed. Table 6 shows the 
observation results on asking about Hispanic origin.  The data show that: 

•	 Despite the emphasis in training, the Hispanic origin question was read exactly as worded 
in only about 75 percent of the observed interviews. 

•	 In about 84 percent of the interviews, enumerators asked the question on Hispanic origin 
for every member of the household, though not necessarily as worded. 

• The Hispanic origin flashcard was shown in about 42 percent of the interviews. 

Table 6. Percentage of Interviews Where Enumerators Demonstrated Correct On-

the-Job Behavior - Hispanic Origin 

Did the Enumerator: 

Percent of  Interviews 

Where the Behavior was 

Observed 

(n=474) 

read the question on Hispanic origin (#5) EXACTLY AS WORDED ”Are any of 75.3

the persons that I have listed Mexican, Puerto Rican, Cuban or of another

Hispanic or Latino group?”


ask the question on Hispanic origin for every household member? 83.5 

show Flashcard B (ethnicity) to the respondent when asking the question on 41.8 

Hispanic origin ? 

18




Comments from observers suggest that a few enumerators did not ask the question on Hispanic 
origin at all. One observer reported asking the enumerator why she did not ask the Hispanic 
origin question and the enumerator explained “she could tell if she needed to ask this question or 
not and when she didn’t, she didn’t ask it because she didn’t want to insult anyone.” Another 
observer noted that the enumerator said that she did not consistently ask the Hispanic origin 
question “because she assumed the obvious, that is, the ethnicity of the relative was identical to 
the respondent.”  In other cases, observers provided several examples of enumerators knowingly 
rewording the Hispanic origin question. One observer noted that an enumerator never asked the 
Hispanic origin question exacted as worded, restating it instead as “You’re not Spanish are you,” 
or “No one here is Spanish, Hispanic or Latino.” The training had emphasized that this should 
not be done. Another observer noted the potential impact of these deviations from procedure on 
the quality of census data. She reported that the enumerator she observed consistently reworded 
Question 5. This observer relayed that in one case this enumerator simply asked the respondent 
if he was Spanish. The respondent said “yes” and the interviewer did not probe further. They 
later found out the respondent was Mexican, although that was not what had been entered on the 
census form by the enumerator. 

4.3.5 Asking about Race 

As with the Hispanic origin question, enumerators were trained to ask respondents the race 
question (question 6) for each person in the household. Trainees were told to show the flashcard 
which lists the census race categories in conjunction with asking the question. Census 2000 was 
the first time that respondents could choose more than one race and the census form was worded 
to state this. Thus, it was extremely important that the enumerators read the race question 
exactly as worded. If a person selected American Indian or Alaskan Native as his/her race, the 
enumerator was trained to ask the name of the person’s tribe. Similarly, if the respondent 
selected other Asian, other Pacific Islander or some other race, the enumerator was trained to re-
ask “what race.” 

Training observers noted that during training, many trainees had difficulty asking about race, so 
we would expect enumerators would have similar difficulties in the field. The observation data 
indicate that enumerators were less likely to correctly follow training procedures when asking 
about race than any other census procedure. Table 7 shows that: 

•	 In 63 percent of the observed interviews, enumerators read the “race” question exactly as 
worded. 

• Enumerators read all of the race categories about 41 percent of the time. 

•	 Enumerators who interviewed a person who identified a household member as American 
Indian or Alaskan Native asked the required name of the tribe in 70 percent of the 
observed interviews. 

•	 Enumerators who interviewed a person who identified a household member as other 
Asian or other Pacific Islander asked the required what race in 81 percent of the observed 
interviews. 
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• The race flashcard was shown in about 46 percent of the observed interviews. 

Table 7.  Percentage of Interviews Where Enumerators Demonstrated Correct On-

the-Job Behavior: Race 

Percent of Interview s 

Did the Enumerator:	 Where the Behavior was 

Observed 

(n=474) 

read the race question (#6) EXACTLY AS WORDED  “Now choose one or more 62.6

races for each person. Which race or races does each person consider

himself/herself to be”?


read all of the race categories when asking the race question 40.8 

show Flashcard C (race)to the respondent when asking the race question? 45.5 

tell the respondent s/he could pick more than one race category? (NOTE: UNLESS 44.5

THE RESPONDENT ASKS, THE ENUMERATOR IS NOT REQUIRED TO ADD 

TH IS COM MENT.)


ask the name of the enrolled or principal tribe if the respondent answered American 70.1 

Indian or Alaska Native to the race question? 

ask “What is the race” if the respondent answered other Asian, other Pacific 81.4 

Islander, or some other race to the race question? 

Observers provided many comments on the enumerators handling of the race question. Many 
observers noted that the enumerators often restated the race question, with one observer reporting 
that instead of asking the race question, the enumerator said to the respondent “You’re Chinese 
aren’t you.” Another observer reported that when she asked the enumerator why she didn’t read 
the race question as worded, the enumerator said she chose to change the question in an attempt 
to defuse what she believed would be respondents’ reluctance to answer. One observer noted 
that the enumerator told her the reason she reworded both the ethnicity and race questions was to 
help “speed up the interview.” 

In commenting on whether all of the racial categories were always read, several observers 
explained that in most of these cases the enumerator would begin to read the categories and the 
respondent would interrupt when a category was read and say “yes.” In most instances, when 
they were interrupted, the enumerator would not continue reading the remaining categories. 
Situations such as this had not been adequately addressed in training nor in the scripted role 
plays. 

4.3.6 Checking Coverage 

Two questions on both the short and long forms verified that an accurate and complete household 
roster had been obtained in Question 1. The roster was supposed to list all household members 
who should be counted as living at that address on Census Day. These two coverage questions 
are asked to help reduce the population undercount. Data in Table 8 show that: 

• Enumerators asked if they had missed anyone (question C1) in 85 percent of the observed 
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interviews. 

•	 Enumerators asked if they had included anyone who should not be included (question C2) 
in 82 percent of the observed interviews. 

Table 8.  Percentage of Interviews where Enumerators Demonstrated Correct On-

the-Job Behaviors:  Coverage 

Did the Enumerator: 

Percent of  Interviews 

Where the Behavior 

Was Observed 

(n=474) 

ask question C1 to determine if anyone who should have been included, was missed 85.3

on the household roster, making sure to read  all of the listed categories “I need to

make sure I have counted everyone who lived or stayed here on April 1, 2000. 

Did I m iss -- any children, including foster children? -- anyone away on business

or vacation? -- any roomers or housemates? —anyone else who had no other

home?”


ask question C2 to determine if anyone was included on the household roster who 82.2

should not have been, making sure to read all of the listed categories “The Census

Bureau has a lready counted certain  people so I don’t want to count them again

here.  On April 1, 2000, were any of the people you told me about –away at

college? -- away in the armed forces, -- in a nursing home, -- in a correctional

facility?”


Asking these two questions was important to Census data quality and failure by enumerators to 
always ask these coverage questions could affect within household coverage measurements. 

4.3.7 Demonstration of Other Skills and Knowledge from Training 

Other skills and knowledge important to the maintenance of data quality were also included on 
the enumeration protocol. Both Census 2000 enumerator forms asked for household members’ 
name, age and date of birth, race, Hispanic origin, relationship, and owner/rental status.  In 
addition to being important pieces of census data, information on household member’s name and 
age are used to help quality check the census results. Enumerators were trained to ask for each 
household member’s name, age and date of birth. The data in Table 9 show that enumerators 
asked the questions on name, and age/date of birth about 90 percent of the time. 

Once the enumerators finished asking the respondents all of the questions on the form, they were 
told in training that they must complete the respondent information section, the interview 
summary section, the record of contact and certification. Completing Question R3, a question in 
the respondent information section, was emphasized in training. Question R3, which indicated 
whether the interview was conducted with a household member or a proxy, was considered 
particularly important for evaluating the impact of the use of proxies on data quality. Evaluation 
results indicate that section R3 was completed for 91 percent of the interviews. 
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Table 9. Percentage of Observed Interviews Where Enumerators Demonstrated 

Correct On-the-Job Behaviors:  Other 

Percent of  Interviews 

Where the Behavior was 

Did the Enumerator: Observed 

(n=474) 

ask Question #1 ” What is each person’s name? Start with the name of a person 94.4

who owns, is buying , or rents this (house/ apartment/ mobile home), explaining 

to the respondent, if necessary,  that the person listed under person 1 should be a

household member who owns, is buying, or rents the housing unit.


ask the age/date of birth questions  (Question #4) for every household member? 91.1

“What was each person’s age on April 1/What is this person’s date of

birth?”making sure to cite April 1, 2000 as the reference date.


ask Question H1 (short form only) “Is this (house/apartment/mobile home): — 93.0

owned by you or someone in this household with a mortgage or loan, — owned by

you or som eone in this household  free and clear (without a mortgage or loan) , –

rented for cash rent, or — occupied without payment of cash rent?”


complete R3 in the respondent information section to indicate whether the 90.6 

respondent was a member of the household or not (i.e., proxy/ nonproxy)? 

4.4 Did the trainees find the training effective, useful and enjoyable? 

NRFU enumerator training could be scheduled to take place over three full days or over four to 
five evenings. As stated in the methods section, a post enumerator telephone survey was 
conducted with a sample of 1,194 NRFU enumerators to obtain information on the trainees’ 
views of the training program. The enumerators who participated in the telephone survey 
reported they received an average of 24 hours10  of training. About 75 percent of the trainees 
attended training during regular business hours; 19 percent were trained in the evenings; and 
about 5 percent participated in weekend training sessions. The majority of enumerators (about 
71 percent ) felt the amount of time they spent in training was just right. About 14 percent of the 
enumerators thought the training was too short; 15 percent said it was too long. Enumerators 
who quit or were asked to leave before the operation was over were significantly more likely to 
say the training was too short than those who completed their NRFU assignment(s). (Refer to 
Table A-4 in Appendix A).11 

Training observers reported that in about half of the training sessions observed, the trainers 
completely followed the verbatim training guide. In those sessions where the trainer deviated 
from what was in the verbatim guide, observers reported that, in most cases, the failure to follow 
the guide either had no apparent impact on the quality of training or, in some cases, seemed to 
have a positive impact. 

10
The training program was 18¾ hours or an average of 6 hours per day over 3 days. However, we paid travel time to 

and from the training and enumerators were allowed to charge up to 8 hours per day during the 3 days of training. 

11
Chi square tests of statistical significance were used. All statistical tests were performed at the .05 level. 
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A mail survey of 4,896 NRFU enumerators, conducted one week into the NRFU operation, asked 
how satisfied enumerators were with the training they’d received. Table 10 shows that about 76 
percent of the enumerators who participated in this interim survey, reported they were 
moderately or very satisfied with the NRFU training. 

Table 10. Enumerators’ Overall Satisfaction with Training 

How satisfied are you with training?	 Percent Enumerators 

Reporting 

(N=4800) 

Very Dissatisfied  4.2 

Somewhat Dissatisfied  8.3 

Neither Satisfied Nor Dissatisfied 11.4 

Moderately Satisfied 29.4 

Very Satisfied 46.8 

Percentages may not sum to 100 due to rounding 

Table 11 displays enumerator performance data by the enumerators ratings of their overall 
satisfaction with training on the interim survey. While average cases per hour did not differ 
significantly for week 2 and week 4 of the operation based on overall satisfaction with training, 
by the end of the operation enumerators who had not been satisfied with training had stopped 
work. 

Table 11.  Enumerators’ Job Performance by Overall Satisfaction with Training 

How  satisfied are you with Average Cases/Hour 

training? (n=4800) 
End of W eek 2 End of W eek 4 End of NRFU 

Very Dissatisfied  1.5 1.4 

(0.1) (0.1) 

Somewhat Dissatisfied  1.4 1.6 

(0.1) (0.1) 

Neither Satisfied Nor Dissatisfied  1.4 1.5 ---. 

(0.1) (0.1) 

Mod erately Satisfied  1.4 1.6 1.1 

(0.0) (0.1) (0.7) 

Very Satisfied  1.5 1.5 2.3 

(0.0) (0.1) (0.3) 

Standard errors are shown in the parentheses. 

When asked at the end of the NRFU operation how satisfied they were with the overall guidance 
and training they received on specific job tasks, most enumerators reported they were very 
satisfied or somewhat satisfied with the guidance and training they received. Table 12 shows that 
between 46 percent and 64 percent of the enumerators indicated they were very satisfied with 
training on specific job tasks. 
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Table 12. Enumerators’ Satisfaction with Guidance and Training on Specific Job 

Tasks 

How satisfied or Dissatisfied were you with the Very Somewhat Somewhat Very 

guidance and training you received to help Satisfied Satisfied Dissatisfied Dissatisfied 

you....(n=1194) 

Loc ate a ho useho ld 55.0 32.3  9.4 3.3 

Conduct an interview 63.6 28.4  5.3 2.8 

Comp lete the questionnaire 62.6 28.6  5.7 3.1 

Solve job related problems 46.4 35.5 12.1 6.0 

Be effective at your job 57.0 32.3  7.4 3.4 

Percentages may not sum to 100 due to rounding 

Table 13 shows that at the end of the NRFU operation, most enumerators rated the training on 
different aspects of the job satisfactory or better, with between 16 percent and 43 percent finding 
it outstanding for some tasks. The task for which the largest percentage of enumerators felt the 
training needed improvement (17.2 percent) was getting respondents to cooperate. This finding 
is consistent with Bureau interviewers’ suggested areas for improvements to training for ongoing 
surveys 

Table 13. Enumerators’ Ratings of Training on Specific Job Tasks 

Tasks  Percent of Enumerators who Rated Training on 
the Task (n=1194) 

Outstanding Good Satisfactory Needed 
Improvement 

Determining which household needed followup 22.8 42.4 23.3 11.6 

Using a map to locate an address 24.8 35.9 22.9 16.3 

Determining unit status on census day 26.0 41.2 23.6 9.3 

Getting  respondents to cooperate 15.6 40.7 26.4 17.2 

Completing a form for an occupied unit 33.1 41.3 20.6 5.0 

Determining when to take a proxy 16.8 41.1 26.8 15.3 

Explaining  the purpose of the census 33.7 37.5 20.8 8.0 

Filling out your time sheet 42.9 37.3 17.9 1.9 

Filling out the long form 26.5 38.3 20.3 15.0 

Percentages may not sum to 100 due to rounding 

Table 14 displays enumerators’ assessment of the difficulty of performing various NRFU job 
tasks based on survey results at the end of the operation. The job task which the largest 
percentage of enumerators (79 percent) found “very easy” was completing their time sheets. The 
job task which the largest percentage of enumerators found “very difficult” (28 percent) was 
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getting respondents to answer all the questions on the long form. Finding proxy respondents was 
the second most difficult task for enumerators. There was a statistically significant relationship 
between when enumerators attended training and their rating of the difficulty of finding proxy 
respondents . Enumerators who attended evening or weekend training were much more likely to 
find locating proxies difficult than those who attended training during the day. (Refer to Table 
A-5 in Appendix A.) One possible explanation, which is supported by observers’ comments, is 
that certain topics, such as proxies, may have not been as well covered in the evening classes. 

Table 14.  Enumerators’ Assessment of the Difficulty of Specific Job Tasks 

Percent of Enumerators who Rated the Task (n=1186) 

Tasks 
Very Easy Somewhat Somewhat Very 

Easy Difficult Difficult 

Loc ating ho useho ld 42.4 37.7 17.1 2.8 

Ge tting resp ond ents to c oop erate 17.6 43.7 31.2 7.6 

Finding pro xy resp ond ents 16.8 39.3 33.7 10.2 

Getting respondents to provide accurate information 26.2 47.4 23.2  3.2 

Entering information on survey forms 65.2 27.9 6.2 0.8 

Getting respondents to answer all long form 8.1 23.8 40.5 27.6 

questions 

Filling out your time sheet 78.8 18.1 2.4 0.7 

Performing the physical task required (e.g., walking, 78.7 18.2 2.6 0.5 

lifting, etc.) 

Per forming the m ental task s requ ired (e .g., 74.6 21.9 3.4 0.0 

answering qu estions) 

Performing the social tasks required (e.g., meeting 62.7 27.9 8.0 1.4 

strangers getting cooperation) 

Percentages may not sum to 100 due to rounding 

There was a statistically significant relationship between satisfaction with the length of training 
and the ratings of the difficulty of certain tasks. Those enumerators who thought training too 
short were statistically more likely to say job tasks such as finding proxies, entering information 
on the form, answering questions, getting respondent cooperation, and meeting production and 
quality goals were more difficult. (Refer to Table A-6 in Appendix A). Enumerators who were 
Dissatisfied with the length of training were also more likely to have reported on the interim 
survey that they were not very satisfied with the training they received.  (Refer to Table A-7 in 
Appendix A) 

The interim survey, conducted after they had been on the job for a week, asked enumerators 
how difficult it was for them to meet their supervisors’ production goals for quantity of work. 
About 12 percent said somewhat or very difficult, with an additional 20 percent saying slightly 
difficult. (Refer to Table A-8 in Appendix A.) We also asked enumerators at the end of NRFU 
about the difficulty of meeting their supervisor’s goals for number of cases completed. About 17 
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percent said somewhat or very difficult. (Refer to Table A-9 in Appendix A.) 

Table 15 shows performance data by the enumerator’s perception at the end of the operation of 
the difficulty of meeting supervisory expectations. The data in Table 15 suggest that by the end 
of NRFU, only those who had found meeting production goals very easy were still on the job. 

Table 15. Enumerators Job Performance by the Difficulty of Meeting Performance 

Goals 

Difficulty Meeting Supervisor’s Average Cases/Hour
Expectation Re Cases Completed 

(n=1186) End of Week 2 End of Week 4 End of NRFU 

Very E asy 1.5 1.6 2.3 

(0.1) (0.2) (0.4). 

Som ewhat Ea sy 1.7 1.4 

(0.1) (0.1) 

Somewhat Difficult	 1.4 1.4 

(0.1) (0.1) 

Very Difficult 1.0 0.9 

(0.2) (0.2) 

Standard errors are shown in the parentheses. 

Although the Census 2000 NRFU training program was designed to include a 4-hour field work 
component, 33 percent of the NRFU enumerators in the telephone survey reported field practice 
had not been included in their training. Enumerators who had attended training in the evenings 
were more likely not to have participated in the field work portion of the training. (Refer to 
Table A-10 in Appendix A). Among the 67 percent of the NRFU enumerators who received 
field training, about 89 percent found it useful, with 60 percent saying very usefully. There was 
a statistically significant positive relationship between whether an enumerator attended a training 
session that included practice field work and satisfaction with the guidance and training received 
for specific job tasks.12 (Refer to Table A-11 in Appendix A) There also was a statistically 
significant relationship between the enumerators’ ratings of the difficulty of meeting supervisors’ 
expectations and whether the enumerators’ training had included practice field work. 
Enumerators who had completed practice field work as a part of training were less likely to find 
meeting the production and quality goals difficult than those who had not. (Refer to Table A-12 
in Appendix A) 

The NRFU enumerators were asked to rate how well trained they were when they started their 
first interviewing assignment. Table 16 shows that about 38 percent of the enumerators reported 
they felt “very well trained” going out on their first assignment, with only  4 percent reporting 
they felt “not well trained.” Enumerators who had participated in field work as part of their 
training were more likely to say they felt very well trained when starting their first assignment. 

12
All statistical tests were performed at the .05 level. 
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Table 16. Enumerators’ Assessment of How Well Trained They Were When 

Starting Their First Assignment 

How w ell trained w ere you on your first Percent of Enumerators (n=1186) 

assignment? 
Training included Training Did not All 

Field Work Include Field work 

Very Well Trained 40.6 32.2 37.8 

Well Trained 43.6 45.3 44.2 

Somewhat Well Trained 12.9 17.5 14.4 

Not Well Trained  2.9  5.1  3.6 

Percentages may not sum to 100 due to rounding chi square: p=0.0063 

About 72 percent of the NRFU enumerators reported  they had gained valuable job skills through 
the NRFU training and work experience, and 90 percent said they would recommend the job to a 
friend or relative. 

5. Recommendations 

The Census 2000 NRFU operation required hiring and training one of the largest peacetime 
workforces in history -- approximately 500,000 people. With less than 20 hours of formal 
training, these workers were expected to go out and knock on doors to collect Census data from 
about 42,000,000 nonresponding households.  A major area of concern for the Census Bureau 
was the quality of the NRFU training material and the effectiveness of the training program in 
preparing enumerators. This evaluation indicates that the Census 2000 NRFU training program 
did successfully provide the needed skills and knowledge to the NRFU workforce. The 2000 
training program incorporated the recommendations from the Census 2000 Dress Rehearsal 
research, was well received by trainees and produced enumerators who could effectively collect 
needed Census data. The results also suggest some areas for improvement in 2010. These 
recommendations for 2010 training are presented below. These recommendations have 
implications for both training and preparation costs. 

•	 Restructure the NRFU enumerator manual to be more consistent with the training guide in 
terms of organization and content. Suggestions for complete alignment include: 

– Presentation of consistent information on title pages of both documents 
– Consistent use of icons in both documents for quick reference 
– Consistent pattern of page labeling 
– More frequent referencing of the Enumerator Manual from the Training Guide 

•	 Increase the training time allotted to areas in which enumerators’ feedback indicated they felt 
less well prepared, with particular emphasis on interacting with reluctant respondents and 
refusals 
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•	 Continue to place emphasis on reading all of the questions exactly as worded, adding 
additional explanations on why reading questions verbatim is so important to data quality. 
Create a video that focuses on the importance of reading questions exactly as worded, 
especially ethnicity and race questions. 

•	 Continue to provide an opportunity for the field work component of Nonresponse Followup 
training and enforce inclusion of field work in all training sessions. To help ensure inclusion 
of field work as part of the training, require trainers to record and “sign-off” when each 
enumerators has completed the field practice portion of training. 

•	 Increase the use of role playing, varying the situations to include reluctant respondents and 
refusals. Add additional videos which depict a variety of enumeration environment and 
responses, including a refusal. 

•	 Conduct debriefings of enumerator and crewleaders in the 2004 Census Test to get insight on 
how to improve the use of flashcards and other job aids. During training, explain the 
importance and value of using these items as prescribed. 

•	 Add to the training materials a “Frequently Asked Questions” job aid outlining potentially 
difficult question and appropriate responses. 

•	 Conduct debriefings of enumerator and crewleaders in the 2004 Census Test to get insight on 
how to make improvements on preparing enumerators to ask the ethnicity and race questions 
exactly as worded. During the practice interviews, demonstrate a variety of effective 
techniques for interacting with people of different racial and ethnic backgrounds. 

•	 Use a trainer and training assistant to model interviewing skills, techniques and styles. This 
implicitly implies better preparation of crewleaders or whoever trains. 

•	 Use additional media such as audio tapes, videos, flip charts, posters, and slides in training 
and assure they are used. 

•	 Conduct debriefings and/or focus groups with enumerator and crewleaders during the 2004 
Census Test to get insight on why, despite emphasis in training, we continue to experience 
critical problems regarding issues such as interactions with reluctant respondents and 
refusals, reading questions as worded and the use of flashcards. Use the insights gained from 
these debriefings to suggest solutions to these problems for 2010. 
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Table A-1. The Evaluation Model for Assessing Training Effectiveness 

KIRKPATRICK 

EVALUATION LEVEL 

REACTION 

LEARNING 

APPLICATION/ 

On-the-Job BEHAVIOR 

ORGANIZATIONAL 

PERFORMANCE 

WHAT DO WE 

WANT TO KNOW? 

Did trainees find the 

training effective, 

useful, and enjoyable? 

Did the trainees gain 

the knowledge 

intended? Were 

training objectives 

met? 

Can the trainees 

effectively do the job 

after completing 

training? 

What impact has the 

training had on the 

agency’s overall 

performance 

MEASURES 

- attitude about the job 

- reactions to the trainer 

- reactions to the training 

materials 

- reactions to the training 

- satisfaction with 

knowledge gained 

- knowledge of Census 

concepts 

- knowledge of Census 

procedures 

- attitudes toward job 

- knowledge of effective 

interviewing skills 

- productivity 

- on-the-job performance 

- operation completion 

rates 

N/A 

DATA SOURCE 

• enumerator debriefings 

•	 post-employment 

telephone survey 

• crewleader debriefings 

•	 classroom training 

observations 

•	 classroom training 

observations 

•	 enumeration 

observations 

• enumerator debriefings 

• crewleader debriefings 

• tests 

•	 enumeration 

observations 

• enumerator debriefings 

• crewleader debriefings 

•	 employee performance 

records 

N/A 
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Table A-2. Census 2000 Training Materials Evaluated in this Report 

Form Number Form Name 

D- 647(U) (7/99) Nonresponse Followup Enumerator Training Guide 

D-1(E) Enumerator Short Form Questionnaire 

D-1(E)SUPP Continuation Form for Enumerator Short Form Questionnaire 

D-1(F) Enumerator Job Aid – English and Spanish Flashcards Booklet 

D-2(E) Enumerator Long Form Questionnaire 

D-26 Notice of Visit 

D-31 Privacy Act Notice 

D-62 A/B(S) Enumerator Job Aid – Spanish Translation of Enumerator Questionnaires 

D-225 INFO-COMM 

D-308 Daily Pay and Work Record 

D-547(U) (7/99)

D-547(M) (7/99)


Nonresponse Followup Enumerator Manual 

D-547.1(U) Enumerator Quick Reference 

D-590 Field Non-Supervisory Census Employee Handbook 

D-647.1(U) (7/99) Nonresponse Followup Enumerator Workbook

D-647.1(M)

(7/99)


D-1210 Questionnaire Reference Book 

D-653 (8/99) Nonresponse Followup Crew Leader Training Guide 

D-553 Nonresponse Followup Crew Leader Manual 

D-653.1 Nonresponse Followup Crew Leader Classroom Workbook 

Training Video Getting Started: Practical Skills for Enumerators 
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Table A-3. Number of Enumerators/Interviews Observed 

# Enumerators	 Number of percent 
Interviews Observed Enumerators 

149 1-3 87.7 

18 4-6 10.6 

0 7-9 0.0 

3 10-12 1.7 

Total 170 474 100 .0 
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Table A-4.  Census Employment Status by Satisfaction with Length of Training 

Which most closely describes your employment status with 

Census? (n=1088) 

Satisfaction with Length of Training	 Completed Completed Quit Before Asked to 

Assignment Assignment/ Assignment Leave before 

/Not Asked Turned was Assignment 

to Perform Down Offer Completed Completed 

Additional to Perform 

Work Additional 

Work 

Too Short 12.9 9.7 21.5 19.4 

Too Long 14.1 20.9 12.6 13.9 

Just Right 73.1 69.3 66.0 66.7 

chi square : p=0.0040 
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Table A-5. Difficulty of Finding Proxy Respondents by When Training was 

Attended 

How would you rate the difficulty of finding 
proxy respondents? (n=1194) 

When Training Was Attended	 Very Somewhat Somewhat Very 

Easy Easy Difficult Difficult 

Regular Business Hours 18.9 37.8 32.9 10.4 

Evenings 8.9 42.4 38.8 

Weekends 18.3 48.3 23.3 10.0 
chi square : p=0.0108 
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Table A-6.  Difficulty of Performing Specific Job Tasks by Satisfaction with Length of Training 

Do you think the amount of time allocated for NRFU training was too  short, too long, or about right? 

Too Short Too Long Right Length 

How would you rate the difficulty Very Some Some Very Very Some Some Very Very Some Some Very chi sq 

of .. n=1194) Easy what what Diffi- Easy what what Diffi- Easy what what Diffi- p= 

Easy Diffi- cult Easy Diffi- cult Easy Diffi- cult 

cult cult cult 

Finding Proxy R espo ndents 11.3 34.0 37.7 17.0 18.6 36.2 33.3 11.9 17.5 41.0 33.0 8.5 .0107 

Entering Information on survey forms 52.2 36.2 10.4 1.2 68.3 25.7 4.9 1.1 67.1 26.7 5.7 0.5 .0095 

Per forming the m ental task required (e .g., 66.5 28.7 4.9 0.0 82.0 15.3. 2.7 0.0 74.7 22.0 3.3 0.0 .0251 

answering qu estions) 

Per forming the so cial tasks required (e ., 59.2 25.6 14.0 1.2 72.1 22.4 4.4 1.1 61.4 29.5 7.6 1.6 .0089 

meeting strangers, getting cooperation) 

Mee ting your supervisor’s goals for the 42.1 32.7 20.1 5.0 61.4 26.7 7.4 4.6 48.0 35.3 14.2 2.6 .0006 

number of cases completed 

Mee ting your supervisor’s goals for the 42.9 34.8 16.2 6.2 64.1 27.6 5.0 3.3 56.2 35.4 7.0 1.4 <.0001 

accuracy of cases completed 
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Table A-7. Overall Satisfaction with Training by Satisfaction with Length of 

Training 

Satisfaction with Training? (n=1194) 

Amount of Training W as:	 Very Somewhat Neither Moderately Very Satisfied 

Dissatisfied Dissatisfied Satisfied 

Too Short 18.5 17.5 3.1 18.1 11.4 

Too Long 22.2 25.0 24.6 12.5 12.5 

Just Right 59.3 57.5 72.3 69.4 76.1 
chi square : p=0.0056 
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Table A-8.  Difficulty of Meeting Supervisors’ expectations (Interim Survey) 

How would you rate the difficulty of Very Somewhat Slightly Moderately Very Easy

meeting your supervisors expectations Difficult Difficult Difficult Easy

with respect to : (n=4896) 


quantity of work 2.1 10.2 19.6 43.5 24.5 

accuracy of work 1.3 6.0 15.9 49.4 27.4 

speed of work 2.2 9.0 21.6 44.8 22.4 

hours of work 2.0 6.2 15.7 45.9 30.2 
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Table A-9.  Difficulty of Meeting Supervisors’ Expectations (Post -Operation Survey) 

How would you rate the difficulty of meeting Very Somewhat Somewhat Very Easy

your supervisors expectations with respect to : Difficult Difficult Easy

(n=1186) 


Number of cases completed 3.3 13.9 33.7 49.1 

Accuracy of cases completed 2.5 7.9 34.2 55.4 
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Table A-10. Inclusion of Practice Field Work by When Training Was Attended 

Practice Work Included as Part 
of Your Training? (n=1194) 

When Training Was Attended Yes No 

Regular Business Hours 70.0 30.0 

Evenings 54.4 45.7 

Weekends 65.0 35.0 
chi square: p<0.0001 

41




Table A-11. Satisfaction with Guidance and Training on Specific Job Tasks by  Whether Practice Field Work was 

Included in Training 

Did training include Yes No Chi sq 
p=

practice field work? 

How satisfied or Dissatisfied were Very Somewhat Somewhat Very Very Somewhat Somewhat Very

you with the guidance and training Satisfied Satisfied Dissatisfied Dissatisfied Satisfied Satisfied Dissatisfied Dissatisfied

you received to help

you....(n==1194)


Locate a Household 59.0 30.0 8.4 2.7 47.2 36.8 11.4 4.6 .0012 

Conduct an interview 67.8 25.5 4.6 2.2 55.6 33.8 6.6 4.1 0.00004 

Complete the questionnaire 65.9 26.1 5.6 2.4 56.1 33.5 5.8 4.6 0.0045 

Solve job related problems 49.0 35.8 10.2 5.0 41.3 34.9 15.9 8.0 0.0026 

Be effective at your job 58.9 32.3 6.0 2.9 53.5 32.0 10.2 4.4 0.0239 
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Table A-12. Difficulty of Specific Job Tasks by Whether Practice Field Work was Included in Training 

Training included practice field work Yes No 

How satisfied or Dissatisfied were you with Very Somewhat Somewhat Very Very Somewhat Somewhat Very chi sq 

the guidance and tra ining you received to Easy Easy Difficult Difficult Easy Easy Difficult Difficult p= 

help you....(n==1194) 

Mee ting your supervisor’s goals for the 48.6 36.4 13.1 1.9 50.1 28.0 15.8 6.1 0.0002 

number of cases completed 

Mee ting your supervisor’s goals for the 56.2 35.5 7.0 1.3 53.7 31.6 9.8 4.9 0.0006 

accuracy of case completed. 
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Appendix B – Implementation of Census 2000 Dress Rehearsal Recommendations 
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Table B-1. Disposition of Census 2000 Dress Rehearsal  Recommendations 

Ref. # Recommendation from the 1998 DR Evaluation of NRFU Enumerator Training Disposition in 
2000 

4.1.1a •	 Include trainer hints on how to conduct specific activities within the body of the script Fully Implemented 
formatted to differentiate them from the script itself. 

4.1.1b •	 Increase the emphasis on reading the questions as written and explain the importance of Fully Implemented 
these procedures in the context of collecting accurate data. 

4.1.1c •	 Increase and clarify the discussion on using continuation forms, emphasizing the Fully Implemented 
importance of accurately copying identification information on continuation forms. 

4.1.1d •	 Increase the discussion on interviewing skills, especially those dealing with reluctant Fully Implemented 
respondents and refusal avoidance. 

4.1.1e •	 Provide time in the crew leader training for trainers to practice effective training Fully Implemented 
techniques. 

4.1.1f •	 Include suggestions of alternative training schedules in the training manual which Fully Implemented 
allow for flexible scheduling of training. 

4.1.1g •	 Ensure that packages of materials are sent to the appropriate destination. If necessary Fully Implemented 
use color coding schemes to differentiate materials (i.e., for rural and urban sites). 

4.1.2a •	 Match organization and content of the Enumerator Manual with the Guide for Training Partially 
NRFU Enumerators Implemented 

4.1.2b • Consolidate and organize all trainee materials in one binder Partially 
Implemented 

4.1.2c • Add clearer and more consistent labeling of examples and forms Partially 
Implemented 
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Ref. # Recommendation from the 1998 DR Evaluation of NRFU Enumerator Training Disposition in 
2000 

4.1.2d •	 Include more clearly identified references to page numbers or other identifying features Partially 
of participant materials as they are covered by specific sections of the script in the 
Guide for Training NRFU Enumerators. 

Implemented 

4.1.2e • Increase and clarify the discussion on reading and using the census maps	 Partially 
Implemented 

4.1.2f • Increase the discussion on the long form	 Partially 
Implemented 

4.1.2g •	 Include a list of the most frequently asked questions from respondents and suggested Partially 
answers to the job aid, use of visuals, flip charts, and posters. Develop posters of Implemented 
forms. 

4.1.2h •	 Include additional training on interviewer safety while in the field and add a “Dos and Partially 
Don’ts” fact sheet on protocol and safety issues to hand out during training Implemented 

4.1.2i •	 Supplement reading of verbatim script, including more use of visuals, flip charts, and Partially 
posters. Develop posters of forms. Implemented 

4.1.2j •	 Develop a more thorough end of training assessment which is closely tied to defined Partially 
training objectives Implemented 

4.1.3a •	 Identify major topics in the Nonresponse Followup (NRFU) Enumerator Manual with Not Implemented 
indexes for quick reference. 

4.1.3b • Add a table of contents to the Classroom Workbook to help improve navigation. Not Implemented 
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Ref. # Recommendation from the 1998 DR Evaluation of NRFU Enumerator Training Disposition in 
2000 

4.1.3c •	 Improve the “Points to Review” part of each “Practice Interview” exercise in the Not Implemented 
Classroom Workbook by encouraging participants to address each item one-by-one by 
adding slightly more white spaces between each item, placing a check-box next to each 
item instead of a bullet, and including an instruction to take a minute to evaluate the 
interviewer. 

4.1.3d • Include chapter sub-headings to clarify the flow from topic to topic within a chapter. Not Implemented 

4.1.3e • Increase left-hand margins of each scripted page to allow for marginal references to Not Implemented 
topics, training materials, activities and other features to make the script easier to read 
and to provide additional road maps to the trainer. 

4.1.3f •	 Include more opportunity for interpersonal skill development between enumerators and Not Implemented 
the public during training. 

4.1.3g •	 Increase the amount of emphasis placed on the importance and usefulness of being able Not Implemented 
to answer respondents’ questions about census concepts and NRFU. 

4.1.3h • Ask participants questions reflective of the content or the prospective job rather than Not Implemented 
merely factual responses. 

4.1.3i • Extend the video to include examples of skilled and unskilled interviewers. Not Implemented 

4.1.3j • Create audio tapes to include examples of skilled and unskilled interviewers. Not Implemented 

4.1.3k • Include time for a “dry run” in the crew leader classroom training. Not Implemented 

4.1.3l • Ensure timely delivery of training supplies including accurate maps for locating Not Implemented 
housing units. 

4.1.3m • Ensure that crew leaders who conduct enumerator training have on-the-job training Not Implemented 
that includes field work before actually training. 

4.1.3n • Modify (Increase) the amount of time spent on practice interviews Not Implemented 
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Ref. # Recommendation from the 1998 DR Evaluation of NRFU Enumerator Training Disposition in 
2000 

4.1.3o • Modify (Increase) the amount of time spent on field work Not Implemented 

4.1.3p • Provide more opportunity for participants to observe examples of skilled interviewing Not Implemented 
style. Have the trainer take the role of interviewer more often. 
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Table B-2. Decision Criteria for the Census 2000 Dress Rehearsal Recommendations 

Ref # for the 
Recommendations 
from the Census 
2000 DR 
Evaluation of 
NRFU Enumerator 
Training 

De cision Criteria Disposition in 2000 

Are financial 
resources 
available to 
fully cover costs 
of 
implementation 
? 

Are staffing 
resources available 
to work on 
implementation? 

Can this change be 
implemented 
within needed 
time frame for 
training rollout? 

Is it logistically 
feasible to 
implement in all 
potential training 
sites (appro. 
30,000)? 

Will implementing 
this 
to “new” problems 
which would 
affect quality of 
training? 

What is the potential 
impact on the 
effectiveness of 
training? 

YES NO YES NO YES NO YES NO YES NO MAJOR MINOR 

change lead 

4.1.1a X


4.1.1b X


4.1.1c X


4.1.1d X


4.1.1e X


4.1.1f X


4.1.1g X


X X X X X Fully Implemented 

X X X X X Fully Implemented 

X X X X X Fully Implemented 

X X X X X Fully Implemented 

X X X X X Fully Implemented 

X X X X X Fully Implemented 

X X X X X Fully Implemented 

4.1.2a X X X X X X Partially Implemented


4.1.2b X X X X X X Partially Implemented


4.1.2c X X X X X X Partially Implemented


4.1.2d X X X X X X Partially Implemented


4.1.2e X X X X X X Partially Implemented


4.1.2f X X X X X X Partially Implemented


4.1.2g X X X X X X Partially Implemented


4.1.2h X X X X X X Partially Implemented


4.1.2i X X X X X X Partially Implemented
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Ref # for the 
Recommendations 
from the Census 
2000 DR 
Evaluation of 
NRFU Enumerator 
Training 

De cision Criteria Disposition in 2000 

Are financial 
resources 
available to 
fully cover costs 
of 
implementation 
? 

Are staffing 
resources available 
to work on 
implementation? 

Can this change be 
implemented 
within needed 
time frame for 
training rollout? 

Is it logistically 
feasible to 
implement in all 
potential training 
sites (appro. 
30,000)? 

Will implementing 
this 
to “new” problems 
which would 
affect quality of 
training? 

What is the potential 
impact on the 
effectiveness of 
training? 

YES NO YES NO YES NO YES NO YES NO MAJOR MINOR 

change lead 

4.1.2j X X X X X X Partially Implemented


4.1.3a X X X X X X Not Implemented


4.1.3b X X X X X X Not Implemented


4.1.3c X X X X X X Not Implemented


4.1.3d X X X X X X Not Implemented


4.1.3e X X X X X X Not Implemented


4.1.3f X X X X X X Not Implemented


4.1.3g X X X X X X Not Implemented


4.1.3h X X X X X X Not Implemented


4.1.3i X X X X X X Not Implemented


4.1.3j X X X X X X Not Implemented


4.1.3k X X X X X X Not Implemented


4.1.3l X X X X X X Not Implemented


4.1.3m X X X X X X Not Implemented


4.1.3n X X X X X X Not Implemented


4.1.3o X X X X X X Not Implemented
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Ref # for the 
Recommendations 
from the Census 
2000 DR 
Evaluation of 
NRFU Enumerator 
Training 

De cision Criteria Disposition in 2000 

Are financial 
resources 
available to 
fully cover costs 
of 
implementation 
? 

Are staffing 
resources available 
to work on 
implementation? 

Can this change be 
implemented 
within needed 
time frame for 
training rollout? 

Is it logistically 
feasible to 
implement in all 
potential training 
sites (appro. 
30,000)? 

Will implementing 
this 
to “new” problems 
which would 
affect quality of 
training? 

What is the potential 
impact on the 
effectiveness of 
training? 

YES NO YES NO YES NO YES NO YES NO MAJOR MINOR 

change lead 

4.1.3p X X X X X X Not Implemented


* All final decisions to  implement or not implement a DR recommendation were made by Field  Division management staff. 
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EXECUTIVE SUMMARY 

Census 2000 was the first time that an Update/Leave mailback methodology was used to conduct 
the enumeration in Puerto Rico. In 1990, enumerators went door to door to collect information 
from all identified housing units. 

Stateside Update/Leave occurred in areas that were determined to contain some proportion of 
Rural Route, Post Office Box or other non-city-style addresses. These areas were primarily rural, 
but not too remote or sparsely populated. In Puerto Rico, Update/Leave was the only type of 
enumeration. 

During the Update/Leave operation, questionnaires with preprinted address labels were 
hand-delivered to every housing unit on the address list. Existing housing units that were not 
listed on the address register also required questionnaires, but these questionnaires were 
hand-addressed and the addresses were added to the address register. Since staff were in the field 
delivering the questionnaires, they also made corrections, deletions, and additions on the address 
lists and maps. 

What operational problems were encountered in the field due to the way the address lists 
were compiled and processed for Puerto Rico? 

The Assistant Managers for Field Operations who completed the debriefing questionnaire 
consistently reported working with maps and map spots as the most challenging situation in their 
job. Map spotting was even more problematic in Puerto Rico due to the rural procedures in an 
urban location. 

Other problems encountered by the Assistant Managers for Field Operations were: 

• training manuals arrived late 
• maps for Nonresponse Followup and Coverage Improvement Followup were not updated 

from previous operations 
• some maps required a lot of updating, especially in rural areas 
• copying updated maps was problematic - not all updates copied well because the originals 

were wrinkled and/or stained 
• merging long and short form questionnaires was a very time consuming process 

How many addresses were encompassed by the Update/Leave operation? 

There were about 23.5 million addresses in stateside Update/Leave operations and almost 
1.5 million in Puerto Rico. This number represents how many addresses had either a labeled 
questionnaire that was to be delivered during Update/Leave or a hand-addressed questionnaire for 
a unit that was added to the address list during the Update/Leave operation. Questionnaires were 
to be distributed to all housing units appearing within Update/Leave areas, which were defined at 
the block level. Some of the addresses on the Update/Leave address list were deleted as 
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nonexistent or nonresidential in the Update/Leave operation, and their labeled questionnaires 
were not delivered. This is included as part of the workload because the effort required to try to 
locate such housing units is a component of the operation. 

What were the add and delete rates during Update/Leave and how did they compare to the 
stateside rates calculated by other Update/Leave evaluations? 

Adds accounted for seven percent of the stateside workload and 7.6 percent of the Puerto Rico 
workload. Of the 1.6 million stateside Update/Leave adds, 85.2 percent (about 1.4 million) were 
included in the final Census 2000 counts. Of the 111,787 Update/Leave adds in Puerto Rico, 
83.7 percent (93,607) were included in the final counts. 

There was a slightly higher deletion rate in Puerto Rico than stateside. Deletes accounted for 
5.2 percent of the stateside workload and almost 8.4 percent of the Puerto Rico workload. 

What were the mail return/mail response rates and how did they compare to Update/Leave 
areas stateside? 

As of April 18, 2000 the response rate for Puerto Rico was 48.4 percent and 59.3 percent for 
stateside. This is a difference of 10.9 percentage points. 

Sixty-four percent of the households in Puerto Rico returned their Census 2000 questionnaire by 
mail, a low return rate when compared with the stateside rate of 77.9 percent. It is important to 
note that Census 2000 was the first time we conducted an enumeration in Puerto Rico where we 
asked the respondents to complete the questionnaire and return it by mail (stateside has been 
responding by mail since 1970). Given that Census 2000 was the first time households in Puerto 
Rico were asked to follow new procedures, a 64 percent return rate is respectable. 

Were any operational problems encountered during Nonresponse Followup? Coverage 
Improvement Followup? 

Again, the Assistant Managers for Field Operations who completed the debriefing questionnaire 
reported working with maps and map spots as the most problematic part of the operation. 

Another concern of the Assistant Managers for Field Operations was that maps used in 
Update/Leave were not updated for the Nonresponse Followup and Coverage Improvement 
Followup operations. 

Many questionnaires that were mailed back were not recorded in the system and became part of 
the Nonresponse Followup workload. This led to multiple, unnecessary visits to households. 
One Assistant Manager for Field Operations stated that this caused them to visit thousands of 
housing units that had already returned their questionnaires. 

On a positive note, it appears that they were able to retain qualified Nonresponse Followup 
enumerators to work on the Coverage Improvement Followup operation the majority of the time. 

1. BACKGROUND 
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1.1 1990 Census 

In the 1990 Census, Puerto Rico was enumerated using the List/Enumerate (L/E) methodology, 
which was consistent with earlier censuses. During the week before Census Day, the Postal 
Service delivered unaddressed short-form Advance Census Reports (ACRs) to all residences that 
received mail on the postal routes. Then the L/E enumerators went to their assignment areas with 
address listing books, and canvassed the assignment areas on a block-by-block basis to record 
address information for all housing units. The enumerators picked up the completed ACR or 
enumerated the household on an Enumerator Friendly Questionnaire (EFQ) if the household had 
not filled out the ACR. If the household was designated for a long form questionnaire, the 
enumerator transcribed the data from the ACR to an EFQ and asked the long form questions on 
the EFQ. All of the stateside L/E operations, such as Merge and Sample Tolerance Check were 
also performed for Puerto Rico. 

1.2 Census 2000 

After the 1990 Census, the Census Bureau recognized that a large part of Puerto Rico was 
urbanized enough that a mail census methodology could be implemented. The Census Bureau 
considered using a Mailout/Mailback strategy for the more urbanized parts of the island for 
Census 2000 and retaining the L/E methodology, or something similar, for the less urbanized 
areas on the island. 

Instead, the Census Bureau made the decision to utilize an Update/Leave (U/L) methodology for 
the entire island of Puerto Rico. This decision was made for two primary reasons. The first was 
that there was an increase in the number of limited-access communities on the island. The 
second was that the Puerto Rico population mirrors the stateside population in the prevalence of 
two-income households which makes it difficult for enumerators to find someone at home. There 
were also significant cost savings involved in having one methodology for the entire island. In 
addition, the reporting and monitoring requirements for one methodology were simpler. 

For Census 2000, the United States was divided into nine type of enumeration areas, determined 
by address types and special enumeration procedures. The primary enumeration methodology in 
the United States was Mailout/Mailback, used in areas that have predominantly city-style 
addresses, such as “121 Main Street” that are used for mail delivery. The second largest 
enumeration methodology, in terms of number of questionnaires, was U/L. Update/Leave was 
intended for use in areas with some addresses that were not city-style. Noncity-style addresses, 
such as Rural Route and Box or Post Office Box, are often not linked to the physical location of 
the housing unit. When there is only a location description for a unit but no address, mail 
delivery of the questionnaire is not a possibility. Update/Leave areas are primarily rural but not 
too remote or sparsely populated. Designations of U/L areas are made by block. In Puerto Rico, 
U/L was the only type of enumeration. 

Housing units in the U/L areas were listed in a pre-census operation called Address Listing. This 
operation consisted of a complete canvass and listing of residential addresses in the U/L areas. 
Housing units were denoted on the maps with location markers known as map spots. Map spot 
numbers for each housing unit structure were assigned on the address register and written on the 
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maps. Additionally, during address listing, maps were updated to include new features and 
changes in features and feature names. Housing unit records from this operation were considered 
to be invalid for any operation subsequent to Address Listing or for the Census if they didn’t have 
an address and a map spot number. 

The addresses obtained during address listing were grouped into assignment areas and put into 
address registers. Questionnaire delivery began on March 3, 2000, with the intent that all 
questionnaires were to be delivered by Census Day, April 1, 2000. In actuality, some 
questionnaires were delivered earlier than March 3, 2000 during training exercises and the 
operation was not complete in some areas until April 6, 2000. 

During the U/L operation, questionnaires with preprinted address labels were hand-delivered to 
every housing unit on the address list. Existing housing units that were not listed on the address 
register also required questionnaires, but these questionnaires were hand-addressed and added to 
the address register. Since staff were in the field delivering the questionnaires, they also made 
corrections, deletions and additions on the address lists and maps. Enumerators delivered Spanish 
language questionnaires but English language questionnaires were available upon request. The 
respondents were instructed to fill out their questionnaire and mail it back using the envelope 
provided. 

The Puerto Rico mail returns followed the same processing flow as the stateside U/L mail returns. 
Using the same schedule as for stateside U/L, housing units that did not return a completed 
questionnaire by the cutoff date were assigned for Nonresponse Followup (NRFU). After NRFU, 
there was a Coverage Improvement Followup (CIFU) operation similar to the one used stateside. 

The compilation of the address list required a four line address for each living quarters in Puerto 
Rico, rather than the normal three-line stateside address. The fourth address line was for 
subdivision or condominium name, which is the only way that an address in Puerto Rico can have 
a unique ZIP+4 address. This had implications for address label preparation since the address 
standardizer used to standardize addresses stateside could not be used to parse a four-line address 
to get the correct information in the appropriate city-style address and location description fields. 

The address registers and maps were sent to the National Processing Center (NPC) for keying and 
map scanning, respectively. After the keying, if a deleted address in one block matched an added 
address in another block, according to an address-matching program, the action taken on the unit 
was considered to be a move. 

Because there was no time for processing and printing the map updates between the U/L 
operation and NRFU operation, office clerks were instructed to make three copies of the U/L 
maps in the Local Census Offices (LCOs) and store them before the U/L operation. Maps with 
changes from U/L were copied, and the stored copies were then replaced with the copied maps. 
Maps and address registers from the U/L operation were sent to the NPC for digitizing and 
keying. The keying of the address registers occurred between March 8, 2000 and May 15, 2000, 
and map digitizing took place from April 17, 2000 to September 15, 2000. Sometimes the results 
from the map updates and the address list updates needed to be reconciled at the end. 

2. METHODS 
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The data files used to calculate the mail response rates are: 

• Decennial Master Address File (DMAF)

C Hundred percent Census Edited File with the reinstated housing units (HCEF_D’)


2.1 Decennial Master Address File (DMAF) 

The March 2001 MAF extracts were used to answer questions about the address list for this 
evaluation. These files indicate the final Census status of all units ever delivered to the DMAF. 
There are universe and operation flags on these files that are used for tabulations of the 
characteristics of interest, with limitations brought on by inconsistencies in the determination of 
flag values. The characteristics are discussed below. 

The universe of units in the U/L operation workload is the set of units that appeared on the U/L 
address listing pages (and had labeled questionnaires) and the units that were added in U/L. Not 
all U/L adds were ultimately in the Census. Some added units did not have the appropriate data 
to be included on the Census 2000 address list, while others were deleted in later operations. 
Also, a certain percent of units included on the U/L address listing pages were deleted or 
corrected in later operations. This analysis will use the total number of U/L operation adds, since 
this gives an indication of how much work was required to add units during the operation. We 
give separate tallies indicating how many of the adds were deliverable to the DMAF and how 
many were ultimately in the Census. 

2.2 Hundred Percent Census Edited File with the Reinstated Housing Units (HCEF_D’) 

The primary file used to calculate the mail return rates was the HCEF_D’. We used this file to 
identify the housing units to include in the return rates. The HCEF_D’ contained variables that 
were used to limit the return rate denominator to occupied housing units in mailback areas which 
were deliverable. The MAILD variable from the HCEF_D’ identifies the date on which a mail 
return questionnaire was checked into the Data Capture Centers. The HCEF_D’ also contains 
information on which form type (short versus long) was received by each housing unit. 

2.3 Census 2000 Debriefing Questions for Assistant Manager for Field Operations 

The Field Division (FLD) asked the Assistant Managers for Field Operations (AMFOs) to answer 
questions based on their experience in Census 2000 as AMFOs. We reviewed the debriefing 
questionnaires for Puerto Rico to address questions in this evaluation. 

2.4 Quality Assurance Procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. 

3. LIMITATIONS 

Processing problems with Address Listing files from Puerto Rico 
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Almost all units in Puerto Rico are designated as single units because of the file processing of 
the Address Listing files from Puerto Rico. The Decennial Systems and Contracts Management 
Office (DSCMO) had problems processing the keyed listing pages from the Address Listing 
operation in Puerto Rico. The keyed files had a 60-character address field that could contain a 
city-style address or a location description. The stateside files also had a flag, “A/D”, set by the 
lister that indicated which it was. In the stateside operation, listers wrote “A” for a city-style 
address or “D” for a location description in the address register. In Puerto Rico, the flag was 
"D/L", and listers wrote "D" for city-style address and "L" for location description. When the 
DSCMO processed the files for Puerto Rico through the standardizer, they initially assumed that 
the "D" in the flag identified a "location description", as it did in the stateside files, but the "D" 
actually stood for address (the Spanish word for address starts with a "D"). There were additional 
problems observed such as some listers incorrectly recording city and non-city designations and 
recording urbanization1 in the location field. 

To address these problems, the Geography Division (GEO) and the DSCMO decided to load the 
entire address field (city-style and location description information) in the location description 
field on the MAF. This processing decision continued for all address updating operations that the 
Census Bureau conducted in Puerto Rico after Address Listing. Due to this problem, there are no 
address records for Puerto Rico with city-style address information in the appropriate city-style 
address fields on the MAF extracts used for this evaluation. The effects on the Puerto Rico files 
are: 

C	 The U/L operation did not result in any block moves, since address matching could not 
occur. 

C	 Almost all units are single units because matching of city-style addresses is used to 
identify multi-unit structures. Therefore we do not have an accurate indication of the 
number of multi-unit housing units in Puerto Rico. 

1 Urbanization denotes an area, sector, or development within a geographic area. In addition to being a 
descriptive word, it precedes the name of the area. This descriptor, commonly used in Puerto Rican urban areas, is an 
important part of the addressing format of Puerto Rico, as it describes the location of a given street. 

5 



4. RESULTS 

4.1	 What operational problems were encountered in the field due to the way the 
address lists were compiled and processed for Puerto Rico? 

The AMFOs who completed the debriefing questionnaire consistently reported working with 
maps and map spots as the most challenging situation in their job. Some of the specific problems 
mentioned were: 

• census maps were not topographic and therefore not realistic to the actual terrain 
• enumerators got lost due to map errors 
• the maps were not easy to understand 
• the maps were inverted 

Other problems described by some of the AMFOs were: 

• training manuals arrived late 
• maps for NRFU and CIFU were not updated from previous operations 
• some maps required a lot of updating, especially in rural areas 
•	 copying updated maps was problematic - not all updates copied well because the originals 

were wrinkled and/or stained 
• merging long and short form questionnaires was a very time consuming process 

4.2  How many addresses were encompassed by the Update/Leave operation? 

Table 1 provides a tally of addresses included as part of the U/L operation. There were about 
23.5 million addresses in stateside U/L operations and almost 1.5 million in Puerto Rico. This 
number represents how many addresses had either a labeled questionnaire that was to be delivered 
during U/L or a hand-addressed questionnaire for a unit that was added to the address list during 
the U/L operation. Questionnaires were to be distributed to all housing units appearing within 
U/L areas, which were defined at the block level.  Some of the addresses on the U/L address list 
were deleted as nonexistent or nonresidential in the U/L operation, and their labeled 
questionnaires were not delivered. This is included as part of the workload because the effort 
required to try to locate such housing units is a component of the operation. 

Addresses in Update/Leave Areas (Table 1) 
Addresses on the Addresses Added 

Total U/L Listing Pages for the During the U/L 
Workload U/L Operation Operation 

Total 24,996,482 23,240,521 1,755,961 

Stateside 23,525,257 21,881,083 1,644,174 

Puerto Rico 1,471,225 1,359,438 111,787 

Data source: March 2001 MAF extract 
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4.3	 What were the add and delete rates during the Puerto Rico Update/Leave and 
how did they compare to the stateside rates calculated by other Update/Leave 
evaluations? 

Table 1 presented overall workload counts from both stateside and Puerto Rico U/L, and also 
noted the number of adds from the operation. Below, Tables 2A and 2B present the breakdown 
and proportion of the stateside and Puerto Rico U/L universe by the action taken in the operation. 

Despite the differences in the population, with the majority (94 percent) of Puerto Rico being 
urban and stateside being mostly rural, there does not appear to be much difference in the action 
codes. Although it is possible that the hurricane that occurred between the time of address listing 
and U/L may have affected the add and delete rates with houses being destroyed and rebuilt. 

Counts of Update/Leave Actions (Table 2A) 
Update/Leave Action Codes 

Total Add Correction Delete* Move Verify** 

Total 24,996,482 1,755,961 9,796,970 1,351,802 24,265 12,067,484 

Stateside 23,525,257 1,644,174 9,045,814 1,228,987 24,265 11,582,017 

Puerto Rico 1,471,225 111,787 751,156 122,815 0*** 485,467 
Data source: March 2001 MAF extract 
* U/L action delete denotes operation delete and nonresidential actions 
** U/L action code verify is mostly blank actions 
*** Due to the processing error explained in Section 3. 

Proportions of Update/Leave Actions (Table 2B) 
Percent of U/L workload by U/L Action 

% Add % Correction % Delete* % Move % Verify** 

Total 7.02 39.19 5.41 0.10 48.28 

Stateside 6.99 38.45 5.22 0.10 49.23 

Puerto Rico 7.60 51.06 8.35 0.00*** 33.00 
Data source: March 2001 MAF extract 
* U/L action delete denotes operation delete and nonresidential actions 
** U/L action code verify is mostly blank actions 
*** Due to the processing error explained in Section 3.1. 

Update/Leave adds 

As shown in Table 2B, the U/L operation adds were about the same for the stateside and Puerto 
Rico workloads. Adds accounted for seven percent of the stateside workload and 7.6 percent of 
the Puerto Rico workload. 

Of the 1.6 million stateside Update/Leave adds, 85.2 percent (about 1.4 million) were included in 
the final Census 2000 counts. Of the 111,787 U/L adds in Puerto Rico, 83.7 percent (93,607) 
were included in the final counts. 
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Update/Leave corrections 

We also see in the tables above that there were many corrections in the U/L operation. 
Corrections accounted for 38.45 percent of the stateside workload and 51.06 percent of the 
workload in Puerto Rico. One reason for this is that corrections were assigned whenever any data 
field for a particular record was changed, including phone number and occupant name. Some 
places underwent wholesale area code changes, requiring a correction to almost every unit. In 
Puerto Rico, there was also the earlier mentioned problem with the address fields, resulting in 
large numbers of address corrections. 

Update/Leave deletes 

Note that, starting with Table 2A, deletes and nonresidential units are grouped together because 
they were treated similarly in the operation. We can see that there was a slightly higher deletion 
rate in Puerto Rico than stateside. Deletes accounted for 5.22 percent of the stateside workload 
and 8.35 percent of the Puerto Rico workload. 

4.4	 What were the Puerto Rico mail return/mail response rates and how did they compare 
to Update/Leave areas stateside? 

A mail response rate is defined as the number of mail returns received prior to the cut date for the 
NRFU universe divided by the total number of housing units in mailback areas that were eligible 
for NRFU. It is a measure that represents the percentage of addresses eligible for NRFU that 
returned questionnaires prior to the designation of the NRFU universe. 

The mail response rate is different from the mail return rate. Mail return rate is essentially a 
measure of the percentage of occupied housing units that returned their questionnaires by April 
18, 2000. It is a more useful rate for determining respondent cooperation and not as good as the 
response rate for measuring NRFU workload. 

A mail return rate is defined as the number of mail returns received prior to the cut date for the 
NRFU universe divided by the total number of occupied housing units in mailback areas that 
were on the DMAF prior to NRFU. Mail returns included in the mail response/mail return rates 
are actual paper questionnaires, interviews during the Telephone Questionnaire Assistance 
program, Internet data captures, Be Counted Forms, and Coverage Edit Followup returns. The 
final rates are similar but include all mail returns through the end of the year. 

The denominator of the mail return rate is calculated from the Hundred percent Census Edited 
File with the reinstated housing units. It includes all occupied housing units in mailback type-of-
enumeration areas that were added to the address file prior to NRFU. The denominator of the 
mail return rate is calculated from the Hundred percent Census Edited File with the reinstated 
housing units. It includes all occupied housing units in mailback type-of-enumeration areas that 
were added to the address file prior to NRFU and had addresses that were delivered by the United 
States Postal Service or during the Census Bureau delivery operation. The response rate 
denominator is larger than the return rate denominator, largely because the response rate 
denominator includes vacant housing units, Undeliverable as Addressed addresses, some 
addresses deleted in U/L and Urban U/L delivery, and deleted in either NRFU or CIFU. 

8




Table 3 compares the Census 2000 mail response/mail return rates for Puerto Rico to the U/L 
areas stateside. The first column in Table 3 shows the mail response rates broken down by total 
and form type for the U/L operation as of April 18, 2000. The next column shows the equivalent 
mail response rates as of December 31, 2000. The third and fourth columns show the return rates 
for the same dates, respectively. 

It is important to note that Census 2000 was the first time we conducted an enumeration in Puerto 
Rico were we asked the respondents to complete the questionnaire and return it by mail. 

As of April 18, 2000 the response rate for Puerto Rico was 48.4 percent and 59.3 percent for 
stateside. This is a difference of 10.9 percentage points. 

The mail return rate for Puerto Rico as of December 31, 2000 was 63.9 percent while stateside 
had a return rate of 77.9 percent. This is a difference of 14 percentage points. 

The national mail return rate as of December 31, 2000 was 78.4 percent. 

Census 2000 Response and Return Rates by Form Type (Table 3) 
Response Rate Return Rate 

as of as of 

4/18/2000 12/31/2000 4/18/2000 12/31/2000 

Puerto Rico 
Total 48.4% 52.6% 55.0% 63.9% 

Short 50.5% 54.5% 57.2% 65.9% 
Long 37.6% 43.3% 43.7% 53.8% 

Stateside 
Total 59.3% 62.6% 69.6% 77.9% 

Short 61.9% 64.6% 72.3% 79.9% 
Long 51.9% 57.0% 61.9% 72.1% 

Data source: HCEF_D’, DMAF, DRF-2, and March 2001 MAF extract 

The media message for Census 2000 was very different than that used in previous decennial 
censuses in Puerto Rico and may have created unintended confusion on the part of respondents 
regarding what to do with the questionnaire delivered to each household. In the past, media 
messages directed respondents to complete the questionnaire and hold it until an enumerator 
arrived to pick it up. This message was conveyed through public service announcements in the 
print media and by television and radio advertisements. For Census 2000, our paid media 
messages asked respondents to mail a questionnaire back. Without a specific evaluation of the 
marketing and advertising programs used in Puerto Rico in 1990 and 2000, it is difficult to 
quantify the effects this new message had on the mail response rate for Puerto Rico. 

Census 2000 budget cost models anticipated a 50 percent response rate. 
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4.5 	 Were any operational problems encountered during Nonresponse Followup? 
Coverage Improvement Followup? 

Again, the AMFOs who completed the debriefing questionnaire reported working with maps and 
map spots as the most problematic part of the operation. Map spotting was even more 
problematic in Puerto Rico due to the use of rural procedures in an urban location. 

Another concern of the AMFOs was that maps used in the U/L were not updated for the NRFU 
and CIFU operations. 

Many questionnaires that were mailed back were not recorded in the processing system and 
became part of the NRFU workload. This led to multiple, unnecessary visits to households. One 
AMFO stated that this caused them to visit thousands of housing units that had already returned 
their questionnaires. 

On a positive note, it appears that they were able to retain qualified NRFU enumerators to work 
on the CIFU operation the majority of the time. 

5. RECOMMENDATIONS 

Given that Census 2000 was the first time households in Puerto Rico were asked to follow new 
procedures, a 63.9 percent response rate was respectable. Still, there is room for improvement. 

Census 2000 data classifies over 90 percent of the population in Puerto Rico as urban. Since 
U/L is primarily a rural methodology, and GEO has developed a MAF for Puerto Rico that is 
being updated and improved throughout the decade, we recommend that the Census Bureau 
build on the experience from Census 2000 and the implementation of the American Community 
Survey in Puerto Rico to use the MO/MB data collection for at least part of the island. 

Based on the comments received, we recommend that the Census Bureau conduct further 
research into ways to improve census maps. Census maps do not mimic commercial highway 
and street maps. They lack the detail and reference points. To make them easier for enumerators 
to use, include reference points and change the scale of maps. Look into the feasibility of using 
Global Positioning System technology to improve the accuracy of map spotting. 

We also need to provide enumerators with more extensive training on census maps, specifically 
map symbols and directional orientation. 

While the procedures were to copy the corrected maps from each operation, some AMFOs 
reported that this did not always happen. We should attempt to automate changes and 
corrections to census maps from early field operations updated on maps for subsequent field 
operations (e.g. updates from the U/L operation should appear on maps for the NRFU operation). 

In the future, we need to make every effort to ensure that the training materials and training 
manuals arrive on time. 
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PURPOSE 

The Local Census Office Profile for Census 2000 is a database of a wide variety of variables 
aggregated at the Local Census Office level. Data were produced specifically for the Local 
Census Office database, which also contains data from Census 2000 evaluations. The Local 
Census Office profile contains data from the following types of files and systems: address frame 
files, data processing files, and field tracking systems. It contains more than 1400 statistics for 
each of the 520 Local Census Offices. These data include total housing counts, occupied 
housing counts, vacant housing counts, total population counts, response rates, various operation 
summaries as well as many demographic characteristics. The database is intended to provide 
internal Census Bureau researchers and planners a rich comprehensive dataset which will add a 
historical perspective and provide benchmarks for planning the 2010 Census. 
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1.  BACKGROUND 

In past censuses and tests, there was no plan to produce local field office statistics across 
multiple census programs.  Since no program was developed for the 1990 Census programs, 
statistics at the District Office (DO) level were not available for Census 2000 planning activities 
or tests. In an effort to improve and enhance planning for the 2010 Census, a profile of the 
Census 2000 Local Census Offices (LCOs) was planned as part of the Census 2000 Testing, 
Experimentation and Evaluation Program. Profile results will be used by internal Census Bureau 
researchers for historical purposes and to provide benchmarks for future operations. The Local 
Census Office Profile evaluation report does not include analysis of the data. For a brief 
description of terminology used in this report, refer to the Local Census Office Profile Glossary 
in the Appendix. 

2.  METHODOLOGY 

2.1 Data Sources 

2.1.1 Combination File 

The basis for the LCO Profile Evaluation data file was the Combination (COMBO) File.  This 
file was created by combining the March 2001 Master Address File (MAF) Extract data with 
selected data from the Decennial Response File (DRF-2), the Decennial Master Address File 
(DMAF), the Hundred Percent Census Unedited File (HCUF), and the Hundred Percent Census 
Edited File (HCEF). For a brief description of the files and other terminology used in this report, 
refer to the Local Census Office Profile in the Appendix. 

2.1.2 Return and Response Rates 

Return and response rates from the Census 2000 Response and Return Rates Evaluations were 
appended to the LCO file. These evaluations are titled “Census 2000 Mail Response Rates,” 
A7.a (U.S. Census Bureau of the Census, 2003) and “Census 2000 Mail Return Rates,” A7.b 
(U.S. Census Bureau of the Census, 2003). 

2.1.3 Nonresponse Followup 

Nonresponse Followup data from the evaluation H.5, “Nonresponse Followup (NRFU) for 
Census 2000" (U.S. Census Bureau of the Census, 2002) were appended to the LCO file. These 
data include occupied units with no population count, status in Nonresponse Followup by form 
type, respondent type by form type and return responses by form type. 

2.1.4 Coverage Improvement Followup 

Coverage Improvement Followup data from the evaluation I.4, “Coverage Improvement 
Followup (CIFU) for Census 2000" (U.S. Census Bureau of the Census, 2003) were appended to 
the LCO file. These data include status in Coverage Improvement Followup by form type, 
respondent type by form type and return response by form type. 
2.1.5 Residual Nonresponse POP 99 Workload 
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The POP 99 workloads for the Residual Nonresponse operation were obtained from the 
Decennial Management Division (DMD) Tracking Database and appended to the LCO file. A 
POP 99 is defined by the Census Bureau as an occupied unit where the population in the unit is 
unknown. 

2.1.6 Start and Finish Dates 

For Nonresponse Followup and Coverage Improvement Followup operations, start and finish

dates, and for Field Verification operation, return and keying dates were obtained from the

Technologies Management Office (TMO) Data Warehouse and appended to the LCO file.


The NRFU “start” date is defined as the day the first NRFU enumerator questionnaire was

checked into the Operations Control System (OCS) 2000. The NRFU “finish” date is defined as

the day the last NRFU enumerator questionnaire was checked into the OCS 2000 

(U. S. Bureau of the Census, 2002). 


Similarly, the CIFU “start” date is defined as the day the first CIFU enumerator questionnaire

was checked into the Operations Control System (OCS) 2000. The CIFU “finish” date is defined

as the day the last CIFU enumerator questionnaire was checked into the OCS 2000. This

information was retrieved from the data warehouse by the attributes “First Check-in Date” and

“Last Check-in Date” (U. S. Bureau of the Census, 2003). 


2.2 Statistics 

The LCO Profile evaluation details statistics across 16 general topics: 

• total housing units in the DMAF 
• total occupied housing units in Census 2000 
• total vacant housing units in Census 2000 
• total deleted housing units on the DMAF but not included in Census 2000 
• total UAA forms identified by the United States Postal Service 
• number of housing units by type of address 
• demographics of the householder 
• population counts 
• household size distribution 
• mail response rate 
• mail return rate 
• Nonresponse Followup workload 
• Coverage Improvement Followup workload 
• Field Verification workload 
• start and finish dates for NRFU, CIFU, and return and keying dates for FV 
• additional statistics calculated using data produced in the previous 15 categories 

Across the 16 sections, more than 1400 statistics were produced for each of the 520 LCOs. 

2




2.3 Application of Quality Assurance Procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, tabulated data, and prepared this report 

3.  LIMITATIONS 

The tabulated data are limited by the quality of the source data files outlined in Section 2.1.  In 
addition, tabulation was based on variables and operations involved in the evaluation. 

4. RESULTS 

For each variable defined in the LCO profile, the following statistics were provided at the 
United States level with and without the inclusion of Puerto Rico LCOs: 

• number of LCOs where the statistics were not equal to zero 
• total 
• mean 
• minimum value 
• maximum value 

Because the data generated for this evaluation is intended for internal Census Bureau 
researchers, the resulting data was produced but not included in this report. 

5.  RECOMMENDATIONS 

In order to preserve data for historical purposes and to develop benchmarks for future censuses, 
a profile of the Local Census Offices similar to this one should be conducted for the 2010 
Census. In addition, a profile of the Local Census Offices should be created for the 2010 Census 
to aid in planning activities for 2020 Census. 
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Appendix: Local Census Office Profile Glossary 

Combination File (COMBO) - A file created in the Decennial Statistical Studies Division 
which combines the March 2001 Master Address File (MAF) Extract data with selected data 
from the Decennial Response File (DRF-2), the Decennial Master Address File (DMAF), the 
Hundred Percent Census Unedited File (HCUF), and the Hundred Percent Census Edited File 
(HCEF). 

Coverage Edit Followup (CEFU) - A telephone operation in which telephone agents contracted 
by the Census Bureau called households whose census responses failed population count 
discrepancies and large household edits. These edits were performed only for mailback and 
Internet responses. This edit includes the Large Household Followup. 

Coverage Improvement Followup (CIFU) - A census field operation during which addresses 
previously identified as vacant or previously deleted from the Master Address File were verified 
to be sure that their “vacant” or “deleted” status was correct. If the unit was occupied on Census 
Day, a completed questionnaire was obtained. Also enumerated in CIFU were addresses 
identified by governmental units for the New Construction program, late-added addresses 
identified during update/leave and through update partnership efforts with the U.S. Postal 
Service, and addresses for which mail return questionnaires were lost or returned blank. Field 
staff visited these addresses to determine the status of each address as of Census Day. If the 
housing unit was occupied on Census Day, enumerators completed a questionnaire for the 
address. 

Decennial Master Address File (DMAF) - An extract of the Master Address File that the 
Census Bureau used, with added fields, to control and track the operations and programs of 
Census 2000. The DMAF supported long-form sampling, questionnaire mailout, response 
check-in, tracking and reporting, and field enumeration operations. For example, census staff 
used the DMAF to create address files for questionnaire labeling and delivery and for the check-
in of questionnaires and enumerator interview form returns. The universes for field enumeration 
operations, notably Nonresponse Followup and Coverage Improvement Followup, were 
extracted from the DMAF. The Census Bureau periodically updated the DMAF with address 
additions, deletions, and corrections from census and other operations. 

Decennial Management Division (DMD) - The DMD directs and monitors the decennial 
census. It coordinates and provides project management for all census operations; maintains the 
Cost Model and the Executive Information System, which includes the Master Activity Schedule 
and the Cost and Progress Reporting System; manages the decennial budget; manages decennial 
communications, issue resolution/change control, and requirements documentation; and directs 
development of the census plan. 

Decennial Response File (DRF) - A file that contains every response to the census from all 
sources. The Primary Selection Algorithm was applied to this file to unduplicate people from 
multiple returns for a housing unit and to determine the housing unit record and the people to 
include at the housing unit. The DRF was then combined with the Decennial Master Address 
File to create the Census Unedited File. 
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Delivery Sequence File (DSF) - A U.S. Postal Service (USPS) computer file containing all 
mailing addresses serviced by the USPS. The USPS continuously updates the DSF as its letter 
carriers identify addresses for new delivery points and changes in the status of existing 
addresses. The Census Bureau uses the DSF as a source for maintaining and updating its Master 
Address File. 

Decennial Statistical Studies Division (DSSD) - Develops mathematical and statistical 
techniques for the design and conduct of a census. 

Field Verification (FV) - For questionnaires without Master Address File identification 
numbers, enumerators verified the existence of units that had been geocoded to a census block, 
but did not match an address in the Master Address File. See no identification number,  Invalid 
Return Detection, and Local Update of Census Addresses Field Verification. 

Hundred Percent Census Edited File (HCEF) - A computer file that contains the edited 
characteristics and records for all households and people in Census 2000. The edits are 
performed on the Hundred Percent Census Unedited File. The edits include consistency edits 
and imputation for items or people where the data are insufficient for the hundred percent data 
items from both the short- and long-form questionnaires. The HCEF provided the census counts 
for apportionment purposes. 

Hundred Percent Census Unedited File (HCUF) - The Decennial Response File was 
combined with the Decennial Master Address File to create the HCUF and the Sample Census 
Unedited File. The HCUF contains the individual responses to the hundred percent data items 
from both the short- and long-form questionnaires. 

Local Census Office (LCO) - A temporary office established for Census 2000 data collection 
purposes. These offices managed address listing field work, conducted local recruiting, and 
visited living quarters to conduct various Census 2000 operations. Called district office in 
previous censuses. 

Master Address File (MAF) - A computer file of every address and physical/location 
description known to the Census Bureau, including their geographic locations. The file was 
created by combining the addresses in the 1990 address file with U.S. Postal Service Delivery 
Sequence Files, and supplementing this with address information provided by state, local, and 
tribal governments. Census Bureau staff updated and supplemented the file with address 
information obtained by several census programs. The MAF is linked to the TIGER® database. 
The MAF was used to create the Decennial Master Address File, which provided the addresses 
for mailing and delivery of Census 2000 questionnaires. See Decennial Master Address File. 

Nonresponse Followup (NRFU) - An operation whose objective is to obtain completed 
questionnaires from housing units for which the Census Bureau did not have a completed 
questionnaire in mail census areas (mailout/mailback, update/leave, and urban update/leave). 
Enumerators visited addresses for which the Census Bureau had no questionnaire and no Internet 
or telephone response. 
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Operations Control System (OCS) - One of the decennial field interface systems used for 
control, tracking, and progress reporting for all field operations conducted for the census, 
including production of materials used by field staff to do their work. It was one system of the 
Decennial Field Interface. 

Residual Nonresponse (RNR) - Involves enumeration of housing units from the original NRFU 
universe for which there has been no questionnaire data capture. However, a housing unit 
included in Coverage Improvement Followup will not be included in R-NRFU. If all the NRFU 
questionnaires from a Local Census Office (LCO) are data-captured by the universe 
determination date for R-NRFU, the LCO will not have an R-NRFU workload. 

Response Rate - Mail response rate is a measure of the Nonresponse Followup (NRFU) 
workload. It refers to the number of housing units with corresponding non-blank questionnaires 
checked in by the late cut for NRFU over the number of housing units that were in the mailback 
universe. The calculation of these rates is restricted to housing units that are in one of the 
mailback Type of Enumeration Areas (TEAs) - Mailout/Mailback, Update/Leave, Military, 
Urban Update/Leave, or Mailout/Mailback converted to Update/Leave. 

Mail Return Rate - Mail return rate is a measure of respondent cooperation in mailback areas. 
It refers to the number of occupied housing units with corresponding non-blank questionnaires 
checked in by the late cut for NRFU over the number of occupied housing units. The calculation 
of these rates is restricted to housing units that are in one of the mailback TEAs -
Mailout/Mailback, Update/Leave, Military, Urban Update/Leave, or Mailout/Mailback 
converted to Update/Leave. 

Technologies Management Office (TMO) Decennial Data Warehouse - The TMO data 
warehouse is a repository for data from the OCS 2000 and the Pre-Appointment Management 
System/Automated Decennial Administrative Management System (PAMS/ADAMS). 

Tract - A small, relatively permanent statistical subdivision of a county or statistically 
equivalent entity, delineated for data presentation purposes by a local group of census data users 
or the geographic staff of a regional census center in accordance with Census Bureau guidelines. 
Designed to be relatively homogeneous units with respect to population characteristics, 
economic status, and living conditions at the time they are established, census tracts generally 
contain between 1,000 and 8,000 people, with an optimum size of 4,000 people. Census tract 
boundaries are delineated with the intention of being stable over many decades, so they generally 
follow relatively permanent visible features. However, they may follow governmental unit 
boundaries and other invisible features in some instances; the boundary of a state or county (or 
statistically equivalent entity) is always a census tract boundary. 

Undeliverable As Addressed (UAA) - A U.S. Postal Service notification that a mailing piece 
could not be delivered to the designated address. Formerly called a Postmaster Return. 
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EXECUTIVE SUMMARY 

This evaluation examines how well respondents answered the Census as of Census Day,

April 1, 2000. One way to do this is to look at how respondents answered the age and date of

birth question. The way respondents answer this question can be influenced by whether or not

they are using Census Day as their date of reference.


The analysis done in this report shows that the true Census moment or ‘average’ date of reference

for Census 2000 was April 20. This is substantially better than May 5, which was the result from

doing the same analysis in the 1990 Census. The change to the wording of the age question may

have reduced respondents misreporting their age. Also the time frame for questionnaire delivery

and completion of Nonresponse Followup was earlier in Census 2000 compared to the

1990 Census.


A state’s return rate seems to be correlated with the date of reference for that state. As the return

rate increases, the date of reference for the state is closer to April 1, 2000. A higher return rate in

a state means more respondents are returning their questionnaire through the mail. It is also very

likely that these respondents will not be part of Nonresponse Followup and they are enumerated

closer to April 1, thus less likely to misreport their age. If the return rate is low, that would mean

a higher percentage of people are being enumerated in Nonresponse Followup. Nonresponse

Followup takes place at a later date, so the respondents enumerated in Nonresponse Followup

seem to have a great propensity to use a date other than Census Day to report their age.


The analysis also shows that 89.8 percent of persons had their reported age consistent with their 

calculated age. There were 1.8 percent that under reported their age by one year and 6.0 percent

that over reported their age by one year. These people may have potentially misreported their age

due to using some date other  than April 1, 2000 as the date of reference when reporting their

age. The remaining 2.4 percent misreported their age by more than one year, which means the

misreporting can only be attributed to simple reporting error.


There were two situations where we suspected respondents may have had problems reporting age

correctly; the date of check-in of the form with the person’s data was before the person’s birthday

and both were before April 1, and the date of check-in of the form with the person’s data was

after the person’s birthday and both were after April 1. In the first situation,10.3 percent of the

persons in this category under reported their age. In the second situation, 40.1 percent of the

persons in this category over reported their age. These percentages are higher than any percent

observed in any of the other situations for that type of misreporting. This means that the time at

which a person is responding to the census does affect how he or she reports age.


There were 80.4 percent of households that had every person in them with the age correctly

reported. This compares to 89.8 percent of persons with age correctly reported.
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The Census moment or ‘average’ date of reference moved from May 5 in 1990 to April 20 in 
2000. This improvement may be due to the change in questionnaire design and in the 
enumeration time frame. The 2010 Census questionnaire should stress that the respondents are 
to provide their age as of Census Day, April 1, as in Census 2000. This will help respondents not 
misreport age. Also a compressed Census enumeration time frame may aid respondents to 
correctly report age. 

Respondents enumerated by personal visit tended to over report age. Enumerators should have 
this problem explained to them and training should stress the importance of Census Day as the 
reference date. Enumerators should know that respondents need to hear April 1, 2010, so they 
can correctly provide their information. 

The problems that are observed in age reporting have revealed problems with respondents 
referencing April 1 when providing age date. This is somewhat trivial because age can be 
calculated from date of birth. There are other issues that are sensitive to the April 1 reference 
day, such as Residency Rules, that cannot be corrected. 
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1. BACKGROUND 

The goal of this evaluation was to see how well respondents answered the Census as of Census 
Day, April 1, 2000. One way to do this is to look at how respondents answered the age and date 
of birth question. The way respondents answer these questions can be influenced by whether or 
not they are using Census Day as their date of reference. 

1.1 The 1990 Census 

The 1990 Census questionnaire asked for the age and year of birth for each person in the

household. No instruction was given for the respondent to answer the question in reference to

Census Day, April 1, 1990. Appendix A contains an image of the age and year of birth question

on the 1990 Census questionnaire. Some discrepancy resulted between the reported age and the

actual age calculated from the year of birth. The Census Bureau staff examined this discrepancy

using the following method:


April 1,1990 is the 91st day of the year (containing 365 days). For most birth years about 

24.7 percent of respondents should have had a birthday before April 1st, assuming birthdays are

equally distributed throughout the year. In such cases the person’s age added to the year of birth

always equals “1990". For the other 75.3 percent of respondents the person’s age added to their

year of birth will always add up to “1989". In 1990, 34.3 percent of the respondents’ age added

to their birth year, equaled 1990. This number was not consistent with 24.7 percent that was

expected from looking at April 1, 1990. What day would be consistent with the 34.3 percent

observed in the 1990 Census? The answer was May 5, 1990, which is 34.3 percent of a 365 day

year. The connection was made that this would represent the true 1990 Census Moment

(Spencer, 1997).


The time at which the enumeration took place may have affected responses to the age question.

The time frame for the 1990 Census questionnaires delivery was approximately on 

March 23, 1990. Nonresponse Followup took place from April 26, 1990 through July 30, 1990.


1.2 Census 2000 

The Census 2000 questionnaire was modified significantly from the form used in 1990. The 
format of the form is the most significant change. The wording of the age question changed, so 
that it specifically states that the respondent should report age as of April 1, 2000.  This change 
was designed to reduce the discrepancy between the reported age and the actual age. Also, 
instead of just asking the respondent to provide a year of birth, the entire date of birth is 
requested. Appendix B contains the age and date of birth question from the 2000 Census 
questionnaire. 
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The timing of the questionnaire delivery in Census 2000 was earlier than in the 1990 Census. 

The delivery of the Census 2000 questionnaires took place from March 13, 2000 to 

March 15, 2000. The time frame for Nonresponse Followup enumeration was from 

April 27, 2000 to June 26, 2000.


2. METHODOLOGY 

The methodology section is divided into three sections. The first will discuss the file used and 
the creation of the universe for this evaluation. The second section will discuss how the statistics 
for this evaluation were calculated. The third will discuss the final mail return rate. 

2.1 Discussion of the Source File and the Universe Creation 

The data file used for this analysis was the Hundred Percent Census Unedited File (HCUF). This 
file includes some housing units that were later removed during the housing unit unduplication 
process. A total of 1,392,686 housing units in the United States and Puerto Rico were removed 
during this process and were not included in this analysis. As a result, the persons from these 
housing units are not included in this analysis. In addition, persons enumerated in Special 
Place/Group Quarters are not included in this analysis. 

The HCUF was used so analysis could be done on data solely provided by the respondent prior to 
the editing and imputation process. This means that this file includes items that are blank or 
invalid, making it necessary to remove persons from the analysis if any of the following 
conditions were met. 

• Age, month, day or year of birth was left blank, 
• Month or day of birth was an invalid value, 
• Age reported by respondents was greater than 115, or 
• Age calculated from date of birth is less than 0 or greater than 115 

The cases where the first bullet apply, meaning the respondent left one or more of the parts of the 
date of birth or the age question blank, were removed from the data file first. The cases where 
the last three bullets apply, meaning the respondent provided some information that was 
considered to be invalid, were removed from the data file during a subsequent step. Table 1 
contains a breakdown of persons on the HCUF, with the duplicates removed, by whether or not 
they were included in the analysis and the reason for exclusion. In Table 1, cases with blanks are 
labeled as Blank Data and the cases with invalid data are labeled as Invalid Data. 

Table 1. Results from Performing Edits on the HCUF with Duplicates 
Removed on the Housing Unit Population 

Number Percent 
Total 271,541,738 100.0 

Included in the Analysis 252,490,497 93.0 
Blank Data 18,196,157 6.7 
Invalid Data 855,084 0.3 
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As shown in Table 1, 93.0 percent of housing unit persons on the HCUF were included in further 
analysis. This also means that 7.0 percent of housing unit persons were not included in the 
analysis. This breaks down to 6.7 percentage points being excluded from the analysis because of 
some data being blank and 0.3 percentage points were excluded because some data are invalid 
values. The 252,490,497 persons, 93.0 percent, is the base universe for the results section. 

2.2 Discussion of the Calculated Statistics 

A calculated age was computed as of April 1, 2000 from the date of birth provided by the 
respondent. A person’s age was considered to have been misreported if the age reported for that 
person differed from the age calculated from date of birth. 

The methodology for computing the Census moment has been modified from what was used in 
1990. As stated in the previous section, the Census 2000 questionnaire asked for respondents to 
provide the entire date of birth. This allows for a distribution of the number of persons born on 
each day throughout the year with valid data to be calculated. Therefore, the assumption that was 
made for the 1990 Census analysis, that dates of births are equally distributed through the year, is 
not necessary. 

A person’s age added to his or her date of birth would show whether that person’s age had 
incremented for that year or not, or in other words the person’s age implies having had a 
birthday. For example, if a person was born on March 25, 1975 and the age was reported as 25, 
then the sum of the year of birth and age would be 2000. On the other hand, had the age been 
reported as 24, then the sum would be 1999. The sum of 2000 shows the age having been 
incremented for the year of 2000, while 1999 show that the age has not yet been incremented. 
This sum was done for every person included in the analysis. 

If every person’s age was correctly reported, the proportion of sums that equaled 2000 would be 
equal to the proportion of persons who have a birthday between January 1 and April 1. If the 
proportion is different it indicates that some date other than April 1, 2000 was used as a reference 
date. If the proportion that is observed is matched to a distribution of dates of birth throughout 
the year, the day corresponding to the percentage would indicate the ‘average’ date of reference. 

2.3 Discussion of Final Mail Return Rates 

Final mail return rate was used in the analysis. It is a measure of respondent cooperation in

mailback areas. It refers to the number of occupied housing units with corresponding 

non-blank questionnaires checked in through the end of the year (December 31, 2000) over the

number of occupied housing units. The calculation of these rates is restricted to housing units

that are in one of the mailback Type of Enumeration Areas (TEAs) - Mailout/Mailback (TEA 1),

Update/Leave (TEA 2), Military (TEA 6), Urban Update/Leave (TEA 7), or Mailout/Mailback

converted to Update/Leave (TEA 9).
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To be included in the final return rate denominator, an address must be an occupied housing unit, 
in a mailback TEA, and not a Census Undeliverable As Addressed (UAA) questionnaire. A 
Census UAA is a questionnaire in the Mailout/Mailback universe that was never successfully 
delivered to an address, either by the U.S. Postal Service or by Census Bureau employees. 
Deleted addresses in update/leave and urban update/leave also were excluded from the mail 
return rate denominator. Additionally, any address included in the denominator must have been 
added to the Decennial Master Address File (DMAF) through an operation that occurred prior to 
Nonresponse Followup. The March 2001 Master Address File (MAF) extract was used to 
determine whether an address was added in one of the pre-Nonresponse Followup operations. 

In order to be included in the final return rate numerator, an address must be in the denominator 
and have a non-blank mail return data capture. Those non-blank questionnaires include actual 
mail return questionnaires, Be Counted Forms, Internet returns, and responses via Telephone 
Questionnaire Assistance or Coverage Edit Followup. The existence of a data capture is 
determined using information from the Decennial Response File - Stage 2 (U.S. Bureau of the 
Census, 2002). 

3. LIMITATIONS 

In data collection, it is impossible to know if the data provided by respondents were correctly 
reported. For this analysis this issue is important with respect to discrepancies between age and 
date of birth. It is important to note that there is an assumption being made throughout this 
report, that date of birth is correctly reported. Therefore, all reported discrepancies are attributed 
to the respondent failing to correctly report their age. 

4. RESULTS 

The results of this analysis are presented in three parts. In Section 4.1, the analysis computing 
the Census moment or ‘average’ date of reference is presented. In Section 4.2, additional 
analysis of age misreporting at the Person Level is presented. In Section 4.3, additional analysis 
of age misreporting at the Household Level is presented. 

4.1 What is the Census Moment or ‘Average’ Date of Reference? 

The methodology section describes the process used to calculate the Census moment or the 
‘average’ date of reference. The concept of a date of reference refers to whatever date the 
respondent is referring to when he or she is answering the age question. The questionnaire asks 
the respondents to use April 1, 2000 as the date of reference for the age question. 

To calculate the Census Moment or ‘average’ date of reference, the initial step is to sum the year 
of birth and the age reported by the respondent. As stated in the methodology section, the 
expected values from calculating this sum are 2000 and 1999. A sum of 2000 would mean that 
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the person’s age had been incremented for the year, while 1999 would mean that the person’s age 
has not yet changed for the year. Table 2 summarizes the result from summing of age and year of 
birth. 

Table 2. Results From the Sum of Year of Birth and Age 
Sum of Year of Birth and Age Number Percent 
Total 252,490,497 -

1999 171,056,027 70.1 
2000 73,109,542 29.9 
Some Other Sum* 8,324,928 -

* This category is not included  in the calculation of the percents. 

As shown in Table 2, there were 8,324,928 persons that had a sum with a value other than 2000 
or 1999. These persons could not be included in the calculation of the Census moment or 
‘average’ date of reference. Of the remaining people, 29.9 percent of them had an observed sum 
of 2000. These are persons whose age had incremented for the year, meaning their age reflected 
having had a birthday. The remaining 70.1 percent had an observed sum of 1999. 

The final step in calculating the Census moment or ‘average’ date of reference is to compare the 
29.9 percent from the previous step to the distribution date of birth. This distribution can be 
found in Appendix C. The percent 29.9 falls between two days, April 19, with a proportion of 
29.8, and April 20, with a proportion of 30.0. The 29.9 percent for the sum of 2000 corresponds 
to April 20.  This is quite a big difference from May 5, which was observed in 1990. There are a 
couple of reasons why this change may have occurred. The first is the change to the 
questionnaire so that respondents were asked to report age as of April 1, 2000. The second 
reason would be the earlier dates for the delivery of mail questionnaires and the completion of 
Nonresponse Followup in 2000 compared to 1990. In addition, there is a considerable difference 
in the Census moment or ‘average’ date of reference for households that responded to the census 
by self enumeration versus by an enumerator completed return. The Census moment or ‘average’ 
date of reference for self enumeration returns was April 12, while it was May 18 for enumerator 
completed returns (see Appendix E). 

If the date on which a respondent is completing his or her form affects how he or she reports age, 
then at the state level, the return rate would be related to the states’ date of reference.  Most mail 
response happens early in the Census, and most often precluded the housing unit from being 
enumerated in Nonresponse Followup, which would have the respondent’s enumeration at a date, 
after April 1, 2000. This means that the expected effect would be that as the return rate increases 
the date of reference for the state would be earlier in the year. Figure 1 is a scatter plot of the 
return rate as of December 31, 2000 for each state and Puerto Rico versus the corresponding date 
of reference for that state and Puerto Rico. The data for Figure 1 are located in Appendix D. 
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Figure 1. 	Scatter Plot of Final Mail Return Rates (as of 12/31/00) Versus Date of Reference 
for Fifty States, the District of Columbia and Puerto Rico 

As shown in Figure 1, there is a clear relationship, as the final mail return rate increases as the 
date of reference moves earlier in the year. So states with higher final mail return rates have 
dates of reference that are closer to April 1, which should be the date of reference when reporting 
age. Note that no state (including Puerto Rico) had a reference day before April 10. 

4.2 What Analysis was done on Age Misreporting at the Person Level? 

The Census 2000 questionnaire asked for respondents to provide a complete date of birth. This 
allowed for analysis that was not possible with the 1990 Census data. Using date of birth, an age 
can be calculated to compare with the age reported by the respondents. As stated previously, the 
assumption made is that date of birth is always correctly reported. This means that if there is a 
discrepancy between the reported age and the calculated age, it is due to the respondent 
misreporting age.  Table 3 gives the results of the comparison of the calculated age to the age 
reported. 
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Table 3. Outcome of Reporting Age as Compared to Calculated Age 
Number Percent 

Total 252,490,497 100.0 
Under Reported Age by More than One Year 2,949,505 1.2 
Under Reported Age by One Year 4,601,172 1.8 
Reported and Calculated Age are Consistent 226,762,801 89.8 
Over Reported Age by One Year 15,227,068 6.0 
Over Reported Age by More than One Year 2,949,951 1.2 

As shown in Table 3, 89.8 percent of persons had their reported age consistent with calculated

age, 3.0 percent of persons under reported their age, and 7.2 percent over reported their age. 

These rates are different for self enumeration returns versus enumerator completed returns. For

example, self enumeration returns had a rate of 92.7 percent for reported and calculated age as

consistent, while enumerator completed returns had a rate of 80.6 percent (see Appendix F). In

addition, enumerator completed returns were three times more likely to over report age as

compared to self enumeration returns, 14.9 percent compared to 4.8 percent respectively. 


This evaluation is concerned with the date of reference affecting the reporting of age. The

concept behind this is that persons responding to the census before April 1, 2000 might have a

tendency to under report their age by a year. For example, a person with the birthday of 

March 25, 1975 who is filling out the Census 2000 questionnaire on March 20, 2000 might

report his or her age as 24 rather than 25, which would have been the correct age as of 

April 1, 2000. On the other hand those persons responding to the Census after April 1, 2000

would have a tendency to over report their age by a year. For example, a person with a birthday

of May 20, 1975 who is being interviewed during Nonresponse Followup on May 25, 2000 might

report his or her age as 25 rather than 24, which would have been the correct age as of 

April 1, 2000. This theory doesn’t explain why some people misreported their age by more than

a year. The only explanation for the 2.4 percent of persons who had an age misreported by more

than a year is simple reporting error. The 5,899,456 such cases will not be included in the next

table.


The date at which a respondent is answering the Census may influence how age is reported. The

closest proxy for the date at which a respondent answers the census is the date at which the

questionnaire is checked in. This means that there are really three dates to consider: the date of

birth, the date of check in, and April 1, 2000. The following are the six possible ways to order

these three dates within a year:


• Birthday/Check In/April 1 
• Check In/Birthday/April 1 
• Birthday/April 1/Check In 
• Check In/April 1/Birthday 
• April 1/Birthday/Check In 
• April 1/Check In/Birthday 
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Only in two of these possible situations, we expected respondents may have had difficulty in 
reporting age correctly. They are Check In/Birthday/April 1 and April 1/Birthday/Check In. In 
the first case, respondents would have provided their age before they had a birthday and April 1. 
This means the respondents may have reported age without having incremented it for the year, 
but age should have been incremented if reported as of April 1, 2000. In the second case, the 
respondents would have provided their age after both April 1 and their birthday. This means the 
respondents may have reported age having incremented it for the year, but age should not have 
been incremented if reported as of April 1, 2000. In all the other cases, we expected that 
respondents should not have difficulty in reporting age. Table 4 gives the outcome of age 
reporting broken down by each of the different date orders. 

Table 4. Outcome of Reporting Age as Compared to Calculated Age by Each Date Order 
Age Reported 

Under by Over by 
Total One Year 

Correctly 
One year 

# 246,591,041 4,601,172 226,762,801 15,227,068
Total 

% 100.0 1.9 92.0 6.2 
# 34,298,599 1,095,163 33,003,120 200,316

Birthday/Check In/April 1 
% 100.0 3.2 96.2 0.6 
# 4,221,921 433,386 3,758,746 29,789

Check In/Birthday/April 1 
% 100.0 10.3 89.0 0.7 
# 22,902,535 1,119,952 21,542,610 239,973

Birthday/April 1/Check In 
% 100.0 4.9 94.1 1.0 
# 116,725,492 1,021,466 110,231,015 5,473,011

Check In/April 1/Birthday 
% 100.0 0.9 94.4 4.7 
# 10,694,363 117,760 6,285,046 4,291,557

April 1/Birthday/Check In 
% 100.0 1.1 58.8 40.1 
# 57,748,131 813,445 51,942,264 4,992,422

April 1/Check In/Birthday 
% 100.0 1.4 89.9 8.6 

Looking at Table 4, there are a few trends worth noting. In the two situations where we expected 
respondents may have had difficulty in reporting age correctly, there are anomalies in the percent 
of persons misreporting age. 

•	 In the Check In/Birthday/April 1 category 10.3 percent of persons under reported their age by 
a year, which is the trend that was expected. It is also higher than what was observed for the 
other situations. 

•	 In the April 1/Birthday/Check In category, 40.1 percent of persons over reported their age. 
This is much higher than what was observed for the other situations. Some of these people 
were enumerated during Nonresponse Followup. If the enumerators did not emphasize that 
age should be reported as of April 1, 2000, it may explain why this particular category is so 
high. 
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The first three categories all have the birthday happening before April 1, while the last three have 
the birthday happening after April 1. 

•	 Another trend that can be observed in Table 4 is the misreporting of age for categories with 
the birthday occurring before April 1. These categories are more likely to under report age. 
In addition, the remaining three categories have birthday occurring after April 1 and are more 
likely to over report age. 

Appendix G has additional information with the Table 4 broken down into self enumeration 
returns and enumerator completed returns. 

4.3 What Analysis was done on Age Misreporting at the Household Level? 

The census is usually responded to by one person at each housing unit and all of the persons on 
each form are enumerated at the same time. This would mean that misreporting of age should be 
grouped because of these reasons. The next table will examine misreporting of age at the 
household level. To be categorized as Age Under Reported in Table 5, at least one person had to 
have his or her age under reported but no one had their age over reported. To be categorized as 
Age Over Reported in Table 5, at least one person had to have his or her age over reported but no 
one had their age under reported. To be categorized as Age Under and Over Reported in Table 5, 
at least one person had to have his or her age under reported and at least one person had to have 
his or her age over reported. To be categorized as Age Correctly Reported in Table 5, every 
person in the household had to have his or her age correctly report. 

Table 5. Outcome of Age Reporting at the Household Level 
Number Percent 

Total 99,724,760 100.0 
Under Reported Age 5,487,486 5.5 
Age Correctly Reported 80,144,563 80.4 
Over Reported Age 12,717,132 12.8 
Both Over and Under 1,375,579 1.4 

From Table 5, 80.4 percent of households had every person’s age correctly reported. This also 
means that 19.6 percent of households had at least one person’s age misreported. This breaks 
down to 5.5 percent of households had at least one person with his or her age under reported, 
12.8 percent that had at least one person with his or her age over reported, and 1.4 percent with at 
least one person with under reported age and also at least one person with over reported age. By 
way of reminder, from Table 3, 89.8 percent of persons had his or her age correctly reported, and 
10.2 percent had his or her age incorrectly reported. The results differ greatly for self 
enumeration returns versus enumerator completed returns. For example, self enumeration returns 
had a household rate of correct reported age of 85.3 percent, while enumerator completed returns 
had a lower rate of 63.1 percent (see Appendix H). 
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5. CONCLUSIONS 

The goal of this evaluation was to see how well respondents answered the Census as of Census 
Day, April 1, 2000. One way to do this is to look at how respondents answered the age and date 
of birth question. The way respondents answer this question can be influenced by whether or not 
they are using Census Day as their date of reference. 

The analysis done in this report shows that the true Census moment or ‘average’ date of reference 
for Census 2000 was April 20. This is substantially better than May 5, which was the result from 
doing the same analysis in the 1990 Census. The change to the wording of the age question may 
have reduced respondents misreporting their age. Also the time frame for questionnaire delivery 
and completion of Nonresponse Followup was earlier in Census 2000 compared to the 
1990 Census. 

As previously stated, a state’s return rate seems to be correlated with the date of reference for that 
state. As the return rate increases, the date of reference for the state is closer to April 1, 2000. A 
higher return rate in a state means more respondents are returning their questionnaire through the 
mail. It is also very likely that these respondents will not be part of Nonresponse Followup and 
they are enumerated closer to April 1, thus less likely to misreport their age. If the return rate is 
low, that would mean a higher percentage of people are being enumerated in Nonresponse 
Followup. Nonresponse Followup takes place at a later date, so the respondents enumerated in 
Nonresponse Followup seem to have a great propensity to use a date other than Census Day to 
report their age. 

The analysis shows that 89.8 percent of persons had their reported age consistent with calculated 
age. There were 1.8 percent that under reported their age by one year and 6.0 percent that over 
reported their age by one year. These people may have potentially misreported their age due to 
using some date other than April 1, 2000 as the date of reference when reporting their age. The 
remaining 2.4 percent misreported their age by more than one year, which means the 
misreporting can only be attributed to simple reporting error. 

There were two situations where we suspected respondents may have had problems reporting age 
correctly: Check In/Birthday/April 1 and April 1/Birthday/Check In. In the first situation, 
10.3 percent of the persons in this category under reported their age. In the second situation, 
40.1 percent of persons in this category over reported their age. These percentages are higher 
than any percent observed in any of the other situations for that type of misreporting. This means 
that the time at which a person is responding to the census does affect how he or she reports age. 

There were 80.4 percent of households that had every person in them with the age correctly 
reported. This compares to 89.8 percent of persons with age correctly reported. 
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6. RECOMMENDATIONS 

The Census moment or ‘average’ date of reference moved from May 5 in 1990 to April 20 in 
2000. This improvement may be due to the change in questionnaire design and in the 
enumeration time frame. Therefore, the 2010 Census questionnaire should stress to respondents 
that they are to provide their age as of Census Day, April 1, 2010. This will help respondents not 
misreport age. In addition, a compressed Census enumeration time frame may also aid 
respondents in correctly report age. 

As seen in this evaluation, respondents enumerated by personal visit tended to over report age. 
Therefore, enumerators should have this problem explained to them and training should stress the 
importance of Census Day as the reference date. Enumerators should also know that respondents 
need to hear April 1, 2010, so they can correctly provide their information. 

The problems that are observed in age reporting have revealed problems with respondents 
referencing April 1 when providing age date. These problems can be corrected because age can 
be calculated from date of birth.  However, there are other issues that are sensitive to the April 1 
reference day, such as Residency Rules, that cannot be corrected. 
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Appendix A 

The 1990 Census Questionnaire Age and Year of Birth Question 
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Appendix B 

The 2000 Census Questionnaire Age and Date of Birth Question 
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Appendix C 

Percent and Cumulative Percent of Date of Birth for the Population of 244,165,569 

Date Percent 
Cumulative 

Percent 
Date Percent 

Cumulative 

Percent 

Jan. 1 0.32 0.32 Feb. 15 0.28 12.59 

Jan. 2 0.26 0.58 Feb. 16 0.27 12.86 

Jan. 3 0.27 0.85 Feb. 17 0.28 13.14 

Jan. 4 0.27 1.11 Feb. 18 0.28 13.41 

Jan. 5 0.27 1.39 Feb. 19 0.27 13.68 

Jan. 6 0.28 1.66 Feb. 20 0.27 13.96 

Jan. 7 0.27 1.93 Feb. 21 0.27 14.22 

Jan. 8 0.27 2.20 Feb. 22 0.28 14.51 

Jan. 9 0.26 2.46 Feb. 23 0.27 14.78 

Jan. 10 0.28 2.74 Feb. 24 0.27 15.05 

Jan. 11 0.27 3.01 Feb. 25 0.27 15.32 

Jan. 12 0.27 3.28 Feb. 26 0.27 15.59 

Jan. 13 0.27 3.55 Feb. 27 0.27 15.86 

Jan. 14 0.27 3.82 Feb. 28 0.28 16.15 

Jan. 15 0.28 4.10 Feb. 29 0.07 16.21 

Jan. 16 0.27 4.37 M ar. 1 0.28 16.50 

Jan. 17 0.27 4.64 M ar. 2 0.28 16.77 

Jan. 18 0.27 4.91 M ar. 3 0.29 17.07 

Jan. 19 0.27 5.18 M ar. 4 0.28 17.34 

Jan. 20 0.28 5.46 M ar. 5 0.28 17.62 

Jan. 21 0.27 5.73 M ar. 6 0.27 17.89 

Jan. 22 0.26 6.00 M ar. 7 0.27 18.17 

Jan. 23 0.27 6.26 M ar. 8 0.27 18.44 

Jan. 24 0.27 6.53 M ar. 9 0.27 18.71 

Jan. 25 0.27 6.80 Mar. 10 0.28 19.00 

Jan. 26 0.27 7.07 Mar. 11 0.27 19.27 

Jan. 27 0.27 7.34 Mar. 12 0.28 19.55 

Jan. 28 0.27 7.61 Mar. 13 0.27 19.82 

Jan. 29 0.27 7.88 Mar. 14 0.27 20.09 

Jan. 30 0.26 8.14 Mar. 15 0.29 20.37 

Jan. 31 0.26 8.40 Mar. 16 0.27 20.65 

Feb . 1 0.28 8.68 Mar. 17 0.28 20.93 

Feb . 2 0.30 8.98 Mar. 18 0.27 21.20 

Feb . 3 0.27 9.25 Mar. 19 0.27 21.47 

Feb . 4 0.28 9.53 Mar. 20 0.27 21.74 

Feb . 5 0.28 9.80 Mar. 21 0.28 22.02 

Feb . 6 0.27 10.08 Mar. 22 0.26 22.28 

Feb . 7 0.28 10.35 Mar. 23 0.27 22.56 

Feb . 8 0.28 10.63 Mar. 24 0.27 22.82 

Feb . 9 0.27 10.90 Mar. 25 0.27 23.10 

Feb. 10 0.28 11.18 Mar. 26 0.26 23.36 

Feb. 11 0.27 11.46 Mar. 27 0.27 23.63 

Feb. 12 0.28 11.74 Mar. 28 0.27 23.89 

Feb. 13 0.27 12.00 Mar. 29 0.26 24.16 

Feb. 14 0.30 12.31 Mar. 30 0.26 24.42 
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Date Percent 
Cumulative 

Percent 
Date Percent 

Cumulative 

Percent 

Mar. 31 0.26 24.68 May 20 0.27 37.96 

Apr. 1 0.28 24.96 May 21 0.26 38.22 

Apr. 2 0.27 25.24 May 22 0.26 38.49 

Apr. 3 0.27 25.50 May 23 0.26 38.75 

Apr. 4 0.28 25.78 May 24 0.26 39.01 

Apr. 5 0.27 26.05 May 25 0.27 39.27 

Apr. 6 0.27 26.32 May 26 0.26 39.53 

Apr. 7 0.27 26.59 May 27 0.26 39.79 

Apr. 8 0.27 26.85 May 28 0.26 40.06 

Apr. 9 0.26 27.12 May 29 0.26 40.32 

Apr. 10 0.27 27.39 May 30 0.26 40.57 

Apr. 11 0.26 27.65 May 31 0.25 40.82 

Apr. 12 0.27 27.92 Jun. 1 0.28 41.10 

Apr. 13 0.26 28.18 Jun. 2 0.27 41.37 

Apr. 14 0.27 28.45 Jun. 3 0.27 41.64 

Apr. 15 0.28 28.72 Jun. 4 0.27 41.91 

Apr. 16 0.27 28.99 Jun. 5 0.27 42.17 

Apr. 17 0.26 29.26 Jun. 6 0.28 42.46 

Apr. 18 0.26 29.52 Jun. 7 0.27 42.72 

Apr. 19 0.26 29.78 Jun. 8 0.26 42.99 

Apr. 20 0.27 30.04 Jun. 9 0.27 43.25 

Apr. 21 0.26 30.31 Jun. 10 0.28 43.53 

Apr. 22 0.26 30.57 Jun. 11 0.26 43.80 

Apr. 23 0.26 30.83 Jun. 12 0.27 44.07 

Apr. 24 0.26 31.09 Jun. 13 0.26 44.33 

Apr. 25 0.26 31.35 Jun. 14 0.27 44.60 

Apr. 26 0.26 31.61 Jun. 15 0.28 44.88 

Apr. 27 0.26 31.87 Jun. 16 0.27 45.15 

Apr. 28 0.26 32.13 Jun. 17 0.27 45.42 

Apr. 29 0.26 32.39 Jun. 18 0.27 45.69 

Apr. 30 0.26 32.65 Jun. 19 0.27 45.96 

M ay 1 0.28 32.92 Jun. 20 0.27 46.23 

M ay 2 0.26 33.19 Jun. 21 0.27 46.50 

M ay 3 0.26 33.45 Jun. 22 0.27 46.77 

M ay 4 0.26 33.71 Jun. 23 0.27 47.04 

M ay 5 0.29 34.00 Jun. 24 0.28 47.31 

M ay 6 0.26 34.26 Jun. 25 0.27 47.58 

M ay 7 0.26 34.52 Jun. 26 0.27 47.85 

M ay 8 0.26 34.79 Jun. 27 0.27 48.12 

M ay 9 0.26 35.05 Jun. 28 0.27 48.39 

May 10 0.28 35.32 Jun. 29 0.27 48.66 

May 11 0.26 35.58 Jun. 30 0.27 48.93 

May 12 0.27 35.85 Jul. 1 0.29 49.23 

May 13 0.26 36.11 Jul. 2 0.28 49.50 

May 14 0.26 36.37 Jul. 3 0.27 49.77 

May 15 0.28 36.65 Jul. 4 0.27 50.04 

May 16 0.26 36.91 Jul. 5 0.26 50.30 

May 17 0.26 37.17 Jul. 6 0.27 50.58 

May 18 0.26 37.43 Jul. 7 0.30 50.88 

May 19 0.26 37.69 Jul. 8 0.28 51.16 
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Date Percent 
Cumulative 

Percent 
Date Percent 

Cumulative 

Percent 

Jul. 9 0.28 51.43 Aug. 28 0.29 65.61 

Jul. 10 0.28 51.72 Aug. 29 0.28 65.89 

Jul. 11 0.28 51.99 Aug. 30 0.28 66.16 

Jul. 12 0.28 52.27 Aug. 31 0.28 66.44 

Jul. 13 0.27 52.55 Sep . 1 0.29 66.73 

Jul. 14 0.29 52.83 Sep . 2 0.28 67.01 

Jul. 15 0.29 53.13 Sep . 3 0.28 67.29 

Jul. 16 0.28 53.41 Sep . 4 0.28 67.57 

Jul. 17 0.29 53.69 Sep . 5 0.28 67.85 

Jul. 18 0.28 53.97 Sep . 6 0.28 68.13 

Jul. 19 0.28 54.25 Sep . 7 0.28 68.41 

Jul. 20 0.28 54.53 Sep . 8 0.29 68.69 

Jul. 21 0.28 54.81 Sep . 9 0.31 69.00 

Jul. 22 0.28 55.09 Sep. 10 0.30 69.29 

Jul. 23 0.28 55.37 Sep. 11 0.28 69.58 

Jul. 24 0.28 55.65 Sep. 12 0.29 69.87 

Jul. 25 0.28 55.93 Sep. 13 0.29 70.16 

Jul. 26 0.28 56.21 Sep. 14 0.29 70.45 

Jul. 27 0.29 56.50 Sep. 15 0.30 70.75 

Jul. 28 0.28 56.78 Sep. 16 0.30 71.05 

Jul. 29 0.28 57.06 Sep. 17 0.30 71.34 

Jul. 30 0.27 57.33 Sep. 18 0.29 71.64 

Jul. 31 0.28 57.61 Sep. 19 0.29 71.93 

Aug. 1 0.29 57.90 Sep. 20 0.29 72.23 

Aug. 2 0.28 58.18 Sep. 21 0.30 72.52 

Aug. 3 0.28 58.46 Sep. 22 0.29 72.81 

Aug. 4 0.28 58.75 Sep. 23 0.30 73.11 

Aug. 5 0.29 59.03 Sep. 24 0.29 73.41 

Aug. 6 0.28 59.32 Sep. 25 0.29 73.70 

Aug. 7 0.28 59.60 Sep. 26 0.29 73.99 

Aug. 8 0.30 59.90 Sep. 27 0.29 74.28 

Aug. 9 0.28 60.19 Sep. 28 0.29 74.57 

Aug. 10 0.29 60.48 Sep. 29 0.29 74.86 

Aug. 11 0.28 60.76 Sep. 30 0.28 75.15 

Aug. 12 0.29 61.05 Oc t. 1 0.30 75.44 

Aug. 13 0.28 61.33 Oc t. 2 0.29 75.73 

Aug. 14 0.29 61.61 Oc t. 3 0.29 76.02 

Aug. 15 0.30 61.91 Oc t. 4 0.29 76.31 

Aug. 16 0.29 62.20 Oc t. 5 0.29 76.59 

Aug. 17 0.28 62.49 Oc t. 6 0.28 76.87 

Aug. 18 0.29 62.77 Oc t. 7 0.28 77.15 

Aug. 19 0.28 63.06 Oc t. 8 0.28 77.43 

Aug. 20 0.29 63.34 Oc t. 9 0.28 77.71 

Aug. 21 0.28 63.62 Oct. 10 0.31 78.02 

Aug. 22 0.28 63.90 Oct. 11 0.27 78.29 

Aug. 23 0.28 64.19 Oct. 12 0.28 78.57 

Aug. 24 0.28 64.47 Oct. 13 0.27 78.84 

Aug. 25 0.28 64.75 Oct. 14 0.28 79.12 

Aug. 26 0.28 65.04 Oct. 15 0.29 79.41 

Aug. 27 0.28 65.32 Oct. 16 0.27 79.68 
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Date Percent 
Cumulative 

Percent 
Date Percent 

Cumulative 

Percent 

Oct. 17 0.27 79.95 Nov. 24 0.26 90.14 

Oct. 18 0.27 80.22 Nov. 25 0.26 90.40 

Oct. 19 0.27 80.49 Nov. 26 0.26 90.66 

Oct. 20 0.28 80.77 Nov. 27 0.26 90.92 

Oct. 21 0.27 81.04 Nov. 28 0.26 91.17 

Oct. 22 0.27 81.30 Nov. 29 0.26 91.43 

Oct. 23 0.27 81.57 Nov. 30 0.26 91.69 

Oct. 24 0.27 81.84 De c. 1 0.27 91.97 

Oct. 25 0.27 82.11 De c. 2 0.27 92.24 

Oct. 26 0.27 82.38 De c. 3 0.27 92.50 

Oct. 27 0.27 82.65 De c. 4 0.27 92.77 

Oct. 28 0.27 82.92 De c. 5 0.27 93.03 

Oct. 29 0.26 83.18 De c. 6 0.26 93.30 

Oct. 30 0.27 83.45 De c. 7 0.27 93.56 

Oct. 31 0.26 83.71 De c. 8 0.27 93.83 

No v. 1 0.27 83.98 De c. 9 0.26 94.10 

No v. 2 0.27 84.25 Dec. 10 0.28 94.37 

No v. 3 0.27 84.52 Dec. 11 0.26 94.63 

No v. 4 0.27 84.79 Dec. 12 0.29 94.92 

No v. 5 0.27 85.06 Dec. 13 0.26 95.18 

No v. 6 0.26 85.32 Dec. 14 0.27 95.45 

No v. 7 0.27 85.59 Dec. 15 0.28 95.73 

No v. 8 0.26 85.86 Dec. 16 0.27 96.00 

No v. 9 0.26 86.12 Dec. 17 0.27 96.27 

Nov. 10 0.27 86.39 Dec. 18 0.27 96.55 

Nov. 11 0.28 86.67 Dec. 19 0.27 96.82 

Nov. 12 0.27 86.94 Dec. 20 0.27 97.09 

Nov. 13 0.26 87.20 Dec. 21 0.26 97.36 

Nov. 14 0.27 87.47 Dec. 22 0.26 97.62 

Nov. 15 0.27 87.75 Dec. 23 0.26 97.87 

Nov. 16 0.27 88.01 Dec. 24 0.25 98.13 

Nov. 17 0.27 88.28 Dec. 25 0.25 98.37 

Nov. 18 0.27 88.55 Dec. 26 0.25 98.62 

Nov. 19 0.27 88.82 Dec. 27 0.27 98.89 

Nov. 20 0.27 89.09 Dec. 28 0.28 99.17 

Nov. 21 0.26 89.35 Dec. 29 0.28 99.45 

Nov. 22 0.26 89.62 Dec. 30 0.27 99.72 

Nov. 23 0.26 89.88 Dec. 31 0.28 100.00 
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Appendix D 

State Return Rates as of December 31, 2000 and State Date of Reference 

State Abbreviation 

AL 

AK 

AZ 

AR 

CA 

CO 

CT 

DE 

DC 

FL 

GA 

HI 

ID 

IL 

IN 

IA 

KS 

KY 

LA 

ME 

MD 

MA 

MI 

MN 

MS 

MO 

MT 

NE 

NV 

NH 

NJ 

NM 

NY 

NC 

ND 

OH 

OK 

OR 

PA 

RI 

SC 

SD 

TN 

TX 

UT 

VT 

VA 

WA 

WV 

WI 

WY 

PR 

Percent Sums of 

YOB  and Age 

Equal 2000 

29.8 

28.4 

30.3 

29.5 

31.7 

28.8 

30.0 

30.1 

32.5 

30.5 

29.9 

31.3 

28.4 

30.1 

28.6 

27.8 

28.4 

29.2 

29.9 

28.7 

30.0 

30.1 

28.6 

28.0 

30.2 

28.3 

28.1 

27.8 

30.9 

28.5 

31.1 

30.4 

32.0 

30.0 

27.4 

28.4 

29.1 

29.1 

29.0 

30.1 

30.3 

27.7 

29.4 

30.1 

28.3 

28.7 

29.2 

29.5 

29.1 

27.9 

28.1 

33.4 

State Date of 

Reference 

April 19, 2000 

April 15, 2000 

April 22, 2000 

April 19, 2000 

April 27, 2000 

April 16, 2000 

April 19, 2000 

April 20, 2000 

April 29, 2000 

April 23, 2000 

April 20, 2000 

April 24, 2000 

April 15, 2000 

April 21, 2000 

April 15, 2000 

April 12, 2000 

April 15, 2000 

April 17, 2000 

April 22, 2000 

April 15, 2000 

April 20, 2000 

April 20, 2000 

April 15, 2000 

April 12, 2000 

April 22, 2000 

April 14, 2000 

April 13, 2000 

April 12, 2000 

April 24, 2000 

April 15, 2000 

April 24, 2000 

April 22, 2000 

April 26, 2000 

April 20, 2000 

April 11, 2000 

April 14, 2000 

April 17, 2000 

April 17, 2000 

April 16, 2000 

April 20, 2000 

April 22, 2000 

April 12, 2000 

April 18, 2000 

April 22, 2000 

April 14, 2000 

April 16, 2000 

April 17, 2000 

April 18, 2000 

April 16, 2000 

April 12, 2000 

April 14, 2000 

May 3, 2000 

State Return Rate 

as of 12/31/00 

74.8% 

74.9% 

76.2% 

77.6% 

78.2% 

80.0% 

79.8% 

77.1% 

71.9% 

76.9% 

77.4% 

73.7% 

82.0% 

79.2% 

80.9% 

85.4% 

81.5% 

77.9% 

73.9% 

78.1% 

78.8% 

78.5% 

83.3% 

85.8% 

76.2% 

81.7% 

82.4% 

84.8% 

74.3% 

79.6% 

77.9% 

75.9% 

73.8% 

76.4% 

85.1% 

81.6% 

76.7% 

80.4% 

81.9% 

76.0% 

74.3% 

86.6% 

76.0% 

74.4% 

79.0% 

78.7% 

80.4% 

77.9% 

78.5% 

86.7% 

82.6% 

63.9% 
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Appendix E 

Results From the Sum of Year of Birth and Age by Enumeration Type 

Enumeration Type 
Self Enumerator 

Sum of Year of Birth and Age Number Percent Number Percent 
Total 192,176,346 - 60,314,151 -

1999 135,216,605 72.3 35,839,422 62.7 
2000 51,746,493 27.7 21,363,049 37.3 
Some Other Sum* 5,213,248 - 3,111,680 -

* This category is not included  in the calculation of the percents 
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Appendix F 

Outcome of Reporting Age as Compared to Calculated Age by Enumeration Type 

Enumeration Type 
Self Enumerator 

Number Percent Number Percent 
Total 192,176,346 100.0 60,314,151 100.0 

Under Reported Age by More than One Year 1,798,290 0.9 1,151,215 1.9 
Under Reported Age by One Year 3,081,683 1.6 1,519,489 2.5 
Reported and Calculated Age are Consistent 178,120,589 92.7 48,642,212 80.6 
Over Reported Age by One Year 7,318,681 3.8 7,908,387 13.1 
Over Reported Age by More than One Year 1,857,103 1.0 1,092,848 1.8 
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Appendix G 

Outcome of Reporting Age as Compared to Calculated Age 
for Each Date Order by Enumeration Type 

Table G-1. Outcome of Reporting Age as Compared to Calculated Age 
for Each Date Order for Person Enumerated by Self Response 

Age Reported 

Under by Over by 

Total One Year 
Correctly 

One year 

Total	
# 188,520,953 3,081,683 178,120,589 7,318,681 

% 100 .0 1.6 94.5 3.9 

Birthday/C heck In/Ap ril 1 
% 100 .0 3.2 96.3 0.6 

Che ck In/B irthday/A pril 1 
# 

% 

4,110,403 

100 .0 

418,357 

10.2 

3,663,352 

89.1 

28,694 

0.7 

Birthday/April 1/Check In 
# 

% 

9,425,493 

100 .0 

348,838 

3.7 

9,006,020 

95.5 

70,635 

0.7 

Check In/April 1/Birthday 
# 

% 

113,335,331 

100 .0 

979,767 

0.9 

107,134,717 

94.5 

5,220,847 

4.6 

April 1/Birthday/Check In 
# 

% 

1,271,514 

100 .0 

9,929 

0.8 

1,056,127 

83.1 

205,458 

16.2 

April 1/Check In/Birthday 
# 

% 

27,099,149 

100 .0 

276,416 

1.0 

25,220,986 

93.1 

1,601,747 

5.9 

# 33,279,063 1,048,376 32,039,387 191,300 

Table G-2. Outcome of Reporting Age as Compared to Calculated Age 
for Each Date Order for Person Enumerated by an Enumerator 

Age Reported 

Under by Over by 

Total One Year 
Correctly 

One year 

Total 

Birthday/Check In/April 1 

Check In/B irthday/April 1 

Birthday/April 1/Check In 

Check In/April 1/Birthday 

April 1/Birthday/Check In 

April 1/Check In/Birthday 

# 58,070,088 1,519,489 48,642,213 7,908,387 

% 100 .0 2.6 83.8 13.6 

# 1,019,536 46,787 963,733 9,016 

% 100 .0 4.6 94.5 0.9 

# 111,518 15,029 95,394 1,095 

% 100 .0 13.5 85.5 1.0 

# 13,477,042 771,114 12,536,590 169,338 

% 100 .0 5.7 93.0 1.3 

# 3,390,161 41,699 3,096,298 252,164 

% 100 .0 1.2 91.3 7.4 

# 9,422,849 107,831 5,228,919 4,086,099 

% 100 .0 1.1 55.5 43.4 

# 30,648,982 537,029 26,721,278 3,390,675 

% 100 .0 1.8 87.2 11.1 
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Appendix H 

Outcome of Age Reporting at the Household Level by Enumeration Type 

Enumeration Type 
Self Enumerator 

Number Percent Number Percent 
Total 77,527,835 100.0 22,196,925 100.0 

Under Reported Age 3,863,874 5.0 1,623,612 7.3 
Age Correctly Reported 66,146,082 85.3 13,998,481 63.1 
Over Reported Age 6,877,856 8.9 5,839,276 26.3 
Both Over and Under 640,023 0.8 735,556 3.3 
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EXECUTIVE SUMMARY 

The Coverage Edit Followup operation for Census 2000 was used to increase within household 
coverage and improve data quality in two ways. First, it was used to collect person data for all 
persons beyond the first six in large households. Second, it resolved count discrepancies 
between the reported household population count and the actual number of data defined persons 
recorded on the census form. 

The purpose of this evaluation is to document many aspects of the Coverage Edit Followup 
operation. It includes a look at the cases selected for the operation, documents our success at 
completing cases, profiles the persons we were able to collect data for during the operation, as 
well as explores the effectiveness of the operation’s procedures and instrument. 

How Many Cases Failed the Coverage Edit? 

While we had projected over 3.1 million coverage edit failure cases, we actually selected 
2,544,072 coverage edit followup cases from Census 2000 mailback and Internet forms. Large 
household cases made up almost 55 percent of the coverage edit followup cases (1,395,623). 
The edit failure rate for large household cases was 1.7 percent. 

Count discrepancy cases make up the rest (1,148,449). The edit failure rate for count 
discrepancy cases was 1.4 percent. Just over 60 percent (699,379 cases) of the count discrepancy 
cases were selected because the number of data defined persons on their form exceeded the 
respondent-reported household size. The rest of the count discrepancy cases were selected 
because the number of data defined persons on their form was less than the respondent-reported 
household size (449,070 cases). 

How Successful Were We in Completing Cases? 

There were 1,251,971 cases completed during the Coverage Edit Followup operation. This was 
53.5 percent of all the eligible and attempted cases. We were more successful completing large 
household cases (57.4 percent ) than count discrepancy cases (48.5 percent). 

The largest reason for incomplete cases was our inability to contact the respondent by telephone. 
We made two attempts to obtain telephone numbers for cases where one was not correct or 
present on the mailback form. However, only 21.1 percent of the cases with changed telephone 
numbers were completed. Since there was no field followup, we were unable to complete any of 
the 562,049 cases where we could not obtain valid telephone numbers. This represented 
24.0 percent of all eligible coverage edit followup cases. 

Was the Coverage Edit Followup Instrument Effective? 

The coverage edit followup instrument was effective in its two main objectives: correcting 
incorrect rosters and collecting person data. However, some desired functionality was not 
available. 
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The coverage edit followup was not developed as a proposal for Census 2000 until after the dress 
rehearsal in an effort to address coverage concerns. Therefore, we did not have the opportunity 
to test and improve the operation by conducting it in a census-type environment prior to 
Census 2000. Many of the concerns that were raised at interviewer debriefings following the 
conclusion of the operation are worthy of consideration when planning similar operations in the 
future. 

Were We Successful in Improving Coverage and Decreasing the Differential 

Undercount? 

The Coverage Edit Followup operation successfully improved coverage and decreased the 
differential undercount in Census 2000. In 232,777 cases, or 18.6 percent of all completed 
coverage edit cases, one or more persons were added, deleted, or removed as a duplicate. A total 
of 410,565 persons were added, deleted or marked as duplicates to correct the roster of a 
household. 

The 152,683 persons who were added to the household roster during the operation were more 
likely to be members of traditionally undercounted populations than persons in the overall 
population enumerated in Census 2000. These persons were much more likely to be under 24, 
be of a race other than white, and to be Hispanic (especially Mexican). They were slightly more 
likely to be 65 years old or older, be male, and have the householder be an owner. 

There were 257,882 persons who were deleted or removed as duplicates from the household 
roster during the operation. These persons were much more likely to be between 15 and 24 or 
over 65 years old and to be Black than persons in the overall population enumerated in 
Census 2000. They were slightly more likely to be of Hispanic origin, be female, and have the 
householder be an owner. 

The Coverage Edit Followup operation actually resulted in a net loss of 105,199 persons 
compared to the originally completed Census 2000 Self Response forms. However, while the net 
improvement to the census from Coverage Edit Followup operation was a decrease in the 
population, it did improve the accuracy of Census 2000. Through the probing interview, the 
Coverage Edit Followup increased the likelihood that the 410,565 people who were added, 
deleted or marked as duplicates were counted in the correct household. 

What are the Recommendations? 

Given the results and limitations of the data, here are some recommendations for the Coverage 
Edit Followup operation in Census 2010: 

�	 Continue to conduct a coverage edit followup operation in future censuses. Include count 
discrepancy cases and large household cases, as well as other cases we can identify as having 
a significant possibility of coverage problems. 
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�	 Develop ways to increase the completion rate for Coverage Edit Followup operations in the 
future. We should: 
•	 Conduct a field followup for cases we do not reach by telephone. This is especially 

necessary for Puerto Rico and other areas which typically do not have telephones; all 
cases deserve a followup. 

• Improve our ability to obtain correct telephone numbers for the respondent. 
•	 Conduct a refusal conversion operation by telephone or field followup to improve the 

completion rate. 
•	 Allow interviewers to leave a message when respondents are unavailable so they may call 

us back to complete the followup. 

�	 Improve case file creation, management, software testing and transmittal procedures of input 
and output files to avoid loss of data and to ensure information is available to conduct 
interviews as planned. We should: 
•	 Improve testing of the universe selection software to avoid selecting ineligible cases for 

followup and to avoid missing key variables on the input files. 
•	 Ensure that attempted cases are representative of the entire universe of coverage edit 

cases in the event the full originally selected universe cannot be followed up. 
•	 Improve testing and monitoring of files received from contractors in the future to ensure 

their completeness and accuracy. 

�	 Improve the design of the coverage edit followup instrument to improve effectiveness and 
reduce respondent burden. We should: 
•	 Allow telephone interviewers’ input into the design of the survey instrument earlier in the 

development process. 
•	 Tailor the probe questions to the specific edit failure reason based on the results of this 

operation during Census 2000 and other relevant research. 

� Collect evaluation data in future census tests of coverage followup operations to help 
improve the methodology used to conduct followup interviews. Ensure we can: 
•	 Collect and analyze the number of call attempts for use in establishing contact with 

households as well as the number of attempts needed to complete cases in a telephone 
followup operation. 

•	 Collect and analyze program cost data to better understand the true cost of the coverage 
improvements gained from coverage edit followup. 

�	 Assign the final household size for count discrepancy cases not completed during coverage 
edit followup by more closely mimicking the results for completed cases in Census 2000. 
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1. BACKGROUND 

1.1. Coverage edit followup in the 1990 Census 

A Coverage Edit Followup (CEFU) operation was conducted as part of the 1990 Census. These 
coverage edits relied on a comparison of respondent supplied, office coded, and computer 
interpreted data. 

The universe for this edit was all mail return and enumerator short and long forms. Two 
coverage questions were on each questionnaire. These questions can be found in Appendix J. 
A combination of clerical and computer edits of eligible cases were completed to identify 
questionnaires that met the criteria for the CEFU. 

Questionnaires failed edit if any of the following occurred: 

• The questionnaire was blank or had only housing questions answered (mail return only). 
• The respondent had seven or more persons listed on the roster (mail return only). 
•	 The respondent indicated that the household had a usual home elsewhere (WHUHE) as 

shown in Appendix J. 
•	 There was a population count discrepancy between the number of person columns 

completed and the number of persons on the household roster. 
•	 The respondent had problems deciding who should be included on the questionnaire (mail 

return only) determined by their responses to the two coverage questions H1a and H1b as 
shown in Appendix J. 

Because the questionnaire only had room to enumerate seven persons, all mail-return 
questionnaires that had entries in all seven person columns failed edit as there may have been 
more persons yet to be counted. 

Cases failing for any of the above reasons were considered ‘coverage problems’ and were marked 
for telephone followup. Cases were resolved by telephone followup interviewers following the 
instructions in the District Office Telephone Followup Manual using the Questionnaire 
Reference Book (QRB). The instructions explained how to resolve CEFU cases, but did not 
provide a script or series of questions to ask the respondent. 

When respondents could not be reached by telephone, the cases from mail returns were referred 
to the District Offices for enumerator field visits. Enumerator returns not contacted by telephone 
were not sent to the field. Finally, the telephone and/or field enumerator used the respondent or 
enumerator completed questionnaire during the followup interview. All followup work was done 
by Census Bureau staff. 

Due to budget constraints, no formal evaluation was done of the effectiveness of this operation 
after the 1990 census. 
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1.2. Coverage edit followup in Census 2000 

A CEFU operation was conducted as part of Census 2000.  This telephone operation was used to 
improve within household coverage and data quality in two ways. First, it was used to collect 
person data for all persons beyond the first six in large households (the maximum number of 
people we could collect data for on mail back forms in Census 2000 was six). Second, it 
resolved count discrepancies between the reported household population count and the actual 
number of data defined persons recorded on the census form. Prior to collecting person data, a 
series of probes were asked for all CEFU cases. These probes were designed around the 
residence rules and allowed the respondent to identify persons that should be added to or deleted 
from the household roster as reported on their census mail back form. This would then more 
accurately represent the actual household composition. 

The universe for this edit consisted of all mail return short and long forms (SF and LF) as well as 
certain Be Counted forms (BCF) and Internet data collection (IDC) responses processed by June 
8, 2000. Census 2000 forms of these types had several language versions that were eligible for 
CEFU. In addition to the standard English form, there were forms in Spanish, Chinese, Korean, 
Tagalog, and Vietnamese. The forms in both Spanish and English used in Puerto Rico were also 
eligible. A computer edit of these cases was done to identify eligible questionnaires that met the 
criteria for the CEFU. 

Enumerator forms, used for nonresponse followup, coverage improvement followup, and the 
update/enumerate operation, were not eligible for CEFU because it was unnecessary. When 
enumerator forms were used, information was collected for household members in large 
households using continuation forms. Also, any enumerator forms which had a count 
discrepancy should have been screened out by the crew leader and returned to the field for 
rework. There were also coverage questions on enumerator questionnaires, which were not on 
the forms eligible for coverage edits, to help ensure the household roster was correct. 

These coverage edits relied on comparisons of respondent supplied and computer interpreted 
data. The Census 2000 coverage edit failures were determined using the respondent-reported 
household size, the number of data defined persons on the roster, and the number of continuation 
roster names. Persons were determined to be data defined during previous Census processing 
based on the number of data items supplied for that person.  There were two types of coverage 
edit failures: count discrepancy followup cases (CDFU) and large household followup cases 
(LHHFU). There were two CDFU reasons: 

•	 Count Discrepancy - High data defined persons (HDDP) where there were more data 
defined persons than the reported household size (for SF, LF, BCF, and IDC) on the form. 
For example, if the household size was listed as four by the respondent, but six persons 
were data defined on the form. 

�	 Count Discrepancy - Low data defined persons (LDDP) where there were fewer data 
defined persons than the reported household size (for SF, LF, BCF, and IDC) on the form. 
For example, if the household size was listed as three by the respondent, but only two 
persons were data defined on the form. 
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There were two LHHFU reasons: 

�	 Large Households (LHH) for SF, LF and IDC forms where the reported household size or 
the sum of data defined persons and continuation roster persons was greater than six. The 
BCFs failed as large household cases if the reported household size or the sum of data 
defined persons and continuation roster persons was greater than five. 

�	 Possible Large Households (PLHH) for SF, LF, and IDC forms with exactly six people 
listed but the total person count on the form was left blank. 

Conducting Coverage Edit Followup Interviews for Census 2000 
The Census Bureau staff specified instrument requirements and selected the cases for CEFU 
from the universe of eligible cases. However, the actual followup of these cases was contracted 
to Electronic Data Systems (EDS). The EDS assembled the resources to conduct the entire 
telephone followup operation. Its role included: 

• creating a computer assisted telephone interview (CATI) instrument 
• reserving and monitoring the work of multiple call centers 
• obtaining and training telephone interviewers 
•	 creating and controlling the infrastructure to control the flow of data from receiving input 

files to returning the completed cases to the Census Bureau. 

The CEFU attempted to contact all households by telephone that failed edit. Telephone 
interviewers, also known as agents, used a browser-based desktop application. The instrument 
included a series of help sources called the knowledge database. There was no field visit or 
enumerator followup for CEFU cases that were not resolved over the telephone. 

In contrast to the CEFU operation in the 1990 census, the CEFU operation was very scripted in 
Census 2000. Questions were to be asked verbatim to assure consistency from interview to 
interview, especially since interviewing occurred at thirteen different call centers. In addition, 
the telephone interviewer did not have the respondent completed questionnaire; instead, they 
only had the relevant data from the questionnaire. 

The interviewing procedure began when the auto dialer system attempted to contact a household 
in the CEFU universe. If the telephone was not answered, the case was recycled for additional 
calls at a later date. If a household was reached, the telephone interviewer determined whether 
the correct household was reached and if so, whether an eligible respondent was available and 
able to conduct the interview at that time. 

According to our requirements, only persons listed as person one or person two on the household 
roster of the mail back form were eligible to respond to the CEFU interview. This was done to 
increase the likelihood that the respondent would be knowledgeable enough about the household 
to provide correct responses. If an eligible respondent was available, the interview was 
conducted. If not, the case was recycled for additional calls at a later date. 
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The telephone interviewer would read the respondent-reported household roster to the eligible 
respondent. The telephone interviewer then asked a series of nine questions designed to ensure 
that the household roster was complete and correct (see Appendix A). The first five of these 
probes were based on the Census 2000 residence rules and designed to determine if additional 
persons should be added to the household roster.  The last four probes similarly were designed to 
determine if persons on the household roster should not be listed according to the Census 2000 
residence rules. 

For each of these nine coverage probe questions, a similar flow of questions was followed. For 
example, there were questions designed to add persons left off their mailback Census 2000 form 
in error. After being read the household roster, the respondent was asked if a person with 
particular characteristics (child, roommate, and so forth...) was living or staying there around the 
beginning of April and was not included on that roster. If so, we then asked for that person’s 
name. If a name was offered, we then confirmed with the respondent that this person was living 
or staying there most of the time as of April 1. This multi-stage approach allowed the respondent 
to consider more possible residents while we defined the criteria within our followup questions. 

In addition, the respondent could interrupt the interview at any point to make corrections to the 
household roster. Telephone interviewers would then take the appropriate action using the 
interrupt options. There were four interrupt options: adding a name to the roster, deleting a name 
from the roster, indicating that more than one roster name represents a particular household 
member, and editing the name of a person on the household roster. Upon the completion of this 
action, the interview was resumed where it was left off. 

Once all the probes were asked and answered, the case was considered count complete because 
we had confidence that the number of persons on the household roster was correct.  If data 
needed to be collected for one or more of the persons on the household roster, they were 
collected after the nine probes were asked. If a person on the roster was confirmed to be a delete 
or a duplicate, a flag was set and the person record was retained. Otherwise, the CEFU interview 
ended. 

Due to delays in development and testing, the start of the program was delayed. Note that the 
planned finish was an arbitrary date since there were not any operational dependencies that 
dictated we finish by then. In fact, EDS was told from the start that this date was open for 
extension. 

A contingency for a second phase of the CEFU operation was planned to allow a mechanism to 
potentially raise the overall completion rate. It was thought this could be achieved by contacting 
the non-interviews as well as improving the coverage of the non-English speaking population. 
The requirements for reallocating cases that need to be retried, ensuring the allocation of 
remaining cases, and closing out the operation were specified in advance. This contingency, 
referred to as phase two, was implemented between August 1, 2000 and August 12, 2000. 
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Planned start: April 5, 2000 Planned finish: June 19, 2000 

Actual start: May 8, 2000 Actual finish: August 13, 2000 

1.3. What does this evaluation study? 

The overall objective of this evaluation is to look at several aspects of the CEFU operation for 
Census 2000. We look at the workload, completion rates, effectiveness of the CEFU instrument, 
coverage gains, and the cost. Additionally, we look at the demographics of several groups of 
household members who completed the CEFU interview. This included the people who were 
added, deleted, or removed as duplicates from the household roster during CEFU as well as those 
people who were on the continuation roster and had their demographic data collected during 
CEFU. 

To get a more complete understanding of the planning, the issues, and the outcomes of the 
coverage edit followup operation for Census 2000, this report should be read in conjunction with 
the following three reports prepared by the Decennial Systems and Contracts Management Office 
(DSCMO), the Planning, Research, and Evaluation Division (PRED), and the Decennial 
Management Division (DMD): 

Census 2000 DSCMO General Memorandum Series #01-01,dated June 12, 2001, from 
Michael J. Longini, Chief, DSCMO, to Distribution List, Subject: Telephone Questionnaire 
Assistance (TQA) and Coverage Edit Follow-up (CEFU) Lessons Learned for Census 2000 -
Revised , DSCMO 

U.S. Bureau of the Census, 2002d, R.1b - Coverage Edit Followup System Requirements Study, 
PRED, Census 2000 Evaluations 

U.S. Bureau of the Census, 2002e, Census 2000 Coverage Edit Follow-up Comprehensive 
Operational Assessment, Final Draft April 15, 2002, DMD 

The results of these four evaluations will aid planners for the 2010 census in designing coverage 
related operations. 
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2. METHODOLOGY 

We used six data sources for this analysis: 

• The Census 2000 CEFU input files, 
• The CEFU Evaluation files, 
• The Decennial Response File – Stage 2 (DRF2), 
• The Hundred Percent Census Edited File with the reinstated cases (HCEF_D’), 
•	 Data files from Systems Support Division (SSD) containing respondent-reported data from 

the Internet data collection, and 
• Telephone interviewer debriefing results. 

Each file will be addressed as to how they were used within this report. 

2.1. Census 2000 coverage edit followup input files 

The CEFU input files were used to answer questions about the number and types of cases that 
failed the coverage edit. Fourteen files were created, for the most part one per week. These 
fourteen files were created by the DSCMO from March 23, 2000 through June 8, 2000. These 
files were created to send the CEFU cases to the contractor as input into the operation. 

The CEFU cases were only selected from eligible cases data captured by June 8, 2000. However, 
only the first ten of these files were sent to EDS for interviewing (see Section 4.1.1 to find out 
why). A total of 2,506,998 cases were contained in these ten files while 92,486 cases were in the 
four files that were not sent. 

Additionally, we determined that these fourteen files included 55,412 cases that were not eligible 
to be selected. These cases were ineligible because they did not include any name information 
for the first or second person listed on the mail back Census form, which was a requirement for 
the universe selection. The ten files we sent contained 48,109 ineligible cases while the four files 
that were not sent contained the remaining 7,303 ineligible cases. 

For the purposes of this analysis, the ineligible cases are not considered.  Therefore, the universe 
of cases appropriately selected for coverage edit followup is 2,544,072. Of those, 2,458,889 
cases were sent to EDS and the 85,183 eligible cases from the final four files were not sent and 
never had a opportunity to be completed. 

2.2. The coverage edit followup evaluation files 

The EDS transmitted output files to us almost daily during the CEFU operation. These files 
served two purposes. The production files contained the census data from the completed CEFU 
interviews. The evaluation files were created in order to evaluate the CEFU operation. 

Production data files were divided into short form (including Internet and BCFs) and long form 
cases. For every file transmission, we received one of each file provided there were both short 
form and long form cases completed for that delivery. Production files were NOT used to 
answer questions in this evaluation. 
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The CEFU evaluation files specified by the Decennial Statistical Studies Division (DSSD) were 
used to answer questions about most of the CEFU study plan questions. Evaluation files were 
divided into household level and person level data files. These files were created by EDS and 
sent to DSCMO on a daily basis. Each transmission included both household and person level 
files. We received the first evaluation files on June 2 and the last on August 16. We received 
66 pairs of files containing completed cases during this time. 

Once the operation had ended, we received two additional pairs of files. These files contained 
non-interview cases -- those with resolved status codes as well as those with interim codes. Had 
the operation continued beyond its end date, these cases with interim codes would still have been 
called in attempt to complete the CEFU interview. 

We eliminated some of the returned cases from our analysis because of incomplete information. 
We eliminated 9,370 household level records because there were no corresponding person 
records returned to us on the evaluation files and 13,357 household level records because there 
were person data but no corresponding household records returned to us on the evaluation files. 
And, after matching the evaluation files with the input files originally sent to EDS, we found that 
97,742 eligible cases which we had sent to EDS were never returned with any status on the 
evaluation files. 

Therefore, 4.5 percent (120,469 of the 2,458,889) of CEFU cases were removed from this 
analysis. This resulted in 2,338,420 cases appropriately sent to EDS and returned to the Census 
Bureau with a complete, incomplete, or interim case disposition on the evaluation files. 

2.3. Decennial Response File – Stage 2 (DRF2) 

A file of all CEFU evaluation cases was created and matched to the DRF2. Information 
appended from this file was used to determine which cases were submitted on Asian Language 
Census forms as well as to indicate the tenure status of each housing unit. 

2.4. 	 The Hundred Percent Census Edited File with the Reinstated Cases 

(HCEF_D’) 

A file of all CEFU evaluation cases was created and matched to the HCEF_D’ file. Information 
about how the respondent answered the tenure question was appended from this file. 

2.5. 	 Data Files from Systems Support Division containing respondent-reported data 

from the Internet Data Collection 

The System Support Division (SSD) Internet data files were used in conjunction with CEFU 
input and output files to determine which CEFU cases submitted their data through Internet Data 
Collection. 
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2.6.  Telephone Interviewer Debriefing 

Several debriefings were held with people from all stages of the CEFU operation. Two 
debriefings involved telephone interviewers and their supervisors.  One was held in Troy, 
Michigan on August 14, 2000 and another at the Census Bureau’s National Processing Center in 
Jeffersonville, Indiana on November 9, 2000.  The notes from these debriefings were used to 
answer questions about the CEFU instrument’s effectiveness from the telephone interviewer’s 
perspective. 

2.7. Applying Quality Assurance Procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. 

3. LIMITATIONS 

There were several limitations to the data used for this evaluation. There were inconsistencies 
between and among the evaluation and input files. 

3.1. Limitations of the evaluation data 

Some data had to be eliminated from our analysis because there were no corresponding person 
and household level data. A total of 120,469 cases, as indicated earlier in Section 2.2, were 
removed from the analysis. 

Some data we had specified to receive were not provided to us. For example, elapsed time of 
call, including the time spent during each call to a household, was never programmed 
successfully by the contractor. 

Due to limitations of the existing system, we knew some evaluation data would be overwritten 
prior to the start of the second phase of the operation. Therefore, for cases that were active 
during phase two and completed, we do not know the cumulative number of call attempts needed 
to make contact or to complete the interview. Also, for cases that were active during phase two 
and not completed, we have no idea how many calls were made attempting to make contact 
and/or to complete the call. 

Most of the persons added or deleted from household rosters occurred through the interrupt 
screen. No information was collected about the reasons for these actions, so we only know 
reasons for the adds and deletes from cases where it was the result of one of the nine coverage 
probes. 

8




3.2. Limitations of the input files 

Some of the identification variables on the input files were missing.  Information about language 
of mail back form and form type were not filled on the input files we gave to EDS, which created 
difficulties during the operation as well as during the evaluation. Alternative sources were found 
for this information and were appended to the input and evaluation files. 

3.3. Limitations of the cost analysis 

Included in the contract for CEFU was the Telephone Questionnaire Assistance (TQA) program. 
This program was a short duration program implemented to assist the public in completing their 
census forms or obtaining information about the census. The requirements for conducting cost 
analysis of the CEFU for evaluations was specified after the award of the contract and the 
agreements on how to report costs for the TQA program. Therefore, some of the item costs for 
both the inbound (TQA) and outbound (CEFU) components were not billed separately by the 
contractor. We were not able to accurately report the separated costs for the CEFU program for 
these item costs. Moreover, we were not able to report the true value of the total cost of the 
CEFU operation. In addition, headquarter costs were not included in the cost figures. 

3.4. Other limitations 

The demographic data for persons enumerated during CEFU, persons removed during CEFU, as 
well as householders without a valid telephone number in CEFU were based on unedited data. 
However, the data for persons in the overall Census 2000 population, used for comparison 
purposes in this report, were based on edited data. The assumption is that they are distributed 
like the cases with observed values. If not, they could distort the distribution. 

4. RESULTS 

The CEFU operation for Census 2000 was a very complex operation. While only one instrument 
was used for all the cases, there were a wide variety of differences among these selected cases. 
Four form types - short forms, long forms, Internet forms, and Be Counted forms - were eligible 
for selection. Forms in six languages - English, Spanish, Chinese, Vietnamese, Korean, and 
Tagalog - were eligible for selection. Each eligible form could have failed the edit for one of 
four reasons - large household, possible large household, count discrepancy with high data 
defined person count, and count discrepancy with low data defined person count. 

Complete CEFU cases either had the household roster remain the same or changed. If it was 
changed, there could be persons added to it or persons deleted from it, or both. Each name added 
or removed from the roster is linked to one of thirteen reasons, usually coverage probes 
questions, which led to the change. Data were collected for two types of people: persons listed 
on forms associated with large household cases as well as persons who were added during the 
CEFU operation. 
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The CEFU instrument had several aspects worth noting. Each of the nine coverage probes had a 
three step unfolding structure leading to roster changes. Especially since no dress rehearsal of 
these methods was conducted prior to Census 2000, we wanted to learn as much as we could to 
aid us in planning similar operations in the future. 

This report will cover many aspects of the CEFU operation for Census 2000. There are seven 
subsections in the results section. First, Section 4.1 will describe the workload of the operation. 
Section 4.2 details how successful we were contacting and completing these cases. Coverage 
gains will be discussed in Section 4.3. Section 4.4 looks at some measures of the effectiveness of 
the CEFU instrument. Demographic characteristics of persons on large household continuation 
rosters for whom we collected data during CEFU are contained in Section 4.5. Section 4.6 looks 
at a few other characteristics of the CEFU interview process. Section 4.7 attempts to decipher 
the costs associated with the CEFU operation. 

4.1.  How many cases failed the coverage edit for Census 2000? 

In this section, we present the workloads associated with the coverage edit followup operation for 
Census 2000. We will show how many cases were selected by DSCMO from the daily 
normalized files which were created from data capture records. As appropriate, counts and rates 
are shown by selection date, CEFU eligibility status, edit failure type, edit failure reason, type of 
Census form and language of Census form. 

4.1.1. Over 2.5 million cases selected for coverage edit followup 

As Census 2000 forms were processed at the data capture centers, the data were sent to DSCMO 
on a daily basis. Coverage edit followup cases were selected from four eligible form types 
mailback short forms, mailback long forms, Be Counted forms, and Internet data collection 
submissions. Selections were made from all eligible forms processed by June 8, 2000. There 
were a total of 2,599,484 cases selected by that date. 

As shown in Table 1, not all of the selected cases were in fact eligible or even necessarily used. 
At the start of the operation, EDS realized that we had sent them some cases that were ineligible 
according to our universe specifications. For example, our specifications excluded cases where 
there was no last name reported for person one. Without a last name for person one, we had no 
one to ask for when we called the household. The EDS screened out these cases before 
distributing them to the call centers and no attempts were made to contact these households. 
There were 55,412 cases that were selected and transmitted to EDS in error. 

Additionally, a decision was made by Census management to stop sending selected CEFU cases 
to the contractor as of May 15, 2000. This was made for two reasons. First, it was believed we 
had already delivered more cases than EDS could handle prior to the planned end date of the 
operation. Second, management knew that all of these cases were late mail returns and would be 
included in the nonresponse followup universe. Therefore, 85,183 eligible cases were not sent 
and no attempts were made to contact these households through CEFU. 
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The remaining eligible cases, 2,458,889, were distributed by EDS to the thirteen call centers for 
interviewing. 

Table 1.	 Number of coverage edit followup cases selected by 
Eligibility and whether they were sent to the contractor 

Coverage Edit Case 

Total 

Selected Sent Not Sent 

Total Cases Selected 2,599,484 2,506,998 92,486 

Eligible Cases Selected 2,544,072 2,458,889 85,183 

Ineligible Cases Selected 55,412 48,109 7,303 

Source : CEFU  input files - variables sam ple and file 

4.1.2. Fourteen files created; only ten sent 

The first ten files, containing 2,506,998 eligible cases, were delivered to EDS on a mostly weekly 
basis from late April through mid May 2000. The final four files, containing 92,486 cases, were 
never sent. No attempts were ever made to interview these cases through CEFU. 

Table 2 shows a comparison of the number of cases we selected compared to the number we 
expected to deliver over the time of the selection processing.  This table includes all cases sent to 
the contractor, including cases later determined to be ineligible. 

We had been overly optimistic about how many cases would be processed early. Since fewer 
cases were processed early we therefore had fewer CEFU cases selected early. However, the 
operation was delayed and did not start until May 8, 2000. On that date, our projections of how 
many cases would be selected by that date were actually very close to the actual numbers. We 
had projected 2,225,000 cases and had actually chosen 2,235,418 by May 8 - a difference of only 
10,418.  Overall, we selected and delivered 603,002 cases less than we had projected for the 
entire program. 
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Table 2.	 Number of coverage edit followup cases sent in each delivery to 
the contractor compared to the projected file delivery sizes 

Number of 

Cases 

Delivery Date Selected Projection W eek of Difference 

March 23, 2000 sent 140,922 

March 28, 2000 sent 173,574 
950,000 April 5, 2000 (315,916) 

April 5, 2000 sent 319,563 

April 6, 2000 sent 25 

April 13, 2000 sent 534,959 350,000 April 12, 2000 184,959 

April 20, 2000 sent 383,240 325,000 April 19, 2000 58,240 

April 26, 2000 sent 6,065 
325,000 April 26, 2000 

(58,276) 

April 27, 2000 sent 260,659 

May 5, 2000 sent 416,411 275,000 May 3, 2000 141,411 

May 12, 2000 sent 271,580 275,000 May 10, 2000 (3,420) 

May 19, 2000 not sent 55,157 275,000 May 17, 2000 (219,843) 

May 26, 2000 not sent 20,763 275,000 May 24, 2000 (254,237) 

June 2, 2000 not sent 9,768 50,000 May 30, 2000 (40,232) 

June 8, 2000 not sent 6,798 10,000 June 7, 2000 (3,202) 

sent 2,506,998 

Totals 
not sent 

92,486 
3,110,000 (603,002 ) 

Source: CEFU input files 

4.1.3.	 Workload projections for large household cases were close; those for count 

discrepancies were not 

When the contact for the CEFU operation was first awarded, decisions about the universe had not 
yet been made. Without that information, the workload was projected to be between 580,000 and 
4.5 million. Soon thereafter, a workload estimate of 3,110,000 was provided to the contractor 
spread over ten consecutive weeks. By six months before the planned start of the program, the 
universe had been defined as 3,250,000 cases delivered over nine consecutive weeks. 

Table 3 shows the comparison of the overall projected workload to actual workloads for each 
form type and edit failure reason by week of planned delivery. Overall, 2,544,072 cases were 
selected for coverage edit followup, 565,928 less than the 3,110,000 case projection. 

Our projections for large household cases were very good while the ‘guess’ we made about the 
count discrepancy workload was not so good. We based the projections for large household 
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cases on the household size data from the 1990 Census, estimates of the mail response rate, and 
assumed that one in six mailback forms would be a long form. However, our count discrepancy 
projections are another story. For the purposes of planning staffing levels, we made an 
assumption that there would be 1.8 million count discrepancy cases. While we ended up with 
many fewer count discrepancy cases overall, there were actually many more long forms count 
discrepancy cases than we had projected. 

Table 3.	 Comparison of projected coverage edit followup 
workload to actual workload by edit failure 
type and form type 

Type of Edit Failure by 

Form Type 

Total of all Addresses 

Large Household 

Short Forms


Long Forms


Be Counted Forms


Internet Forms


Count Discrepancy 

Short Forms


Long Forms


Be Counted Forms


Internet Forms


Number of Coverage Edit cases 

Selected Projected 

2,544,072 3,110,000 

1,395,623 1,320,000 

1,231,726 1,120,000 

156,729 200,000 

5,941 * 

1,227 * 

1,148,449 1,800,000 

790,470 1,530,000 

357,369 270,000 

n/a n/a 

610 * 

* Projections were not made using Be counted forms or Internet forms 

- These are small workloads and were added to the operation after the 

initial workloads were projected 

Source: CEFU input files 
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4.1.4. Four form types with varying failure rates 

Table 4 shows the overall failure rate for each form type broken out by basic edit failure reason. 
There were 82,008,049 Census 2000 forms processed by June 8, 2000, that were eligible to be 
selected as CEFU cases. Of these, 2,544,072 forms or 3.1 percent, were correctly chosen as 
CEFU cases. There were more large household cases (1,395,623 or 1.7 percent of eligible cases) 
than count discrepancy cases (1,148,449 or 1.4 percent of eligible cases). 

Eligible long form cases were two and a half times more likely to fail the count discrepancy edit 
than short forms. These differences may be partially explained by the different criteria for 
choosing edit failures for short and long forms and the fact that if a case met the criteria for both 
count discrepancy cases (CDFU) and large household followup cases (LHHFU), the case was 
listed as a LHHFU case. 

For short form cases, a case failed as a count discrepancy if the respondent-reported household 
size was not blank and that was different from the number of data defined persons on the mail 
back short form. Long forms failed for this reason, but also failed if the respondent-reported 
household size was blank and both the number of data defined persons on the long form was less 
than six and the number of names on the roster was different from the number of data defined 
persons on the mail back long form. That extra comparison using the roster may have accounted 
for the greater failure rate of count discrepancy cases for long forms compared to short forms. 

Another difference to note is that long form cases were almost a third less likely than short forms 
cases to be selected for large household followup. Since long forms were randomly assigned to 
households, we see that respondents in large households that received a long form were less 
likely to return their mailback form than large household that received the short form. 

Respondents could only respond by Internet if they were in the short form universe and had their 
census ID number available. Therefore, as one might expect, Internet forms failed at rates very 
similar to short forms. 

The rate for Be Counted forms needs some explanation.  Only BCFs that were reporting a whole 
household were eligible for large household followup and no BCFs were eligible for count 
discrepancy followup. This count of BCFs, 598,994, include both whole household and partial 
household cases. Therefore, the rates for BCFs should not be compared directly to the other form 
types. 
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Table 4. Coverage edit followup edit failure rate by form type and edit failure type 

All Coverage Edit 

Cases CDFU Only LHHFU Only 

Eligible Failure Failure Failure 

Type of Form Forms Number Rate Number Rate Number Rate 

Totals 82,008,049 2,544,072 3.1% 1,148,449 1.4% 1,395,623 1.7% 

Short Forms 

Long Forms 

Internet Forms 

69,235,695 2,022,196 2.9% 790,470 1.1% 1,231,726 1.8% 

12,106,988 514,098 4.2% 357,369 3.0% 156,729 1.3% 

66,372 1,837 2.8% 610 0.9% 1,227 1.8% 

Be Counted Forms 598,994 5,941 1.0% n/a n/a 5,941 1.0% 

Source: CEFU input files 

4.1.5. Failure rates by edit failure reason 

The number of edit failures by failure reason are shown in Table 5.  Slightly more than half of all 
coverage edit followup cases were large household or possible large household cases. For the 
count discrepancy cases, more cases failed the coverage edit when there were more data defined 
persons than the respondent-reported household size. 

Table 5. Coverage edit followup failure rate by edit failure reason 

Coverage Edit Cases 

Type of Edit Failure Total Percent of 

Selected Workload 

Total of all Addresses  2,544,072 100.0% 

Total Large Household Cases 1,395,623  54.9% 

Definite Large Ho useho ld 1,334,300 52.4% 

Possible Large Household 61,323  2.4% 

To tal Count D iscrepancies 1,148,449 45.1% 

Count Discrepancy - High 699,379  27.5% 

Count Discrepancy - Low 449,070  17.7% 

Source: CEFU input files 

4.1.6. Failure rates vary by language of form 

As shown in Table 6, there were 82,008,049 Census 2000 forms processed by June 8, 2000, that 
were eligible to be selected as CEFU cases. Of these, 2,544,072 forms or 3.1 percent were 
chosen as CEFU cases. 

English language forms were much less likely to fail for coverage edit than non-English forms. 
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Non-English forms, including those in Spanish, Chinese, Vietnamese, Tagalog and Korean, 
failed coverage edit 10.7 percent of the time, compared to the rate for English language forms of 
2.9 percent. 

In Table 7, you can see that the non-English forms failed at greater rates for both CDFU and 
LHHFU cases. The non-English language cases failed for LHHFU three to five times as often as 
for English language forms while they failed CDFU at less than twice the rate as for English 
language forms. 

Table 6.	 Coverage edit followup edit failure rate by language of 
mailback form 

Eligible 

Forms 

Coverage Edits 

Language of Mailback Form 

Number Number 

Failure 

Rate 

All Forms 82,008,049 2,544,072 3.1% 

All English Forms  80,249,109  2,355,138  2.9% 

English (US) 80,245,150 2,349,029 2.9% 

English (PR) 3,959 57 1.4% 

other English* n/a 6,052 n/a 

All Non-English Forms 1,758,940 188,934 10.7% 

Total Spanish Language Forms 1,617,219 177,977 11.0% 

Spanish (US) 841,065 141,703 16.8% 

Spanish (PR) 776,154 36,274 4.7% 

Total Asian Language Forms 141,721 10,957  7.7% 

Chinese 59,832 4,232  7.1% 

Korean 39,254 1,882  4.8% 

Tagalog 5,048 556  11.0% 

Vietnam ese 37,587 4,046  10.8% 

Undetermined Asian Language Forms n/a 241 n/a 

* includes all BCFs as well as 111  other forms 

where the mail back form type is unknown 

Source: CEFU input files and DRF2 
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Table 7.	 Coverage edit followup edit failure rate by language of 
mailback form and edit failure type 

Coverage Edits CDFU LHHFU 

Failure Failure Failure 

Language of Ma ilback form Number Rate Number Rate Number Rate 

All Forms 2,544,072 3.1 1,148,449 1.4 1,395,623 1.7 

English Forms 2,355,138  2.9 1,104,298 1.4 1,250,840 1.6 

Spanish Language Forms 177,977 11.0 41,054 2.5 136,923 8.5 

Asian Language Forms 10,957  7.7 3,097 2.2 7,860 5.5 

Source : CEF U input files 

4.1.7. Unsent cases not representative 

Only a small number of cases, 85,183, were appropriately selected for the coverage edit universe 
but never sent to EDS for followup. They were checked in between May 15, 2000 and June 8, 
2000. These cases made up only 3.3 percent of all coverage edit failure cases. However, the 
distribution of these cases among form types and language of mail back form varied widely from 
the distribution of the overall CEFU universe. 

Table 8 shows a comparison of the CEFU failure rate by form type of cases that were sent to 
cases that were not sent. Cases selected from English language forms had a 3.2 percent chance 
of being in the unsent universe. Cases selected from Spanish language forms were less likely 
than cases selected from English language forms to be in the unsent universe. Only 1.6 percent 
of the forms selected from Spanish language forms were in the unsent universe. 

More troubling is the fact that more than half of all the cases (53.8 percent) selected from Asian 
language forms were not sent for followup. Each of the cases from Asian language forms was 
translated or transcribed before being eligible to be selected for coverage edit followup. 
Apparently, this delayed the coverage edit selection for the majority of eligible cases from Asian 
language forms. 
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Table 8.	 Likelihood coverage edit followup cases were not sent to the 
contractor by language of mailback form 

Total Eligible Eligible Cases Not Sent 
Forms 

Selected Number Unsent Rate 

Totals 2,544,072 85,183 3.3% 

English Forms 2,355,138 76,382 3.2% 

Spanish Forms 177,977 2,904 1.6% 

Asian Language Forms 10,957 5,897 53.8% 

Chinese 4,232 2,609 61.6% 

Korean 1,882 768 40.8% 

Tagalog 556 281 50.5% 

Vietnam ese 4,046 2,108 52.1% 

Undetermined Asian 

Language Cases 241 131 54.4% 

Type of Form 

Source: CEFU input files and DRF2 

Table 9 shows a comparison of the CEFU failure rate by form type of cases that were sent to 
cases that were not sent. While only 19.2 percent of the cases that were sent were long form 
cases, 48.0 percent of the forms not sent were long form cases. In the future, we need to be much 
more aware of the coverage implications of eliminating some of the coverage edit universe. 

Table 9.	 Coverage edit followup edit failure rate for cases sent 
to the contractor compared to cases not sent by form 
type of mailback form 

Coverage Edit Coverage Edit 

Cases Sent Cases Not Sent 

Total Percent Percent of 

Forms of Sent Unsent 

Type of Form Selected Number Cases Number Cases 

Totals 2,544,072 2,458,889 100 .0 85,183 100 .0 

Short Forms 2,022,196 1,977,900 80.4 44,296 52.0 

Long Forms 514,098 473,211 19.2 40,887 48.0 

Internet 1,837 1,837 100 .0 0 0.0 

Be Counted 5,941 5,941 100 .0 0 0.0 

Source: CEFU input files 
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4.2. How successful were we contacting and completing cases? 

In this section, we will present analysis on the likelihood that we were able to contact and then 
complete a followup interview with cases within the CEFU universe. This section looks at the 
success rates of the telephone appending service, the number of attempts made to contact and to 
complete a case, how often callbacks were needed, as well as the distribution of final case 
dispositions. As appropriate, counts and rates are shown by edit failure type, edit failure reason, 
and type of form. 

As detailed in the methodology section of this report, 2,338,420 cases are considered as being 
appropriately sent to the contractor and returned to us with a complete, incomplete, or interim 
case dispositions. The following analysis uses this as the universe of CEFU cases. The 
contractor, EDS, made attempts to contact and conduct a CEFU interview for all of these cases. 

During interviewing hours, if a telephone interviewer was available to conduct an interview, the 
autodialer dialed new or incomplete cases at a certain ratio of calls to available interviewers.  If 
there was no answer or an answering machine answered, the case was returned to the queue to be 
called again according to the calling strategy. If the call was answered, the call was routed to the 
next available interviewer. This dialing strategy minimized the number of times a respondent 
answered the phone but no interviewer was available to begin the interview. Unfortunately, this 
strategy also sometimes led to interviewers sitting around waiting for calls. 

The telephone interviewer would begin by asking questions to determine if we had reached the 
correct household. If so, the interview would begin. If it was the correct household, we 
determined if there was an eligible respondent available. The person who completed Census 
2000 mailback form was always eligible to respond to the CEFU interview. The second person 
listed on the form was also eligible if they were at least 18 years old. No one else was permitted 
to respond to the CEFU interview. 

Our decision to only allow person one or person two to be eligible respondents was made to 
make it more likely that high quality data would be collected from a knowledgeable respondent 
for each CEFU interview.  This was especially important when the collection of long form data 
was required during the CEFU interview. We also needed to ensure we avoided disclosure of 
Census data except to the respondents themselves. Unfortunately, this eligibility standard may 
have made it more difficult to complete cases. 

There were other requirements placed on the contractor after the initial awarding of the contract 
that had a direct impact on their ability to contact cases and complete interviews. In addition to 
our eligibility standards and the conservative dialer settings, we also required that fifty percent of 
the contacts attempts be made on weekends to help us reach more respondents. This led to a 
need for greater staffing capacity than initially had been envisioned. 

If these requirements had been defined up front at the time of contract award, the contractor may 
have been able to better accommodate the requirements and may have been more successful 
completing cases. 
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4.2.1. Look up and telephone number quality 

Every case selected for CEFU was initially sent to a telephone appending service for a first pass 
review. This service attempted to provide a telephone number, if the telephone number was 
missing, and attempted to correct any wrong numbers. Later, if the call center determined 
through contact with a household that the case had an incorrect telephone number, they returned 
the case for further research by the appending service. 

It was found during production that this second pass by the appending service had a very limited 
success at identifying valid telephone numbers for these cases (3.9 percent success on a second 
try). The decision was made to not send additional bad telephone numbers to the appender a 
second time as of Friday, July 21, 2000. Therefore, 102,353 cases with a final status as non-
interviews were not sent to the appender a second time. We assume that these cases were similar 
to the cases that were sent to the appender a second time and that their removal from percentages 
in Table 10 does not skew the distribution. 

Table 10 shows the results of the telephone appending operation by final disposition. Of the 
cases that were sent to the appender, the appender provided a new or corrected telephone number 
7.4 percent of the time (172,633 out of 2,338,420). Of the cases where telephone numbers were 
changed by the appender on either the first or second pass, 21.1 percent ended up being complete 
cases. The remainder, which were initially noninterviews and only sent to the appender one 
initial time, were all noninterviews. 

The majority of the time a telephone number was changed by the appending service, we were still 
unable to complete that case. While 12.5 percent of all non-interview cases had a telephone 
number provided by the appending service, only 2.9 percent of all completed cases had the unit’s 
telephone number changed by the appender. We should investigate whether there are better 
methods or services at obtaining missing or incorrect telephone numbers for our followup 
operations. 

Table 10. Results of the telephone appending operation by final disposition 

Final Disposition Type 

All Non-Interview 

All Cases Completed Cases Cases 

Telephone Number Number Numb er Percent Number Percent 

Total Number of Cases 2,338,420 1,251,971 53.5% 1,086,449 46.5% 

Not Changed 2,063,434 1,215,571 58.9% 847,863 41.1% 

Changed at Least Once 172,633 36,400 21.1% 136,233 78.9% 

Not Sent to the Appender 102,353 0 0.0% 102,353 100.0% 

Source : CEF U eva luation files 

Table 11 shows the results of the telephone appending operation from cases with a final 
distribution of ‘no valid telephone number’. There were 562,049 cases that had a final 
disposition of ‘no valid telephone number’. The appending service was unable to offer an 
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alternative telephone number for 67.9 percent of these cases. For 78,288 cases, another 
telephone number was supplied on the first or second attempt (or both) which later turned out to 
also be an invalid telephone number(s). For the remainder, 18.2 percent of the cases were not 
sent to the appending service a second time. 

Table 11. Results of the Telephone Appending 
Operation for Cases with a Final Disposition of 
“No Valid Telephone Number 

All Cases 

Telephone Number Numb er Percent 

Total Number of Cases 562,049 100.0% 

Not Changed 381,408 67.9% 

Changed at Least Once 78,288 13.9% 

Not Sent the Appender 102,353 18.2% 

Source: CEFU evaluation files 

4.2.2.  Making contact 

Calls for CEFU were made seven days a week from 8 am to 10 pm local time. If a case was not 
completed during the initial call, the case was called again until the maximum number of call 
attempts was reached. A maximum of twelve calls were made to each case to establish contact 
and determine if we had reached the correct household. These calls were spread across different 
days of the week and times of day. We also required that half (six of twelve) calls be made on 
weekends. 

Valid data on the number of calls to complete cases or establish contact with the respondent were 
only available for cases completed through June 30, 2000. Cases returned after that date may 
have been reallocated to other call centers, causing them to have invalid values. This limitation 
minimizes the conclusions we can draw from the data in Tables 12-13. 

Table 12 shows the distribution of calls per case to establish contact with the household for 
completed edit failure cases. A majority of cases that were completed (64.4 percent) only 
required one call to establish contact with the household. In fact, over 96 percent of all 
completed cases had contact established in four or fewer attempts. This distribution of calls per 
case to establish contact with the household was consistent across edit failure reasons. 
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Table 12. Distribution of calls per case to establish 
contact with the household for completed edit failure 
cases returned prior to July 1, 2000 

Calls Per Case to Establish 

Contact with the Household 

Number of Cases 

Exactly 1


2 


3 


4 


5 


6 or more 


All CEFU Cases 

Number Percent 

826,806 100.0% 

532,103 64.4% 

167,590 20.3% 

65,079 7.9% 

29,535 3.6% 

14,539 1.8% 

17,960 2.2% 

Source: CEFU evaluation HH  level files - variable alltrys 

We also attempted to collect data on how many calls were made to each case to complete it once 
contact had been established. Table 13 shows the distribution of calls per case after establishing 
contact with the household to complete each edit failure cases returned prior to July 1, 2000. 

Clearly, very few cases were completed if they were not completed in the first few call attempts. 
No additional calls were required 78.2 percent of the time and over 95 percent of these cases 
required two or fewer additional call attempts. This distribution of calls per case after 
establishing contact with the household was consistent across edit failure reasons. 

If we had an opportunity to test CEFU during the dress rehearsal for Census 2000, we may have 
been able to revise the number of call attempts required. This would definitely have had an 
impact on costs for CEFU in Census 2000. Also, making fewer call attempts would expedite the 
availability of unresolved cases for a potential personal visit followup. 

22




Table 13. Distribution of calls per completed case after 
establishing contact with the household for cases 
returned prior to July 1, 2000 

Duplicates Per Case 

Number of Cases 

No Additional Calls


Exactly 1


2 


3 


4 


5 


6 or more 


All CEFU Cases 

Number Percent 

826,806 100.0% 

646,888 78.2% 

102,230 12.4% 

39,295 4.8% 

18,135 2.2% 

9,040 1.1% 

4,921 0.6% 

6,297 0.8% 

Source: CEFU evaluation HH level files - variable inttrys 

For several reasons, nothing can be said about the calling distributions for non-interview cases. 
As stated above, these evaluation data file variables (INTTRYS and ALLTRYS) were filled 
incorrectly after July 1, 2000. All non-interview cases were returned to us in two files at the 
conclusion of the operation without a record of if, and if so when, calling had ceased for each 
case. The Decennial Statistical Studies Division (DSSD) had not asked the contractor to record a 
case level date when call attempts ceased. The information about the number of call attempts for 
non-interview cases, both prior to and after establishing initial contact with the household, would 
have been sufficient for our evaluation needs, had it been available for the entire length of the 
operation. 

When phase two began at the beginning of August, all evaluation variables were reset, losing the 
history of the case. This was agreed to at the time by DSSD because we were told it was the 
only way they could initiate phase two. There is no way of knowing whether a non-interview 
case with three recorded call attempts made actually had more during the first phase of the 
operation - before the evaluation variables were reset. All non-interview cases where calling had 
ceased during phase one because the maximum number of call attempts had been reached should 
have been attempted again in phase two. 

It would be valuable when conducting future research for us to collect and analyze data on the 
number of call attempts for us to establish contact with households as well as the number of 
attempts for us to complete cases in a telephone followup operation. 

4.2.3. Call backs needed 

During the course of an interview, a respondent could request that the interview be completed at 
a later time. The telephone interviewer would try to set a scheduled callback by asking the 
respondent for a time and date to complete the interview. If no time or date was provided, an 
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unscheduled callback was set. In either case, an alternative telephone number could be recorded 
for the callback. Unfortunately, evaluation variables carrying this information were reset when 
phase two began. Therefore, the data concerning noninterview cases reflect ONLY the callback 
attempts made after the start of phase two. 

Table 14 shows the likelihood that at least one callback was set for each completed case. 
Respondents requested at least one callback in 38.3 percent of all completed CEFU cases. 
Respondents for large household cases were a little more likely to request a callback than 
respondents for count discrepancy cases. 

Table 14. Likelihood of callbacks for completed cases by type of edit failure 

Edit Failure Type 

Completed Cases Count Discrepancy Large Household 

Number  Percent Number  Percent Number  Percent 

Total Number of Cases 1,251,971 100.0% 487,265 100.0% 764,706 100.0% 

No Callbacks 772,951 61.7% 328,726 67.5% 444,225 58.1% 

One or more Callbacks 479,020 38.3% 158,539 32.5% 320,481 41.9% 

Source: CEFU evaluation HH level files - variable ccback 

Table 15 shows the likelihood that at least one callback was set for each completed case by count 

discrepancy type. Among count discrepancy cases, those with low data defined count had a 
higher rate of callbacks (40.1 percent). 

Table 15. Likelihood of callbacks for completed cases by count discrepancy type 

Count Discrepancy Type 

High Data Defined Low Data Defined 

Count Discrepancy Person Count Person Count 

Number  Percent Number Percent Number Percent 

Total Number of Cases 487,265 - 322,509 - 164,756 -

No Callbacks 328,726 67.5% 230,098 71.3% 98,628 59.9% 

One or more Callbacks 158,539 32.5% 92,411 28.7% 66,128 40.1% 

Source: CEFU evaluation HH level files - variable callback 

Table 16 shows the likelihood that at least one callback was set for each case that was not 

completed. About one quarter of the incomplete CEFU cases were set for a callback to be made. 
Respondents for large household cases were more likely to request at least one callback than 
respondents for count discrepancy cases. 
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 Table 16. Likelihood of callbacks for incomplete cases by type of edit failure 

Edit Failure Type 

Incomplete Cases Count Discrepancy Large Household 

Number  Percent Number  Percent Number Percent 

Total Number of Cases 1,086,449 100.0% 518,377 100.0% 568,072 100.0% 

No Callbacks 823,911 75.8% 414,985 80.1% 408,926 72.0% 

One or M ore Callbacks 262,538 24.2% 103,392 19.9% 159,146 28.0% 

Source: CEFU evaluation HH level files - variable ccback 

Table 17 shows the likelihood that at least one callback was set for each completed case by count 

discrepancy type.  Among count discrepancy cases, those with low data defined count had a 
higher rate of callbacks (22.5 percent). 

Table 17. Likelihood of callbacks for incomplete cases by count discrepancy type 

Count Discrepancy Type 

High Data Defined Low Data Defined 

Count Discrepancy Person Count Person Count 

Numb er Percent Number Percent Number  Percent 

Total Number of Cases 518,377 - 321,804 - 196,573 -

No C allbacks 414,985 80.1% 262,552 81.6% 152,433 77.5% 

One or M ore Callbacks 103,392 19.9% 59,252 18.4% 44,140 22.5% 

Source: CEFU evaluation HH level files - variable ccback 

The calling protocol for the CEFU program was to make up to twelve callbacks to a household 
after we had established it was the correct household and the respondent requested a callback to 
complete the interview. Over 99 percent of cases involving a callback took six or fewer 
callbacks to complete the case. 

According to our evaluation data, approximately a quarter of the incomplete cases requested a 
callback. Of these, very few received the full twelve call back attempts. In fact, less than three 
percent of these cases received more than six call back attempts. 

It should also be noted that while we conducted callbacks with respondents to complete the 
followup, we did not provide the ability for the respondent to call us back at their convenience. 
Some telephone surveys provide respondents with this ability. In the future, we should consider 
providing the ability for the respondent to call us back to complete their followup interview in 
order to potentially increase the completion rate and minimize the number of callback attempts. 
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4.2.4. Completion of coverage edit followup cases 

When the operation ended, each case was assigned a final disposition code. Table 18 presents a 
summary of the number and percent of the final disposition of all coverage edit followup cases. 
All final disposition codes can be grouped into one of four categories: complete cases, refusals, 
cases with no valid telephone number, and other non-interviews. 

Table 18.	 Number and percent of the final disposition of coverage 
edit followup cases 

CEFU Cases 

Number Percent 

All Eligible Delivered Cases 2,338,420 100.0% 

Total Complete Cases 1,251,971 53.5% 

Fully complete interview 1,028,207 44.0% 

Sufficient partial interview 216,875 9.3% 

Count complete interview 6,889 0.3% 

Refusals 201,385 8.6% 

No Va lid Telephone Number 562,049 24.0% 

Other Non-Interviews 323,015 13.8% 

No contact after 12 call attempts 59,459 2.5% 

Contact m ade but inco mple te after 12 callb ack attemp ts 9,834 0.4% 

Ineligib le resp ond ent on ly 1,858 0.1% 

Contac t made, bu t interview incomp lete after < 12 ca llbacks* 8,927 0.4% 

No conta ct after < 12 c all attemp ts* 170,919 7.3% 

Case was never attempted* 72,018 3.1% 

* Interim non-interview codes can be misleading.  When we implemented phase two of the 

CEFU operation, any cases with an interim disposition codes were ‘reset’. These cases would 

have looked like newly delivered cases that were never attempted.  We lost all the history of 

these cases. Therefore, most, if not all of the cases which ended up with interim codes probably 

were attempted in the first phase of the CEFU operation some number of times. 

Source: CEFU evaluation HH level files - variable codecase 

Completed cases were ones in which we were able to get responses to all nine coverage probe 
questions to the respondent. Overall, 53.5 percent of all valid cases were completed. Within the 
complete cases, there were three categories. Most cases (44.0 percent) were fully complete. This 
means we got responses for every census data question for each person for whom we needed to 
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collect information. Partially completed cases had responses collected for some but not all of the 
data needed for persons for whom we needed to collect information. This could mean as few as 
one question was unanswered for one person or only two questions per person were answered. 
Sufficient partial cases made up 9.3 percent of the universe of cases. A case was considered 
count complete if for one or more of the persons for whom we wanted to collect information, we 
were unable to collect any information beyond name.  This occurred only in 0.3 percent of the 
cases. 

Looking at the rest of Table 18 we see that 46.5 percent of all selected cases were not completed. 
The main reason for cases not being completed was our inability to get valid telephone numbers. 
In 24.0 percent of all CEFU cases, we neither captured a valid telephone number from the mail 
back Census form nor were we able to obtain a valid telephone number from the telephone 
appending service subcontracted by EDS. Research needs to be done to find better ways of 
ensuring we have a valid telephone number available to use for followup operations. This may 
be by doing a better job obtaining missing or invalid telephone numbers for future telephone 
followup operations or by improving the likelihood we collect a valid telephone number from the 
respondent in the first place. 

Refusals were 8.6 percent of all cases. In these cases, we did contact an eligible respondent and 
that person refused to respond to our followup. This could have occurred initially or after 
answering some of the followup questions. At minimum, a respondent must have answered all 
of the questions through the nine coverage probe questions for the interview to be considered 
complete. We did not plan a refusal conversion operation during this operation. Research 
should be done into reasons for followup refusals so we can have more completed cases during 
future telephone followup operations. 

Nearly 14 percent of cases were other non-interviews. When phase one of the coverage edit 
followup operation was concluded on July 30, 2000, most of the still incomplete cases were reset 
to a disposition of 99, indicating that they had never been attempted. Because phase two was not 
planned for from the start, we were unable to retain dispositions for incomplete cases prior to 
phase two. Due to limited development time, compromises were necessary to allow us to 
increase our completion rate by implementing phase two. 

These non-interview cases were included in phase two of the CEFU operation. This means these 
reset cases could have been called as many as twenty-three times (a callback scheduled on the 
eleventh contact attempt, followed by 12 call back attempts) , or never called at all, prior to the 
start of phase two. They could have already been refused. Or, it may have been that a callback 
was needed in Spanish (language difficulty cases for languages other than Spanish, including one 
of the four Asian languages, were not reset). Therefore, little should be concluded based on the 
differences between the different non-interview dispositions. 

It is clear that we were unable to complete the interview before the end of phase two for the 
non-interview cases. For most of these cases, we did not make the maximum number of call 
attempts during phase two (although more calls may have been made for these cases during phase 
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one). This included cases where there was no contact after less than twelve call attempts 
(7.3 percent), where contact was made, but the interview was incomplete after less than twelve 
call back attempts (0.4 percent), where the case was never attempted (3.1 percent), and when 
only ineligible respondent were reached (0.1 percent). In about three percent of the cases, we did 
make the maximum number of call attempts during phase two and were still unable to complete 
the interview. In this situation, either there was no contact after a full twelve call attempts 
(2.5 percent) or that contact was made but the interview was incomplete after a full twelve call 
attempts (0.4 percent). 

4.2.5. Completion rate verses response rate 

There are several ways to define a completion rate for the CEFU operation. One way is to 
compare the number of cases we were successful with to the total number of eligible cases we 
chose for the CEFU universe. This follows one of the response rate definitions issued by the 
American Association of Public Opinion Research (AAPOR). It is defined as the number of 
complete interviews, including partial interviews, divided by the number of interviews (complete 
and partial) plus non-interviews (all non-interviews including refusals) plus all cases of unknown 
eligibility (cases with no valid telephone number). This minimum response rate is contained 
back in Table 18 and indicates a response rate of 53.5 percent. 

This rate is appropriate if one was considering how successful we were getting additional 
information from all the cases we wanted to follow up. This rate considers cases we were unable 
to reach by telephone, for any reason, as nonrespondents.  As we think about possible CEFU 
operations in future Decennial Censuses, this rate allows us to focus on both the effectiveness of 
completing cases as well as the appropriateness of the methods we chose to try and complete 
them. 

Another way is to look at this is by removing cases of unknown eligibility from the denominator. 
To do this, we need to either estimate what proportion of cases of unknown eligibility (cases with 
a disposition of ‘no valid telephone’) are actually eligible or assume they are all ineligible. 
Doing this allows us to include just the cases where a telephone contact was possible in our 
calculations. The AAPOR also defines this type of rate. Such a rate is focused more on the 
effectiveness of our CEFU operation in completing cases that were actually possible to contact 
by telephone. The maximum value would be calculated if we assumed that all cases of unknown 
eligibility are ineligible. This maximum response rate, calculated according to AAPOR 
standards, is 70.5 percent . 

This rate is much higher than the first rate but it is ignoring the fact that by choosing to make this 
a telephone only operation with no field followup, we made it impossible to interview a 
substantial portion of the universe (24.0 percent). In the future, we should consider ways to 
make it possible to reach the types of households we were unable to reach during the CEFU 
operation during Census 2000. Possible improvements may include improving methods at 
obtaining valid telephone numbers and/or conducting a field followup operation for cases we 
cannot reach by telephone. 
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4.2.6.	 Some differences by edit failure type - large household followup cases verses count 

discrepancy followup cases 

There were some differences in the final disposition distribution between count discrepancy cases 
and large household cases. Table 19 shows that large household cases (57.4 percent) were more 
likely to be completed than count discrepancy cases (48.5 percent). These count discrepancy 
cases were almost twice as likely to result in a refusal (11.2 percent) than the large household 
cases (6.7 percent). 

Table 19.	 Number and percent of coverage edit followup cases by disposition category 
by edit failure type 

All cases Count Discrepancy Large House hold 

Number  Percent Number Percent Number Percent 

Total Number of Cases 2,338,420 100.0% 1,005,642 100.0% 1,332,778 100.0% 

Total Complete Cases 1,251,971 53.5% 487,265 48.5% 764,706 57.4% 

Refusals 201,385 8.6% 112,522 11.2% 88,863 6.7% 

Total Non-Interviews 323,015 13.8% 127,074 12.6% 195,941 14.7% 

No V alid Telephone 

Number 562,049 24.0% 278,781 27.7% 283,268 21.3% 

Source: CEFU evaluation HH level files - variable codecase 

Table 20 shows the disposition rates by type of Census form submitted. Short forms and long 
forms, which make up over 99 percent of all cases, had nearly the same distribution of outcomes 
for the total and by edit failure type. The CEFU cases originally submitted over the Internet were 
more likely to result in a non-interview case than cases submitted on a short or long form. Also, 
respondents in large households who submitted their Census 2000 form over the Internet were 
much more likely to have reported valid telephone numbers or at least likely to be found in the 
telephone appending operation. 
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Table 20.	 Percent of coverage edit followup completed cases by 

disposition category and type of census form submitted 

Form Type of Census 2000 Form 

Count Discrepancy Cases 

Total Complete Cases 

Refusals 

Total Non-Interviews 

No Valid Telephone Number 

Large Household Cases 

Total Complete Cases 

Refusals 

Total Non-Interviews 

No Valid Telephone Number 

Short Long Be 

Forms Forms Internet Counted 

47.8% 50.1% 46.4% n/a 

11.4% 10.8% 8.8% n/a 

12.6% 12.6% 21.6% n/a 

28.2% 26.6% 23.1% n/a 

57.2% 59.4% 58.0% 45.4% 

6.8% 5.3% 6.2% 10.5% 

14.9% 12.9% 23.8% 19.9% 

21.1% 22.4% 12.1% 24.2% 

Source: CEFU evaluation HH level files - variable codecase 

One interesting note: there were concerns that the length of the CEFU interview, as well as the 
repetition of the nine coverage questions, would lead to a high refusal rate and hurt the 
completion rate. By this reasoning, we might expect that long form cases, which on average took 
longer than short form cases, would have lower completion rates and higher refusal rates than for 
short forms. As shown in Table 20, long forms for both large household cases and count 
discrepancy cases had higher completion rates and lower refusal rates than short forms. 

Upon further reflection, when we began the CEFU operation, we did not conduct followup 
interviews with long form cases. This was both by design and necessity. We believed that 
allowing the interviewers to begin by conducting only the shorter, simpler short form interviews 
would allow them to become proficient with the screener questions and short form questions 
before tasking them with the longer and more difficult long form. 

Additionally, at the start of the operation, the long form instrument had not been completely 
tested. When it was ready, we only allowed the five call centers with the best performance 
conducting short form cases to conduct CEFU for long form cases. At that point, the telephone 
interviewers at these five call centers had experience with the CEFU followup interview, 
including the coverage probes and the short form questions to collect person data. This indicates 
that the experience of the telephone interviewers and of the call centers with this program was 
much more important to an increased completion and a decreased refusal rate than the length of 
the followup interview.  Also, the strategy of starting with only the short form interviews seems 
to have been successful. 
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4.2.7. Big differences by language of form 

Respondents for Census 2000 had several choices of the language of the form they submitted to 
the Census Bureau. While the vast majority used an English language form, there were also 
forms available in Spanish and several Asian languages. There were two versions of the form in 
English and in Spanish - one for households in the United States (U.S.) and the other for those in 
Puerto Rico. Additionally, versions of the form were available in four Asian languages: Chinese, 
Korean, Tagalog, and Vietnamese.  Table 21 shows the number of CEFU cases by the language 
of the Census 2000 form the respondent submitted. 

Table 21.	 Number of coverage edit followup cases by disposition category and 
language of census form 

Language of Forms 

Asian 

English English Spanish Spanish language 

Number of Cases All Forms (US) (PR) (US) (PR) Forms 

All CE FU Case s 2,338,420 2,164,509 52 134,791 34,526 4,542 

Count Discrepancy Cases  1,005,642 966,660 25 20,925 16,621 1,411 

Large Household Cases 1,332,778 1,197,849 27 113,866 17,905 3,131 

Source: CEFU evaluation HH level files 

Table 22 shows the distribution of disposition categories by language of census form. Forms 
submitted in both English and Spanish from Puerto Rico were much less likely to be completed 
compared to forms from the U.S. This was due primarily to our inability to obtain valid 
telephone numbers for almost sixty percent of the cases from Puerto Rico. While Spanish forms 
for U.S. responses had a rate of invalid telephone numbers of 19.5 percent, Spanish forms for 
responses from Puerto Rico had a rate of 58.3 percent. Also, English forms for U.S. responses 
had a rate of invalid telephone numbers of 23.8 percent compared to 59.6 percent of Spanish 
forms for responses from Puerto Rico. 

The inability to get telephone numbers in Puerto Rico is related to the quality of the address list 
in Puerto Rico. During the address list development process, the addresses in Puerto Rico were 
location description types of addresses. This may have caused problems with getting the 
telephone number. It is also possible that a lower percent of Puerto Rican households have 
telephones than households in the U.S.. 

Also, non-English forms, including all forms submitted in Spanish as well as those in any of the 
four Asian languages (Chinese, Korean, Tagalog, and Vietnamese) were much less likely to 
result in refusals than English forms. 
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Table 22.	 Percent of coverage edit followup cases by disposition category and 
language of census form 

Percent of Forms by Language 

Asian 
Per cent o f Cov erage Edit All English English Spanish Spanish Language 

Followup Cases Forms (US) (PR) (US) (PR) Forms 

Total cases 

Tota l Com plete C ases 53.5% 53.3% 23.1% 62.3% 31.7% 52.8% 

Refu sals 8.6% 9.0% 7.7% 3.9% 1.2% 1.4% 

Tota l Non -Interview s 13.9% 13.8% 9.6% 14.3% 8.8% 17.2% 

No Va lid Telephone Number 24.0% 23.8% 59.6% 19.5% 58.3% 28.5% 

Count Discrepancy Cases 

Total Complete Cases 48.5% 48.7% 24.0% 54.2% 27.8% 52.4% 

Refusals 11.2% 11.5% 4.0% 4.2% 1.4% 1.6% 

To tal Non-Interview s 12.6% 12.6% 8.0% 15.5% 9.4% 16.8% 

No Valid Telephone Number 27.7% 27.2% 64.0% 26.2% 61.4% 29.3% 

Large Household Followup Cases 

Total Complete Cases 57.4% 57.1% 22.2% 63.8% 35.2% 53.0% 

Refusals 6.7% 7.0% 11.1% 3.8% 1.1% 1.3% 

Total Non-Interviews 14.7% 14.9% 11.1% 14.1% 8.3% 17.4% 

No Valid Telephone Number 21.3% 21.0% 55.6% 18.3% 55.4% 28.3% 

Source: CEFU evaluation HH level files 
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4.3. Were we successful improving coverage? 

The CEFU was designed to improve the within household coverage of a select universe of cases 
by probing the respondent to ensure that the household roster was correct. In 81.4 percent of all 
completed cases, no changes were made to the roster that was provided by the respondent on 
their mail back form. However, by reviewing the roster with the respondent and asking our nine 
probes questions, we increased our confidence in the accuracy of these 1,019,194 forms where no 
changes were made to the roster. 

The other 232,777 completed cases (18.6 percent) involved roster changes. This involved some 
combination of adding and/or removing names. Name adds were appended to the end of the 
roster as listed on the respondent’s mailback form. Names were removed from the roster both to 
persons who were not residents of the household (deletes) as well as names which represent the 
same person as another name on the roster (duplicates). 

All of the name adds, deletes, or duplicates were done either in response to a specific coverage 
probe or through the interrupt functionality of the instrument. Each question targets a specific 
group of people we know we have difficulty enumerating correctly. These questions can be 
found in Appendix A. 

4.3.1. What was the net coverage gain by person? 

The net coverage gain is determined by taking the number of persons added during CEFU and 
subtracting the number of persons removed from a household roster during CEFU. 

Table 23 shows the number of roster name corrections due to adds, deletes, or duplicates. The 
CEFU operation actually resulted in a net loss of 105,199 persons compared to the originally 
completed Census self response forms. However, while the net improvement to the census from 
the CEFU operation was a decrease in the population, it did improve the accuracy of Census 
2000. The CEFU ensured that 410,565 people who would have been counted in the wrong place 
or not at all were counted in the correct household. 
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Table 23. Number of roster name corrections 

- names added, deleted, or removed as 

duplicates - by method of removal 

Adds 

Deletes 

Duplicates 

Number of Persons with 

Corrected Roster Status 

Net Coverage Gain 

Number of 

CEFU 

Persons 

152,683 

207,182 

50,700 

410,565 

(105,199) 

4.3.2. Multiple adds, deletes and duplicates in one case 

Respondents were able to add, delete, or indicate the presence of a duplicate for one or more 
persons during the CEFU interview. Most often, no changes were made. However, when 
changes were made, sometimes multiple changes were made. Table 24 shows the distribution of 
completed cases by the number of person adds by edit failure case type. In 8.5 percent of 
completed cases there were one or more persons added to the household roster during the 
followup. Count discrepancy cases (12.3 percent) were more than twice as likely to have added a 
person to the household roster as large household cases (6.0 percent). 
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Table 24.	 Distribution of completed cases by the number of person adds by 
completed edit failure case type 

Adds Per Case 

Total Number of Cases 

0 Adds 

One or More Adds 

1 Add 

2 Adds 

3 Adds 

4 Adds 

5+ Adds 

Edit Failure Type 

Completed Cases Count Discrepancy Large Household 

Number  Percent Number  Percent Number Percent 

1,251,971 100.0% 487,265 100.0% 764,706 100.0% 

1,145,754 91.5% 427,266 87.7% 718,488 94.0% 

106,217 8.5% 59,999 12.3% 46,218 6.0% 

76,936 6.1% 45,170 9.3% 31,766 4.2% 

16,564 1.3% 8,780 1.8% 7,784 1.0% 

6,557 0.5% 3,612 0.7% 2,945 0.4% 

3,143 0.3% 1,547 0.3% 1,596 0.2% 

3,017 0.2% 890 0.2% 2,127 0.3% 

Source: CEFU evaluation HH level files - variable cadd 

Tables C1 and C2 in Appendix C show the number of cases with at least one added person 
broken out by the two edit failure reasons (count discrepancy and large household) and their 
subcategories. The two large household categories, large household and possible large 
household, behave very similarly. However, there is a big difference when we look in Table C1 
in Appendix C at the person add rates for the two count discrepancy categories - high data 
defined person count (HDDP) and low data defined person count (LDDP). LDDP count 
discrepancy cases were about six times as likely (27.5 percent to 4.5 percent) to have a person 
added during the CEFU than HDDP count discrepancy cases. 

Table 25 shows that about ten percent of all cases had one or more persons deleted from the 
household roster during the followup. Again, we see that changes were much more likely for 
count discrepancy cases (16.0 percent) than for large household cases (6.5 percent). These 
deletes corrected the roster for 127,121 households. 
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Table 25.	 Distribution of completed cases by the number of person deletes by 
completed edit failure case type 

Deletes Per Case 

Total Number of Cases 

No Deletes 

One or More Deletes 

1 Delete 

2 Deletes 

3 Deletes 

4 Deletes 

5+ Deletes 

Edit Failure Type 

Completed Cases Count Discrepancy Large Household 

Number Percent Number Percent Number  Percent 

1,251,971 100.0% 487,265 100.0% 764,706 100.0% 

1,124,850 89.8% 409,517 84.0% 715,333 93.5% 

127,121 10.2% 77,748 16.0% 49,373 6.5% 

91,773 7.3% 59,298 12.2% 32,475 4.2% 

17,417 1.4% 10,262 2.1% 7,155 0.9% 

6,017 0.5% 3,141 0.6% 2,876 0.4% 

4,366 0.4% 2,164 0.4% 2,202 0.3% 

7,548 0.6% 2,883 0.6% 4,665 0.6% 

Source: CEFU evaluation HH level files - variable cdup 

Tables D1 and D2 in Appendix D show the number of cases with at least one deleted person 
broken out by the two edit failure reasons (count discrepancy and large household) and their 
subcategories. In Table D1, we see that completed possible large household cases were slightly 
more likely to have at least one person deleted as the completed large household cases. Table D2 
shows the person delete rates for the two count discrepancy categories - high data defined person 
count (HDDP) and low data defined person count (LDDP). The HDDP count discrepancy cases 
were twice as likely (19.2 percent to 9.6 percent) to have a person deleted during the CEFU than 
LDDP count discrepancy cases. 

Overall, just 2.2 percent of cases contained a name identified as a duplicate. Table 26 shows 
how often a case contained a name that was deleted from the roster because the respondent 
realized that it represented the same person that another name on the roster represented. These 
are really just a special kind of name delete. This was over five times as likely to occur in a 
count discrepancy case than in a large household case. 
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Table 26.	 Distribution of completed cases by the number of person duplicates by 
completed edit failure case type 

Duplicates per case 

Total number of cases 

0 


1 or more names


1


2 


3 


4 


5+ 


Edit failure type 

Completed cases Count Discrepancy Large Household 

# percent # percent # percent 

1,251,971 100.0% 487,265 100.0% 764,706 100.0% 

1,224,649 97.8% 466,308 95.7% 758,341 99.2% 

27,322 2.2% 20,957 4.3% 6,365 0.8% 

18,925 1.5% 15,475 3.2% 3,450 0.5% 

2,937 0.2% 2,327 0.5% 610 0.1% 

1,452 0.1% 1,089 0.2% 363 0.1% 

1,430 0.1% 938 0.2% 492 0.1% 

2,578 0.2% 1,128 0.2% 1,450 0.2% 

Source: CEFU evaluation HH level files - variable cdup 

Tables E1 and E2 in Appendix E show the number of cases with at least one duplicated person 
broken out by the two edit failure reasons (count discrepancy and large household) and their 
subcategories. In Table E1, we see that completed possible large household cases were twice as 
likely to have at least one person removed as a duplicate as for the completed large household 
cases.  Table E2 shows the person duplicate rates for the two count discrepancy categories - high 
data defined person count (HDDP) and low data defined person count (LDDP). The HDDP 
count discrepancy cases were about three times as likely (5.6 percent to 1.8 percent) to have a 
person removed as a duplicate than LDDP count discrepancy cases. 

The instrument also allowed a name that was added to later be deleted. This could have been due 
to one of the four specific delete probe questions or through the interrupt option. Overall, 6,913 
names were added and then deleted. This represents 3.3 percent of all deletes. The rest of the 
deleted names were originally data defined persons or names on the continuation roster from the 
originally submitted Census 2000 form. 

Almost two percent of the completed cases had names both added and deleted. More than half of 
those had one add and one delete. 
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4.3.3.  What happened to cases that were not completed? 

Almost half of all CEFU cases were not completed. This may have occurred because we chose 
not to attempt the case (see section 4.1.7), because we reached the limit on the number of 
attempts we made (see section 4.2.2), or because we were unable to complete an active case 
before the end of the CEFU operation. 

CEFU cases that were not completed were processed like other cases that were not selected for 
CEFU. The final population count for these cases was determined in the census process called 
the Primary Selection Algorithm (PSA). This process looks at all census forms returned for a 
housing unit and selects person and housing unit data from these returns. 

Prior to the PSA, The Decennial Response File (DRF) creation process linked related census 
forms into census returns and set an expected household return population count for each census 
return.  This count represented the expected household size for each census return. This 
expected count is not the final household size. It was an intermediate count that reflects the 
maximum possible count for each census form. When PSA selects a census return, the expected 
return population count set in this pre-PSA DRF2 process usually is the final household size for 
the census return. For the purposes of this study, the expected household size is computed basis 
of a single return and is computed in a manner consistent with PSA computation of the return 
level expect household size. 

According to these processes, large household cases (household size greater than six) that were 
not completed during CEFU kept the household size indicated by the sum of the number of data 
defined persons captured from the form and the number of names on the continuation roster. 
This was done in order to not exaggerate household size with a respondent reported household 
size that was exceptionally large compared to the number of persons listed on the return. The 
impact of this methodology as applied to CEFU cases that were not completed appears to be 
minimal. 

Count discrepancy cases that were not completed during CEFU also went through this process, 
but the final household size was not determined the same way. In almost all cases, the maximum 
of the respondent reported household size and the number of data defined persons was assigned 
as the expected household size. However, this method was not uniformly successful in 
mimicking the final household size as determined by CEFU for both kinds of count discrepancy 
cases. 

Count discrepancy cases where there were fewer data defined persons than the reported 
household size (or low data defined persons (LDDP)) were one type. For LDDP cases CEFU did 
complete, there were added persons only about a quarter of the time. For LDDP cases CEFU did 
not complete, the algorithm assigned the final household count using the maximum count - in 
this case the respondent reported household size - essentially adding people to the number of data 
defined persons every time. Assuming the cases that were not completed were behaving 
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similarly to those that were completed, we assigned the ‘wrong’ count 75 percent of the time. 
This resulted in a larger household size. 

Count discrepancy cases where there were more data defined persons than the reported household 
size (or high data defined persons (HDDP)) were the other type. For HDDP cases CEFU did 
complete, there were deleted persons only about a quarter of the time. For HDDP cases CEFU 
did not complete, the algorithm assigned the household count using the maximum count, in this 
case the number of data defined persons on the form - essentially not deleting anyone. Assuming 
the cases that were not completed were behaving similarly to those that were completed, we 
assigned the ‘wrong’ count 25 percent of the time. This resulted in a larger household size. 

This process of determining a household size for cases that were not completed during CEFU did 
not make an attempt to mimic the results of CEFU cases that were able to be completed. In the 
future, we should consider ways to increase the completion rate for CEFU cases to minimize the 
impact of assigning a final household size without additional information. We should also 
consider a new algorithm to assign a final household size for count discrepancy cases chosen for 
CEFU but not completed. This new method should more closely mimic the results for completed 
count discrepancy cases than the current method does. 

4.4. What were other characteristics of the interview process? 

The coverage edit followup instrument was effective in its two main objectives: correcting 
incorrect rosters and collecting person data. However, some desired functionality was not 
available. Unfortunately, CEFU was not developed as a proposal for Census 2000 until after the 
dress rehearsal in an effort to address coverage concerns. Therefore, we did not have the 
opportunity to test and improve the operation by conducting it in a census-type environment prior 
to Census 2000. 

Both CEFU types, count discrepancies and large household cases, used the same strategy and 
procedures when contacting a household.  This section will analyze several aspects of the CEFU 
instrument. We will discuss the effectiveness of the coverage probes, roster changes, and person 
data collection. 

4.4.1. Add probes 

Each respondent was asked five coverage probes designed to ensure consideration of several 
types of persons who may have been left off their household roster. In addition, respondents had 
the option to interrupt the interview to make further additions to the roster. Table 27 shows the 
number and percent of names added to the roster by each coverage probe. A total of 152,683 
persons were added to the household roster during the CEFU followup. More than half 
(54.7 percent) were added through the interrupt function. This accounted for 83,497 persons who 
were added to the roster of the appropriate household. We did not record any details about the 
reasons for these interruption adds during the interview. 
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The specific coverage probes targeting children and relatives were most successful, with 33,246 
children and 17,088 relatives added during the CEFU interview. Probes targeting non relatives, 
persons staying temporarily or in the process of moving, and with a second residence were less 
successful, adding 10,442, 3,440, and 4,436 persons respectively. A small number of added 
persons, 534, were missing information on the evaluation file as to method of their addition. 

Table 27.	 Number and overall percent of names 

added to the roster by coverage probe 

Added Persons 

Number Percent 

Total number of added persons 

Children


Relatives


Non Relatives


Temp Residents / Movers


Second Residence


Interruptions


Undesignated Adds


152,683 100.0% 

33,246 21.8% 

17,088 11.2% 

10,442 6.8% 

3,440 2.3% 

4,436 2.9% 

83,497 54.7% 

534 0.4% 

Source: CEFU evaluation person level files 

Following the Flow in Each Probe 

Each of the add coverage probes had a similar three step flow - starting more broadly and then 
narrowing down the scope before confirming the addition of a name to the roster. Tables C3 -
C13 (odd numbers) in Appendix C of this report show how often a complete case made it 
through each of the three steps of each coverage probe. There are separate tables for each of the 
five add probe questions as well as the add interrupt option. The data presented in these tables 
are limited to the 1,251,971 completed CEFU interviews. For a case to be considered complete, 
all of the nine coverage probe questions must have been asked and answered by the respondent. 
Also, there is an ordering effect present since the questions were always asked in the same order. 

To begin the process of asking the coverage probes, the household roster as listed on the 
mailback form was read to the respondent. Then the coverage probes were asked one at a time. 
In the first step, the interviewer asked if a person with particular characteristics (child, roommate, 
and so forth.) was living or staying there around the beginning of April and was not included on 
that roster. The tables show how often this happened. 

If the respondent said ‘no’, the interviewer moved on to the next coverage probe. If ‘yes’, the 
second step for the probe was to ask for that person’s name. If a name was offered by the 
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respondent, the interviewer reviewed the roster to determine if the same or a similar name was 
already listed. If necessary, the interviewer verified with the respondent that the similar names 
represent different persons. If the interviewer determined that the respondent believed the name 
was not already on the roster, the name was entered into the followup interview instrument. The 
tables show how likely a name was entered after a respondent answered ‘yes’ to the coverage 
probe. 

If a name was entered, we moved on to the third step. In the third step, we confirmed with the 
respondent that this person “was living or staying there most of the time as of April 1”. This 
step explicitly informs the respondent about the residency rule.  The tables show how likely a 
name was actually added to the roster after a name was entered in step two. This multi stage 
approach allowed the respondent to consider more possible residents while we defined the 
complete residency criteria within the final confirmation step. 

In addition, the respondent could interrupt the interview at any point to add names to the 
household roster. Telephone interviewers would select the interrupt option and indicate that the 
respondent wants to add a person’s name to the roster. The interviewer was directed to question 
the respondent about the reason for adding this person. The interviewer, based on their 
knowledge of the Census residence rules, was to determine if the person should indeed be added. 
Upon the completion of this action, the interview is resumed where it left off. 

Comparing Across the Probes 

Tables C4 - C14 (even numbered only) in Appendix C of this report contain the same 
information on each of the coverage probes broken out by edit failure reason. What the variety 
of rates across coverage probe and edit failure reason shows is that these differences lead to very 
different likelihoods of a name actually being added to the roster. This may indicate that some of 
our residence rules are more intuitive to the respondents than others or that the coverage probes 
were not uniformly effective at presenting the residence rules. 

Looking across the five add questions, those responding ‘yes’ to adding a person varied from 
2.6 percent (questions 1 about children) to 0.7 percent (both question 4 about people temporarily 
away or moving and question 5 about people with no other permanent place to stay). Of those 
responding ‘yes’, the likelihood of a name being offered by the respondent varied from 
87.7 percent of the time (question 2 about relatives) to 63.6 percent of the time (question 5 about 
people with no other permanent place to stay). Finally, of those cases where a name was given, 
the likelihood of a person actually being added varied from 87.0 percent (question 2 about 
relatives) to 51.0 percent (question 4 about people temporarily away or moving). 

The interrupt option had the greatest impact on adding persons during the CEFU interviews. The 
flow of this option varied from the add coverage probes in that it was only a two step process. 
The interviewer selected the interrupt option to add a person in 5.2 percent of the cases. In 
97.7 percent of the cases where the interrupt option was selected to add a person there was an 
actual person added. 
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Added Persons by Edit Failure Reason 

Table 28 shows the percent of complete cases with added persons broken down by probe 
question and edit failure reason. Here we see several interesting differences. The two types of 
large household cases were very similar in the likelihood of adding names from any one of the 
probes questions. However, the two types of count discrepancy cases were quite different. 

Count discrepancy cases that resulted from the count of data defined persons exceeding the 
respondent-reported household size, known as high data defined person cases (HDDP), were 
about half as likely to add a person as the overall percentage for all cases. This relationship holds 
for all five add questions as well as the interrupt add option. This seems to make sense. These 
cases often had the correct number of data defined persons already on the form, with the 
respondent-reported household size being too low, or had one or more incorrect data defined 
persons that were deleted during CEFU, with the respondent-reported household size being 
correct. 

Count discrepancy cases that resulted from the respondent-reported household size exceeding the 
count of data defined persons, known as low data defined person cases (LDDP), were two to four 
times as likely to add a person as the overall percentage for all cases for all probes except the one 
concerning persons temporarily away. This also seems to make sense. If the respondent-reported 
household size was actually the correct household size, then names had to be added to the roster 
during CEFU. 

Table 28. Percent of complete cases with adds by probe question and edit failure reason 

Percent of Completed Cases 

Count Discrepancy Large House hold 

All 

Comple te 

Question Cases HDDP LDDP De finite Po ssible 

#1 Children 1.81% 0.82% 5.32% 1.46% 1.64% 

#2 Relatives 1.06% 0.50% 2.22% 1.05% 1.07% 

#3 Non relatives 0.68% 0.39% 1.66% 0.59% 0.72% 

#4 Persons temporarily away 0.25% 0.12% 0.30% 0.29% 0.34% 

#5 Persons with no other 

permanent Place to Stay 0.29% 0.17% 0.46% 0.31% 0.36% 

Interruption option 5.05% 2.87% 19.15% 2.92% 3.10% 

Tota ls* 8.48% 4.54% 27.53% 6.02% 6.69% 

HDD P - high count of data defined persons compared to the reported household size 

LDDP - low count of data defined persons compared to the reported household size 

* The totals include the 534 added persons for which the probe was not recorded.  Columns do 

not sum because some cases had multiple adds due to different probes. 
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4.4.2.  Delete probes 

Each of the delete coverage probes had a three step flow, similar to that of the add coverage 
probes. Table 29 shows the number and percent of names deleted from the roster by each 
coverage probe. A total of 207,182 persons were deleted from household rosters during the 
CEFU followup. More than three quarters were deleted through the interrupt function. This 
accounted for 164,368 persons who were removed from the roster of a household where they did 
not belong. We assume that this was usually done after the initial reading of the roster to the 
respondent. 

The specific coverage probes targeting college students and persons with a second residence were 
most successful. The CEFU removed 19,103 college students and 16,255 persons with another 
residence where they lived or stayed most of the time. The two probes about members of the 
military and about persons in institutions such as prison, jail, mental hospitals or nursing homes, 
were less successful. Only 2,022 military members and 5,165 persons in institutions were 
removed from household rosters during CEFU. 

Table 29. Number and overall percent of names 

deleted from the roster by coverage probe 

Deleted Persons 

Number Percent 

Total number of deleted persons 207,182 100.0% 

College Studen ts 19,103 9.2% 

M ilitary 2,022 1.0% 

Institution 5,165 2.5% 

Second Residence 16,255 7.9% 

Interruptions 164,368 79.3% 

Undesignated Deletes 269 0.1% 

Comparing Across the Probes 

Tables D3 - D11 (odd numbers) in Appendix D of this report analyze the effectiveness of each of 
the four delete probe questions as well as the delete interrupt option at removing persons from 
the respondent-reported household roster. The data presented in these tables are limited to the 
1,251,971 completed CEFU interviews. For a case to be considered complete, all of the nine 
coverage probe questions must have been asked and answered by the respondent. Also, there is 
an ordering effect present since the questions were always asked in the same order. 

Tables D4 - D12 (even numbers) in Appendix D of this report contain the same information on 
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the first four delete probes and delete interrupt option, respectively, broken out by edit failure 
reason. 

Looking across the four delete questions, those responding ‘yes’ varied from 2.8 percent 
(question 9 about having another residence) to 0.5 percent (question 7 about military members). 
Of those responding ‘yes’, the likelihood of a name being offered by the respondent varied from 
81.3 percent of the time (question 9 about having another residence) to 73.2 percent of the time 
(question 7 about military members). Finally, of those cases where a name was given, the 
likelihood of a person actually being deleted varied from 81.8 percent (question 8 about 
institutions) to 40.7 percent (question 9 about having another residence). 

The interrupt option had the greatest impact on deleting persons during the CEFU interviews. 
The flow of this option varied from the delete coverage probes in that it was only a two step 
process. The interviewer selected the interrupt option to delete a person in 8.2 percent of the 
cases. In 92.6 percent of the cases where the interrupt option was selected to delete a person 
there was an actual person deleted. 

Deleted Persons by Edit Failure Reason 

Table 30 looks at the percentage of complete cases with deleted persons broken down by probe 
question and edit failure reason. Here we see several interesting differences. The two types of 
large household cases were mostly similar in the likelihood of deleting names from any one of 
the probes questions. However, the two types of count discrepancy cases were quite different. 

Count discrepancy cases that resulted from the count of data defined persons exceeding the 
respondent-reported household size, known as high data defined person cases (HDDP), were 
more likely to delete a person than the overall percentage for all cases. This relationship holds 
for all four delete questions as well as the interrupt delete option. This seems to make sense. 
These cases usually had the correct number of data defined persons already on the form, with the 
respondent-reported household size being too low, or had one or more incorrect data defined 
persons that were deleted during CEFU, with the respondent-reported household size being 
correct. 

Count discrepancy cases that resulted from the respondent-reported household size exceeding the 
count of data defined persons, known as low data defined person cases (LDDP), were about half 
as likely to delete a name from the household roster as the overall percentage for all cases. This 
also seems to make sense. These cases usually had too few data defined persons already on the 
form, with the respondent-reported household size being correct, leading to added persons, not 
deleting them. 
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Table 30. 	Percent of complete cases with deletes by probe question and 

edit failure reason 

Percent of Completed Cases 

Count Discrepancy Large House hold 

All Co mple te 

Question Cases HDDP LDDP De finite Po ssible 

#6 College Studen ts 1.32% 2.29% 0.64% 1.04% 1.44% 

#7 Military 0.15% 0.21% 0.10% 0.14% 0.16% 

#8 SP / GQ 0.38% 0.58% 0.20% 0.34% 0.34% 

#9 Second Residence 0.94% 1.46% 0.54% 0.80% 0.96% 

Interruption Option 7.55% 14.96% 8.21% 4.24% 5.26% 

Tota ls* 10.15% 19.23% 9.55% 6.39% 7.96% 

HDD P - high count of data defined persons compared to the reported household size 

LDDP - low count of data defined persons compared to the reported household size 

* The totals include the 269deleted persons for which the probe was not recorded.  Columns do not 

sum because some cases had multiple deletes due to different probes . 

4.4.3. Names removed from the roster as duplicates 

The functionality to remove a name from the household roster that represented the same person 
as another name on the roster was handled two ways. At any time during the interview, but most 
likely during the initial reading of the roster, the respondent could have interrupted the 
interviewer and indicated which names were duplicates. The other opportunity was at the end of 
the followup interview. The interviewer looked over the roster (without reading it to the 
respondent) and thought about whether there might be duplicate names. If so, they asked the 
respondent if there were duplicates. If so, any duplicate names were removed from the roster. 

In either case, there was only a one-step question flow. Once the respondent indicated that two 
or more names represented the same person, the telephone interviewer marked the name(s) to be 
removed. The interviewer was instructed to delete the name(s) for whom we were less likely to 
have already collected demographic data. The roster was then updated to reflect the removal of 
the duplicate(s). 

Table 31 shows the number and percent of names deleted from the roster which represent the 
same person as another roster name by method of removal. A total of 50,700 persons were 
removed from the household roster because they represented the same person listed elsewhere on 
the roster. More than three quarters were removed as duplicates through the interrupt function. 
The remainder were removed during the final roster review. 
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Table 31.	 Number and percent of names deleted from 

the roster which represent the same person 

as another roster name by method of removal 

Duplicated Persons 

Number Percent 

Total number of duplicated persons 50,700 100.0% 

During Final Roster Review 11,235 22.2% 

During Interruption 39,419 77.8% 

Undesignated Duplicates 46 0.1% 

Comparing the two duplicate methods 

Tables E3 and E5 in Appendix E of this report analyze the effectiveness of two ways of 
removing persons from the respondent-reported household roster that represent the same person 
as another name on the roster, broken out by edit failure reason. The data presented in these 
tables are limited to the 1,251,971 completed CEFU interviews. Tables E4 and E6 in Appendix 
E of this report contain the same information on the two ways of indicating a duplicate, broken 
out by edit failure reason. Overall, count discrepancy cases were more than twice as likely to 
indicate the presence of a duplicate on the household roster for both duplicate methods as cases 
for any other edit failure reason. 

Table 32 analyzes the effectiveness of two ways of removing persons from the respondent-
reported household roster that represent the same person as another name on the roster, broken 
out by probe method and edit failure reason. Count discrepancy cases that resulted from the 
count of data defined persons exceeding the respondent-reported household size, known as high 
data defined person cases (HDDP), were far more likely to indicate the presence of a duplicate on 
the household roster as cases for any other edit failure reason. 

Table 32.	 Percent of complete cases with duplicates by probe question and 

edit failure reason 

Percent of Completed Cases 

Count Discrepancy Large House hold 

All Co mple te 

Question Cases HDDP LDDP De finite Po ssible 

After Last Coverage Probe 1.79% 4.78% 1.41% 0.59% 1.32% 

Interruption Option 0.39% 0.81% 0.40% 0.21% 0.42% 

Totals 2.18% 5.58% 1.81% 0.79% 1.73% 

HDD P - high count of data defined persons compared to the reported household size 

LDDP - low count of data defined persons compared to the reported household size 
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4.4.4. Name edits 

The CEFU instrument allowed the correction of names on the roster to help the telephone 
interviewer conduct the followup interview. As prescribed by DSCMO, these corrected names 
were not returned to the Census Bureau and were not reflected in Census 2000. However, as you 
can see in Table 33, the telephone interviewer needed to change one or more names in almost 30 
percent of all completed CEFU cases. Data capture errors may have been the cause of many of 
these incorrect names. 

Table 33. Distribution of cases with name edits for completed edit failure cases 

All CEFU Cases 

Edit Failure Type


Count Discrepancy Large Household


Nam e Edits P er Case Number  Percent Numb er Percent Number  Percent 

Total Number of Cases 1,251,971 100.0% 487,265 100.0% 764,706 100.0% 

No Nam e Edits 878,150 70.1% 362,030 74.3% 516,120 67.5% 

One or M ore N ame Edits 373,821 29.9% 125,235 25.7% 248,586 32.5% 

Exactly 1 Name Edited 186,782 14.9% 72,751 14.9% 114,031 14.9% 

2 Names 91,105 7.3% 33,175 6.8% 57,930 7.6% 

3 Names 30,814 2.5% 7,987 1.6% 22,827 3.0% 

4 Names 22,846 1.8% 6,490 1.3% 16,356 2.1% 

>5 Names 42,274 3.4% 4,832 1.0% 37,442 4.9% 

Source: CEFU evaluation HH level files - variable edit 

Table 34 shows that large household cases were a little more likely to have needed names edited 
than count discrepancy cases. 

Table 34.	 Percent of complete cases with at least one name edit 

by edit failure reason 

Percent of Completed Cases 

All Co mple te 
Count Discrepancy Large House hold 

Cases HDDP LDDP De finite Po ssible 

One or M ore 

Na mes E dits 29.9% 24.8% 27.4% 32.6% 31.6% 

HDD P - high count of data defined persons compared to the reported household size 

LDDP - low count of data defined persons compared to the reported household size 
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4.4.5.	 Characteristics of the persons enumerated, deleted, or removed as duplicates in 

coverage edit followup 

The demographic profiles of persons on forms selected for CEFU varied in many ways from the 
overall population. The following section will look at the demographics for: 

• Persons added during the CEFU interview 

• Persons deleted during the CEFU interview or removed as duplicates. 

There were 152,683 persons added to household rosters and 257,882 persons removed from 
(deleted or removed as duplicates) through CEFU. For these persons, we will look at frequencies 
and percent by sex, age, race, and Hispanic Origin. Also, household tenure will be compared 
between households chosen for CEFU and the overall household universe. Tables G1-G5, in 
Appendix G of this report, compare the distributions for each of these attributes for persons 
added to or removed from (deleted or marked as duplicates) household rosters during the 
CEFU interview to persons in the overall Census 2000 population. Note that the data for persons 
in the overall Census population were based on edited data, while the data in this report for 
persons enumerated or removed during CEFU were based on unedited data. 

Tenure 

There is very little difference between the distribution of owners and renters from CEFU cases 
with added or removed persons compared to the overall Census population. 

Sex 

Persons added through CEFU were slightly more likely to be male than persons in the overall 
Census population. Persons removed from household rosters through CEFU were slightly more 
likely to be female than persons in the overall Census population. Therefore, in regard to sex, the 
added and removed respondents were very similar to the overall Census population. 

Age 

Persons added through CEFU were much more likely to be 0-24 years in age than persons in the 
overall Census population. This is important because younger persons have been traditionally 
undercounted in the Census. 

There were 257,882 persons removed through CEFU by deleting or being marked as duplicates. 
We had age data for less than half (96,209) of these persons. Those persons we had age data for 

were much more likely to be in the 15-24 or 85 and over age categories than persons in the 
overall Census population. 
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Race 

Persons added through CEFU were much more likely to have responded that they are Black, 
Native Hawaiian or other Pacific Islander, or some other race than persons in the overall Census 
population. This is important because minorities have been traditionally undercounted in the 
Census. 

Persons removed from household rosters through CEFU were more likely to be Black than 
persons in the overall Census population. 

Hispanic Origin 

Persons added through CEFU were much more likely to have responded that they are Hispanic 
than persons in the overall Census population. These added persons were more than three times 
as likely to be Mexican than the overall Census population. Persons responding as Other 
Spanish/Hispanic were almost twice as likely as the overall Census population. This is important 
because Hispanics have been traditionally undercounted in the Census. 

Persons removed from household rosters through CEFU were mostly similar to persons in the 
overall Census population. The only exception is that removed persons were twice as likely as 
the overall Census population to be Cuban. 

Additionally, there was a strong relationship between those who answered ‘Some other race’ to 
the race question and the results of the Hispanic Origin question. Almost 90 percent of those 
responding ‘other race’ also chose one of the Hispanic origin categories (the remaining 
10 percent responded ‘not Hispanic’ or did not answer the question). Of those responding 
Mexican or Other Spanish/Hispanic to the Hispanic origin question, more than half responded 
‘other race’ to the race question. Of those responding Puerto Rican to the Hispanic origin 
question, over 40 percent responded ‘other race’ to the race question. 

It appears that Hispanic respondents may be much more likely to answer ‘other race’ to the race 
question when asked over the telephone during the CEFU interview compared to Hispanics 
responding to race question on the paper mailback form for Census 2000. Because the race and 
Hispanic origin data used in this evaluation are unedited, direct comparisons with published 
Census 2000 results are not possible. Further research should be done to see if this relationship, 
and possible mode effect, exists on the paper form for Census 2000. 

4.4.6.	 What were the characteristics of the persons on the continuation rosters of large 

household cases? 

In addition to resolving count discrepancy cases, the other objective of the CEFU operation was 
to collect person data for persons on the continuation roster of large household cases. There were 
1,327,756 persons listed on the continuation roster of large household cases which we collected 
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demographic data for during CEFU. In addition, there were 60,729 persons listed on 
continuation rosters for count discrepancy cases which were not large households. 

The following section will only look at the demographics for persons enumerated during CEFU 
that were listed on the continuation roster of large household cases compared to persons in those 

same households that were data defined on the mail back Census form. 

For these persons, we will compare frequencies and percent by sex, age, race, and Hispanic 
Origin. Also, in Table H1, in the Appendix of this report, household tenure will be compared 
between households chosen for CEFU and the overall household universe. Tables H2-H5, in 
Appendix H of this report, compare the distributions for each of these attributes for persons on 
the continuation rosters of large household cases to two other universes. Both the persons on 
Census forms where data were provided as well as the overall Census 2000 population are 
provided for comparison. Note that the data for persons in the overall Census population were 
based on edited data, while the data for persons enumerated during CEFU were based on 
unedited data. 

For example, let’s think about a typical Census 2000 form representing a household with eight 
persons. The respondent would have provided demographic data for the first six persons listed 
on the form. The last two would only have their names listed on the continuation roster.  In 
Tables H2-H5, the first six persons in this household would be included in the column title “data 
defined persons from completed LHH cases (#1-6)”. The last two persons listed would be 
included in the column titled “Persons from LHH continuation rosters (#7-12).” 

Tenure 

Completed large household cases were more likely to be owners than the incomplete large 
household cases as well as the overall Census household population. 

Sex 

Persons listed on the continuation roster and enumerated during CEFU/LHHFU were slightly 
more likely to be male than persons in the overall Census population. Persons that were data 
defined on forms that were completed during CEFU/LHHFU were only slightly more likely to be 
male than persons in the overall Census population. 

Age 

Persons listed on the continuation roster and enumerated during CEFU/LHHFU were much more 
likely to be in the 0-14 age category than persons in the overall Census population. Persons that 
were data defined on forms that were completed during CEFU/LHHFU were much more likely to 
be in the 5-19 age category than persons in the overall Census population. 
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Race 

Persons listed on the continuation roster and enumerated during CEFU/LHHFU were much more 
likely to be reported as Some Other Race or Native Hawaiian or Other Pacific Islander than 
persons in the overall Census population. They were also much less likely to be reported as 
White. 

Persons that were data defined on forms that were completed during CEFU/LHHFU were much 
more likely to be reported as Black than persons in the overall Census population. They were 
also much less likely to be reported as Some Other Race. 

Of note: for completed LHHFU cases, data defined persons (#1-6) left the race question blank 
27 percent of the time, but the continuation roster persons associated with those forms only left 
race blank 8 percent of the time. Those seem to be reporting ‘Some other race’ much more than 
expected. The persons in these households are mostly Hispanic, specifically Mexican. 

Hispanic Origin 

Persons listed on the continuation roster and enumerated during CEFU/LHHFU were much more 
likely to have responded that they are Hispanic than persons in the overall Census population. 
This hold for all Hispanic Origin groups except Cuban and Puerto Rican. 

Persons that were data defined on forms that were completed during CEFU/LHHFU were much 
more likely to have responded that they are Hispanic than persons in the overall Census 
population. This also holds for all Hispanic Origin groups except Cuban and Puerto Rican. 

Additionally, there was a strong relationship between those who answered ‘other race’ to the race 
question and the results of the Hispanic Origin question. Over 90 percent of those persons listed 
on the continuation roster and enumerated during CEFU/LHHFU responding ‘other race’ 
(24.8 percent of continuation roster persons) also chose one of the Hispanic origin categories (the 
remaining 15 percent responded ‘not Hispanic’ or did not answer the question). Of those 
responding Mexican or Other Spanish/Hispanic to the Hispanic origin question, over 70 percent 
responded ‘other race’ to the race question. Of those responding Puerto Rican to the Hispanic 
origin question, over 40 percent responded ‘other race’ to the race question. 

Over 85 percent of those persons that were data defined on forms that were completed during 
CEFU/LHHFU responding ‘other race’ (0.6 percent of data defined persons) also chose one of 
the Hispanic origin categories (the remaining 15 percent responded ‘not Hispanic’ or did not 
answer the question). However, of those responding anything to the Hispanic origin question, 
less than two percent responded ‘other race’ to the race question.  More than half of those 
responding Mexican or Other Spanish/Hispanic, and over 405 of those responding Puerto Rican, 
left the race question blank when filling out their Census form. 

It appears that Hispanic respondents may be much more likely to answer ‘other race’ to the race 
question when asked over the telephone during the CEFU interview compared to Hispanics 
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responding to race question on the paper mailback form for Census 2000. Because the race and 
Hispanic origin data used in this evaluation are unedited, direct comparisons with published 
Census 2000 results are not possible. Further research should be done to see if this relationship, 
and possible mode effect, exists on the paper form for Census 2000. 

4.4.7. Characteristics of households without a valid telephone number 

Tables I1 - I3 in Appendix I show details about the household and householder (person 1 was 
usually the person who filled out the form) for CEFU households with a final disposition of ‘no 
valid telephone number’. It includes tenure of the housing unit and person demographic 
characteristics race and Hispanic origin, respectively, for the householder for cases where ‘no 
valid telephone number” was the final disposition. These tables contain comparisons to the 
overall CEFU universe and the Census 2000 population. Note that the data for persons in the 
overall Census population were based on edited data, while the data for householders without a 
valid telephone number in CEFU were based on unedited data. 

These CEFU households with a final disposition of ‘no valid telephone number’ were more 
likely to be households where the householder was a member of traditionally undercounted 
groups than those where we were able to get a valid telephone number. These cases were more 
likely to be renters, a traditionally undercounted group. The householder in these cases was more 
likely to be Black or American Indian, more likely to be of Hispanic Origin, and less likely to be 
white or Asian than persons within the CEFU universe of cases or the overall Census population. 

Since there was no field followup component of CEFU, cases with a final disposition of ‘no valid 
telephone number’ could be not completed. By all three of these measures (tenure, householder’s 
race and householder’s Hispanic origin), the type of cases we were unable to contact were more 
likely to be members of traditionally undercounted groups. If we were able to follow up on these 
cases, we could potentially have done more to address the differential undercount in Census 
2000. Therefore, for the next Census, we should consider conducting a field followup operation 
for cases where we are unable to obtain a valid telephone number. 

4.4.8. Length of calls 

The evaluation data for length of call were not correctly recorded. The contractor provided some 
information about call length for cases completed through July 31, 2000 - the end of the initial 
phase of CEFU. A sample of complete cases was taken by the contractor. Only cases that did 
not involve a callback were considered for this sample. Sample means, medians, and standard 
deviations were calculated for this sample of selected cases by the contractor. Table 35 shows 
the best information we have concerning length of calls. 

It appears that call length means were close to our stated estimates about the average length of a 
coverage edit followup call. However, these call lengths do not include cases where more than 
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one attempt was necessary to complete the case. About two thirds of all complete cases required 
more than one contact attempt and these time estimate do not represent any of those cases. 

Table 35. Central measures of interview length by edit failure type and form type 

Complete CEFU Cases Interviewed on the First 

Attempt 

Type of Form and 

Edit Failure Type 

Short Forms (SF, IDC, BCF) 

Count Discrepancy 

Large Household 

Long Forms 

Count Discrepancy 

Large Household 

Estimated Mean Median Total 

Interview Interview Interview Sample 

Length Length Length Selected 
(Minutes) 

5 4.7 4.0 86,528 

10 7.2 6.0 131,362 

5 6.3 4.0 38,193 

10 12.7 10.0 16,130 

4.4.9.  Telephone interviewer’s use of coverage edit followup instrument 

Telephone interviewer debriefings were conducted at two of the call centers after the operation 
was completed. A series of questions were asked to a mixed group of telephone interviewers and 
supervisors. Many concerns were raised on a number of issues, including: 

• the number and length of the coverage probes


• the requirement to only speak with person one or two


• training did not fully prepare telephone interviewers for live calls


• online frequently asked questions (FAQs) were not complete and were difficult to access


• lack of a clear understanding by the telephone interviewers about why CEFU was being 

conducted


• difficulty following the rules on verbatim reading of the questions


• respondent sensitivity to some questions, including those about race and Hispanic origin


• inability to redirect a call to a bilingual interviewer


• limitation to continue the interview only with the respondent who had requested a callback


Many of the suggested changes raised by the telephone interviewers may have made their 
interviewing go smoother. However, because we did not have time to implement and fully test 
all of these changes, we could not take the chance that the quality of the data we were collecting 
would be compromised. Simplifying the wording of the questions and coverage probes would 
have made the interview shorter and less redundant, but would not have aligned with the 
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residence rules for Census 2000. Allowing the telephone interviewers to stray from our verbatim 
wording requirements may have allowed more interviews to be completed, but we would have 
added variability to the questions, and therefore the responses to many of the collected data items 
in the interview. Still, many of the concerns listed here should be considered by the designers of 
the survey instrument, of the automated instrument, and as well as the designers of the telephone 
interviewer training for the CEFU for the next census. 

We tracked the use of the knowledge base to specific screens, but we found that it was very 
infrequently accessed by the telephone interviewers. The knowledge base was designed 
specifically for the inbound TQA program, not for the CEFU operation. We provided it for the 
outbound program just in case it would have been of some assistance. The telephone 
interviewers found it was not very helpful in several situations, including: 

• race and Hispanic origin definitions 

• multiple residences 

• how the data will be used 

• why they are being contacted for this followup 

• confidentiality requirements 

Telephone interviewers also requested a way for the respondent to verify that the call was 
legitimately from the Census Bureau. They suggested sending advance notification of the call or 
providing a number for the respondent to call us back. 

4.4.10. Collecting person data 

The main objectives of the CEFU operation were to collect person data for large household cases 
and to correct the roster for count discrepancy cases. Correctness, not coverage gain, was the 
first and foremost priority. This operation enabled us to correct the respondent-reported 
household roster of each case by adding or removing names. 

Table 36 shows the outcomes of the records for person data that were returned from the CEFU 
operation. The vast majority of persons listed on rosters of CEFU cases were data defined on the 
mail back form. None of these 5,664,179 persons had data collected during this operation 
because there was no content followup component of CEFU in Census 2000. 

The CEFU did collect data for 1,388,485 persons who were listed on the continuation rosters of 
the mail back forms. The demographic data for these people would have been imputed if we had 
been unable to complete their CEFU interview. In addition, data were collected for 152,683 
added persons during CEFU. These added persons would not have been enumerated in Census 
2000 if they had not been added through CEFU because they were not included on the mail back 
rosters. Data were not collected for the 257,882 persons removed from rosters (deletes and 
duplicates) and would have been enumerated erroneously had they not been corrected in CEFU. 
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Table 36. Distribution of person records in completed edit failure cases 

Edit Failure Type 

Persons from 

Completed Forms Count Discrepancy Large House hold 

Person records Number Percent Number Percent Number  Percent 

Total Number of Persons 7,463,229 100.0% 1,520,048 100.0% 5,943,181 100.0% 

Data D efined Pe rsons 5,664,179 75.9% 1,231,091 81.0% 4,433,088 74.6% 

Continuation Roster Persons 1,388,485 18.6% 60,729 4.0% 1,327,756 22.3% 

Adds During the CEFU 152,683 2.0% 80,899 5.3% 71,784 1.2% 

Deletes During the CEFU 207,182 2.8% 113,845 7.5% 93,337 1.6% 

Duplicates During the CEFU 50,700 0.7% 33,484 2.2% 17,216 0.3% 

4.4.11. When were files returned to the Census Bureau from the contractor? 

Overall, there were sixty-two deliveries of evaluation files containing completed cases. These 
deliveries each contained a file of case level records and another file of person records and were 
delivered at the same time as the production files. The first delivery was on June 2, 2000 and the 
final delivery was dated August 16, 2000. 

For a table of file delivery sizes by date and number of household and person records, see Table 
B1 in Appendix B. Note that on July 30, 2000, we received 9,662 household level records but 
only 1,744 person records. Apparently, an error was made in creating the evaluation files on this 
day. We should have better testing of file creation software and improve monitoring of files 
received from contractors in the future. 

4.5. How costly were these coverage improvements? 

The contract for CEFU was included in the contract for the TQA program. This program was a 
short duration program implemented to assist the public in completing their census forms or 
obtaining information about the census. Since some of the item costs for both the inbound 
(TQA) and outbound (CEFU) components were not billed separately by the contractor, we were 
not able to accurately report the separated costs for the CEFU program for these item costs. 
Moreover, we were not able to report the true value of the total cost of the CEFU operation.  In 
addition, headquarter costs were not included in the cost figures that we do have available. 

Therefore, there is little we can discuss of the costs of the coverage edits followup operation. 
The TQA contract, which includes the cost of the two programs combined, was appropriated at 
$102 million. Approximately $89 million was actually spent on the two programs. The positive 
variance of $13 million was the result of lower contractor costs in running the program since the 
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number of inbound calls of six million was 45 percent lower than the 11 million calls planned 
(U.S. General Accounting Office, 2001). 

Table 37 shows the known itemized costs for the CEFU and TQA operations. Each task shown 
can be attributed to CEFU only, TQA only, or to both. The tasks on planning and definition, 
design and development, training, and quality assurance cannot be split out between the two 
programs. These costs totaled $56,598,904.83. The TQA costs (inbound) included fulfilment 
development, fulfillment operations and inbound specific operational costs. These totaled to 
$25,533,987.64. The CEFU only (outbound) specific costs were for telephone interviewer’s pay 
for outbound operations. This totaled $10,380,182.94. Note that none of these items include 
headquarters resources or staffing costs. 

Table 37. Cost summary for the coverage edit 
followup program and the telephone 
questionnaire assistance program 

Description Cost 

Total Shared Costs $56,598,904.83 

Planning and Definition


Design and Development


Training


Quality Assurance


FTS2000* Costs


$1,634,483.75 

$35,223,550.56 

$9,794,959.56 

$6,418,592.92 

$3,527,318.04 

Total TQA Only Costs $25,533,987.64 

TQA Operations 

Fulfillment Development 

Fulfillment Operations 

Postage for Fulfillment 

$24,469,189.06 

$121,168.35 

$253,753.23 

$689,877.00 

Total CEFU O nly Costs $10,380,182.94 

CEFU  Operations $10,380,182.94 

Total Costs for CEFU and TQA Combined $92,513,075.41 

* Federal telecommunications services 

Reporting of costs split by program was not requested during the original contract award. When 
a detailed cost analysis was later requested, the contractor was unable to change the cost 
reporting system that was already put in place. In the future, it would be valuable to have better 
reporting of cost data in order to better understand the true cost of the coverage improvements 
gained from coverage edit followup. 
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5. RECOMMENDATIONS 

What are the Recommendations? 

Given the results and limitations of the data, here are some recommendations for the Coverage 
Edit Followup operation in Census 2010: 

�	 Continue to conduct a coverage edit followup operation in future censuses. Include count 
discrepancy cases and large household cases, as well as other cases we can identify as 
having a significant possibility of coverage problems. 

�	 Develop ways to increase the completion rate for Coverage Edit Followup operations in 
the future. We should: 

•	 Conduct a field followup for cases we do not reach by telephone. This is especially 
necessary for Puerto Rico and other areas which typically do not have telephones; all 
cases deserve a followup. 

• Improve our ability to obtain correct telephone numbers for the respondent. 

•	 Conduct a refusal conversion operation by telephone or field followup to improve the 
completion rate. 

•	 Allow interviewers to leave a message when respondents are unavailable so they may call 
us back to complete the followup. 

�	 Improve case file creation, management, software testing and transmittal procedures of 
input and output files to avoid loss of data and to ensure information is available to 
conduct interviews as planned. We should: 

•	 Improve testing of the universe selection software to avoid selecting ineligible cases for 
followup and to avoid missing key variables on the input files. 

•	 Ensure that attempted cases are representative of the entire universe of coverage edit 
cases in the event the full originally selected universe cannot be followed up. 

•	 Improve testing and monitoring of files received from contractors in the future to ensure 
their completeness and accuracy. 

�	 Improve the design of the coverage edit followup instrument to improve effectiveness and 
reduce respondent burden. We should: 

•	 Allow telephone interviewers’ input into the design of the survey instrument earlier in the 
development process. 

•	 Tailor the probe questions to the specific edit failure reason based on the results of this 
operation during Census 2000 and other relevant research. 

�	 Collect evaluation data in future census tests of coverage followup operations to help 
improve the methodology used to conduct followup interviews. Ensure we can: 
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•	 Collect and analyze the number of call attempts for use in establishing contact with 
households as well as the number of attempts needed to complete cases in a telephone 
followup operation. 

•	 Collect and analyze program cost data to better understand the true cost of the coverage 
improvements gained from coverage edit followup. 

�	 Assign the final household size for count discrepancy cases not completed during 
coverage edit followup by more closely mimicking the results for completed cases in 
Census 2000. 
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APPENDIX A: Coverage Edit Followup Probe Questions 

Add Probes 

Q1	 “Other than those persons you listed, were there any children who were living or staying 
there around the beginning of April? Be sure to consider any newborns, foster children, 
step children, or children in shared custody arrangements.” 

Q2	 “Other than those you listed, were there any relatives, such as aunts, uncles, 
grandparents, cousins, or any other kinds of relatives who were living or staying there 
around the beginning of April?” 

Q3	 “Other than those you listed, were there any other persons not related to you who were 
living or staying there around the beginning of April? For example, someone who rents a 
room from you or a friend staying with you temporarily while looking for a place to live.” 

Q4	 “Other than those you listed, were there any persons who were either away 
temporarily or moving around the beginning of April? For example, a household 
member who was visiting with friends or relatives, on vacation, on a business trip, or in 
the process of moving.” 

Q5	 “Think back to the beginning of April. Were there any people staying there who had 
no other permanent place to stay? Please tell me their names even if you do not 
consider them to be regular members of your household” 

Delete Probes


Q6 “Were any of these people college students in April? 


Q7 “Were any of these people members of the U. S. Armed Forces in April?”


Q8	 “Were any of these people living away in a place such as a prison or jail, mental 
hospital, nursing home, or similar place on April 1?” 

Q9	 “Some people have more than one place to live. Examples include a second residence 
where they stay to be closer to work, a friend’s or relative's home, or a vacation home. 
Did any people on the list I read you earlier have another place where they live or 
stay?” 
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APPENDIX B: Complete edit failure case deliveries 

Table B1.	 Daily file delivery size of completed coverage edit 

followup cases from the contractor by type of record 

Delivery Date Number of Cases Number of Person 

June 2, 2000 
June 6, 2000 
June 7, 2000 
June 8, 2000 
June 9, 2000 
June 10, 2000 
June 11, 2000 
June 13, 2000 
June 15, 2000 
June 16, 2000 
June 17, 2000 
June 18, 2000 
June 19, 2000 
June 20, 2000 
June 22, 2000 
June 23, 2000 
June 24, 2000 
June 25, 2000 
June 26, 2000 
June 27, 2000 
June 29, 2000 
June 30, 2000 
July 1, 2000 
July 2, 2000 
July 3, 2000 
July 4, 2000 
July 5, 2000 
July 6, 2000 
July 7, 2000 
July 8, 2000 
July 9, 2000 
July 10, 2000 
July 11, 2000 
July 13, 2000 
July 14, 2000 
July 15, 2000 

Records 

368,646  2,069,749 
29,936 148,717 
16,483 86,439 
20,681 119,791 
19,238 114,532 
15,458 90,261 
43,539 237,211 
28,323 169,021 
38,334 232,833 
17,317 108,286 
13,658 76,682 
13,862 77,550 
10,560 58,168 
16,864 99,612 
35,952 213,411 
17,227 90,556 
14,645 76,912 
14,741 89,899 
10,742 54,606 
18,490 101,433 
39,776 230,499 
22,341 138,365 
11,872 82,690 
6,143 41,034 
19,085 107,730 
20,149 127,765 
3,685 25,234 
15,789 103,872 
17,170 114,625 
16,182 109,907 
15,948 103,823 
12,501 78,579 
1,662 100,383 
26,850 184,479 
10,461 73,161 
10,178 66,874 
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Delivery Date 

July 16, 2000 
July 17, 2000 
July 18, 2000 
July 20, 2000 
July 21, 2000 
July 23, 2000 
July 24, 2000 
July 25, 2000 
July 26, 2000 
July 27, 2000 
July 28, 2000 
July 29, 2000 
July 30, 2000 
July 31, 2000 

August 1, 2000 
August 3, 2000 
August 4, 2000 
August 5, 2000 
August 6, 2000 
August 7, 2000 
August 8, 2000 
August 10, 2000 
August 11, 2000 
August 12, 2000 
August 13, 2000 
August 16, 2000 

Total 

Number of Cases 

13,617 
10,002 
11,749 
22,672 
11,708 
14,658 
5,597 
8,120 
9,783 
9,358 
7,424 
5,745 
9,662 
5,412 
8,062 
14,700 
18,280 
6,148 
6,861 
5,477 
7,632 
11,588 
4,212 
3,240 
3,388 
11,757 

1,261,340 

Number of Person 
Records 

86,067 
63,777 
81,060 
148,136 
76,984 
91,258 
31,713 
55,590 
62,812 
60,463 
48,978 
38,165 
1,743 
32,065 
53,322 
99,096 
122,395 
39,604 
44,487 
35,203 
50,425 
73,640 
29,421 
21,930 
21,948 
78,152 

7,553,123 
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APPENDIX C: More about adds and added persons 

Table C1.	 Distribution of completed cases by the number of person adds by count 
discrepancy type 

Count Discrepancy Type 

High Data Defined Low Data Defined 

Count Discrepancy Person Count Person Count 

Add s Per C ase Number  Percent Number  Percent Number  Percent 

Total number of cases 487,265 100.0% 322,509 100.0% 164,756 100.0% 

0 Adds 427,266 87.7% 307,862 95.5% 119,404 72.5% 

One or More Adds 59,999 12.3% 14,647 4.5% 45,352 27.5% 

Source: CEFU evaluation HH level files - variable cadd 

Table C2.	 Distribution of completed cases by the number of person adds by large 
household type 

Large Household Type 

Large household (more Possible Large 

Large House hold than 6 reside nts*) Ho useho ld 

Add s Per C ase Number  Percent Number  Percent Number  Percent 

Total Number of Cases 764,706 100.0% 732,157 100.0% 32,549 100.0% 

0 Adds 718,488 94.0% 688,117 94.0% 30,371 93.3% 

One or More Adds 46,218 6.0% 44,040 6.0% 2,178 6.7% 

Source: CEFU evaluation HH level files - variable cadd 

64




Table C3. Distribution of adds from coverage probe #1 - adding children 

Completed Cases 

Question 1 - Children Number Percent 

Complete 

Cases 

Persons 

Total number of cases 1,251,971 100.0% 

Said no additional children in household a 1,219,512 97.4% 

Said there were more children in household a 32,459 2.6% 

Did not supply at least one child’s name b 4,940 15.2% 

Supplied at least one child’s name b 27,519 84.8% 

Did not add at least one name to the roster c 4,903 17.8% 

Added one or more names to the roster c 22,616 82.2% 

Names of children added to the household roster 33,246 

a - % is based  on ‘Total number of cases’


b - % is based on ‘Said there were more children in household’


c - % is based on ‘Supplied at least one child’s name’


Sources: CEFU evaluation HH level files 


CEFU evaluation person level files 
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Table C4. Number and percent of adds from coverage probe #1 by edit failure reason - adding children 

Edit Failure Reason 

Count Discrepancy Cases Large Household Cases 

High Data Defined Low data defined 
Completed Cases Persons persons Definite Possible 

Question 1 - Children Number Percent Number  Percent Number  Percent Number  Percent # Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No Additional Children in 
Household 1,219,512 97.4% 317,809 98.5% 154,274 93.6% 715,650 97.7% 31,779 97.6% 

Said There Were More Children in 
Household 32,459 2.6% 4,700 1.5% 10,482 6.4% 16,507 2.3% 770 2.4% 

Did Not Supply at Least One Child’s 
Name 4,940 15.2% 945 20.1% 808 7.7% 3,060 18.5% 127 16.5% 

Supplied at Least One Child’s Name 27,519 84.8% 3,755 79.9% 9,674 92.3% 13,447 81.5% 643 83.5% 

Added 0 Names to the Roster 4,903 17.8% 1,123 29.9% 902 9.3% 2,770 20.6% 108 16.8% 

Added 1+ Names to the Roster 22,616 82.2% 2,632 70.1% 8,772 90.7% 10,677 79.4% 535 83.2% 

Percent of Cases with Adds 1.81% 0.82% 5.32% 1.46% 1.64% 

Names of Children Added to the 
Household Roster 33,246 100.0% 3,489 10.5% 12,967 39.0% 16,038 48.2% 752 2.3% 

Average Number of Person Adds Per 
Case with Adds 1.47 1.33 1.48 1.50 1.41 P
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Table C5. Distribution of adds from coverage probe #2 - adding relatives 

Completed Cases 

Question 2 - Relatives Number Percent 

Complete 

Cases 

Total Number of Cases 1,251,971 100.0% 

Said No Additional Relatives in Household a 1,234,578 98.6% 

Said There Were More Relatives in Household a  17,393 1.4% 

Did Not Supply at Least One Relative’s Name B 2,138 12.3% 

Supplied at Least One Relative’s Name b 15,255 87.7% 

Did No t Add at Least One Nam e to the Roster c 1,985 13.0% 

13,270 87.0%Added One or M ore Nam es to the Roster c 

Persons Names of Relatives Added to the Household Roster 17,088 

a - % is based  on ‘Total number of cases’ 

b - % is based on ‘Said there were more relatives in household’ 

c - % is based on ‘Supplied at least one relative’s name’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table C6 - Number and percent of adds from coverage probe #2 by edit failure reason 

Edit Failure Reason
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Count Discrepancy Cases Large Household Cases 

High Data Defined Low data defined 
Completed Cases Persons persons Definite Possible 

Question # 2 - Relatives Number Percent Number Percent Number Percent Number Percent Number Percemt 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No Additional Relatives in 
Household 1,234,578 98.6% 320,175 99.3% 160,486 97.4% 721,833 98.6% 32,084 98.6% 

Said There Were More Relatives in 
Household  17,393 1.4% 2,334 0.7% 4,270 2.6% 10,324 1.4% 465 1.4% 

Did Not Supply at Least One 
Relatives’s Name 2,138 12.3% 331 14.2% 266 6.2% 1,469 14.2% 72 15.5% 

Supplied at Least One Relatives’s Name 
15,255 87.7% 2,003 85.8% 4,004 93.8% 8,855 85.8% 393 84.5% 

Added 0 Names to the Roster 1,985 13.0% 403 20.1% 339 8.5% 1,197 13.5% 46 11.7% 

Added 1+ Names to the Roster 13,270 87.0% 1,600 79.9% 3,665 91.5% 7,658 86.5% 347 88.3% 

Percent of Cases with Adds 1.06% 0.50% 2.22% 1.05% 1.07% 

Names of Relatives Added to the 
Household Roster 17,088 100.0% 1,842 10.8% 4,277 25.0% 10,532 61.6% 437 2.6% 

Average Number of Person Adds Per 
Case with Adds 1.29 1.15 1.17 1.38 1.26 
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Table C7. Distribution of adds from coverage probe #3 - adding non relatives 

Completed Cases 

Question 3 - Adding non Relatives Number Percent 

Total Number of Cases 

Complete 

Cases 

1,251,971 100.0% 

Said No Additional non Relatives in Household a 1,239,673 99.0% 

Said There Were More non Relatives in Household a 12,298 1.0% 

Did Not Supply at Least One non Relative’s Name b 2,046 16.6% 

Supplied at Least One non Relative’s Name b 10,252 83.4% 

Did No t Add at Least One Nam e to the Roster c 1,687 16.5% 

8,565 83.5%Added One or M ore Nam es to the Roster c 

Persons 

Na mes o f non R elatives A dde d to the Ho useho ld 

Roster 10,442 

a - % is based  on ‘Total number of cases’ 

b - % is based on ‘Said there were more relatives in household’ 

c - % is based on ‘Supplied at least one relative’s name’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 

69




Table C8. Number and percent of adds from coverage probe #3 by edit failure reason 

Edit Failure Reason 

Count Discrepancy Cases Large Household Cases 

High Data Defined Low data defined 
Completed Cases Persons persons Definite Possible 

Question # 3 - non Relatives Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No Additional non Relatives in

Household 1,239,673 99.0% 320,493 99.4% 161,288 97.9% 725,669 99.1% 32,223 99.0%


Said There Were More non Relatives 12,298 1.0% 2,016 0.6% 3,468 2.1% 6,488 0.9% 326 1.0%


Did Not Supply at Least One non

Relatives’s Name 2,046 16.6% 405 20.1% 301 8.7% 1,294 19.9% 46 14.1%


Supplied at Least One non Relatives’s

Name 10,252 83.4% 1,611 79.9% 3,167 91.3% 5,194 80.1% 280 85.9%


Added 0 Names to the Roster 1,687 16.5% 353 21.9% 430 13.6% 859 16.5% 45 16.1%


Added 1+ Names to the Roster 8,565 83.5% 1,258 78.1% 2,737 86.4% 4,335 83.5% 235 83.9%


Percent of Cases with Adds 0.68% 0.39% 1.66% 0.59% 0.72%


Names of non Relatives Added to the

Household Roster 10,442 100.0% 1,364 13.1% 3,013 28.9% 5,760 55.2% 305 2.9%


Average Number of Person Adds per

Case with Adds 1.22 1.08 1.10 1.33 1.30
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Table C9. Distribution of adds from coverage probe #4 - adding persons 

Moving or temporarily away from the household 

Completed Cases 

Question 4 - Persons Moving or Temporarily Away Number Percent 

Total Number of Cases 

Complete 

Cases 

1,251,971 100.0% 

Said No Additional Persons in Household a 1,242,789 99.3% 

Said There Were More Persons in Household a 9,182 0.7% 

Did Not Supply at Least One Person’s Name B 3,000 32.7% 

Supplied at Least One Person’s Name b 6,182 67.3% 

Did No t Add at Least One Nam e to the Roster c 3,029 49.0% 

3,153 51.0%Added One or M ore Nam es to the Roster c 

Persons Names of Persons Added to the Household Roster 3,440 

a - % is based  on ‘Total number of cases’ 

b - % is based on ‘Said there were more relatives in household’ 

c - % is based on ‘Supplied at least one relative’s name’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table C10.  Number and Percent of adds from coverage probe # 4 - persons temporarily away- by edit failure reason 

Edit Failure Reason
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Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 
Completed Cases Persons Persons Definite Possible 

Question # # % # % # % # % # % 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No Persons Temp Away from 
Household 1,242,789 99.3% 320,870 99.5% 163,533 99.3% 726,125 99.2% 32,261 99.1% 

Said There Were More Persons Temp 
Away from Household 9,182 0.7% 1,639 0.5% 1,223 0.7% 6,032 0.8% 288 0.9% 

Did Not Supply the Name of at Least 
One Temp Away Person Name 3,000 32.7% 678 41.4% 211 17.3% 2,019 33.5% 92 31.9% 

Supplied at Least One Name of a Person 
Temp Away 6,182 67.3% 961 58.6% 1,012 82.7% 4,013 66.5% 196 68.1% 

Added 0 Names to the Roster 3,029 49.0% 568 59.1% 514 50.8% 1,862 46.4% 85 43.4% 

Added 1+ Names to the Roster 3,153 51.0% 393 40.9% 498 49.2% 2,151 53.6% 111 56.6% 

Percent of Cases with Adds 0.25% 0.12% 0.30% 0.29% 0.34% 

Names of Persons Temp Away from 
Household Added to the Roster 3,440 100.0% 381 11.1% 513 14.9% 2,422 70.4% 124 3.6% 

Average Number of Person Adds per 
Case with Adds 1.14 0.67 1.00 1.30 1.46 
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Table C11. Distribution of adds from coverage probe #5 - adding persons 

with no other permanent place to live 

Completed Cases 

Question 1 - Persons with No Other Permanent Place 

to Live Number Percent 

Complete 

Cases 

Total Number of Cases 1,251,971 100.0% 

Said No Additional Persons in Household a 1,243,392 99.3% 

Said There Were More Persons in Household a 8,579 0.7% 

Did Not Supply at Least One Person’s Name B 3,121 36.4% 

Supplied at Least One Person’s Name b 5,458 63.6% 

Did No t Add at Least One Nam e to the Roster c 1,782 32.6% 

3,676 67.4%Added One or M ore Nam es to the Roster c 

Persons Names of Persons Added to the Household Roster 4,436 

a - % is based  on ‘Total number of cases’ 

b - % is based on ‘Said there were more relatives in household’ 

c - % is based on ‘Supplied at least one relative’s name’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table C12. Number and percent of adds from coverage probe #5 by edit failure reason 

Edit Failure Reason 
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Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 
Completed Cases Persons Persons Definite Possible 

Question # 5 - Persons with No 
Permanent Place to Stay Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No Persons Without a Permanent

Place to Stay in Household 1,243,392 99.3% 321,215 99.6% 163,548 99.3% 726,350 99.2% 32,279 99.2%


Said There Were Persons Without a

Permanent Place to Stay 8,579 0.7% 1,294 0.4% 1,208 0.7% 5,807 0.8% 270 0.8%


Did Not Supply the Name of Any Persons

Without a Permanent Place to Stay 3,121 36.4% 422 32.6% 207 17.1% 2,390 41.2% 102 37.8%


Supplied at Least One Name of a Person

Without a Permanent Place to Stay 5,458 63.6% 872 67.4% 1,001 82.9% 3,417 58.8% 168 62.2%


Added No Names to the Roster 1,782 32.6% 322 36.9% 251 25.1% 1,158 33.9% 51 30.4%


Added 1+ Names to the Roster 3,676 67.4% 550 63.1% 750 74.9% 2,259 66.1% 117 69.6%


Percent of Cases with Adds 0.29% 0.17% 0.46% 0.31% 0.36%


Names of Person Without a Permanent

Place to Stay Added to the Household

Roster 4,436 100.0% 621 14.0% 840 18.9% 2,829 63.8% 146 3.3%


Average Number of Person Adds Per

Case with Adds 1.21 1.13 1.12 1.25 1.25
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Table C13.  Distribution of adds from interrupt option - adding persons 

Completed Cases 

Question 1 - Persons Added Through the Interrupt 

Option Number Percent 

Persons 

Total Number of Cases 1,251,971 100.0% 

Comple te 
No Interruption to A dd A dditional P ersons a 1,187,270 94.8% 

Cases Interruption to A dd A dditional P ersons a 64,701 5.2% 

Did No t Add at Least One Nam e to the Roster b 1,510 2.3% 

Added One or M ore Nam es to the Roster b 63,191 97.7% 

Names of Persons Added to the Household Roster 83,497 

a - % is based  on ‘To tal number o f cases’ 

b - % is ba sed on ‘Interrup tion to add a dditional pe rsons’ 

Source s: CEF U eva luation HH level files 

CEF U eva luation person level files 
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Table C14.  Number and percent of adds from interruption option by edit failure reason 

Edit Failure Reason
P
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Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 
Completed Cases Persons Persons Definite Possible 

Question # Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Did Not Try an Interrupt Add 1,187,270 94.8% 312,822 97.0% 132,848 80.6% 710,098 97.0% 31,502 96.8% 

Did Try an Interrupt Add 64,701 5.2% 9,687 3.0% 31,908 19.4% 22,059 3.0% 1,047 3.2% 

Added 0 Names to the Roster 1,510 2.3% 437 4.5% 363 1.1% 671 3.0% 39 3.7% 

Added 1+ Names to the Roster 63,191 97.7% 9,250 95.5% 31,545 98.9% 21,388 97.0% 1,008 96.3% 

Percent of Cases with Adds 5.05% 2.87% 19.15% 2.92% 3.10% 

Names of Children Added to the 
Household Roster 83,497 100.0% 11,152 13.4% 40,192 48.1% 30,852 37.0% 1,301 1.6% 

Average Number of Person Adds Per 
Case with Adds 1.32 1.21 1.27 1.44 1.29 
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Appendix D:  More about deletes and deleted persons 

Table D1. 	 Distribution of deleted persons per completed edit failure case by count 
discrepancy type 

Count Discrepancy Type 

High Data Defined Low Data Defined 

Count Discrepancy Person Count Person Count 

Deletes p er Case Number Percent Number Percent Number Percent 

Total Number of Cases 487,265 100.0% 322,509 100.0% 164,756 100.0% 

Cases with No Deletes 409,517 84.0% 260,495 80.8% 149,022 90.5% 

Cases with One or More Deletes 77,748 16.0% 62,014 19.2% 15,734 9.6% 

Source: CEFU evaluation HH level files - variable cdel 

Table D2.	 Distribution of deleted persons per completed edit failure case by large 
household type 

Large Household Type 

Large Household 

(Mo re than 6 Possible Large 

Large House hold Resid ents*) Ho useho ld 

Add s Per C ase Number Percent Number Percent Number Percent 

Total Number of Cases 764,706 100.0% 732,157 100.0% 32,549 100.0% 

Cases with No Deletes 715,333 93.5% 685,375 93.6% 29,958 92.0% 

Cases with One or More Deletes 49,373 6.5% 46,782 6.4% 2,591 8.0% 

Source: CEFU evaluation HH level files - variable cdel 
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Table D3. Distribution of deletes from probe question #6 - college students 

Completed Cases 

Question 1 - Relatives # % 

Complete 

Cases 

Persons 

Total Number of Cases 1,251,971 100.0% 

Said No College Students in Household a 1,217,886 97.3% 

Said There Were College Students in Household a 34,085 2.7% 

Did Not Supply at Least College Student’s Name B 6,402 18.8% 

Supplied at Least One College Student’s Name B 27,683 81.2% 

Did No t Delete at Least One N ame from the Roster C 11,120 40.2% 

Deleted One o r More N ames from the Roster C 16,563 59.8% 

Names of Students Deleted from the Household Roster 19,103 

a - % is based  on ‘Total number of cases’ 

b - % is based on Said there were college students in household’ 

c - % is based on Supplied at least one college student’s name’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table D4 - Number and percent of deletes from coverage probe #6 (college students) by edit failure reason 

Edit Failure Reason 
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Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 
Completed Cases Persons Persons Definite Possible 

Question # Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No College Students in Household 1,217,886 97.3% 310,654 96.3% 161,816 98.2% 713,799 97.5% 31,617 97.1%


Said There Were College Students in

Household 34,085 2.7% 11,855 3.7% 2,940 1.8% 18,358 2.5% 932 2.9%


Did Not Supply at Least One College

Students’s Name 6,402 18.8% 1,738 14.7% 880 29.9% 3,612 19.7% 172 18.5%


Supplied at Least One College Students’s

Name 27,683 81.2% 10,117 85.3% 2,060 70.1% 14,746 80.3% 760 81.5%


Deleted 0 Names from the Roster 11,120 40.2% 2,730 27.0% 1,004 48.7% 7,096 48.1% 290 38.2%


Deleted 1+  Names from the Roster 16,563 59.8% 7,387 73.0% 1,056 51.3% 7,650 51.9% 470 61.8%


Percent of Cases with Deletes 1.32% 2.29% 0.64% 1.04% 1.44%


Names of College Students Deleted to

the Household Roster 19,103 100.0% 8,129 42.6% 1,167 6.1% 9,237 48.4% 570 3.0%


Average Number of Person Deletes Per

Case with Deletes 1.15 1.10 1.11 1.21 1.21
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Table D5.  Distribution of deletes from probe question #7 - military 

Completed Cases 

Question 1 - Relatives # % 

Total Number of Cases 

Complete 

Cases 

1,251,971 100.0% 

Said No Military Members in Household a 1,246,321 99.5% 

Said There Were Military Members in Household a 5,650 0.5% 

Did Not Supply at Least Military Members’ Name b 1,515 26.8% 

Supplied at Least One Military Members’ Name b 4,135 73.2% 

Did No t Delete at Least One N ame from the Roster c 2,239 54.1% 

1,896 45.9%Deleted One o r More N ames from the Roster c 

Persons 

Names of M ilitary Memb ers Deleted from the 

Household Roster 2,022 

a - % is based  on ‘Total number of cases’ 

b - % is based on Said there were military members in household’ 

c - % is based on Supplied at least one military members’ name’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table D6. Number and percent of deletes from coverage probe #7 (military) by edit failure reason 

Edit Failure Reason 
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Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 
Completed Cases Persons Persons Definite Possible 

Question # Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No Military in Household 1,246,321 99.5% 320,941 99.5% 164,128 99.6% 728,842 99.5% 32,410 99.6% 

Said There Were Military in Household 5,650 0.5% 1,568 0.5% 628 0.4% 3,315 0.5% 139 0.4% 

Did Not Supply at Least One Military 
Member’s Name 1,515 26.8% 350 22.3% 205 32.6% 919 27.7% 41 29.5% 

Supplied at Least One Military Member’s 
Name 4,135 73.2% 1,218 77.7% 423 67.4% 2,396 72.3% 98 70.5% 

Deleted 0 Names from the Roster 2,239 54.1% 533 43.8% 265 62.6% 1,395 58.2% 46 46.9% 

Deleted 1+  Names from the Roster 1,896 45.9% 685 56.2% 158 37.4% 1,001 41.8% 52 53.1% 

Percent of Cases with Deletes 0.15% 0.21% 0.10% 0.14% 0.16% 

Names of Military Members Added to the 
Household Roster 2,022 100.0% 715 35.4% 169 8.4% 1,085 53.7% 53 2.6% 

Average Number of Person Deletes Per Case 
with Deletes 1.07 1.04 1.07 1.08 1.02 
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Table D7. Distribution of deletes from probe question #8 - persons in institutions 

Completed Cases 

Question 1 - Relatives Number Percent 

Total Number of Cases 

Complete 

Cases 

1,251,971 100.0% 

Said No Persons in Institutions  in Household a 1,244,318 99.4% 

Said There Were Persons in Institutions in Household a 7,653 0.6% 

Did Not Supply at Least One Person in Institutions Name B 1,777 23.2% 

Supplied at Least One Persons in Institutions Name B 5,876 76.8% 

Did No t Delete at Least One N ame from the Roster C 1,070 18.2% 

4,806 81.8%Deleted One o r More N ames from the Roster C 

Persons 

Names of Pe rsons in Institutions Deleted from the 

Household Roster 5,165 

a - % is based  on ‘Total number of cases’ 

b - % is based on Said there were persons in institutions in household’ 

c - % is based on Supplied at least one persons in institutions’ name’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table D8. Number and percent of deletes from coverage probe #8 (institutions) by edit failure reason 

Edit Failure Reason 

P
er

so
ns

 
C

om
pl

et
e 

C
as

es
 

Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 
Completed Cases Persons Persons Definite Possible 

Question # 8 - Institutions Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No Additional Persons in Institutions 
in Household 1,244,318 99.4% 319,770 99.2% 164,106 99.6% 728,086 99.4% 32,356 99.4% 

Said There Were More Persons in 
Institutions in Household 7,653 0.6% 2,739 0.8% 650 0.4% 4,071 0.6% 193 0.6% 

Did Not Supply the Name of at Least One 
Person in an Institution 1,777 23.2% 520 19.0% 229 35.2% 981 24.1% 47 24.4% 

Supplied the Name of at Least One Person 
in an Institution 5,876 76.8% 2,219 81.0% 421 64.8% 3,090 75.9% 146 75.6% 

Deleted 0 Names from the Roster 1,070 18.2% 352 15.9% 86 20.4% 598 19.4% 34 23.3% 

Deleted 1+  Names from the Roster 4,806 81.8% 1,867 84.1% 335 79.6% 2,492 80.6% 112 76.7% 

Percent of Cases with Deletes 0.38% 0.58% 0.20% 0.34% 0.34% 

Names of Persons in Institutions Added 
to the Household Roster 5,165 100.0% 1,921 37.2% 345 6.7% 2,780 53.8% 119 2.3% 

Average Number of Person Deletes Per 
Case with Deletes 1.07 1.03 1.03 1.12 1.06 
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Table D9.  Distribution of deletes from probe question #9 - persons with a second 
residence 

Completed Cases 

Question 9 - Persons with a Second Residence Number Percent 

Total Number of Cases 

Complete 

Cases 

1,251,971 100.0% 

Said No Persons with “Another Place W here T hey Live or Stay” in

Household a 1,216,569 97.2%


Said There Were Persons with a “Another Place Where They Live or 

Stay” in Household a 35,402 2.8% 

Did No t Supply the Name of at Least One Person with “Another 

Place Where They Live or Stay” b 6,628 18.7% 

Supplied the Name of at Least One Persons with “Another Place 

W here They Live or Stay” b 28,774 81.3% 

Did No t Delete at Least One N ame from the Roster c 17,056 59.3% 

11,718 40.7%Deleted One o r More N ames from the Roster c 

Persons 

Na mes o f Perso ns with “A nothe r Plac e W here T hey Live or S tay” 

Deleted from the Household Roster 16,255 

a - % is based  on ‘Total number of cases’ 

b - % is based on ‘Said there were persons with a “another place where they live or stay” in 

household’ 

c - % is based on ‘Supplied the name of at least one persons with “another place where they live 

or stay” ’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table D10. Number and percent of deletes from coverage probe #9 (second residence) by edit failure reason 

Edit Failure Reason 
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Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 
Completed Cases Persons Persons Definite Possible 

Question # 9 - Second Residence Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Said No Additional Person with a 
Second Residence in Household 1,216,569 97.2% 310,557 96.3% 161,421 98.0% 713,008 97.4% 31,583 97.0% 

Said There Were Persons with a 
Second Residence in Household 35,402 2.8% 11,952 3.7% 3,335 2.0% 19,149 2.6% 966 3.0% 

Did Not Supply the Name of a Person 
with a Second Residence 6,628 18.7% 2,453 20.5% 784 23.5% 3,233 16.9% 158 16.4% 

Supplied at Least One Name of a 
Person with a Second Residence 28,774 81.3% 9,499 79.5% 2,551 76.5% 15,916 83.1% 808 83.6% 

Deleted 0 Names from the Roster 17,056 59.3% 4,804 50.6% 1,669 65.4% 10,088 63.4% 495 61.3% 

Deleted 1+ Names from the Roster 11,718 40.7% 4,695 49.4% 882 34.6% 5,828 36.6% 313 38.7% 

Percent of Cases with Deletes 0.94% 1.46% 0.54% 0.80% 0.96% 

Names of Children Added to the 
Household Roster 16,255 100.0% 6,001 36.9% 1,095 6.7% 8,714 53.6% 445 2.7% 

Average Number of Person Deletes 
Per Case with Deletes 1.39 1.28 1.24 1.50 1.42 
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Table D11. Distribution of deletes from interrupt option 

Completed Cases 

Interrupt Option Number Percent 

Persons 

Total Number of Cases 1,251,971 100.0% 

Comple te 
Did Not Interrupt to Delete a Roster Name a 1,149,820 91.8% 

Cases Did Interrupt to Delete a Roster Name a 102,151 8.2% 

Did No t Delete at Least One N ame from the Roster B 7,599 7.4% 

Deleted One o r More N ames from the Roster B 94,552 92.6% 

Names of Pe rsons Deleted from the Household Ro ster by Interrupting 164,368 

a - % is based  on ‘Total number of cases’


b - % is based on ‘Did interrupt to delete a roster name ’


Sources: CEFU evaluation HH level files 


CEFU evaluation person level files 
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Table D12. Number and percent of deletes from interruption option by edit failure reason 

Edit Failure Reason 

Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 
Completed Cases Persons Persons Definite Possible 

Interrupt Deletes Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Did Not Try an Interrupt Delete 1,149,820 91.8% 271,732 84.3% 149,933 91.0% 697,522 95.3% 30,633 94.1% 

Did Try an Interrupt Delete 102,151 8.2% 50,777 15.7% 14,823 9.0% 34,635 4.7% 1,916 5.9% 

Deleted 0 Names from the Roster 7,599 7.4% 2,523 5.0% 1,303 8.8% 3,568 10.3% 205 10.7% 

Deleted 1+ Names from the Roster 94,552 92.6% 48,254 95.0% 13,520 91.2% 31,067 89.7% 1,711 89.3% 

Percent of Cases with Deletes 7.55% 14.96% 8.21% 4.24% 5.26% 

Names of Children Deleted from 
the Household Roster 164,368 100.0% 74,933 45.6% 19,228 11.7% 65,666 40.0% 4,541 2.8% 

Average Number of Person Deletes 
per Case with Deletes 1.74 1.55 1.42 2.11 2.65 

Appendix H: Duplicates by coverage probe 
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APPENDIX E: Distribution of duplicated persons by CEFU reason 

Table E1.	 Distribution of completed cases by the number of person duplicates by count 
discrepancy type 

Count Discrepancy Type 

High Data Defined Low Data Defined 

Count Discrepancy Person Count Person Count 

Dup licates Per Ca se Numb er Percent Numb er Percent Numb er Percent 

Total Number of Cases 487,265 100.0% 322,509 100.0% 164,756 100.0% 

Cases with No Duplicates 466,308 95.7% 304,527 94.4% 161,781 98.2% 

Cases with One or Mo re 

Duplicates 20,957 4.3% 17,982 5.6% 2,975 1.8% 

Source: CEFU evaluation HH level files - variable cdup 

Table E2.	 Distribution of completed cases by the number of person duplicates by large 
household type 

Large Household Type 

Large Househo ld (More Possible Large 

Large House hold than 6 Resid ents*) Ho useho ld 

Add s Per C ase Number Percent Numb er Percent Numb er Percent 

Total Number of Cases 764,706 100.0% 732,157 100.0% 32,549 100.0% 

Cases with No Duplicates 758,341 99.2% 726,356 99.2% 31,985 98.3% 

Cases with One or Mo re 

Duplicates 6,365 0.8% 5,801 0.8% 564 1.7% 

Source: CEFU evaluation HH level files - variable cdup 
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Table E3. Percent of complete cases with names removed from the roster 

after the last coverage probe because more than one roster name 
represented the same person 

Completed Cases 

Last Check Screen Number Percent 

Total Number of Cases 1,251,971 100.0% 
Complete 

Cases Did Not Delete a Roster Name a 1,229,502 98.2% 

Did Delete a Roster Name a 22,469 1.8% 

Persons Names of Pe rsons Deleted from the Household Ro ster by Interrupting 39,419 

a - % is based  on ‘Total number of cases’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table E4.	 Percent of complete cases with names removed from the roster after the last coverage probe because more than one roster 
name represented the same person by edit failure reason 

Edit Failure Reason 

Question # 

Total Number of 

Cases 

Completed Cases 

Number Percent 

1,251,971 100.0% 

Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 

Persons Persons Definite Possible 

Number Percent Number Percent Number Percent Number Percent 

322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

307,081 95.2% 162,430 98.6% 727,872 99.4% 32,119 98.7% 

15,428 4.8% 2,326 1.4% 4,285 0.6% 430 1.3% 

23,904 60.6% 3,301 8.4% 10,887 27.6% 1,327 3.4% P
er

so
ns

 
C

om
pl

et
e 
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es
 Deleted 0 Names from


the Roster 1,229,502 98.2%


Deleted 1+ Names

from the Roster 22,469 1.8%


Number of Names

Removed from the

Household Roster 39,419 100.0%
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Table E5.	 Percent of complete cases with names removed from the roster through 

the interrupt option because more than one roster name represented the 

Same person 

Completed Cases 

Last Check Screen Number Percent 

Total Number of Cases 1,251,971 100.0% 
Complete 

Cases Did Not Delete a Roster Name a 1,247,037 99.6% 

Did Delete a Roster Name a 4,934 0.4% 

Persons 

Names of Persons Deleted from the Household Roster by

Interrupting 11,235


a - % is based  on ‘Total number of cases’ 

Sources: CEFU evaluation HH level files 

CEFU evaluation person level files 
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Table E6. Number and percent of duplicates from interruption option by edit failure reason 

Edit Failure Reason 
P

er
so

ns
 

C
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et

e 
C
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es

 

Count Discrepancy Cases Large Household Cases 

High Data Defined Low Data Defined 

Completed Cases Persons Persons De finite Possible 

Question# Number Percent Number Percent Number Percent Number Percent Number Percent 

Total Number of Cases 1,251,971 100.0% 322,509 25.8% 164,756 13.2% 732,157 58.5% 32,549 2.6% 

Deleted 0 Na mes from the 

Roster 1,247,037 99.6% 319,911 99.2% 164,099 99.6% 730,614 99.8% 32,413 99.6% 

Deleted 1+ Names from 

the Roster 4,934 0.4% 2,598 0.8% 657 0.4% 1,543 0.2% 136 0.4% 

Number of Nam es 

Removed from the 

Household Roster 11,235 100.0% 5,194 46.2% 1,065 9.5% 4,524 40.3% 452 4.0% 
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APPENDIX F: More about name edits 

Table F1. Distribution of cases with name edits per completed edit failure case 

by count discrepancy type 

Count Discrepancy Type 

High Data Defined Low Data Defined 

Count Discrepancy Person Count Person Count 

Nam e Edits pe r Case Numb er Percent Numb er Percent Numb er Percent 

Total Number of Cases 487,265 100.0% 322,509 100.0% 164,756 100.0% 

Case s with N o N ame Edits  362,030 74.3% 242,475 75.2% 119,555 72.6% 

Cases with One or Mo re 

Na me E dits  125,235 25.7% 80,034 24.8% 45,201 27.4% 

Source: CEFU Evaluation Hh Level Files - Variable Cedit 

Table F2.	 Distribution of cases with name edits per completed edit failure case by large 
household type 

Large Household Type 

Large Househo ld (More Possible Large 

Large House hold than 6 Resid ents*) Ho useho ld 

Nam e Edits pe r Case Numb er Percent Numb er Percent Numb er Percent 

Total Number of 

Cases 764,706 100.0% 732,157 100.0% 32,549 100.0% 

Cases with No Name 

Ed its 516,120 67.5% 493,845 67.5% 22,275 68.4% 

Cases with One or 

M ore N ame Edits 248,586 32.5% 238,312 32.5% 10,274 31.6% 

Source: CEFU evaluation HH level files - variable cedit 
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APPENDIX G: Demographics of persons added, deleted, or marked as duplicates 

Table G1.	 Frequency and percent of tenure of housing units with changes 

in the household roster in coverage edit followup in Census 2000 

Cases with CEFU 

Cases with CEFU Deletes or 

Adds Duplicates All Census Returns 

Tenure Number Percent Number Percent Number Percent 

Total 106,217 - 151,713 - 106,741,426 -

Owner 71,175 67.7% 100,470 68.2% 70,735,522 66.3% 

Renter 33,882 32.3% 46,887 31.8% 36,005,904 33.7% 

Missing or 1,160 - 4,356 - - -

Invalid 

Source: Drf2 percents are calculated excluding missing or invalid values 

Table G2.	 Frequency and percent of sex of persons added or removed 

from household rosters by coverage edit followup compared 

to the overall population 

CEFU  Deletes and 

CEF U A dds Dup licates All Census Returns 

Sex Number Percent Number Percent Number Percent 

Total 152,683 - 257,882 - 285,230,516 -

M ale 76,125 50.9% 63,425 48.3% 139,887,140 49.0% 

Fem ale 73,400 49.1% 67,883 51.7% 145,343,376 51.0% 

Missing 3,158 - 126,574 - - -

Source: DRF2 Percents are calculated excluding Missing values 
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Table G3.	 Frequency and percent of age groups of persons added or removed from 
household rosters by coverage edit followup compared to the overall 
population 

Age 

Total 

Under 5 

5 to 9 years 

10 to 14 years 

15 to 19 years 

20 to 24 years 

25 to 34 years 

35 to 44 years 

45 to 54 years 

55 to 59 years 

60 to 64 years 

65 to 74 years 

75 to 84 years 

CEFU Adds 

Number Percent 

152,683 -

13,081 12.0% 

13,242 12.1% 

10,607 9.7% 

11,185 10.2% 

9,726 8.9% 

11,750 10.8% 

9,532 8.7% 

7,551 6.9% 

3,340 3.1% 

3,386 3.1% 

7,479 6.8% 

6,442 5.9% 

85 years and over 1,878 1.7% 

Missing or Invalid 43,484 -

CEFU  Deletes and 

Duplicates 

Number Percent 

257,882 -

3,208 3.3% 

4,485 4.7% 

4,406 4.6% 

13,274 13.8% 

13,350 13.9% 

10,062 10.5% 

8,886 9.2% 

7,810 8.1% 

3,410 3.5% 

3,252 3.4% 

6,995 7.3% 

7,998 8.3% 

6,073 6.3% 

161,673 -

All Census Returns 

Number Percent 

285,230,516 -

19,471,204 6.8% 

20,854,667 7.3% 

20,833,872 7.3% 

20,533,326 7.2% 

19,265,192 6.8% 

40,426,056 14.2% 

45,664,190 16.0% 

38,140,988 13.4% 

13,658,120 4.8% 

10,966,011 3.8% 

18,631,937 6.5% 

12,497,660 4.4% 

4,287,293 1.5% 

- -

Source: DRF2 Percents are calculated excluding Missing or Invalid values 
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Table G4.	 Frequency and percent of race of persons added or removed from household 
rosters by coverage edit followup compared to the overall population 

CEFU adds CEFU  deletes and All Census Returns 

duplicates 

Race  Number Percent Number Percent Number Percent 

Total 152,683 - 257,882 - 285,230,516 -

W hite 69,568 49.5% 95,801 70.4% 214,525,488 75.2% 

Black, African American 28,605 20.4% 33,196 24.4% 34,961,123 12.3% 

American Indian, Alaska 

Native 1,330 0.9% 1,329 1.0% 2,489,292 0.9% 

Asian 5,791 4.1% 2,516 1.8% 10,250,958 3.6% 

Native Hawaiian or Other 

Pacific Islander 596 0.4% 119 0.1% 399,928 0.1% 

Some Other Race 30,662 21.8% 617 0.5% 15,619,084 5.5% 

Two o r More 3,976 2.8% 2,531 1.9% 6,984,643 2.4% 

Missing 12,155 - 121,773 - -

Source: DRF2 Percents are calculated excluding Missing values 

Table G5. Frequency and percent of Hispanic origin of persons added or removed 

from household rosters by coverage edit followup compared to the overall 
population 

CEFU Adds CEFU  Deletes and All Census Returns 

Duplicates 

Hisp anic O rigin Number Percent Number Percent Number Percent 

Total 152,683 - 257,882 - 285,230,516 -

No n-Spanish/H ispanic 93,547 65.7% 107,394 82.7% 246,161,952 86.3% 

Mexican, Mexican 

American, Chicano 35,672 25.1% 10,592 8.2% 20,652,257 7.2% 

Puerto Rican 3,591 2.5% 3,515 2.7% 7,029,570 2.5% 

Cuban 586 0.4% 981 0.8% 1,261,658 0.4% 

Othe r Spa nish/H ispanic 8,987 6.3% 5,556 4.3% 10,125,079 3.6% 

Two o r More O rigin 

Responses 5 0.0% 1,832 1.4% 

Missing 10,295 - 128,012 - -

Source: DRF2 Percents are calculated excluding Missing values 
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APPENDIX H: Demographics of Large Household Persons 

Table H1.	 Frequency and Percent of Tenure of Housing Units for Large Household 

Cases in Coverage Edit Followup by Completion Status 

Complete LHHFU Incomplete LHHFU All Census 2000 

Cases Cases Persons 

Tenure Number Percent Number Percent Number Percent 

Total 764,706 - 568,072 106,741,426 -

Owner 530,782 70.0% 338,052 60.1% 70,735,522 66.3% 

Renter 227,528 30.0% 224,748 39.9% 36,005,904 33.7% 

Missing or Invalid 6,396 - 5,272 - -

Source: DRF2 Percents are calculated excluding Missing or Invalid values 

Table H2. Frequency and Percent of Sex of Persons on Completed Coverage Edit 
Followup Large Household Cases Compared to the Overall Population by 
Persons 1-6 and Persons 7-12. 

Persons from LHHFU Data Defined Persons from 

Continuation Rosters Completed LHHFU Cases 

(#7-12) (#1-6) All Census 2000 Pe rsons 

Sex Number Percent Number Percent Number Percent 

Total 1,327,756 - 4,363,093 285,230,516 -

M ale 675,500 53.0% 2,107,607 49.3% 139,887,140 49.0% 

Fem ale 600,126 47.0% 2,168,673 50.7% 145,343,376 51.0% 

Missing 52,130 - 86,813 - - -

Source: COMBO file - HCEF variable STENURE_HCEF Percents are calculated excluding Missing values 
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Table H3. Frequency and Percent of Age Groups of Persons on Completed Coverage 
Edit Followup Large household Cases Compared to the Overall Population 
by Persons 1-6 and Persons 7-12 

Persons from LHHFU 

Continuation Rosters 

(#7-12) 

Age Number Percent 

Total 1,327,756 -

Data Defined Persons 

from Completed 

LHHFU cases (#1-6) 

Number Percent 

All Census Returns 

Number Percent 

Under 5 

5 to 9 years 

10 to 14 years 

15 to 19 years 

20 to 24 years 

25 to 34 years 

35 to 44 years 

45 to 54 years 

55 to 59 years 

60 to 64 years 

65 to 74 years 

75 to 84 years 

258,246 29.4% 

233,062 26.5% 

118,612 13.5% 

64,963 7.4% 

54,310 6.2% 

59,467 6.8% 

30,937 3.5% 

16,899 1.9% 

6,970 0.8% 

7,588 0.9% 

14,175 1.6% 

9,024 1.0% 

85 years and over 3,707 0.4% 

Missing or Invalid 449,796 -

4,363,093 - 285,230,516 -

243,130 5.8% 19,471,204 6.8% 

515,981 12.3% 20,854,667 7.3% 

632,703 15.1% 20,833,872 7.3% 

539,315 12.8% 20,533,326 7.2% 

323,560 7.7% 19,265,192 6.8% 

567,132 13.5% 40,426,056 14.2% 

665,889 15.8% 45,664,190 16.0% 

364,887 8.7% 38,140,988 13.4% 

100,023 2.4% 13,658,120 4.8% 

77,185 1.8% 1,096,601 3.8% 

101,506 2.4% 18,631,937 6.5% 

46,545 1.1% 12,497,660 4.4% 

23,641 0.6% 4,287,293 1.5% 

161,596 - - -

Source: DRF2 Percents are calculated excluding Missing or Invalid values 
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Table H4.	 Frequency and percent of race of persons on completed coverage edit followup 
large household cases compared to the overall population by persons 1-6 and 
persons 7-12 

Persons from 

LHHFU Data Defined Persons 

Continuation Rosters from Completed 

(#7-12) LHHFU Cases (#1-6) All Census 2000 Persons 

Race Number Percent Number Percent Number Percent 

Total 1,327,756 - 4,363,093 - 285,230,516 -

White 563,028 46.1% 2,250,189 71.5% 214,525,488 75.2%


Black, African American 182,800 15.0% 666,586 21.2% 34,961,123 12.3%


American Indian, Alaska Native 11,362 0.9% 50,449 1.6% 2,489,292 0.9%


Asian 77,130 6.3% 100,069 3.2% 10,250,958 3.6%


Native Hawaiian or Other Pacific

Islander 8,171 0.7% 2,083 0.1% 399,928 0.1%


Some Other Race 338,268 27.7% 28,870 0.9% 15,619,084 5.5%


Two or More 39,856 3.3% 49,360 1.6% 6,984,643 2.4%


Missing 107,141 - 1,215,487 - - -


Source: CEFU evaluation files Percents are calculated excluding Missing values 

99




Table H5.	 Frequency and percent of Hispanic origin of persons on completed coverage edit 
followup large household cases compared to the overall population by persons 1-
6 and persons 7-12. 

Persons from LHHFU Data Defined Persons 

Continuation Rosters from Completed 

(#7-12) LHHFU Cases (#1-6) 

Hisp anic O rigin Number Percent Number Percent 

Total 1,327,756 - 4,363,093 

No n-Spanish/H ispanic 697,033 56.4% 2,557,794 62.0% 

Mexican, Mexican 415,627 33.6% 1,052,438 25.5% 

American, Chicano 

Puerto Rican 28,971 2.3% 102,459 2.5% 

Cuban 5,274 0.4% 18,438 0.4% 

Othe r Spa nish/H ispanic 89,584 7.2% 356,299 8.6% 

Two o r More O rigins 133 0.0% 35,099 0.9% 

Missing 91,134 - 240,566 -

All Census 2000 Persons 

Number Percent 

285,230,516 -

246,161,952 86.3% 

20,652,257 7.2% 

7,029,570 2.5% 

1,261,658 0.4% 

10,125,079 3.6% 

- -

- -

Source: CEFU evaluation files Percents are calculated excluding Missing values 
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Appendix I: Demographics of person one for cases with ‘no valid telephone number’ 

Table I1. Frequency and percent of tenure of housing units with a final disposition 

of “no valid telephone number” in coverage edit followup compared to all coverage 
edit followup cases and the overall population 

CEFU Cases with No 

Valid Telepho ne 

Number All CEFU Cases All Census Returns 

Tenure Number Percent Number Percent Number Percent 

Total 562,049 - 2,338,420 - 106,741,426 -

Owner 305,810 55.0% 1,508,666 65.2% 70,735,522 66.3% 

Renter 249,897 45.0% 805,224 34.8% 36,005,904 33.7% 

Missing or 6,342 - 24,530 - - -

Invalid 

Source: DRF2 Percents are calculated excluding Missing or Invalid values 
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Table I2. Frequency and percent of race of persons of person 1 on household rosters in 
housing units with a final disposition of “no valid telephone number” in coverage edit followup 
compared to all cases in coverage edit followup and the overall population 

CEFU Cases with no 

Race 

Total 

White 

Black, African American 

American Indian, Alaska 

Native 

Asian 

Native Hawaiian or 

Other Pacific Islander 

Some Other Race 

Two or More 

Missing or blank 

valid telephone 

number 

# % 

562,049 -

291,992 68.6% 

106,887 25.1% 

7,701 1.8% 

10,052 2.4% 

201 0.0% 

2,170 0.5% 

6,833 1.6% 

136,213 -

All CEFU cases All Census Returns 

# % # % 

2,338,420 - 106,741,426 -

1,324,503 72.8% 84,779,674 79.4% 

388,507 21.3% 12,159,606 11.4% 

25,478 1.4% 772,903 0.7% 

47,439 2.6% 3,132,768 2.9% 

866 0.0% 104,281 0.1% 

10,770 0.6% 3,881,418 3.6% 

22,392 1.2% 1,910,776 1.8% 

518,465 - - -

Percents are calculated excluding Missing valuesSource: DRF2 and QT-H1 Summary File 1 
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Table I3.	 Frequency and percent of Hispanic origin of person 1 in housing units with a final 
disposition of “no valid telephone number” in coverage edit followup compared to 
all coverage edit followup cases and the overall population 

CEFU Cases with 

No Valid Telephone 

Number All CEFU cases 

Number Percent Number Percent 

All Census Returns 

Number PercentHispanic Origin 

Total 

Non-Spanish/Hispanic 

Mexican, Mexican 

American, Chicano 

Puerto Rican 

Cuban 

Other Spanish/Hispanic 

Two or More O rigins 

Missing or blank 

562,049 - 2,338,420 - 105,480,101 -

322,195 65.9% 1,475,976 69.4% 96,257,699 91.3% 

86,350 17.7% 378,806 17.8% 

29,569 6.0% 69,540 3.3% 9,222,402* 8.7%* 

3,188 0.7% 14,613 0.7% 

39,679 8.1% 162,738 7.6% 

7,825 1.6% 26,520 1.2% - -

73,243 - 210,227 - - -

Source: DRF2 and QT-H1 Summary File 1 Percents are calculated excluding Missing values 

* Hispanic origin by householder was only available by Hispanic vs. Non Hispanic - without detailed 

groups 
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Appendix J: Coverage questions from the 1990 and 2000 Census forms 

1990 Census coverage questions - mailback and enumerator forms Census 2000 coverage questions - enumerator forms only 

ks 
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EXECUTIVE SUMMARY

Purpose of the Whole Household Usual Home Elsewhere probe

The Whole Household Usual Home Elsewhere probe is a questionnaire coverage improvement
item used to determine if all members of a household on the day of the interview have another
residence where they live most of the time (their Census Day address).  This probe is
accomplished by implementing a set of screening questions on the Simplified Enumerator
Questionnaire.  In cases where a household indicated that all household members had another
residence where they lived most of the time, we completed a blank unlabeled Simplified
Enumerator Questionnaire for their Census Day address or “usual residence”.  This questionnaire
was used to ensure a complete and accurate enumeration at the address of the usual residence.  

Whole Household Usual Home Elsewhere census returns

A total of 151,775 questionnaires were completed for Whole Household Usual Home Elsewhere
households for their usual place of residence.  Of these returns, 58,027 matched to an existing
address on the Decennial Master Address File.  Another 55,286 returns were geocoded but not
matched to an existing address.  Of these 55,286 returns only 606 were geocoded in time to be
sent to the Field Verification operation.  Most of the remaining 54,680 returns were added to the
census but not included in the Field Verification operation.  For the 606 returns that were
geocoded and sent to Field Verification, 273 were verified, 271 were deleted, 59 were duplicates,
and results were not reported for three returns.  Finally, 38,462 returns could not be geocoded or
matched to an existing address. 

Housing unit status for Whole Household Usual Home Elsewhere addresses

There were 55,987 Whole Household Usual Home Elsewhere addresses that were enumerated by
another procedure (that is, we received another return for that address).  More than 14 percent of
these were reported to be vacant or non-existent (delete) on Census Day. There were 54,915
addresses that were not enumerated by another procedure.  The respondent for nearly 62 percent
of these addresses was a neighbor or other proxy compared with only about 32 percent for
addresses enumerated by another procedure.  More than 71 percent of the addresses not
enumerated by another procedure were reported as vacant.  For more than 76 percent of these
vacant addresses the respondent was a neighbor or other proxy. 

Persons added to the census

There were 113,991 data defined persons enumerated on occupied Whole Household Usual
Home Elsewhere forms.  Of these persons, 75,254 were found on other census returns at the
address and 38,737 were not found on other census returns at the address.  Of the 38,737 persons
who were not found on other returns, 29,302 were selected by the Primary Selection Algorithm
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for inclusion in the census.  These are persons who were not enumerated by other operations and
were added to the census by the Whole Household Usual Home Elsewhere program.  

Whole Household Usual Home Elsewhere field procedures

There appeared to be considerable confusion among enumerators concerning how to enumerate
the Whole Household Usual Home Elsewhere households.  Many of the usual residences for
these households were reported as vacant or deleted housing units.  This is contrary to the
concept of a usual home elsewhere for the Census Day household.  Many of the questionnaires
completed for the usual home of the Census Day household were completed by a respondent who
is not a member of the household.  Anecdotal evidence shows many instances of multiple
questionnaires filled by the same proxy respondent.  

Frequently there were missing and inconsistent data for responses to the introductory questions
used to identify Whole Household Usual Home Elsewhere households.   Because there is no way
to link a census return for the address on the day of the interview with the return for the Whole
Household Usual Home Elsewhere address, the missing and inconsistent responses prevent the
accurate identification of responses that should have generated a Whole Household Usual Home
Elsewhere return.

Recommendations:

• The Census Bureau should take into consideration the small number of persons added to
the census by the Whole Household Usual Home Elsewhere probe in judging the
potential effectiveness of this program for the 2010 Census.

• We should research whether or not it is a sound practice to add respondent provided
addresses, such as the Whole Household Usual Home Elsewhere addresses, without
verifying them through a Field Verification operation. 

• We recommend that the purpose of the WHUHE program be covered thoroughly in
enumerator training to ensure a better understanding of the program and higher quality
data.  We also recommend investigating possible causes for the large number of vacant
WHUHE addresses in addition to the deficiencies in enumerator training.   

• The treatment of proxy responses about usual home elsewhere information should be
addressed in future censuses.  The number of vacant WHUHE addresses and the
geocoding results for these addresses may be evidence that the proxy responses about
addresses is of poor quality. 

• The Whole Household Usual Home Elsewhere procedures need to be more thoroughly
covered in enumerator training to ensure a better understanding of the program and higher
quality data.   
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• We recommend incorporating edits into future interactive electronic enumeration devices
to detect and correct inconsistent data problems as the data are being collected. 

• We recommend creating a mechanism to link each Whole Household Usual Home
Elsewhere return with the census return that generated it.  This may allow us to design
new quality assurance processes and will better enable future evaluations of this program. 
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  1. BACKGROUND

This evaluation focuses on the results of the Whole Household Usual Home Elsewhere
(WHUHE) probe from Census 2000.  The WHUHE probe is a program used to determine if all
members of a household on the day of the interview have another residence where they live most
of the time.  This probe is accomplished by implementing a set of screening questions from the
Simplified Enumerator Questionnaire (SEQ).  The SEQs were used in several enumerator
operations including Nonresponse Followup (NRFU), Coverage Improvement Followup (CIFU),
List/Enumerate (L/E) and Update/Enumerate (U/E).  In cases where a household indicated that
all household members had another residence where they lived most of the time, we collected
census data for all household members at their Census Day address or “usual residence”.  

The objective of this evaluation is to determine how effective the WHUHE probe is by looking at
the number of persons the program adds to the census as well as their demographic
characteristics.  This will help us assess the program’s value in reducing the differential
undercount.  It will also look at the additional workload created by the WHUHE probe and
whether the screening questions or form design issues may be causing confusion for respondents
or enumerators.  

1.1 1990 Census and Tests

In 1990 there was a screening question on the census questionnaire to identify households that
had more than one residence.  This screening question was included on both respondent filled
questionnaires and enumerator questionnaires.  When a household indicated that all household
members had another residence where they lived most of the time, a WHUHE search record was
produced.  

This search record collected census data for the household as well as the address for their “usual
residence.”  These search records went to the search/match operation where they were geocoded
and matched to the Address Control File.  Ultimately the persons on the search record were
compared to persons on the census questionnaire for the “usual residence.”  If they were not
present or there was no other census questionnaire, they were added to the census. 

The 1990 evaluation results for this program are documented in the publication, “Programs to
Improve Coverage in the 1990 Census.”  About 375,000 WHUHE search records were
processed, resulting in the addition of an estimated 163,000 persons.  At least one person was
added at about 23 percent of the WHUHE search addresses.  The evaluation estimated a high
erroneous enumeration rate among the added persons but the standard error on the estimate was
very high.  Demographic characteristics of persons added by this program were analyzed to
assess its value in reducing the differential undercount.  The Search/Match operation (of which
the Whole Household Usual Home Elsewhere probe was a part) added a higher percentage of
persons from demographic groups that are traditionally undercounted during the census than
were enumerated in the 1990 census overall.  These groups included Black males and persons in
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the 18-24 age group.  This indicates that Search/Match contributed to adding missed persons in
these race categories.  The 1990 evaluation was based on a sample of search records and required
a huge clerical sampling and keying operation. 

No similar program was included in the Census 2000 dress rehearsal.

1.2 Census 2000

The use of a WHUHE probe as a coverage improvement program was not pursued during the
1990s in the census testing programs for the Census 2000.  The WHUHE probe was added to the
Census 2000 design as a possible way to improve the coverage of persons with multiple
addresses and to address possible public concerns about being counted at an address other than
the one visited in NRFU or CIFU.  

During NRFU and CIFU, and as part of the L/E and U/E operations, respondents were asked
whether or not the address is a seasonal or vacation home.  If it was a seasonal or vacation home
the enumerator reported the unit as a vacant unit on the labeled SEQ for that unit.  The
respondent was also asked to provide information on their “usual residence” (that is, their Census
Day address) and the enumerator completed a blank unlabeled questionnaire for that Census day
address.  

The blank unlabeled SEQ was processed as a “non-ID” form.  The Census Bureau received a
respondent provided address on questionnaires from various field operations.  The non-ID
process was the operation which assigned geocodes and Census ID numbers to these addresses so
that the questionnaires could be integrated into the census data processing. 

The Geography Division (GEO) attempted to match the address on each non-ID form to housing
units already on the Master Address File (MAF).  If no matching address was found, GEO
attempted to geocode the address.  Once an SEQ was matched or geocoded it was assigned a
Census ID number.  Any geocoded address not found on the MAF was potentially assigned to the
Field Verification operation.  Addresses sent to Field Verification were added to the census if the
Field Verification verified it was a valid housing unit.  Addresses intended for Field Verification,
but processed too late to be included in Field Verification were added to the census without any
verification.  

2. METHODOLOGY

This evaluation uses the Decennial Response File (DRF2) to identify how often a WHUHE SEQ
should have been generated and also to obtain household level and person level data for the
WHUHE households.  A non-ID file provided by the Decennial Systems and Contracts
Management Office (DSCMO) is used to identify the WHUHE SEQ returns generated and
whether the addresses from those returns could be matched to addresses already on the Decennial
Master Address File (DMAF) or geocoded if a match could not be found.  
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2.1 Identifying returns that should have generated a WHUHE return

During NRFU and CIFU, and as part of the L/E and U/E operations, respondents were asked
whether or not the address was a seasonal or vacation home.  If it was a seasonal or vacation
home, the enumerator treated the unit as a vacant unit and completed the labeled SEQ for that
unit.  Those labeled SEQs  that should have generated a WHUHE return have been identified by
the responses to the introductory questions S2, S3, S4, the respondent information Item R3,  the
interview summary Item A on the SEQ and the Decennial Response File (DRF) variable
RSOURCE.  Question S2 determines if the respondent or anyone in the household lived there on
Census Day.  Question S3 determines if the unit is a vacation or seasonal home, or only
occasionally occupied by the household.  Question S4 determines if the unit was vacant or
occupied by a different household on Census Day.  Respondent information Item R3 gives
information on whether the respondent lived in the unit on Census Day, moved in after Census
Day, or is a neighbor or other proxy.  Interview summary Item A identifies the occupancy status
of the unit on Census Day.  Enumerator instructions on how to complete the questionnaires for a
WHUHE household were provided on the enumerator job aid Card J (see Appendix A for an
example of Card J).  

We used the following criteria to identify those questionnaires that should have generated a
WHUHE return:

Interview Summary Item A = 4, Vacant - Usual home elsewhere
S2 = Yes or Blank
S3 = Yes
S4 = Blank
R3 = “Lived here on April 1,2000" , “Moved in after April 1, 2000" or Blank
RSOURCE not equal to 20(NRFU WHUHE) or 21(NRFU In-Mover) 

OR

Interview Summary Item A = 3, Vacant - Regular
S2 = Yes
S3 = Yes
S4 = Blank
R3 = “Lived here on April 1,2000" , “Moved in after April 1, 2000" or Blank
RSOURCE not equal to 20(NRFU WHUHE) or 21(NRFU In-Mover) 

Note that question S4 must be blank, since S4 should not be answered if question S3 is filled. 
Also, we excluded all returns for which a neighbor or other non-household member responded. 
The number of returns filled by a neighbor or other non-household member was 73.5 percent of
the total number of forms that otherwise met the criteria above.  We believe that most of these
proxy filled returns should not have generated a WHUHE return because a proxy respondent
would lacked sufficient knowledge about the current occupant’s census day address.   
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2.2 Identifying WHUHE returns

The DSCMO provided a non-ID file extract that contains data records from the non-ID process
that have the interview summary Item E (Usual Home Elsewhere) marked.  This file contains
data for approximately 154,000 WHUHE addresses.  The file also contains information on the
geocoding and matching of addresses to the MAF.  The file identifies the following categories of
addresses: 1) matched to an existing MAF ID, 2) no MAF ID (address not geocoded), 3) matched
to MAF ID, late add but not in Field Verification, and 4) in Field Verification universe.  There
were 61,324 returns in the third category of which 54,680 had addresses added to the DMAF
after the June 2000 update.  Those addresses in the third category added to the DMAF after June
2000 are treated as being geocoded but not matched to an existing MAF ID.  The remaining
addresses in that category are treated as being matched to an existing MAF ID.  This was done
because we assumed that new addresses added to the DMAF in the June update or earlier would
be eligible for the Field Verification if they were not matched to an existing MAF ID.  

For addresses that could be geocoded in time for Field Verification, the Field Verification results
are provided.  For addresses that matched to a housing unit on the DMAF we linked the Census
ID from the non-ID file to the corresponding Census ID on the DRF2 and obtained household
level and person level data for the WHUHE households.  

There was no WHUHE return found on the DRF2 for 461 WHUHE addresses, although there
were returns for these addresses from other operations.  In addition, there were no census forms
from any operations found on the DRF2 for 2,212 WHUHE addresses.  Of these 2,212 addresses,
1,937 were identified as “kills” in the DMAF.  Kills are addresses that were deleted as a result of
address development activities.  These 1,937 deleted addresses are not included in any tables in
the results section.  Also included in those 2,212 addresses are 40 addresses identified as group
quarters (GQ) addresses.  Group quarters census forms are not included on the DRF2 and are
excluded from the results.     

We also found multiple WHUHE returns for some unique Census IDs in the non-ID file.  To
derive the results in Tables 4-6 we selected a unique WHUHE return from among the multiple
returns by choosing an occupied return over a vacant return.  If there was more than one return
for an address that was occupied, we selected the return with the earliest processing date.  

2.3 Identifying persons enumerated on WHUHE returns

Many persons on WHUHE questionnaires were also found on other census forms.  Also, some
persons on WHUHE returns who were not found on other census forms were not selected by the
Primary Selection Algorithm (PSA) for inclusion in the census.  The PSA is a program designed
to select (or not select) a person record for inclusion in the census.  The PSA is designed to
handle situations where there are multiple responses to the census and also the possibility that
different households (or persons within a household) may fill out a census form for the same
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address.  To identify the persons added to the census by the WHUHE program, we counted only
those persons who were not found on other census forms and who were selected by PSA for
inclusion in the census.  To identify the persons who were included on other census forms, we
used a variable on the DRF2 created in the PSA process that tells us if a person is matched to a
person on another census form.  If a person on a WHUHE questionnaire is matched to a person
on another form, then we know that the person was not counted in the census solely by the
WHUHE program.  

3. LIMITATIONS

There are several limitations to this evaluation study.  One limitation is that there is no way to
identify addresses in the non-ID file that were geocoded separately from addresses that matched
to a housing unit already on the MAF. We attempted to identify addresses that were geocoded
(but not verified) using the methodology described in section 2.2.  We also attempted to use the
MAF source variables to identify these addresses but found those to be unreliable.  

There are missing data for some of the introductory questions, S2 in particular (Did you or
anyone in this household live here on Saturday, April 1, 2000?).  This makes it difficult to
identify the questionnaires that should have generated a WHUHE return.  In many cases the
respondent for these addresses was a neighbor or other proxy.  In some cases these proxy filled
returns probably should not have generated a WHUHE return, but many of them did.  A
non-systematic review of respondents identified many instances of multiple questionnaires being
filled by the same proxy respondent.  

Enumerators did not always correctly follow the skip patterns for the introductory questions.  In
some cases this makes it difficult, if not impossible, to determine the intent of the respondent. 
There were sometimes inconsistencies in the answers to the introductory questions.  For example,
a respondent may answer yes to introductory question S2 ( someone from the current household
lived here on Census Day), and fill introductory question S4 as “Vacant” or “Occupied by a
different household”.  The information from the introductory questions was sometimes
inconsistent with the interview summary items pertaining to occupancy status.  This made it
difficult to correctly identify returns that should have  generated a WHUHE return as well as the
WHUHE returns themselves.     

There are also missing data for some interview summary items.  If the interview summary Item
A, which identifies the occupancy status on Census Day, is missing we were not able to
determine the occupancy status of an address on Census Day.  If the interview summary Item C,
which identifies the reason an address is vacant, is missing we were not able to determine the
reason an address is vacant.  If the interview summary Item E (Usual Home Elsewhere) is
inadvertently left blank when it should be filled, the return would not be included in the non-ID
file of WHUHE returns that was provided by DSCMO.  If interview summary Item E is filled
when it should be blank, the return may be incorrectly included in the file of WHUHE returns. 
Finally, the  respondent information Item R3 is sometimes left blank.  If this is blank, we were
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not able to determine if the respondent was a member of the current household or was a neighbor
or other proxy.  

A final limitation is that there is no way to link a WHUHE return to the questionnaire that
generated it.  Even though both returns are completed by the same enumerator at the same time,
there is no way to link the two returns, since the returns are for different addresses and the
WHUHE return is completed from a blank, unlabeled SEQ.  

4. RESULTS

4.1 Questionnaires that should have generated a WHUHE questionnaire 

Table 1 shows the number of questionnaires that should have generated a WHUHE questionnaire
for a household’s usual place of residence by census operation.  Tables B.1 - B.4 in Appendix B
show a summary by state, Regional Census Center (RCC) and type of enumeration area (TEA) of
the questionnaires that should have generated a WHUHE questionnaire by census operation.

Questionnaires that should have generated a WHUH E questionnaire for a household’s usual place of

residence by census operation (Table 1)

Census operation Number of

questionnaires

Percent of total Percent of operation

universe

      Nonresponse Followup 90,478 79.5 0.23 

      Coverage Improvement Followup 10,410 9.2 0.15

      Update/Enumerate 9,546 8.4 0.92

      List/Enumerate 845 0.7 0.20

      Other operations 2,528 2.2

Total 113,807

Using the criteria defined in section 2.1, 113,807 questionnaires filled by census enumerators for
the point of contact address should have generated a WHUHE return.  More than 90,000 returns,
or approximately 80 percent of the total, were from Nonresponse Followup.  In addition to those
113,807 SEQs, another 330,970 additional questionnaires appear to be cases that could have
generated a WHUHE return, but were completed by a neighbor or other proxy. This appears to be
the result of enumerator errors.  Most of the  questionnaires completed by a proxy respondent
probably should not have generated a WHUHE return, but in some cases they did.  While it was
not possible to match the WHUHE return to the questionnaire that generated it, we did find
WHUHE returns that were completed by neighbors or other proxy.   

Among the 113,807 questionnaires that should have generated a WHUHE return, approximately
6,855 had respondent information (Item R3) marked as “moved in after Census Day”.  Most of
these returns had the introductory question S2 marked as Yes (someone in the household lived
there on Census Day), so it appears that Item R3 may have been marked as “moved in after
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Census Day” in error.

4.2 Questionnaires completed for WHUHE households at their usual place of residence 

Table 2 shows the non-ID processing results for questionnaires completed for WHUHE
households for their usual place of residence.  A total of 151,775 blank questionnaires were
completed for WHUHE households for their usual place of residence.  Of these returns, 58,027
matched to an existing address on the MAF.  Only 606 WHUHE returns were geocoded and sent
to Field Verification.  Another 54,680 returns were geocoded, but not in time to be sent to Field
Verification.  Most of these addresses were added to the census without verification in the field. 
More than 63 percent of these addresses were provided by proxy respondents.  
 
Matching results for the addresses of WH UHE household’s usual place of residence (Table 2)

Matching status Number of

questionnaires

Percent of

total

Percent completed by

neighbor or other

proxy 

       Matched an existing MAF ID 58,027 38.2 30.0

       Geocoded and sent to Field Verification 606 0.4 23.4

       Geocoded and not sent to Field Verification 54,680 36.0 63.1

       Not matched or geocoded 38,462 25.3 32.2

Total 151,775 42.5

Table 3 shows the Field Verification results for addresses of WHUHE households at their usual
place of residence.  There were 477 unique addresses among the 606 WHUHE questionnaires
included in the Field Verification.

Field Verification results for the addresses of WHUHE household’s usual place of residence (Table 3) 

Field Verification results Number of addresses Percent of total

      Verified 246 51.6

      Deletes 170  35.6 

      Duplicates 58  12.2

      Field Verification results not reported 3  0.6

Total 477

4.3 Housing unit status for WHUHE addresses

Table 4 shows a summary of housing unit status for WHUHE addresses.  There were 111,130
unique addresses among the 113,313 matched or geocoded WHUHE questionnaires included in
Table 2 of the previous section.  A total of 228 of these addresses were determined to be
duplicates or non-existent housing units by Field Verification.  This leaves 110,902 addresses
that should be represented on the DRF2.  These addresses include all matched or geocoded
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not be the same as the final census status for the address. 
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housing unit addresses that were not deleted in the address updating operation (that is, “kills” on
the DMAF, deletes in Field Verification, or duplicates in Field Verification).  About half of these
WHUHE addresses were enumerated by another procedure (that is, the DRF2 included another
return at this address).  

• Nearly 55,000 WHUHE addresses were not enumerated by another procedure.  Most of these
represent additions to the census not confirmed by a field operation.

  
• More than 71 percent of those were reported to be vacant housing units.  Interviews for more

than 36 percent of these vacant housing units not enumerated by another procedure were
completed with proxy respondents who provided addresses for two or more WHUHE
households.    

• The addresses not enumerated by another procedure include 235 WHUHE addresses not
represented on the DRF.  Of these 235 addresses, 203 were enumerated as vacant and 26 were
enumerated as occupied.  

• Of those WHUHE addresses enumerated by another procedure, 14.4 percent were reported to
be vacant or non-existent (delete).1  

Table 4 also shows the proportion of returns that were completed by a proxy respondent.  About
69 percent of proxy respondents for the returns in Table 4 reported vacant addresses.  

There appeared to be considerable confusion among enumerators concerning how  to enumerate
the WHUHE households.  There were considerable missing and inconsistent data for responses
to the introductory questions used to identify WHUHE households.  Many of the usual residences
for these households were reported as vacant or deleted housing units.  This is contrary to the
concept of a usual home elsewhere for the Census Day household.  Many of the questionnaires
completed for the usual home of the Census Day household were completed by a respondent who
is not a member of the household.  The interviews for about 28 percent of the WHUHE
households were completed with proxy respondents who reported addresses for two or more
WHUHE households.
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Summary of enumeration results for WHUHE addresses (Table 4)

Number of

addresses

Percent of

total

Percent completed

by neighbor or

other proxy 

WH UHE addresses enumerated by another

procedure

55,987 31.7

Occupied W HUHE returns 46,121 82.4 24.4

Vacant WHUHE returns 7,952 14.2 69.7

Deleted WHUHE returns 86 0.2 67.4

WHUHE returns of unresolved status 1,828 3.3 46.8

WH UHE addresses not enumerated by another

procedure 

54,915 61.5

WHUH E address was occupied 12,341 22.5 20.0 

WHUHE address was vacant  39,267 71.5 76.2 

WHUHE address was deleted   161 0.3 68.3 

Status of WHUHE address was unresolved 3,146 5.7 41.1 

Total WHUH E addresses enumerated 110,902 46.5

4.4 WHUHE addresses enumerated by another procedure

The data in Table 5 summarize the relationship between the status of the WHUHE return and the 
results of the other procedures that enumerated those WHUHE addresses.  

• For more than 70 percent of the WHUHE addresses with occupied WHUHE returns, all
persons on the WHUHE return were completely enumerated by another procedure.  

• For WHUHE addresses with vacant WHUHE returns, all other procedures yielded an
enumeration of vacant/delete/unresolved more than 70 percent of the time.  

• For WHUHE addresses with WHUHE returns of unresolved status, at least one other
procedure yielded an enumeration of occupied 38.2 percent of the time.   
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Enumeration results for WHUHE addresses enumerated by another procedure  (Table 5)

Number of

addresses

Percent of

total

Total 55,987

WH UHE addresses with occupied WHUHE returns 46,121

All persons on the WH UHE return were completely enumerated by

another procedure

32,690 70.9

Some, but not all persons on the WH UHE return were enumerated by

another procedure

3,256 7.1

All other returns yielded an enumeration of vacant/delete/unresolved 3,679 8.0

All persons on the WH UHE return were not enumerated in any other

occupied households

6,496 14.1

WH UHE addresses with vacant WH UHE returns 7,952

At least one other return yielded an enumeration of occupied but not in

the same PSA household

2,321 29.2

All other returns yielded an enumeration of vacant/delete/unresolved 5,631 70.8

WH UHE addresses with deleted WHUH E returns 86

At least one other return yielded an enumeration of occupied but not in

the same PSA household

49 57.0

All other returns yielded an enumeration of vacant/delete/unresolved 37 43.0

WH UHE addresses with WHU HE returns of unresolved status 1,828

At least one other return yielded an enumeration of occupied but not in

the same PSA house

698 38.2

All other returns yielded an enumeration of vacant/delete/unresolved 1,130 61.8

4.5 Results for persons enumerated on WHUHE returns

Table 6 shows a summary of persons enumerated through the WHUHE program by whether or
not they are found on other returns. 

• There were 113,991 data defined persons on occupied WHUHE returns.               

• Of the 113,991 data defined persons on occupied WHUHE returns, 66 percent were found on
other forms.  

• A total of 29,302 persons enumerated on WHUHE returns were enumerated in the census and
would not have been enumerated otherwise. 
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• Over 93 percent of those persons who answered the Hispanic origin question reported that
they were of non-Hispanic origin.

• Over 90 percent of those persons reporting a race reported that they were White.  

Table B.5 in Appendix B shows the demographic characteristics of these persons enumerated
through the WHUHE program.   

Persons on W HUHE returns by whether or not they are found on other returns (Table 6)       

Number of persons Percent of

total

Total 113,991 

WHU HE persons found on other forms    75,254 66.0

WHU HE persons not found on other forms    38,737 34.0

Selected by PSA 29,302 75.6

Not selected by PSA 9,435 24.4
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5. CONCLUSIONS AND RECOMMENDATIONS

The purpose of the WHUHE probe is to count persons in the census who might be missed
because they have another residence where they live most of the time.  The WHUHE probe
added 29,302 persons to the census who would not have been enumerated otherwise.  The 
number of persons added to the census is very small when compared to the number of WHUHE
addresses identified and the resources expended on this operation.  It is only 25.7 percent of the
persons enumerated on WHUHE forms.  Nearly three quarters of the persons enumerated on
WHUHE forms were found on other returns or not selected by the PSA.  The WHUHE probe
also generated a large number of census returns for vacant housing units (WHUHE addresses
should not be vacant by definition of a usual home elsewhere).  The WHUHE probe provided
relatively little utility for the costs incurred.  Consideration should be given to whether or not
the small number of persons added to the census are worth the resources expended.  

For more than 90 percent of WHUHE addresses that were not enumerated by another procedure,
the housing unit was an unconfirmed addition to the census that was not included in Field
Verification.  We should research whether or not it is a sound practice to add respondent
addresses to the census without verifying them through the Field Verification operation.  

The WHUHE probe generated a large number of vacant WHUHE returns.  This may happen for
two different reasons.  It may be that enumerators were attempting to communicate something
about the status of the housing unit that was not consistent with the response choice available on
the questionnaire.  Alternatively, enumerators may have been confused about the procedures to
follow for a WHUHE household.   Neighbors or other proxy respondents may have provided
incomplete or erroneous information for the WHUHE return.  We recommend that the purpose
of the WHUHE program be covered thoroughly in enumerator training to ensure a better
understanding of the program and higher quality data.   The treatment of proxy responses
about usual home elsewhere information should be thoroughly addressed in future
censuses.  We also recommend investigating possible causes for the large number of vacant
WHUHE addresses in addition to deficiencies in enumerator training.   

The WHUHE probe frequently generated responses that were inconsistent within a census form. 
Also, enumerators sometimes did not correctly follow the skip patterns for the screening
questions.  We recommend incorporating edits into the future electronic enumeration
device to detect and correct these problems as the data are being collected.  

Finally, it would be very useful to be able to link the WHUHE return with the census
return that generated it.  This would give us more information about some of the problems
with the program, such as the large number of vacant returns generated by the program and the
large number of returns completed by neighbor or other proxy.  One possible way to do this is to
enter the Census ID of the housing unit that generates the WHUHE return onto the WHUHE
return itself.  
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APPENDICES

Appendix A

INTRODUCTION

S1. Hello, I’m (Your name) from the Census Bureau.  (Show ID card.)  Is this (Read address)?
 Yes - Continue with question S2
 No - Ask:  Can you tell me where to find (Read address)?  END INTERVIEW

S2. I’m here to complete a census questionnaire for this address.  It should take about 7 minutes.

This notice (Hand respondent a Privacy Act Notice) explains that your answers are kept confidential.
Did you or anyone in this household live here on Saturday, April 1, 2000?

 Yes - Continue with question S3    No ÷ Skip to question S4

S3. Is this (house/apartment/mobile home) a vacation or seasonal home, or only occasionally occupied by 

your household?
 Yes ÷ Skip to items A, B, and C in the “Interview summary” block and refer to Card J.
 No ÷  Skip to S5

S4. On April 1, 2000 was the unit - 

 Vacant  ÷  Skip to  items A, B, and C in the “Interview Summary” block and refer to Card K.
Occupied by a different household?  Using a knowledgeable respondent, complete this questionnaire for the
Census Day household and refer to Card K.

S5. How many people were living or staying in this (house/apartment/mobile home) on April 1, 2000?
      Number of people

RESPONDENT INFORMATION

R1.  Enter respondent’s name.
        First name
       

       Last name
       

R2.  In case we need to contact you,
what is your telephone number
and the best time to call?

Area code Telephone number
     -       -   

  Day       Evening       Either

R3. Respondent -
    Lived here on

      April 1, 2000

  Moved in after
      April 1, 2000
      (Refer to Card K)

  Is neighbor or other

INTERVIEW SUMMARY

A.  Status on April  1, 2000

1 = Occupied

2 = Occupied - Continuation

3 = V aca nt - Us ual ho m e else whe re

5 = Demolished/Burned out

6 = C ann ot loca te

7 = D uplica te

8 = Nonresidential

9 = Other (open to elements,

        condemned, under construction)

B.  POP on Apri l  1, 2000

   

01-97 = Total persons

00 = Vacant

98 =  De lete

99 = POP unknown

C.  VACANT -  Which category

best described this vacant unit as

of April 1, 2000?

  For rent

  For  sale  only

  Rented or sold, not occupied

  For  sea sona l, recrea tional,

       or occasional use

  For m igran t work ers

  Other vacant

D. SP    E. UHE     F. MOV     G. P I

                                    

H. REF   I. REP    J. CO         K. TC

                                

L.  J ICI   M. J IC2    N.  J IC3    O.  J IC4
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Appendix B 

Nonresponse Followup questionnaires that should have generated a W HUHE questionnaire for a household’s

usual place of residence by state, RCC and TEA  (Table B.1)

Number of questionnaires Percent of total

Total 90,478 

By state:

      Florida 11,618 12.8

      California 9,979 11.0

      New York 8,045 8.9

      Texas 6,365 7.0

      Arizona 5,049 5.6

      Pennsylvania 2,486 2.7

      Michigan 2,471 2.7

      Virginia 2,263 2.5

      Georgia 2,257 2.5

      Illinois 2,182 2.4

      Other states 37,763 41.7

 

By RCC: 

      Atlanta 15,516 17.1

      Denver 9,040 10.0

      Dallas 8,575 9.5

      Charlo tte 8,057 8.9

      Los Angeles 7,156 7.9

      New York 6,834 7.6

      Boston 6,751 7.4

      Seattle 6,320 7.0

      Kansas City 5,831 6.4

      Chicago 5,827 6.4

      Philadelphia 5,579 6.2

      Detroit 4,992 5.5

By TEA:

      Mail Out/Mail Back 72,736 80.4

      Update Leave 17,742 19.6
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Coverage Improvement Followup questionnaires that should have generated a WH UHE questionnaire for a

household’s usual place of residence by state, RCC and TEA  (Table B.2)

Number of questionnaires Percent of total

Total 10,410 

By state: 

      Florida 1,058 10.2

      California 1,029  9.9

      New York 751 7.2

      Texas 713 6.8

      Arizona 484 4.6

      North Carolina 383 3.7

      New Jersey 357 3.4

      Pennsylvania 339 3.3

      Georgia 291 2.8

      South Carolina 277 2.7

      Other states 4,654 45.4

By RCC: 

      Atlanta 1,547 15.0

      Charlo tte 1,213 11.9

      Denver 1,051 10.2

      Dallas 1,003 9.7

      Philadelphia 897 8.7

      Boston 825 8.2

      Kansas City 719 7.0

      Los Angeles 713 6.9

      Seattle 694 6.7

      Chicago 629 6.2

      Detroit 500 4.9

      New York 491 4.7

By TEA:

      Mail Out/Mail Back 6,812 65.4

      Update Leave 3,598 34.6
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Update/Enumerate questionnaires that should have generated a W HUHE questionnaire for a household’s

usual place of residence by state and RCC  (Table B.3)

Number of questionnaires Percent of total

Total 9,535

By state: 

      Pennsylvania 3,554 37.2

      Florida 1,060 11.1

      Arizona 952 10.0

      Wisconsin 735 7.7

      California 713 7.5

      Texas 483 5.1

      New York 372 3.9

      New Mexico 364 3.8

      Colorado 212 2.2

      Minnesota 194 2.0

      Other states 907 9.5

By RCC: 

      Philadelphia 3,554 37.2

      Denver 1,835 19.2

      Atlanta 1,112 11.6

      Chicago 746 7.8

      Los Angeles 709 7.4

      Dallas 521 5.5

      New York 370 3.9

      Charlo tte 325 3.4

      Kansas City 198 2.1

      Boston 106 1.1

      Seattle 70 0.7
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List/Enumerate questionnaires that should have generated a WHUH E questionnaire for a household’s usual

place of residence by state and RCC  (Table B.4)

Number of questionnaires Percent of total

Total 841 

By state: 

      Arizona 160 18.9

      Vermont 150 17.8

      California 92 9 .9

      Maine 84 9.6

      Wyoming 77 9.1

      New Mexico 74 8.8

      New York 43 5.1

      New Hampshire 42 5.0

      Utah 33 3.9

      Alaska 28 3.3

      Other states 62 7.3

By RCC:

      Denver 380 45.0

      Boston 319 37.8

      Los Angeles 90 10.7

      Seattle 40 4.7

      Dallas 16 1.9
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Demographic characteristics of persons enumerated through the WH UHE program (Table B.5)

Persons Percent of total

Total 29,302

By age:

      Under 5 years 817 2.8

      5 to 19 years 2,684 9.2

      20 to 29 years 2,407 8.2

      30 to 39 years 2,309 7.9

      40 to 49 years 2,789 9.5

      50 to 64 years 6,000 20.5

      65 years and over 7,717 26.3

      Missing 4,579 15.6

By Hispanic origin:

      Not Spanish/Hispanic 25,371 86.6

      Mexican, Mexican-American, Chicano 889 3.0

      Puerto Rican 348 1.2

      Cuban 156 0.5

      Other Spanish/Hispanic 466 1.6

      Missing 2,072 7.1

By race:  

      White 24,727 84.4

      Black or African American 1,021 3.5

      Other Race 1,546 5.3

      Missing 2,008 6.8
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EXECUTIVE SUMMARY 

THE MOVER PROBE 

Census 2000 was made up of various data collection operations. Some of these operations 
attempted to gather census-day information after April 1, 2000. Two of these post-April 1 
operations were the nonresponse followup and coverage improvement followup. Enumerators in 
nonresponse followup attempted to enumerate housing units in mailback areas from whom 
Census 2000 had not received a questionnaire. Enumerators in coverage improvement followup 
attempted to do the same for mostly vacant and deleted units in mailout/mailback, update/leave, 
and urban update/leave areas. Both operations used an enumerator questionnaire. 

All enumerator questionnaires contained a mover probe. The mover probe allowed enumerators 
to identify households that moved into nonresponse/coverage improvement-followup housing 
units after April 1, 2000 and that did not return census questionnaires for their census-day 
addresses (nonresponse inmover household). Enumerators in both operations would then attempt 
to complete a separate enumerator questionnaire for every nonresponse inmover household for 
the address at which it lived on census day. These enumerator questionnaires represented the 
nonresponse inmover households’ completed census questionnaires. 

The purpose of this evaluation was to determine the usefulness of the mover probe. 

MOVER PROBE-ENUMERATED HOUSEHOLDS THAT CENSUS 2000 WOULD NOT HAVE 

OTHERWISE ENUMERATED 

In Census 2000, there were 105,480,101 occupied housing units in the United States (the 50 
states and the District of Columbia). Of these, only 22,850 would not have been enumerated by 
Census 2000 without the mover probe. This represents 0.02 percent of the total U.S. occupied 
housing unit count. 

There were a total of 45,507,823 enumerator questionnaires from the two followup operations. 
The 22,850 enumerator questionnaires representing occupied housing units enumerated only by 
the mover probe represents 0.05 percent of all nonresponse followup and coverage improvement 
followup questionnaires. 

There were 125,585 enumerator questionnaires that had information indicating that they 
represented nonresponse inmover households; only 18.19 percent (22,850) of these represented 
households that Census 2000 would not have otherwise enumerated without the mover probe. 

RECOMMENDATIONS 

We recommend to re-evaluate the mover probe in future census and test census test operations. 
There are three reasons for our recommendation. First, even though the U.S. occupied housing 
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unit count increased by only 0.02 percent, it was still an increase. Using the mover probe 
improved the accuracy of the United States housing unit count (and other related statistics). 

Second, the mover probe made up a small portion of the enumerator questionnaire. This means 
that the cost of using the mover probe might have been negligible. 

Finally, only 18.19 percent of all the enumerator questionnaires representing nonresponse 
inmover households were mover probe-only enumerations. One factor possibly contributing to 
this relatively low proportion is that enumerators may not have applied the mover probe 
correctly, thereby falsely identifying nonresponse inmover households. Enumerators in future 
census operations will have the benefit of using computerized questionnaires, e.g., the hand-held 
computer. If enumerators did apply the mover probe incorrectly, then computerized 
questionnaires might be able to minimize or eliminate this problem (through edit checks in the 
instrument). 

Additionally, there was no way to link separate enumerator questionnaires for the same followup
operation housing unit - one enumerator questionnaire represented the followup-operation 
housing unit, the other represented the housing unit at which a nonresponse inmover household 
resided on census day. We recommend developing a way to link these questionnaires. This 
would allow future evaluations to compare responses between these questionnaires. 
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1. BACKGROUND 

Both the 1990 and 2000 censuses used a mover probe. The mover probe allowed enumerators to

identify households that:


- moved after census day  (April 1)

- did not complete and return a census questionnaire for their census-day address.


Once enumerators identified these households, they would complete a census questionnaire for

their census-day address.


1.1 1990 Census 

Three of the data collection operations in the 1990 Census were the list/enumerate procedure 
(L/E), the nonresponse followup (NRFU), and the Vacant/Delete/Movers Check. L/E 
enumerators visited housing units in very rural areas; they compiled basic address lists and 
completed census questionnaires (personal visit interviews) for these housing units. The L/E 
took place on and around census day (April 1, 1990). 

NRFU enumerators visited housing units that had received but not returned mailback census 
questionnaires. NRFU enumerators attempted to determine the 1990 census-day status and 
complete a census questionnaire for these housing units. The NRFU was a post-census day 
operation. 

L/E and NRFU housing units with vacant and deleted 1990 census-day classifications became 
part of the Vacant/Delete/Movers Check. Vacant/Delete/Movers Check enumerators visited 
these housing units to verify their L/E and NRFU vacant and deleted classifications. There were 
some housing units whose Vacant/Delete/Movers Check classifications did not match their 
respective L/E or NRFU classifications.  Among these were housing units whose 
Vacant/Delete/Movers Check classification was occupied. 

Vacant/Delete/Movers Check enumerators asked the occupants (the household) of the occupied 
Vacant/Delete/Movers Check housing units if they had moved into the housing unit after April 1, 
1990. If they had, then the enumerators asked the household if it had completed and returned a 
census questionnaire for the address at which it resided on census day. If the household replied 
‘no’, then the enumerator completed a census questionnaire for their census-day address. 

See U.S. Bureau of the Census (1993) for more details on the 1990 census data collection 
operations. 
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1.2 Census 2000 

Two data collection operations in Census 2000 were the NRFU and coverage improvement 
followup (CIFU). Enumerators in NRFU attempted to obtain completed Census 2000 forms 
from households in mailback areas that did not respond by mail, through the internet, or a 
telephone questionnaire assistance operator (U.S. Bureau of the Census, (2002a)). CIFU 
enumerators attempted to improve Census 2000 coverage of housing units (mostly vacants and 
delete units) in mailout/mailback, update/leave, and urban update/leave areas (U.S. Bureau of the 
Census, (2003)). Enumerators used enumerator questionnaires (EQ) to collect data in both 
operations. 

Both operations took place after April 1, 2000 (census day). This meant that a household 
occupying a housing unit during NRFU or CIFU could be different from the same housing unit’s 
census-day household. A series of introductory questions on the EQ allowed enumerators to 
identify these households - this series of questions was the first half of the mover probe 
(Appendix A). 

If the household for a NRFU or CIFU housing unit was different from its census-day household 
(an inmover household), then enumerators would ask the inmover household if it had completed 
and returned a census questionnaire for its census-day address; this question was the second half 
of the mover probe (card K - Appendix B). If the inmover household’s response was ‘no’ or 
‘could not remember’ (a nonresponse (NR) inmover household), then enumerators filled out a 
separate EQ for the census-day address at which the NR inmover household resided. This EQ 
represented the NR inmover household’s completed Census 2000 form. Census 2000 could then 
include the NR inmover households’ data in any relevant census statistics (e.g., national occupied 
housing unit count). 

NRFU and CIFU enumerators had a labeled EQ for every housing unit in NRFU and CIFU, 
respectively. A labeled EQ contained address information for a given NRFU or CIFU housing 
unit. Enumerators completed labeled EQs for the housing units whose addresses appeared on the 
labels. These are the EQs that enumerators used in applying the mover probe. 

NRFU and CIFU enumerators also had unlabeled EQs. Unlabeled EQs contained no address 
information (they were blank forms). These are the EQs that enumerators used when they 
collected data for a NR inmover household’s census-day address. 

This paper evaluates the usefulness of the Census 2000 mover probe: how well did it do in 
picking up housing units and households that Census 2000 would not have otherwise 
enumerated? We used EQs from the United States only in this evaluation (we excluded EQs 
from Puerto Rico). 
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2. METHODOLOGY 

This section describes how we arrived at the numbers in the tables in section 4. Section 2.1 lists 
the input files; sections 2.2 and 2.3 describe the files and list the variables we used from each 
file. Appendix C describes the variables in detail; Appendix D describes how we used the 
variables to obtain the numbers in the tables. 

2.1 Input Files 

We used two data files in our analysis:


� Non-ID Extract File

� Decennial Response File - Stage 2 (DRF2)


2.2 Non-ID Extract File 

The non-ID extract file is a hierarchal file - it contains address-level, household-level (within an 
address), and person-level (within a household) data for all unlabeled EQs, only.  We used both 
address- and return-level data in our analysis. Decennial Systems and Contracts Management 
Office (DSCMO) created the non-ID file. See Table C.1. for details on the variables. 

To obtain the numbers in Table 1, we used the variables: 

RT �  record level - subsetting variable

PROCID �  processing ID - matching variable

MAFID �  subsetting variable

FCUISF �  item F (‘mover’ check box indicator) - subsetting variable


For Tables 2 and 3, we used: 

RT �  record level - subsetting variable

MAFID �  matching variable

FLAG �  match/geocode indicator for an address - subsetting variable

FCUISF �  item F (‘mover’ check box indicator) - subsetting


2.3 DRF2 

The DRF2 is split into three sets of files. One set of files contains housing unit-level records; the 
second set contains census questionnaire (return)-level records; the third set contains person-level 
records. There is one file for each state and one Puerto Rico file in each set. These files contain 
data from all returns from all Census 2000 data collection operations. DSCMO created the 
DRF2 files. We used return-level records, only. See Table C.2 for details on the variables. 
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For Table 1, we used: 

RCPID �  processing ID - matching variable

RUID �  MAFID - subsetting variable

RISMOV �  item F (‘mover’ check box indicator) - subsetting variable

RSOURCE �  source of return - analysis variable


For Tables 2 and 3, we used: 

RUID �  MAFID - matching variable

RPRSTAT �  return and PSA household status - analysis variable

RISMOV �  item F (‘mover’ check box indicator) - subsetting variable

RSTATUS �  status of return - analysis variable


3. LIMITATIONS 

There was no way to match labeled EQs to unlabeled EQs for the same NRFU/CIFU housing 
units. For example, we could not match on address - the only address on a labeled EQ was for 
the NRFU/CIFU housing unit while the only address on an unlabeled EQ was for the NR inmover 
household’s census-day residence. Therefore, we could not do any analyses that required 
matching the labeled and unlabeled EQs, e.g., we were unable to verify if an unlabeled EQ had a 
matching labeled EQ that indicated that the NRFU/CIFU housing unit contained and inmover 
household. 

4. RESULTS 

Section 4.1 provides an introduction, briefly describing the introductory questions and ‘mover’ 
check box on the EQ. Sections 4.2 through 4.4 show a series of steps we took to arrive at our 
final tallies. Section 4.5 shows the number of households that the mover probe picked up that 
Census 2000 would have otherwise missed. Section 4.6 shows some comparisons. 

4.1 Introductory Questions, ‘Mover’ Check Box 

Enumerators applied EQs in NRFU and CIFU. Enumerators completed labeled EQs for all

households living in NRFU and CIFU housing units; they also completed unlabeled EQs for

households living in NRFU and CIFU housing units that both:


- lived in a different housing unit on census day and

- did not return a completed census questionnaire for their census-day address.
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Households meeting both of these conditions were non-response (NR) inmover households. 
Completed unlabeled EQs contain census information for these households for the housing unit 
at which they lived on census day. 

Every EQ contained the mover probe. Four introductory questions made up the first part of the 
mover probe (Appendix A). Responses to these questions indicated whether a household moved 
into a NRFU/CIFU housing unit after April 1, 2000 (inmover household). Households that 
responded ‘Yes’ to question S1 and ‘No’ to question S2 were inmover households. Enumerators 
asked these questions on labeled EQs, only. 

Every EQ also had a ‘mover’ check box (item F in Appendix E). A marked box indicated that 
the household was a NR inmover household. Enumerators applied the ‘mover’ check box to 
unlabeled EQs, only. 

4.2 Matching Non-ID EQs with Marked ‘Mover’ Check Boxes to the DRF2 

The non-ID extract file contained records for all unlabeled EQs, only. We matched all of the 
non-ID extract EQs with marked ‘mover’ check boxes (non-ID mover EQ) to the DRF2; we 
matched on processing ID. Table 1 shows the results of the matching: 

Table 1: Matching Results for Non-ID Mover EQs 

Matching 

Category 
Description Frequency 

1 

2 

3 

the non-ID mover EQ matched to a DRF2 return (EQ)


with a marked ‘mover’ check box (DRF2 mover EQ) 89,779


the non-ID mover EQ did not match to a DRF2 

mover EQ but did match to a DRF2 return with a 0 

blank ‘mover’ check box (DRF2 non-mover return ) 

the non-ID mover EQ did not match to any DRF2 return. 35,806 

Total All non-ID mover EQs 125,585 

We obtained the counts in Table 1 in two steps. First, we matched all non-ID mover EQs to 
DRF2 returns that had a marked ‘mover’ check box (DRF2 mover EQ) only; category 1 shows 
the counts of the non-ID mover EQs that matched. Then we matched all non-ID mover EQs that 
did not match to any DRF2 mover EQ to all other returns on the DRF2 (DRF2 returns with a 
blank ‘mover’ check box). Categories 2 and 3 show the results of this matching. See Appendix 
D for the operational details. 
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Non-ID mover EQs in categories 1 and 2 represent NR inmover households that Census 2000 
would potentially not have otherwise enumerated without the mover probe (potential mover 
probe-only EQs). We considered category 2 EQs to be potential mover probe-only EQs because 
we assumed that the non-ID file ‘mover’ check box code was the correct code, i.e., their 
matching DRF2 returns had erroneously blank ‘mover’ check boxes. 

Non-ID mover EQs in category 3 represent households that Census 2000 dropped from further 
processing (most of these EQs represented households that Census 2000 was unable to geocode, 
making them ineligible for further processing). Therefore, we considered category 3 EQs as not 
being potential mover probe-only EQs. 

Table 1 shows 89,779 potential mover probe-only EQs, all from category 1. This result meant 
that all non-ID mover EQs matching to the DRF2 were consistent in having marked ‘mover’ 
check boxes on both files. The 35,806 non-ID mover EQs in category 3 were not potential mover 
probe-only EQs, so we dropped them from further consideration. 

4.3 Continuation Forms, No MAFID 

Of the 89,779 category 1 potential mover probe-only EQs in Table 1, 75 of them matched to a 
DRF2 EQ whose return was a continuation form (RSOURCE=37), i.e., an extension to a 
questionnaire. Since these EQs were just extensions and not the base forms themselves, we 
considered them to not be potential mover probe-only EQs - we dropped these 75 EQs from 
further consideration. 

Additionally, 471 of the category 1 potential mover probe-only EQs in Table 1 had a FLAG 
value of ‘no MAFID’ (see Table C.1 in Appendix C for the definition of MAFID). These EQs 
represented NR inmover households without any geocodes and should not have gone through any 
further census processing, i.e., these EQs should not have made it on to the DRF2. This 
indicated that these 471 non-ID mover EQs were probably category 3 EQs. In turn, we 
considered them to not be potential mover probe-only EQs, so we dropped them from further 
consideration, also. 

After subtracting the continuation form and ‘no MAFID’ EQs from category 1, we were left with 
89,233 potential mover probe-only EQs. 

4.4 Multiple EQs 

Two or more of the 89,233 potential mover probe-only EQs from section 4.3 could (and did) 
share the same MAFID, i.e., represent the same NR inmover household - we wanted to count only 
one EQ per household. To do this, we kept the potential mover probe-only EQ for a NR inmover 
household that had the lowest RPRSTAT value (the RPRSTAT value indicates the household’s 
return and PSA household status - see Appendix F for a summary of the PSA). The lowest 
RPRSTAT value among all EQs for a given household represents the household’s final PSA 
status (see Table C.2. in Appendix C for variable definitions). 

6




There were 274 NR inmover households with multiple potential mover probe-only EQs (553 total 
EQs). We selected the EQ with the lowest RPRSTAT to represent each of these 274 households; 
we dropped the remaining 279 EQs from further consideration. This left us with 88,954 
potential mover probe-only EQs 

4.5	 Potential mover probe-only EQs Representing NR Inmover Households that Census 
2000 would not have otherwise Enumerated 

We needed to determine which of the 88,954 potential mover probe-only EQs from section 4.4 
represented households that were indeed missed in Census 2000. To do this, we had to match 
these remaining potential mover probe-only EQs to all DRF2 returns with a blank ‘mover’ check 
box (DRF2 non-mover return). Potential mover probe-only EQs matching to one or more DRF2 
non-mover returns represented households that Census 2000 enumerated using other data 
collection operations, i.e., they did not represent NR inmover households. Of the remaining 
88,954 potential mover probe-only EQs, 64,872 matched to at least one DRF2 non-mover return. 
We dropped these EQs from further consideration. 

This left us with 24,082 potential mover probe-only EQs (88,954 minus 64,872). To determine 
which of these remaining EQs were mover probe-only enumerations, we needed the DRF2 
variable RSTATUS; RSTATUS indicates the status of the housing unit (address) in which an 
EQ’s household lived on census day. Table 2 shows this distribution. 

Table 2: Counts of Potential mover probe-only EQs, by RSTATUS 

Return Status 
Total Potential mover probe-

Potential mover only EQs that
(RSTATUS) 

probe-only EQs were valid enumerations
(1) 

(2) (3) 

Occupied 22,437 22,404 

Vacant 1,111 1,104 

Delete 54 0 

Undetermined 
469 436

(occupied , vacant) 

Undetermined 
11 10

(occupied, vacant, delete) 

Total 24,082 23,954 
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Proportion of Total 

Potential mover 

probe-only EQs 

(4) 

0.999 

0.994 

0.000 

0.930 

0.909 

0.995 



Counts in column (2) are for all of the remaining potential mover probe-only EQs. Counts in 
column (3) are for potential mover probe-only EQs that are valid enumerations. To be a valid 
enumeration, a NR inmover household had to have a potential mover probe-only EQ that was 
either the basic or ‘other’ return (EQ) for the primary selection algorithm household (the NR 
inmover household in this case); the RPRSTAT variable contained this information. NR inmover 
households with RPRSTAT values of 1 (basic return) or 2 (‘other’ return) were valid 
enumerations. 

Table 2 shows non-zero counts in the ‘Vacant’ row. By definition, any EQ with a marked 
‘check’ box represented a NR inmover household at its census-day address, i.e., an occupied 
census-day address (housing unit). This implicitly means that the census-day address was not 
vacant on census day. This means that there should have been zero counts in the ‘Vacant’ row 
for both columns (2) and (3).  In light of this, we assumed that the EQs that made up the counts 
in the ‘Vacant’ row were not potential mover probe-only EQs - we dropped these EQs from 
further consideration. 

Table 2 shows 54 EQs in the ‘Delete’ row for column (2). EQs in Table 2 represent households 
that Census 2000 did not enumerate in any other data collection operation and that contained 
their household’s final PSA household status. Therefore, none of the EQs in Table 2 should have 
an RSTATUS code of ‘Delete.’ We assumed that the 54 EQs in this row were not potential 
mover probe-only EQs and dropped them from further consideration. 

The previous discussion implies that all of the potential mover probe-only EQs in Table 2 should 
have had an RSTATUS of ‘Occupied.’ By extension, this means that all of the EQs in the two 
‘Undetermined’ rows should represent occupied census-day addresses.  Because such a large 
proportion of the ‘Occupied,’ ‘Vacant,’ and ‘Delete’ EQs have RSTATUS = ‘Occupied’ (22,437 
of the 23,592 EQs in column (2)), we made the assumption that all EQs with RSTATUS = 
‘Undetermined’ represented occupied census-day addresses. 

When we drop the ‘Vacant’ and ‘Delete’ rows and merge the two ‘Undetermined’ rows in Table 
2, we obtain Table 3. 

Table 3: Final Counts of Potential mover probe-only EQs, by RSTATUS 

Return Status 
Total Potential mover probe-

Potential mover only EQs that
(RSTATUS) 

probe-only EQs were valid enumerations
(1) 

(2) (3) 

Occupied 22,437 22,404 

Undetermined  - all 480 446 

Total 22,917 22,850 
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Proportion of Total 

Potential mover 

probe-only EQs 

(4) 

0.999 

0.929 

0.997 



EQs making up the valid enumeration counts in Table 3 (column (3)) represent the NR inmover 
households that Census 2000 was able to enumerate using the mover probe, only. Hence, the 
mover probe was responsible for enumerating 22,850 households that Census 2000 would not 
have otherwise picked up. 

4.6 Some Comparisons 

The results in section 4.5 showed that there were only 22,850 households (at their census-day 
addresses) that Census 2000 would not have enumerated without the mover probe. These 
households represent: 

- 18.19 percent of all non-ID extract file EQs with a marked ‘mover’ check box (125,585 
EQs) 

- 0.05 percent of all NRFU and CIFU EQs (45,507,823 EQs) 

The internet (American Fact Finder) shows 105,480,101 occupied housing units in the United 
States on April 1, 2000; the mover probe accounted for 22,850 of them. This means the mover 
probe accounted for a national occupied housing unit population increase of 0.02 percent (from 
105,457,251 to 105,480,101 housing units). 

5. CONCLUSIONS AND RECOMMENDATIONS 

The mover probe had a limited usefulness 1. We were able to enumerate 22,850 households (at 
their census-day addresses) with the mover probe that Census 2000 would not have otherwise 
enumerated. The impact that these households had on the total United Sates occupied housing 
unit count, however, was small. Their inclusion increased the U.S. occupied housing unit count 
by only 0.02 percent (from 105,457,251 to 105,480,101 housing units). On the other hand, the 
mover probe was not a complete loss: Census 2000 would not have enumerated these housing 
units without it. 

The mover probe’s limited usefulness also shows in the proportion of NRFU and CIFU housing 
units that were occupied by mover probe-only NR inmover households; the 22,850 figure above 
represents only 0.05 percent of all NRFU and CIFU housing units. 

Finally, only 18.19 percent of all non-ID mover EQs represented households that Census 2000 
would not have otherwise enumerated without the mover probe. Most of the remaining non-ID 
mover EQs represented mover households that Census 2000 could not geocode or that Census 
2000 enumerated in other data collection operations. 

1  We confined our analysis to the national level. Analyses at smaller geographic levels 
might have revealed larger impacts on the corresponding occupied housing unit counts. 
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Because of the above, our initial recommendation was to drop the mover probe from future 
census operations. However, the mover probe was a small part of the EQ - the cost of keeping it 
in future census operations might be negligible.  Additionally, the mover probe was successful in 
enumerating 22,850 households that Census 2000 would not have otherwise counted.  Finally, 
part of the reason relatively few non-ID mover EQs represented mover probe-only households is 
that enumerators may not have applied the mover probe correctly 2. Enumerators in future census 
operations will use computerized questionnaires, e.g., the hand-held computer. Instruments such 
as this could reduce the number of mover-probe application errors. 

Because of these three factors, we recommend keeping the mover probe, making it a part of 
computerized questionnaires. This recommendation assumes that both the cost of keeping the 
mover probe is negligible and that enumerators in future operations will use automated 
questionnaires. We might want to test it in 2010 census testing. Then we can re-evaluate its 
effectiveness and efficiency. 

If the mover probe does become part of future census operations, then we recommend developing 
a way of linking NR inmover household EQs (the unlabeled EQs) with the labeled EQs for the 
same NRFU / CIFU housing unit. Information on the labeled EQs might shed some light as to 
why only 18.19 percent of all non-ID inmover EQs represented households that Census 2000 
would not have counted without the mover probe. 
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Appendix A: Introduction Questions on the EQ (first half of the Mover Probe) 
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Appendix B: Card K (contains second half of the Mover Probe 
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Appendix C: Variable Descriptions 

Table C.1: Non-ID Extract File Variables 

Variable Description Length Valid Codes 

FCUISF 
Interview Summary Item F 

1
(return-level variable) 

FLAG 
Matching/Geocoding Flag 

1
(address-level variable) 

Census ID
MAFID 12

(address-level variable) 

Processing ID 
a - 12

PROCID (address-level record (a) 
r - 14 

return-level record (r) ) 

RT 
Record Type 

1
(address- and return-level records) 

non-blank =  unlabeled EQ for a mover’s census-day address


blank = other


blank = matched to an existing MAFID


1 = no MAFID


2 = matched to an existing MAFID, late add but not in


field verification (FV) 

3 = MAFID is for a group quarters 

4 = in FV universe 

characters 1-2 = FIPS state code 

characters 3-5 = FIPS county code 

characters 6-12 = sequence ID 

same as for RPCID on the DRF2, except that PROCID for 

address-level records contain only the first 12 characters of the 

ID 

0 = address-level record 

1 = return-level record 

2 = person-level record (not used) 
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1  

2  

3  

4  

5  

6  

Table C.2: DRF2 Variables 

Va riab le Description Length Valid Codes 

RCP ID Capture Processing ID 
blank  = no special capture ID

14 
600000000 00000 - 985099999 99996 = capture ID number 

RISMOV Interview Summary Item F 1 

RPRSTAT Return and PSA Household Status 2 

RSOURCE Source of Return (recode) 2 

RSTATUS Status of Return 2 

non-blank =  unlabeled EQ for a mover’s census-day address 

blank = other 

-1 = not computed 

= basic return for primary PSA household 

= o ther return for primary PSA household 

= basic return for non-primary PSA household 

= o ther return for non-primary PSA household 

= redundant 

= ineligible 

-1 = not computed


1-12 = paper mailback questionnaire


13-16 = paper enumerator questionnaire


17-21 = NRFU paper enumerator questionnaire


22-24 = CIFU paper enumerator questionnaire


25 = paper enumerator questionnaire from T-night


26-29 = paper questionnaire for UHE


30-36 = electronic form


37 = paper enumerator continuation form


-1 = not computed


1 = occupied


2 = vacant


3 = delete


4 = undetermined (vacant, occupied)


5-6 = not used


7 = undetermined (vacant, occupied, delete)
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Variable Description Length Valid Codes 

characters 1-2 = FIPS state code 

RUID Unit ID Number (MAFID) 12	 characters 3-5 = FIPS county code 

characters 6-12 = sequence ID 
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Appendix D: Methods for Creating Tables 1, 2, and 3 

1. Table 1 

This section describes how we obtained the values in Table 1, section 4.2 of the text. 

1.1 Non-ID Extract File Subsetting 

1.1.1 Record Levels 

The non-ID extract file was a hierarchal file, containing address-level, return (EQ)-level, and 
person-level records for unlabeled EQs. We distinguished the various records using the variable 
RT, where 

RT = 0 �  address-level record

RT = 1 �  EQ-level record

RT = 2 �  person-level record


We needed just address-level and EQ-level records, so we kept non-ID file records with RT � 
(0,1) only. The result was a flat EQ-level file. We matched the address- and EQ-level records on 
processing ID (PROCID). 

Note that PROCID is 14 characters in length for EQ-level records but only 12 characters in 
length for address-level records; we used the first twelve positions of the EQ-level PROCID in 
the matching. 

1.1.2 Geography 

We subsetted the file we created in 1.1.1 on FIPS state code, deleting all non-ID EQs with 

FIPS state code = 72 (Puerto Rico) 

FIPS state code is the first two characters of the MAFID variable (see Table C.1). 

1.1.3 Inmovers 

We subsetted the file we created in 1.1.2 on FCUISF, keeping only those non-ID EQs with 

FCUISF � blank (the value for FCUISF was non-blank) 

EQs with FCUISF � blank are inmover EQs. This subsetted file was the NON-ID INMOVER FILE. 
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1.2 DRF2 Subsetting 

1.2.1 Record Levels 

There were three sets of DRF2 files - housing-unit level, return level, and person level. We 
needed just the return-level files. We concatenated all of the return-level files, creating one 
DRF2 return-level file. The only variables we kept are the ones shown in Table C.2.. This was 
the DRF2 RETURN FILE. 

1.2.2 Geography 

We subsetted the file we created in 1.2.1 on FIPS state code, deleting all DRF2 returns with 

FIPS state code = 72 (Puerto Rico) 

FIPS state code is the first two characters of the RUID variable (see Table C.2). 

1.2.3 Inmovers 

We subsetted the DRF2 RETURN FILE on RISMOV, keeping only those returns with: 

RISMOV � blank (the value for RISMOV was non-blank) 

Returns with RISMOV � blank are inmover returns. This subsetted file was the DRF2 INMOVER 

FILE. 

1.3 Merging the Inmover Files 

We merged the NON-ID INMOVER FILE with the DRF2 INMOVER FILE - we matched the two files 
on processing ID, using 

PROCID  (from NON-ID INMOVER FILE) = RCPID (from DRF2 INMOVER FILE) 

The resulting file contained all records from both input files (matches and non-matches). This 
merged file was the MERGED INMOVER FILE. 

1.4 Category 1 Frequency 

The value in the ‘Frequency’ column for category 1 in Table 1 comes from the MERGED INMOVER 

FILE - it’s a count of all the non-ID EQs that matched to one or more DRF2 records. We counted 
non-ID records matching to two or more DRF2 records only once. We output the EQs in 
category 1 to the CATEGORY 1 FILE. 
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1.5. Subsetting the MERGED INMOVER FILE 

We subsetted the MERGED INMOVER FILE, keeping only those non-ID file records that did not 
match to a DRF2 record. This new file was the SUBSETTED MERGED INMOVER FILE. 

1.6 Merging to the DRF2 FILE 

We merged the SUBSETTED MERGED INMOVER FILE to the DRF2 FILE on processing ID, using 

PROCID  (from SUBSETTED MERGED INMOVER FILE) = RCPID (from DRF2 FILE) 

The resulting file was the FINAL MERGED FILE - it contains all records from the SUBSETTED 

MERGED INMOVER FILE only, i.e., it did not contain any DRF2 FILE records that did not match to 
the SUBSETTED MERGED INMOVER FILE. 

1.7 Frequencies for Categories 2 and 3 

The value in the ‘Frequency’ column for category 2 in Table 1 comes from the FINAL MERGED 

FILE - it’s a count of all the non-ID records that did not match a DRF2 inmover record (from the 
matching in section 1.3) but did match to one or more DRF2 non-inmover records (from the 
matching in section 1.6) 

The value in the ‘Frequency’ column for category 3 in Table 1 comes from the FINAL MERGED 

FILE also - it’s a count of all the non-ID records that did not match to any DRF2 record. 

2. Table 2 

This section describes how we arrived at the values in sections 4.3, 4.4, and 4.5 of the text, 
including Table 2 in section 4.5. 

2.1 Subsetting Category 1 EQs 

Before creating Table 2, we needed to subset the CATEGORY 1 FILE. 

2.1.1 Delete Continuation Forms (in section 4.3 of text) 

We checked the distribution of RSOURCE (questionnaire source - see Table C.2) for all 
CATEGORY 1 FILE EQs. The values for RSOURCE that we found on the file were: 

RSOURCE � {17, 18, 19, 20, 21} - NRFU EQ 
RSOURCE � {22, 23, 24} - CIFU EQ 

- continuation formRSOURCE = 37 
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We deleted the continuation form EQs from the CATEGORY 1 FILE; the file reflecting this deletion 
was CATEGORY 1 FILE, REVISION 1. 

2.1.2 Delete EQs with no MAFID  (in section 4.3 of text) 

Another distribution we checked was FLAG (matching, geocoding flag - see Table C.1) for the 
EQs on the CATEGORY 1 FILE, REVISION 1. The FLAG values we found for the EQs on the file 
were: 

blank matched to existing MAFID 
1 No MAFID 
2 Matched, late, not in FV 
4 In FV universe 

EQs with FLAG=1 should not have matched to the DRF2, i.e., they were not category 1 EQs. 
We deleted these EQs from the CATEGORY 1 FILE, REVISION 1; the new file reflecting this deletion 
was CATEGORY 1 FILE, REVISION 2. 

2.1.3 Delete Multiple Potential mover probe-only EQs  (in section 4.4 of text) 

Two or more EQs on the CATEGORY 1 FILE, REVISION 2 would sometimes represent the same 
household.(multiple potential mover probe-only EQs). We wanted to keep only one EQ per 
household. To determine which multiple mover probe-only potential EQ to retain, we needed the 
RPRSTAT variable (RPRSTAT indicates return and PSA household status for an EQ - see Table 
C.2). We kept the multiple potential mover probe-only EQs with the lowest RPRSTAT value for 
each multiple-EQ household - we deleted all of the remaining multiple potential mover probe-
only EQs from the CATEGORY 1 FILE, REVISION 2. The new file reflecting this deletion was the 
FINAL CATEGORY 1 FILE. 

2.2 Subsetting the DRF2 RETURN FILE 

We subsetted the DRF2 RETURN FILE on RISMOV, keeping only those returns with: 

RISMOV = blank (the value for RISMOV was blank) 

Returns with RISMOV = blank are mover returns. This was the DRF2 NON-INMOVER FILE. 

2.3 Merging the FINAL CATEGORY 1 FILE with the DRF2 NON-INMOVER FILE 

We merged the FINAL CATEGORY 1 FILE to the DRF2 NON-INMOVER FILE on processing ID, using 

PROCID  (from FINAL CATEGORY 1 FILE) = RCPID (from DRF2 NON-INMOVER FILE) 
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The resulting file was the MOVER–IN-MOVER FILE - it contained all records from the FINAL 

CATEGORY 1 FILE only, i.e., it did not contain any DRF2 NON-INMOVER FILE records that did not 
match to the FINAL CATEGORY 1 FILE. 

2.4 Subsetting the MOVER–NON-INMOVER FILE - Delete Matches (section 4.5) 

We subsetted the MOVER–IN-MOVER FILE, keeping only those FINAL CATEGORY 1 FILE EQs that 
did not match to any DRF2 NON-INMOVER FILE record. This subsetted file was the UNIQUE NON-
ID INMOVER EQ FILE. 

2.5 Column (2) Counts (Table 2, section 4.5) 

The counts in column (2) of Table 2 show the distribution of all EQs on the UNIQUE NON-ID 
INMOVER EQ FILE by the variable RSTATUS (return status) The RSTATUS categories are 
uncollapsed - see Table C.2 for the values for RSTATUS. 

2.8 Column (3) Counts (Table 2, section 4.5) 

The counts in column (3) of Table 2 show the distribution of EQs on the UNIQUE NON-ID 
INMOVER EQ FILE with RPRSTAT � (1,2), by RSTATUS. EQs with RPRSTAT � {1,2} are EQs 
that are either the basic or ‘other’ returns for the primary PSA household. 

2. Table 3 

Table 3 in section 4.5 is a subset of Table 2. It has the same columns as in Table 2. The rows are 
different, however - we deleted the ‘Vacant’ and ‘Delete’ rows and merged the two 
‘Undetermined’ rows from Table 2. 
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Appendix E: ‘Mover’ Check Box (Box with the ‘F. MOV’ label) 
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Appendix F: Purpose of the Primary Selection Algorithm (PSA) 

The Primary Selection Algorithm (PSA) was applied to the response records associated with 
housing unit (HU) IDs. The purpose of the PSA was to select the housing unit return and person 
records that would be included on census files defined by subsequent processes. 

More than one response to the census may be received for a given housing unit address. This 
occurs because there are several ways to respond to the census. A person may mail back the 
census form delivered to his home; he may be interviewed by a census enumerator; he may fill in 
a Be Counted Form and mail it in; he may fill out a form online and return it via the Internet; he 
may be enumerated at a group quarters (GQ) (e.g., a military base) but elect to be counted at a 
different address (i.e., GQ Usual Home Elsewhere (UHE)) that is a housing unit address. Each 
of these types of responses that arrive for the same housing unit address will create a return 
coded to the same Census ID. It is the job of the PSA to analyze these responses and select from 
among them the records that it deems most likely to represent the actual census household. 

The preceding is from U.S. Bureau of the Census (2002b). 
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Appendix G: American Fact Finder 

The occupied housing unit count shown in the report (105,480,101) comes from an American 
Fact Finder web site. The url for this web site is a temporary link, i.e., it will not send the reader 
to the page with the source table. To get to this table, go to http://www.census.gov/.  From there: 

1. Click on United States Census 2000 
2. Click on American Fact Finder 
3. Click on 2000 Summary File 1 
4. Click on Detailed Tables 
5. Under “Choose a Selection Method”, click on List 

6. Highlight ‘Nation’ in the first window 
7. Highlight ‘United States’ in the second window 
8. Click on Add under the second window - this adds United States to the third window 
9. Click on Next 
10. Under “Choose table selection method”, click on show all tables 

11. Highlight table ‘H3' in the first window 
12. Click on Add under the first window - this adds table H3 to the second window 
13. Click on Show Result 

The resulting table shows the housing unit counts for the 50 states and District of Columbia on 
April 1, 2000 

United States 

Total 115,904,641 

Occupied 105,480,101 

Vacant 10,424,540 
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EXECUTIVE SUMMARY 

Coverage Improvement Followup, an operation developed for Census 2000 that followed 
Nonresponse Followup, was designed to improve coverage of housing units in the 
mailout/mailback, update/leave, and urban update/leave areas. There were 121,894,831 housing 
units in these mailback areas that were potentially eligible for Coverage Improvement Followup; 
the workload (including Puerto Rico) consisted of 8,854,304 housing units. Most of this 
workload consisted of units classified as vacant or delete in Nonresponse Followup; exceptions 
included units that were identified as vacant or delete in two census operations, units identified 
as seasonal vacants, and units identified as “undeliverable as addressed.” Additional components 
of the Coverage Improvement Followup universe included: 

• Adds from the new construction operation 
• Adds from the Update/Leave and Urban Update/Leave operations 
• Blank mail returns 
• Lost mail returns 
• Non-respondents in Panels 7, 8, and 9 of the Response Mode and Incentive Experiment 
• February 2000 and April 2000 Delivery Sequence File adds 
• Adds from the Local Update of Census Addresses 1998 and 1999 Appeals process 
• Hialeah, Florida Nonresponse Followup units 
• 	 Miscellaneous units: POP99s (housing units identified as occupied during Nonresponse 

Followup that do not have a population count) and Residual Nonresponse Followup units 

The Coverage Improvement Followup operation was conducted in three separate waves as 
groups of local census offices completed Nonresponse Followup. 

• 	 Wave 1 included 342 local census offices that started the Coverage Improvement 
Followup operation on June 26 and finished on July 26. 

• 	 Wave 2 included 175 local census offices that started the Coverage Improvement 
Followup operation on July 10 and finished on August 10. 

• 	 Wave 3 included three local census offices that started the Coverage Improvement 
Followup operation on July 30 and finished on August 23. 

The aim of this operational summary is to develop a profile of the Coverage Improvement 
Followup units that will provide Census Managers with critical information needed for planning 
the 2010 Census. For this executive summary, the term “workload” refers to the housing units 
contacted in Coverage Improvement Followup and “returns” refers to the questionnaires 
completed during Coverage Improvement Followup. The key findings follow. 
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• 	 The Coverage Improvement Followup operation followed-up 3.9 million vacant units and 
2.6 million delete units. Approximately 21.9 percent of the vacant units were converted 
to occupied and 24.6 percent of the deletes were converted to occupied; these converted 
units resulted in a net gain of approximately 3.1 million people. Approximately 
18.1 percent of the deletes were converted to vacant. 

In the 1990 field followup operation Vacant/Delete/Movers Check, we followed-up 
7.3 million vacant units and 2.9 million deleted units. Approximately 8.7 percent of the 
vacants were converted to occupied and 6.4 percent of the deletes were converted to 
occupied; approximately 5.3 percent of the deletes were converted to vacant. Compared 
to the 2000 Census, the 1990 vacant and delete workloads were larger and the conversion 
rates were lower; these differences were the result of changes in the universe rules for 
inclusion (i.e., there were different rules for including/excluding vacant and delete units). 

• 	 At the end of Coverage Improvement Follow, approximately 26.8 percent of the units 
were occupied, 43.4 percent were vacant and 29.7 percent were deletes; only 542 of the 
8.9 million housing units had an undetermined status at the end of the operation. 

• 	 More than 88 percent of the lost mail returns and 81.2 percent of the blank mail returns 
yielded valid housing units. 

• 	 Approximately 52.9 percent of the new construction adds and 58.5 percent of the 
Delivery Sequence File adds were deleted; approximately 63.6 percent of the LUCA 
Appeals adds were ultimately deleted which confirms our findings in earlier operations 
that these addresses were not valid addresses. 

• 	 Although 74.1 percent of the Coverage Improvement Followup returns were completed 
by a proxy respondent, more than three-fourths of the proxy interviews were for vacant 
units. Approximately 18.1 percent of the proxy interviews were for occupied housing 
units. 

• 	 Approximately 5.3 percent of the returns were partial interviews; 70.4 percent of the 
partial interviews were also proxy interviews. Approximately 26.6 percent of the partial 
interviews were with a household member. 

• 	 Approximately 94,000 Coverage Improvement Followup households refused to 
participate in the Census. 

• 	 There were 76,762 occupied units with no population count, which implies the housing 
units size may have had to be imputed. 

• 	 There were 5.3 million people enumerated in Coverage Improvement Followup. Like the 
Nonresponse Followup operation, Coverage Improvement Followup was successful in 
enumerating a higher percentage of the groups that are typically undercounted: males, 
young people (34 years old and younger), Hispanics, and Blacks and Some Other Race. 
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• 	 The field operation cost (stateside) for Coverage Improvement Followup was 
$202.4 million. The cost per case – based on the stateside workload of 8,668,809 housing 
units – was $23.35. 

The Coverage Improvement Followup operation had successes. For example, more than 
five million people were enumerated, a higher percentage of the typically undercounted groups 
were enumerated and more than 1.5 million vacant/delete units were converted to occupied. 
Clearly, there was substantial coverage improvement by following-up the vacant and 
deletes from Nonresponse Followup and we should continue to do so. Also noteworthy, 
more than 80 percent of the lost mail returns and blank mail returns yielded valid housing units. 
While we should continue to follow up on these as well, we should consider adding a 
“vacant” option to the mailback questionnaire so that respondents could indicate the unit 
was vacant on Census Day; thus we would not waste valuable resources (time and money) 
following-up legitimate blank returns. 

There were also areas of the operation that need improvement. For example, more than 
50 percent of new construction and Delivery Sequence File adds were deleted. We need to 
investigate ways to improve/screen the data we receive from local governments so that we 
avoid spending time and money following-up invalid/bad data. There were also a substantial 
number of occupied units with no population count and households that refused to participate in 
the Census. In spite of the Census Bureau’s unprecedented outreach and promotion efforts, the 
public’s participation in the Census remains an issue. Thus as we strive to count every person, 
our highest priority should be to work on boosting the public’s participation which will 
minimize the need for expensive field followup operations and, in turn, improve coverage 
and reduce cost. 
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1. BACKGROUND 

Coverage Improvement Followup (CIFU), an operation developed for Census 2000 that followed 
Nonresponse Followup (NRFU), was designed to improve coverage of housing units in the 
mailout/mailback, update/leave, and urban update/leave areas. 

1.1 Past Censuses 

Evaluations from the 1980 Census showed substantial coverage improvement by following up 
housing units classified as vacant or nonexistent (delete) in NRFU. The vacant/delete procedure 
followed-up 5.8 million vacant housing units and 2.3 million deleted units. Approximately 
10.1 percent of the vacant units were converted to occupied. The follow-up of deleted units 
resulted in the addition of about 408,000 housing units to the 1980 census - 177,000 occupied 
and 231,000 vacant. About 1.7 million persons were added from the vacant/delete follow-up, 
representing a coverage gain of approximately 0.8 percent. (U.S. Bureau of the Census, 1988) 

In 1990, a Vacant/Delete/Movers Check was conducted as part of the Field Follow-up operation. 
Units classified as vacant or delete in NRFU or during List/Enumerate fieldwork were revisited 
during the Vacant/Delete/Movers Check to determine if the unit was classified correctly. If the 
status from the Vacant/Delete/Movers Check matched the one from NRFU then no further 
processing was done. If the two statuses did not agree, the unit was enumerated and the change 
in status was made to the Address Control File. 

The Vacant/Delete/Movers Check followed-up 2.9 million deleted units and 7.3 million vacant 
units as classified by NRFU. About 6.4 percent of the deleted units were converted to occupied 
while 8.7 percent of the vacant units were converted to occupied. A total of 1.5 million persons 
were added to the census from these conversions, representing a coverage gain of 0.6 percent. 
Approximately 5.3 percent of the deleted units were converted to vacant. (U.S. Bureau of the 
Census, 1993) 

The Vacant/Delete/Movers Check was also designed to identify and count post-Census Day 
movers. For Census 2000, this operation occurred in NRFU and not in the CIFU operation. For 
more information, see U.S. Bureau of the Census, 2000a. 

1.2 Census 2000 

The operational plan for CIFU in Census 2000 was similar to the 1980 and 1990 plans in that 
most of the CIFU universe consisted of units classified as vacant or delete in NRFU; exceptions 
included units that were identified as vacant or delete in two census operations, units identified 
as seasonal vacants and units identified as undeliverable as addressed (UAA). The universe also 
included addresses requiring followup but identified too late to be included in the NRFU. The 
additional components of the CIFU universe were: 
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• Adds from the new construction operation 
• Adds from the Update/Leave (U/L) and Urban Update/Leave (UU/L) operations 
• Blank mail returns 
• Lost mail returns 
• 	 Non-respondents in Panels 7, 8, and 9 of the Response Mode and Incentive Experiment 

(RMIE) 
• February 2000 and April 2000 Delivery Sequence File (DSF) adds 
• Adds from the Local Update of Census Addresses (LUCA) 1998 and 1999 Appeals 

(For more information on the specifications and definition of the CIFU universe, see U.S. Bureau 
of the Census, 1999, and U.S. Bureau of the Census, 2000d, respectively.) 

The Hialeah, Florida (Local Census Office (LCO) 2928) NRFU units were also included in the 
CIFU operation. This LCO did not follow the NRFU final attempt procedures and their 
corner-cutting led census officials to retrace information gathered from approximately 
71,000 households. In the beginning, the Census Bureau enumerated 20 percent of the city 
portion of the LCO and sampled the remaining 80 percent of the city (of Hialeah). Due to 
irregularities found in the sample re-enumeration, we decided to re-enumerate the entire LCO. 
Consequently, an operational plan was developed to combine NRFU and CIFU for this LCO 
since there was no time in the schedule to conduct separate operations; additional mail return 
cuts reduced the NRFU workload by several thousand housing units. Also included in the CIFU 
workload were a few miscellaneous units that were POP99s (housing units identified during 
NRFU as occupied without a population count) or Residual NRFU returns. 

The CIFU operation was conducted in three separate waves as groups of LCOs completed 
NRFU. The number of LCOs and the actual start and finish dates for each wave were: 

• 	 Wave 1 included 342 LCOs and started the CIFU operation on June 26 and finished 
on July 26. 

• 	 Wave 2 included 175 LCOs and started the CIFU operation on July 10 and finished 
on August 10. 

• 	 Wave 3 included three LCOs (2520, 2525, and 2928) and started the CIFU operation 
on July 30 and finished on August 23. 

1.2.1 CIFU Data Collection Process 

Enumerators visited the CIFU units and determined the occupancy status of the unit as of Census 
Day. The Census Day status was one of three possible conditions: 

• 	 The followup address was occupied on Census Day, either by the current household or a 
different household. 

• The followup address was vacant on Census Day. 
• 	 The followup address was nonexistent on Census Day and should not be counted for 

purposes of the Census. 
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The addresses classified as nonexistent were units enumerators determined did not qualify as 
housing units as of Census Day and were therefore coded for deletion. 

Based on status, the enumerators completed the applicable items on the appropriate enumerator 
questionnaire (EQ). Enumerators initially visited each CIFU address in person; occupied units 
were allowed up to three personal visits and three phone calls. After the required number of 
attempts, if an enumerator could not contact a household member at a follow-up address, the 
enumerator attempted to obtain Census Day status of the unit from a knowledgeable 
non-household (proxy) respondent. For units that were obviously vacant or should be deleted, 
enumerators could interview a proxy respondent on the first visit. 

Although we emphasized obtaining complete interviews, in some instances partial interviews 
were accepted. The CIFU Program Master Plan (PMP) defines a partial interview as “an 
interview in which the enumerator was unable to obtain the minimum amount of information 
from a household member or a non-household (proxy) respondent but obtained at least Unit 
Status and Population Count” (U.S. Bureau of the Census, 2000c). The following table shows 
the minimum information required for a complete interview. 

Table 1: Minimum Requirements for a Complete Interview 
If a unit is... and the EQ form is... Then the minimum information required is... 

Occupied Short - name of each person 
- 3 out of 5 100-percent population questions (age, sex, race, 
ethnicity, relationship) for each person 
- house tenure 

Long - name of each person 
- 3 out of 5 100-percent population questions (age, sex, race, 
ethnicity, relationship) for each person 
- house tenure 
- any two additional housing questions 
- any six additional population questions for each person 

Vacant - Regular Short - Question S4 
- Interview Summary (Sections A, B, and C) 
- Respondent Information (Section R3) 

Long - Question S4 
- Interview Summary (Sections A, B, and C) 
- Respondent Information (Section R3) 
- at least two of the double-underlined questions 

Vacant - Usual Home Short - Question S3 

Elsewhere (UHE) - Interview Summary (Sections A, B, and C) 


- Respondent Information (Section R3) 

Long - Question S3 
- Interview Summary (Sections A, B, and C) 
- Respondent Information (Section R3) 
- at least two of the double-underlined questions 

Data Source: CIFU Program Master Plan (U.S. Bureau of the Census, 2000b) 
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Completed questionnaires were processed through the assignment control unit in the LCOs. 
Assignment control clerks reviewed the questionnaires to ensure the critical items were 
completed. The critical items included: 

• Questionnaire Label 
• Enumerator’s signature and Crew Leader’s initials in the Certification item 
• Introduction questions S2-S5, as appropriate 
• Coverage questions C1 and C2, as appropriate 
• 	 Interview Summary items (A) unit status, (B) POP count and, if applicable, (G) Partial 

Interview and (H) Refusal. 

The wording and the associated skip patterns for the introduction questions S2 through S5 can be 
seen on the sample enumerator questionnaire in Appendix A. The coverage questions C1 and C2 
(also shown in Appendix A) verified that: 

• 	 The list of household members on the questionnaire included all the household members 
who should be counted (C1). 

• 	 The household members listed on the questionnaire did not contain anyone who should 
not be counted (C2). 

Questionnaires failing this review were returned to the enumerator; questionnaires passing this 
review were routed to the Operations Control System (OCS) 2000 for automated check-in. All 
questionnaires were eventually checked-out using the OCS 2000 and shipped to the appropriate 
Data Capture Center for data capture. 

1.2.2 CIFU Quality Assurance Program 

The Quality Assurance (QA) program for CIFU had several objectives. They were: 

• To minimize the number of mislabeled questionnaires. 
• To ensure the questionnaires were completed correctly. 
• To minimize data capture errors on data entered into the OCS 2000. 

The first objective was obtained by reviewing the labeled questionnaires before they were 
distributed to enumerators. The second objective was accomplished by employing experienced 
enumerators, reviewing all questionnaires for completeness, and verifying the correct 
classifications on a sample of housing units. The third objective was achieved by reviewing 
specific data items captured by the OCS 2000. 

The sampling of housing units was referred to as the QA Dependent Review. Cases eligible for 
the Dependent Review consisted of all the CIFU universe components except the vacant and 
deleted housing units identified in NRFU; these eligible cases were identified by an asterisk on 
the questionnaire label and address listing pages. As questionnaires were submitted by the 
enumerators, the crew leader examined the Census ID on the questionnaire. If an asterisk 
followed the ID number, the housing unit was eligible for the Dependent Review. If the housing 
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unit was occupied, no additional action was necessary. If the housing unit was coded as vacant 
or delete, the unit was re-visited by the crew leader and a decision regarding the correctness of 
the original classification of the housing unit was noted. When a new questionnaire was used for 
these vacant and delete cases, it was coded as a “replacement” in Item H of the Interview 
Summary section of the EQ (see Appendix A). For more information on the QA program for the 
Census 2000 CIFU operation, see U.S. Bureau of the Census, 2000b. 

2. METHODOLOGY 

The data files used for this evaluation include: 

• Decennial Master Address File (DMAF) 
• Combo File 
• Decennial Response File - Stage 2 (DRF2) 
• Hundred percent Census Edited File with the reinstated housing units (HCEF_D’) 
• Technologies Management Office (TMO) Decennial Data Warehouse 

2.1 Decennial Master Address File (DMAF) 

The DMAF was the source file for the CIFU universe. The definitions of selected DMAF 
variables can be seen in Appendix B. 

2.1.1 Identifying the CIFU-eligible Universe 

The CIFU-eligible universe consisted of residential addresses in the mailback areas regardless of 
their mail return status. The universe was identified by the type of enumeration area (TEA) 
variable (values of 1, 2, 6, 7, or 9), the group quarters housing unit flag variable (GQFLG = 0 or 
3) and the Coverage Improvement universe (CIU) variable (values of 1 - 9). 

2.1.2 Identifying the CIFU Workload 

The CIFU workload was identified by the TEA and GQFLG variables and the values specified in 
Section 2.1.1. The CIU variable was also used with the values restricted to 2 through 9. 

2.2 Combo File 

This is a composite file that contains all variables from the MAF (March 2001 MAF extract) and 
selected variables from the DMAF, DRF2, HCUF and HCEF files. The MAF data were used to 
identify the added addresses and to classify these by address type. We classified addresses into 
five categories based on the highest criteria met. The categories were: complete city-style, 
complete rural route, complete P.O. Box, incomplete address and no address information. The 
city-style category included all units that had complete city-style addresses, which consists of a 
house number and street name. The Rural Route category included units that did not have a 
complete city-style address but did have a complete rural route address, such as Rural Route 2, 
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Box 3. The P.O. Box category included units that did not have a complete city-style or rural 
route address but did have a complete P.O. Box address, such as P.O. Box 5. The incomplete 
category included units that had some address information but did not have a complete address 
of any type. Addresses were further delineated by whether or not the address had a location 
description provided during a census field operation. For additional information on how this 
variable was defined, see U.S. Bureau of the Census, 2001. 

The added addresses were identified by the CIFU action code CIFUAC (value of ‘A’); the 
delivery specific address flag variable DLSPECAF=’Y’ was used to identify the added addresses 
that met the criteria to be on the DMAF. The housing unit flag variable GQ_HUF, values of 0 
and 3, was used to identify housing units. Selected variables from this file can be seen in 
Appendix C. 

2.3 Decennial Response File – Stage 2 (DRF2) 

The DRF2 was the file representing the capture of questionnaire data from Census 2000 and was 
used as the source for CIFU return responses. The DRF2 return level records for housing units 
(record type variable RRT = 2 or 3) were used to identify the universe of CIFU responses. Also 
used to identify the universe was the return form type variable RFT (values of 5, 6, 17 or 18) and 
the source of the return variable RSOURCE (values of 22, 23 or 24). The DRF2 was merged 
with the DMAF file to examine the distribution of NRFU responses over time; the variable CID 
(CIFU Check-in Date) from the DMAF was used to look at this distribution. The files were 
linked by variable MAFID on the DMAF and variable RUID on the DRF2. The definitions of 
selected DMAF and DRF2 variables can be found in Appendix B and Appendix D, respectively. 

2.4 Hundred Percent Census Edited File with the Reinstated Housing Units (HCEF_D’) 

The HCEF_D’ contains the edited and imputed 100 percent data from the census housing units, 
group quarters and persons; it was the source of the demographics for the CIFU-enumerated 
housing units and households. To ensure the housing unit and person records were valid CIFU 
IDs, these files were merged with the DMAF extract described in Section 2.1, which contains the 
official CIFU universe of housing unit IDs. Appendix E contains a list of selected HCEF_D’ 
variable definitions; selected DMAF variables are shown in Appendix B. 

2.4.1 Identifying the CIFU Housing Unit Universe 

The HCEF_D’ housing unit record (variable RT = 2) was used to obtain the housing unit 
characteristics of tenure (STENURE = 1, 2, 3 or 4) and unit type (UBSA = 1 to 9999) for the 
CIFU-enumerated housing units. The CIFU data were extracted using the Coverage 
Improvement Universe variable CIU = 2 - 9. 

2.4.2 Identifying the CIFU Person Universe 

The HCEF_D’ person records (variable RT=3) were used to obtain the person characteristics of 
sex (QSEX), age (QAGE), Hispanic origin (QSPANX) and race (QRACEX). The housing unit 
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(HU) file and person file were merged by the MAFID variable on the HU file and the PUID 
variable on the person file; the merged file contained the housing unit variable CIU (values of 
2 through 9, inclusive), which was used to identify the CIFU-enumerated persons. 

2.5 TMO Decennial Data Warehouse 

The TMO data warehouse was a repository for data from the OCS 2000 and the 
Pre-Appointment Management System/Automated Decennial Administrative Management 
System (PAMS/ADAMS). This query system was used to obtain the CIFU start and finish dates 
for the local census offices. The CIFU “start” date is defined as the day the first CIFU EQ was 
checked into the OCS 2000. The CIFU “finish” date is defined as the day the last CIFU EQ was 
checked into the OCS 2000. This information was retrieved from the data warehouse by the 
attributes “First Check-in Date” and “Last Check-in Date.” 

2.6 Applying Quality Assurance Procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed clerical and 
computer procedures, analyzed data, and prepared this report. 

3. LIMITATIONS 

3.1 Recount in Hialeah, FL (LCO 2928) 

As a result of the enumeration problems that were mentioned in the background, the Hialeah 
NRFU data were included with the CIFU data and in all CIFU tabulations. 

3.2 CIFU Operation Cost 

Cost data do not include Headquarters and regional/LCO infrastructure costs. Cost data for 
Puerto Rico was not available for this report. 
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4. RESULTS 

4.1 Profile of the CIFU Workload 

Based on the DMAF, there were 121,894,831 housing units that were potentially eligible for 
CIFU and 8,854,304 housing units in the CIFU workload (including Puerto Rico). Most of the 
CIFU workload consisted of units classified as vacant or delete in NRFU; exceptions included 
units that were identified as vacant or delete in two census operations, units identified as seasonal 
vacants and units identified as UAA. Additional components of the CIFU universe included: 

• Adds from the new construction operation 
• Adds from the U/L and UU/L operations 
• Blank mail returns 
• Lost mail returns 
• Non-respondents in Panels 7, 8, and 9 of the RMIE 
• February 2000 and April 2000 DSF adds 
• Adds from the Local Update of Census Addresses 1998 and 1999 Appeals 
• Hialeah, FL (LCO 2928) NRFU units 
• 	 Miscellaneous units: POP99s (housing units identified as occupied during NRFU that do 

not have a population count) and Residual NRFU units 

Table 2 shows the distribution of the CIFU workload by source and by form type. We see in 
Table 2 that the majority (73.8 percent) of the CIFU workload was the NRFU vacants and 
deletes. However, there were 9,893,046 vacants in NRFU but only 3,927,175 vacants in the 
CIFU universe as a result of excluding the seasonal vacants. Similarly, there were 6,054,399 
delete units in NRFU and only 2,606,520 deletes in CIFU due to the exclusion of the UAA 
housing units and the U/L and UU/L undeliverables. The seasonal vacants reduced the workload 
by 5,965,871 units and the UAA/undeliverables reduced the workload by 3,447,879; by 
excluding these, we reduced the CIFU workload by more than 9.4 million units. 

The Hialeah and miscellaneous units comprised less than 1.0 percent of the CIFU workload; the 
remaining seven sources collectively represented 25.6 percent (or approximately one-fourth) of 
the CIFU workload. The CIFU workload by source and by state can be seen in Appendix F. 
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Table 2: CIFU Workload by Source and by Form Type 
Form Type 

Total Forms Short Forms Long Forms 
Source Number Percent Number Percent  Number Percent 
Total 8,854,304 100.0 6,951,298 100.0 1,903,006 100.0 
 Vacant 3,927,175 44.4 3,087,533 44.4  839,642 44.1 
 Delete 2,606,520 29.4 2,043,512 29.4  563,008 29.6 
 New Construction 371,812 4.2 315,135 4.5  56,677 3.0 
 U/L and UU/L Adds 775,055 8.8 551,216 7.9  223,839 11.8 
 Lost Mail Returns 65,281 0.7 50,030 0.7  15,251 0.8 
 Blank Mail Returns 475,194 5.4 365,846 5.3  109,348 5.7 
 RMIE Returns 5,285 0.1 5,284 0.1  1 0.0 
 Feb & Apr DSF Adds 547,383 6.2 466,851 6.7  80,532 4.2 
 LUCA 98 & 99 Appeals 17,178 0.2 14,578 0.2  2,600 0.1 
 Hialeah 61,547 0.7 49,846 0.7  11,701 0.6 
 Miscellaneous 1,874 0.0 1,467 0.0  407 0.0 
Data Source: DMAF 

An entry with 0.0 percent indicates the value is less than one-tenth of a percent.

Note: There should be no long form RMIE returns; the one occurrence shown in the table represents an anomaly in the data.


A housing unit was classified as either occupied, vacant, delete (nonexistent) or undetermined in 
CIFU. The classifications are defined as follows: 

• Occupied means someone lived at the follow-up housing unit on Census Day. 
• 	 Vacant means the follow-up housing unit was for rent, for sale, or sold but not occupied, 

or for seasonal, recreational, or occasional use on Census Day. 
• 	 Delete means the follow-up unit was demolished/burned out, cannot locate, duplicate, 

nonresidential, or other (open to the elements, condemned, under construction) on Census 
Day. 

• Undetermined means there was no status received for the follow-up unit. 

Table 3 shows the distribution of the CIFU workload by housing unit status and by form type. 
Approximately 43.4 percent of the units were classified as vacant, almost 30 percent were 
targeted for deletion and approximately 26.8 percent were occupied. Only 542 of the 8.9 million 
housing units had an undetermined status at the end of CIFU; approximately 72.0 percent (390) 
of the 542 units were in Hawaii. This information is provided by state in Appendix G. 
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Table 3: CIFU Workload by Housing Unit Status and Form Type 
Form Type 

Total Forms Short Forms Long Forms 
Number Percent Number Percent Number PercentCIFU HU Status 

Total 8,854,304 100.0 6,951,298 100.0 1,903,006 100.0 
 Occupied 2,375,668 26.8 1,842,542 26.5 533,126 28.0 
 Vacant 3,846,067 43.4 3,003,388 43.2 842,679 44.3 
 Delete 2,632,027 29.7 2,104,905 30.3 527,122 27.7 
 Undetermined 542 0.0 463 0.0 79 0.0 
Data Source: DMAF 

An entry with 0.0 percent indicates the value is less than one-tenth of a percent. 


Of the approximately 2.4 million housing units with a status of occupied in CIFU, 76,762 had no 
population count; thus the housing unit size of approximately 3.2 percent of these cases might 
have been imputed. Table 4 shows the source of the occupied units without a population count. 

Table 4: CIFU Occupied Housing Units with no POP Count 
(by Source) 

Source Number Percent 
Total Occupied Units w/o POP Count 76,762 100.0 
 Vacant 37,403 48.7 
 Delete 24,251 31.6 
 New Construction 1,844 2.4 
 U/L & UU/L Adds 6,185 8.1 
 Lost Mail Returns 697 0.9 
 Blank Mail Returns 3,280 4.3 
 RMIE Adds 62 0.1 
 Feb & Apr DSF Adds 2,713 3.5 
 LUCA 98 & 99 Appeals Adds 42 0.1 
 Hialeah 256 0.3 
 Miscellaneous 29 0.0 

Data Source: DMAF 

An entry with 0.0 percent indicates the value is less than one-tenth of a percent.


Since a primary function of the CIFU operation was to improve coverage of housing units that 
may have been inaccurately classified as vacant or nonexistent (delete) in an earlier operation, 
we were particularly interested in the final status of the vacants and deletes. Table 5 shows the 
source of the CIFU housing units and their final status at the end of the CIFU operation. 
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Table 5: CIFU Housing Unit Status by Source 
Final Housing Unit Status 

Total Occupied Vacant Delete 
Source Number Percent Number Percent Number Percent Number Percent 
Total 8,854,304 100.0 2,375,668 26.8 3,846,067 43.4 2,632,027 29.7 
 Vacant 3,927,175 100.0 859,953 21.9 2,687,466 68.4 379,471 9.7 
 Delete 2,606,520 100.0 642,480 24.6 471,785 18.1 1,492,054 57.2 
 New Construction 371,812 100.0 100,668 27.1 74,341 20.0 196,792 52.9 
 U/L & UU/L Adds 775,055 100.0 350,137 45.2 295,924 38.2 128,982 16.6 
 Lost Mail Returns 65,281 100.0 50,555 77.4 7,187 11.0 7,535 11.5 
 Blank Mail Returns 475,194 100.0 140,597 29.6 245,079 51.6 89,500 18.8 
 RMIE Adds 5,285 100.0 2,985 56.5 1,418 26.8 880 16.7 
 Feb & Apr DSF Adds 547,383 100.0 174,589 31.9 52,439 9.6 320,347 58.5 
 LUCA 98 & 99 Appeals 17,178 100.0 5,292 30.8 962 5.6 10,924 63.6 
 Hialeah 61,547 100.0 47,335 76.9 8,947 14.5 5,264 8.6 
 Miscellaneous 1,874 100.0 1,077 57.5 519 27.7 278 14.8 

Data Source: DMAF 

Note: The columns do not sum to the total column because the table does not include the 542 housing units that had a final status of 

‘undetermined’ at the end of the CIFU operation.


From Table 5, we see that the NRFU operation followed-up 3.9 million vacant units and 
2.6 million delete units. Approximately 21.9 percent of the vacant units were converted to 
occupied and 24.6 percent of the deletes were converted to occupied; these converted units 
resulted in a net gain of approximately 3.1 million people. (The CIFU-enumerated people are 
discussed in Section 4.2.) Approximately 18.1 percent of the deletes were converted to vacant. 
The 1990 field followup operation Vacant/Delete/Movers/Check followed up 7.3 million vacant 
units and 2.9 million delete units (see Section 1.1). Approximately 8.7 percent of the vacants 
were converted to occupied and 6.4 percent of the deletes were converted to occupied; 
approximately 5.3 percent of the deletes were converted to vacant. Compared to the 2000 
Census, the 1990 vacant and delete workloads were larger and the conversion rates were lower; 
these differences were the result of changes in the universe rules for inclusion (i.e., there were 
different rules for including/excluding vacant and delete units). 

Other interesting findings in Table 5 include: 

• More than 88 percent of the lost mail returns yielded valid housing units. 
• Approximately 81.2 percent of the blank mail returns yielded valid housing units. 
• 	 Over 50 percent of the new construction adds were deleted which implies the 

local governments provided inaccurate data in this program. 
• 	 More than 58 percent of the DSF adds were deletes; these probably represent 

housing units on the DSF that have not been built yet. 
• 	 Approximately 63.6 percent of the LUCA Appeals cases were ultimately deleted 

in the Census proving the addresses were not really valid given that we could not 
find these addresses in earlier census operations. 

The CIFU operation was conducted in three separate waves as groups of LCOs completed 
NRFU. The number of LCOs and the actual start and finish dates for each wave were: 
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• 	 Wave 1 included 342 LCOs that started the CIFU operation on June 26 and finished 
on July 26. 

• 	 Wave 2 included 175 LCOs that started the CIFU operation on July 10 and finished 
on August 10. 

• 	 Wave 3 included three LCOs (2520, 2525, and 2928) that started the CIFU operation 
on July 30 and finished on August 23. 

According to the OCS 2000, the LCOs started the CIFU operation as early as June 23 ( three 
days before the official start date for Wave 1) and finished as late as September 19 (27 days after 
the official end date for Wave 3). The CIFU start date for the LCOs is defined as the date the 
first CIFU questionnaire was checked into the OCS 2000; the CIFU finish date is defined as the 
date the last CIFU questionnaire was checked into the OCS 2000. According to the OCS 2000, 
the start dates ranged from June 23 through August 1, and the CIFU finish dates ranged from 
July 5 through September 19. According to the DMAF, nothing was checked-in after August 24 
thus there is a disconnect between the two data sources. Based on OCS 2000 data, the duration 
of the CIFU operation ranged from seven days to 82 days. 

Table 6 shows when the CIFU questionnaires were checked-in by week and by form type. There 
were 542 questionnaires with invalid check-in dates that were excluded from the table; thus 
8,853,762 valid forms were checked-in between June 23 and August 24. Approximately 
78.5 percent of these were short forms and 21.5 percent were long forms. The majority 
(83.9 percent) of the forms were checked-in between July 2 and July 22 (weeks 3 – 5). Only 
2.1 percent of the enumerator questionnaires were checked-in during the last four weeks of the 
operation. This information can be seen by day and by form type in Appendix H. 

Table 6: CIFU Enumerator Questionnaires Checked-in by Week and by Form Type 
Form Type 

Total Forms Short Forms Long Forms 
Week Date Number Percent Number Percent Number Percent 

Total 8,853,762 100.0 6,950,835 100.0 1,902,927 100.0 
Jun 23 – Jun 24 
Jun 25 – Jul 01 
Jul 02 – Jul 08 
Jul 09 – Jul15 
Jul 16 – Jul 22 
Jul 23 – Jul 29 
Jul 30 – Aug 05 
Aug 06 – Aug 12 
Aug 13 – Aug 19 
Aug 20 – Aug 24 

976 0.0 836 0.0 140 0.0 
747,451 8.4 609,939 8.8 137,512 7.2 

2,527,984 28.6 2,001,504 28.8 526,480 27.7 
3,008,001 34.0 2,345,326 33.7 662,675 34.8 
1,883,965 21.3 1,471,019 21.2 412,946 21.7 

504,458 5.7 376,376 5.4 128,082 6.7 
103,271 1.2 83,117 1.2 20,154 1.1 

32,911 0.4 27,005 0.4 5,906 0.3 
39,335 0.4 31,642 0.5 7,693 0.4 

5,410 0.1 4,071 0.1 1,339 0.1 
Data Source: DMAF 

An entry with 0.0 percent indicates the value is less than one-tenth of a percent 


The DRF2 was the source file for the CIFU responses to the “Respondent Information” and 
“Interview Summary” sections on the back of the enumerator questionnaire; an example of these 
sections are shown in Appendix A. The DRF2 file contained 6,797,414 returns identified as 
CIFU questionnaires. When merged with the DMAF, the file was reduced by approximately 
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164,000 returns; thus the new DRF2 file contained 6,633,180 CIFU returns which represent 
6,574,971 unique housing units. Note that while there were 8.9 million housing units on the 
DMAF requiring contact in CIFU, there were only 6.6 million unique housing units on the DRF2 
with a CIFU return. The difference in these numbers is a combination of the cases classified as 
deletes during CIFU that were not on the DRF2 (i.e., no return was generated on the DRF2) and 
the DRF2 creation process which linked forms and implemented the Primary Selection 
Algorithm (PSA) 1. Of these 6.6 million housing units, approximately 99.1 percent provided 
only one return; the remaining 57,140 provided multiple returns – ranging from two returns to 
12 returns. For this evaluation, the DRF2 universe is based on the 6,633,180 CIFU returns. 

During an interview, enumerators completed the “Respondent Information” section on the back 
of the questionnaire. In addition to the respondent’s name and phone number, we wanted to 
know if the respondent was a household member, an in-mover, or a neighbor or other 
non-household member. This was determined by their response to the question: 

“Respondent – 
• Lived here on April 1, 2000 
• Moved in after April 1, 2000 
• Is neighbor or other?” 

A respondent that “lived here on April 1” was considered a household (HH) member. A 
respondent that “moved in after April 1” was classified as an in-mover and a respondent that was 
a “neighbor or other” was shown as neighbor/other in the following tables. The in-movers and 
neighbors/others were collectively known as “proxy” respondents. 

We see in Table 7 that approximately 22.1 percent of the CIFU respondents were household 
members and that long forms had a higher percentage of household member respondents than 
short forms. Of the 6.6 million CIFU returns, 74.1 percent were completed via a proxy 
respondent; the majority of the proxies were neighbors or other non-household members for both 
short and long forms. 

Table 7: CIFU Respondent Types by Form Type 
Form Type 

Total Forms Short Forms Long Forms 
Respondent Type Number Percent Number Percent Number Percent 
Total 6,633,180 100.0 5,166,292 100.0 1,466,888 100.0 
HH Member 1,467,775 22.1 1,124,867 21.8 342,908 23.4 
Proxy 4,912,959 74.1 3,845,870 74.4 1,067,089 72.7 
 In-mover 453,755 6.8 353,713 6.8 100,042 6.8 
 Neighbor/Other 4,459,204 67.2 3,492,157 67.6 967,047 65.9 

No Response 252,446 3.8 195,555 3.8 56,891 3.9 
Data Source: DRF2 
An entry with 0.0 percent indicates the value is less than one-tenth of a percent. 

1 The Primary Selection Algorithm selected the person and return records best describing the household that lived at 
the address on Census Day. 

13




1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

Although the proxy rate appears to be high, Table 8 shows that the majority – 3,701,297 or 
75.3 percent - of the proxy interviews were for vacant housing units, which makes sense since 
there is typically no one at the unit to interview. The exception would be the seasonal/vacation 
units which are occasionally occupied by the household; these were classified as “vacant” since 
the household usually lives somewhere else, but can be enumerated by a household member. 
Less than 1.0 percent of the vacant units were seasonal units enumerated by a household 
member. Approximately 18.1 percent (887,324) of the proxy interviews were for occupied units. 
To put the proxy numbers in perspective, 96.0 percent of the vacant units were enumerated by a 
proxy respondent while 37.1 percent of the occupied units were enumerated by a proxy. 

Table 8: CIFU Respondent Types for Occupied and Vacant Housing Units 
Total HUs Occupied HUs Vacant HUs 

Respondent Type Number Percent Number Percent Number Percent 
Total 6,633,180 100.0 2,389,855 100.0 3,855,500 100.0 
HH Member 1,467,775 22.1 1,418,520 59.4 32,966 0.9 
Proxy 4,912,959 74.1 887,324 37.1 3,701,297 96.0 
 In-mover 453,755 6.8 42,097 1.8 406,340 10.5 
 Neighbor/Other 4,459,204 67.2 845,227 35.4 3,294,957 85.5 
No Response 252,446 3.8 84,011 3.5 121,237 3.1 
Data Source: DRF2 

Note: the occupied and vacant columns do not sum to the total column because the respondent types for the “delete” and “no status” housing units 

are not included in the table.


Table 9 shows the distribution of the proxy interviews by week and by form type. There were 
473 proxy interviews with invalid check-in dates that were excluded from the table; thus 
4,912,486 proxy interviews with valid dates were checked-in between June 23 and August 24. 
Approximately 78.3 percent of the forms were short forms and 21.7 percent were long forms. 
More than 85 percent of the proxy interviews were checked-in between July 2 and July 22 
(weeks 3-5) which is consistent with the data in Table 6; approximately 1.2 percent of the forms 
were checked-in during the last four weeks of the operation. Proxy interviews checked-in by day 
and by form type can be seen in Appendix I. 

Table 9: CIFU Proxy Interviews Checked-in by Week and by Form Type 
Form Type 

Total Forms Short Forms Long Forms 
Week Date Number Percent Number Percent Number Percent 

Total 4,912,486 100.0 3,845,464 100.0 1,067,022 100.0 
Jun 23 – Jun 24 440 0.0 390 0.0 50 0.0 
Jun 25 – Jul 01 366,832 7.5 297,612 7.7 69,220 6.5 
Jul 02 – Jul 08 1,426,262 29.0 1,127,781 29.3 298,481 28.0 
Jul 09 – Jul15 1,692,211 34.4 1,315,899 34.2 376,312 35.3 
Jul 16 – Jul 22 1,060,183 21.6 826,843 21.5 233,340 21.9 
Jul 23 – Jul 29 309,262 6.3 232,094 6.0 77,168 7.2 
Jul 30 – Aug 05 30,236 0.6 22,838 0.6 7,398 0.7 
Aug 06 – Aug 12 9,884 0.2 8,225 0.2 1,659 0.2 
Aug 13 – Aug 19 14,140 0.3 11,392 0.3 2,748 0.3 
Aug 20 – Aug 24 3,036 0.1 2,390 0.1 646 0.1 

Data Source: DRF2 

An entry with 0.0 percent indicates the value is less than one-tenth of a percent. 
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In addition to respondent information, enumerators were instructed to complete Item A (HU 
Status on April 1) and Item B (POP on April 1) in the Interview Summary and to check all other 
boxes in the Interview Summary as appropriate. Other potentially appropriate categories were: 

• Spanish – Item D, Interview Summary 
• Partial Interview – Item G, Interview Summary 
• Refusal – Item H, Interview Summary 
• Replacement – Item I, Interview Summary 

Table 10 shows these interview summary responses by form type. Of the 6.6 million total 
returns, approximately 5.3 percent were partial interviews and 1.4 percent were refusals; less 
than 2.0 percent of the total forms were Spanish interviews and Replacement forms. While long 
forms were 22.1 percent of the total returns, the long form rates for partial interviews 
(42.8 percent) and refusals (40.7 percent) were substantially higher than the overall long form 
rate, indicating poorer quality for the long forms compared to the short forms. The long form 
rate for Spanish interviews (21.6 percent) and Replacement forms (20.1 percent) was lower than 
the overall long form rate. 

Table 10: CIFU Interview Summary Responses by Form Type 
Form Type 

Total Forms Short Forms Long Forms 
Return Responses Number Percent Number Percent Number Percent 
Total Returns 6,633,180 100.0 5,166,292 77.9 1,466,888 22.1 
 Spanish 54,895 0.8 43,026 0.8  11,869 0.8 
 Partial Interview 351,353 5.3 201,079 3.9  150,274 10.2 
 Refusal 93,805 1.4 55,597 1.1  38,208 2.6 
 Replacement 39,778 0.6 31,771 0.6  8,007 0.5 
Data Source: DRF2 

One measure of the quality of the CIFU operation was the completeness of the data collected by 
the enumerators. The Census Bureau went to great lengths to obtain complete data directly from 
household members. However, in the cases where the household members could not be 
contacted or refused to answer part or all of the census questions, we allowed enumerators to 
collect less complete data than were called for by the census questionnaire. These incomplete 
interviews were called Partial Interviews. A partial interview is defined as “an interview in 
which the enumerator was unable to obtain the minimum amount of information from a 
household member or a proxy respondent but obtained at least unit status and population count.” 

We used this partial interview data to compare the completeness of the proxy interviews with the 
non-proxy (HH member) interviews by examining the proportion of each group coded as partial 
interviews. In Table 11, we see that 70.4 percent of the partial interviews were also proxy 
interviews. Approximately 26.6 percent of the partial interviews were with a household 
member; this is what we call a “soft” refusal - the household member is reluctant to give more 
than the unit status and population count. 
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Table 11: CIFU Partial Interviews by Respondent Type for Occupied and Vacant HUs 
Total HUs Occupied HUs Vacant HUs 

Respondent Type Number Percent Number Percent Number Percent 
Total Partial Interviews 351,353 100.0 312,317 100.0 36,776 100.0 
HH Member 93,391 26.6 92,724 29.7 516 1.4 
Proxy 247,474 70.4 210,810 67.5 34,707 94.4 
 In-mover 11,522 3.3 8,473 2.7  3,011 8.2 
 Neighbor/Other 235,952 67.2 202,337 64.8  31,696 86.2 
No Response 10,488 3.0 8,783 2.8 1,553 4.2 
Data Source: DRF2 

The next table shows the distribution of the partial interviews by week and by form type; this 
information is provided by day and by form type in Appendix J. There were 11 partial 
interviews with invalid check-in dates that were excluded from Table 12. Thus Table 12 shows 
there were 351,342 partial interviews that were checked-in between June 23 and August 24. 
Approximately 57.2 percent of the partial interviews were short form interviews and 42.8 percent 
were long form interviews. Clearly, there was a disproportionate number of long form partial 
interviews compared to the overall long form distribution rate (see Table 10). Consistent with 
Table 6 and Table 9, approximately 82.0 percent of the partial interviews were checked-in during 
the peak weeks of July 2 through July 22; during these three weeks, long forms were checked in 
at a slightly faster rate than short forms. A little more than 3.0 percent of the partial interviews 
were checked-in during the last four weeks of the operation. 

Table 12: CIFU Partial Interviews Checked-in by Week and by Form Type 
Form Type 

Total Forms Short Forms Long Forms 
Week Date Number Percent Number Percent Number Percent 

Total 351,342 100.0 201,072 100.0 150,270 100.0 
1 Jun 23 – Jun 24 2 0.0 2 0.0 0 0.0 
2 Jun 25 – Jul 01 20,517 5.8 12,458 6.2 8,059 5.4 
3 Jul 02 – Jul 08 85,636 24.4 49,995 24.9 35,641 23.7 
4 Jul 09 – Jul15 117,859 33.5 65,632 32.6 52,227 34.8 
5 Jul 16 – Jul 22 84,480 24.0 48,416 24.1 36,064 24.0 
6 Jul 23 – Jul 29 31,682 9.0 17,995 8.9 13,687 9.1 
7 Jul 30 – Aug 05 4,484 1.3 2,461 1.2 2,023 1.3 
8 Aug 06 – Aug 12 2,093 0.6 1,322 0.7 771 0.5 
9 Aug 13 – Aug 19 3,388 1.0 2,039 1.0 1,349 0.9 

10 Aug 20 – Aug 24 1,201 0.3 752 0.4 449 0.3 
Data Source: DRF2 
An entry with 0.0 percent indicates the value is less than one-tenth of a percent. 

Table 13 shows the distribution of the refusals with valid check-in dates by week and by form 
type; there were two refusals with an invalid check-in date that were excluded from the table. 
Approximately 59.3 percent of the refusals were short form enumerator questionnaires; 
40.7 percent were long form questionnaires, which is substantially higher than the 22.1 percent 
long form distribution rate shown in Table 10. Consistent with Tables 6, 9 and 12, 
approximately 84.4 percent of the refusals were checked-in during weeks three through five; 
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short forms were checked-in at a slightly faster rate than long forms. Approximately 2.0 percent 
of the refusals were checked-in during the last four weeks of the CIFU operation. The 
distribution of the refusals by day and by form type can be seen in Appendix K. 

Table 13: CIFU Refusals Checked-in by Week and by Form Type 
Form Type 

Total Forms Short Forms Long Forms 
Week Date Number Percent Number Percent Number Percent 

Total 93,803 100.0 55,595 100.0 38,208 100.0 
1 Jun 23 – Jun 24 0 0.0 0 0.0 0 0.0 
2 Jun 25 – Jul 01 5,302 5.7 3,265 5.9 2,037 5.3 
3 Jul 02 – Jul 08 23,477 25.0 14,159 25.5 9,318 24.4 
4 Jul 09 – Jul15 34,107 36.4 20,176 36.3 13,931 36.5 
5 Jul 16 – Jul 22 21,602 23.0 12,807 23.0 8,795 23.0 
6 Jul 23 – Jul 29 7,404 7.9 4,052 7.3 3,352 8.8 
7 Jul 30 – Aug 05 698 0.7 341 0.6 357 0.9 
8 Aug 06 – Aug 12 233 0.2 130 0.2 103 0.3 
9 Aug 13 – Aug 19 766 0.8 514 0.9 252 0.7 

10 Aug 20 – Aug 24 214 0.2 151 0.3 63 0.2 
Data Source: DRF2 
An entry with 0.0 percent indicates the value is less than one-tenth of a percent. 

Continuation forms were used in CIFU when there were more than five people in a household; 
Table 14 shows how often the continuation forms were used during CIFU. If a continuation 
form was used, the enumerator checked the “Continuation form(s) attached” box in the upper 
left-hand corner of the enumerator questionnaire. (An example of an enumerator questionnaire 
can be seen in Appendix A.) For those who checked this box, we examined how many 
continuation forms for the address were attached. In Table 14, we see that there were 
71,080 continuation forms used in CIFU. In other words, approximately 1.1 percent of the 
6.6 million CIFU returns had a continuation form attached. For these cases, the number of forms 
attached ranged from one form to as many as 99 forms. Approximately 95.6 percent of these had 
one continuation form attached, indicating there were 6 to 10 people in the household. 
Approximately 2.9 percent had two continuation forms attached, indicating there were 
11 to 15 people in the household. Approximately 1.5 percent of the returns had three or more 
continuation forms attached. There were no invalid responses. 
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 Table 14: Distribution of Continuation Forms Used in CIFU 
Number Percent 

Total 71,080 100.0 

Number of 
Continuation Forms 
attached… 

1 form 67,988 95.6 
2 forms 2,033 2.9 
3 forms 172 0.2 
4 forms 61 0.1 
5 forms 48 0.1 
6 – 10 forms 434 0.6 
11 or more forms 344 0.5 

Data Source: DRF2 

4.2 Demographics of the CIFU-enumerated and how they compare with the 
NRFU-enumerated and the Self-enumerated 

The HCEF_D’ was the source file for the demographics of the CIFU housing units and 
households. There were 6,357,586 housing units in the HCEF_D’ CIFU universe. Note that the 
DMAF CIFU universe (Section 4.1) consisted of 8,854,304 housing units. The difference 
between the DMAF and HCEF_D’ universes is a result of the Hundred percent Census Unedited 
File (HCUF) building process which includes the DRF2 creation process, the PSA, the “kill” 
processing, the housing unit determination processing, unclassified estimation and the housing 
unit unduplication operation. Of the CIFU workload, approximately 2.5 million housing units 
did not meet the criteria to be in the Census (i.e., on the HCUF and the HCEF_D’). There were 
5,270,607 people living in the 6.4 million housing units; Table 15 shows the source of these 
5.3 million people. 

Table 15: CIFU-enumerated People by Source 
Source Number Percent 
Total 5,270,607 100.0 
 Vacant 1,733,785 32.9 
 Delete 1,404,395 26.6 
 New Construction 244,759 4.6 
 U/L & UU/L Adds 861,729 16.3 
 Blank Mail Returns 129,966 2.5 
 Lost Mail Returns 331,242 6.3 
 RMIE 7,562 0.1 
 Feb & Apr DSF Adds 398,673 7.6 
 LUCA 98 & 99 Adds 8,733 0.2 
 Hialeah units 145,616 2.8 
 Miscellaneous units 4,147 0.1 

Data Source: HCEF_D’ and DMAF 
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The next few tables highlight the distribution of the housing unit and person characteristics for 
the CIFU-enumerated and compares them with the characteristics of the NRFU-enumerated and 
the self-enumerated. The demographic data for the NRFU and self-enumerated housing units 
and households were taken directly from the NRFU Evaluation (see U.S. Bureau of the Census, 
2002a). Tables 16 and 17 compare the tenure (owned versus rented) and unit type (single versus 
multi) of the 6.4 million housing units, respectively. Tables 18 - 22 compare the demographics 
of the households; these tables show the distribution of sex, age, Hispanic origin, race and tenure 
of the 5.3 million people in the households. 

The tenure of the CIFU housing units in Table 16 was obtained through the responses to the 
housing question: “Is this house/apartment/mobile home… 

• Owned by you or someone in this household with a mortgage, 
• Owned by you or someone in this household free and clear, 
• Rented for cash rent, or 
• Occupied without payment of cash rent?” 

These four options were collapsed into two categories – the first two became “owned” and the 
last two became “rented.” Table 16 also contains the category “vacant” since the data source 
for this information (HCEF_D’) included “not in universe (vacant)” as an optional response. We 
see in Table 16 that 65.8 percent of the CIFU units were vacant which is not surprising since the 
majority of the CIFU workload was vacant/delete units. We also see in Table 16 that the 
percentage of units enumerated in CIFU and NRFU were more evenly distributed between 
owned and rented than the self-enumerated units. We attribute the higher percentage of owned 
units for the self-enumerated to the greater sense of community involvement of homeowners. 

Table 16: Tenure of the CIFU, NRFU and Self-enumerated Housing Units 
CIFU-enumerated NRFU-enumerated Self-enumerated 

Tenure Number Percent Number Percent Number Percent 
Total 6,357,586 100.0 39,273,344 100.0 74,376,966 100.0 
 Vacant 4,186,382 65.8 9,186,631 23.4 585,231 
 Owned 1,110,547 17.5 15,414,050 39.2 53,368,207 71.8 
 Rented 1,060,657 16.7 14,672,663 37.4 20,423,528 27.5 
Data Source: HCEF_D’ and the NRFU Evaluation (H.5) 

The unit type in Table 17 is identified by the variable UBSA, or Units at Basic Street Address 
(BSA). If the unit at the BSA had one unit, it was classified as a single unit; if the unit at the 
BSA had two or more units, it was classified as a multi-unit. Once again, we see that the CIFU 
and NRFU units were distributed similarly. We also see that single units were more likely to be 
self-enumerated than multi-units. This is not surprising since single units are more likely to be 
owned and homeowners generally have a stronger community connection. 
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Table 17: Unit Type of the CIFU, NRFU and Self-enumerated Housing Units 
CIFU-enumerated NRFU-enumerated Self-enumerated 

Unit Type Number Percent Number Percent Number Percent 
Total 6,357,586 100.0 39,273,344 100.0 74,376,966 100.0 
 Single Units 4,072,963 64.1 25,235,889 64.3 58,350,999 78.5 
 Multi Units 2,284,623 35.9 14,037,455 35.7 16,025,967 21.5 
Data Source: HCEF_D’ and the NRFU Evaluation (H.5) 

Table 18 shows the distribution of males and females. From the table, we see that females were 
more likely to be counted on self-enumerated returns, i.e. they make up the biggest percentage of 
the self-enumerated population; more males were counted on CIFU and NRFU returns. 

Table 18: Sex Characteristics of the CIFU, NRFU and Self-enumerated Households 
CIFU-enumerated NRFU-enumerated Self-enumerated 

Sex Number Percent Number Percent Number Percent 
Total 5,270,607 100.0 80,735,128 100.0 189,122,655 100.0 
 Male 2,689,206 51.0 40,774,677 50.5 90,815,964 48.0 
 Female 2,581,401 49.0 39,960,451 49.5 98,306,691 52.0 
Data Source: HCEF_D’ and the NRFU Evaluation (H.5) 

The ages of the 5.3 million people enumerated in CIFU ranged from less than a year old to 
113 years old; ages of the NRFU-enumerated ranged from less than one year to 115 years old. 
These ranges were collapsed into the seven categories shown in Table 19. Again we see a 
similarity between the CIFU and NRFU distributions. Approximately 56.9 percent of the 
CIFU-enumerated were 34 years old and younger. While this is slightly lower than the 
percentage of NRFU-enumerated people in this age group, it is approximately 11.5 percentage 
points higher than the self-enumerated population for this age group. Approximately 
38.7 percent of the self-enumerated population was 45 years old and older while 26.7 percent of 
the CIFU-enumerated were 45 or older; this is slightly higher than the percentage of 
NRFU-enumerated in this age group. Thus it appears that older people are more likely to be 
self-enumerated than younger people. In the 35 to 44 age group, there was less than one 
percentage point difference between the groups. 

Table 19: Age Characteristics of the CIFU, NRFU and Self-enumerated Households 
CIFU-enumerated NRFU-enumerated Self-enumerated 

Age Number Percent Number Percent Number Percent 
Total 5,270,607 100.0 80,735,128 100.0 189,122,655 100.0 
 00 – 17 yrs 1,438,790 27.3 24,063,964 29.8 46,901,496 24.8 
 18 – 24 yrs 602,928 11.4 9,554,871 11.8 14,470,269 7.7 
 25 – 34 yrs 957,648 18.2 13,904,029 17.2 24,310,776 12.9 
 35 – 44 yrs 865,173 16.4 13,435,658 16.6 30,121,374 15.9 
 45 – 54 yrs 609,616 11.6 9,465,482 11.7 27,248,720 14.4 
 55 – 64 yrs 356,544 6.8 4,922,418 6.1 18,796,677 9.9 
 65+ yrs 439,908 8.3 5,388,706 6.7 27,273,343 14.4 
Data Source: HCEF_D’ and the NRFU Evaluation (H.5) 
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The Hispanic category in Table 20 includes those that were Mexican, Puerto Rican, Cuban, 
Central American, Dominican, Latin/South American and other Hispanics. We see that 
Hispanics were 17.5 percent of the CIFU population. While this is slightly less than the 
percentage of Hispanics enumerated in NRFU, it is almost six percentage points higher than the 
self-enumerated Hispanics. 

Table 20: Hispanic Origin of the CIFU, NRFU and Self-enumerated Households 
CIFU-enumerated NRFU-enumerated Self-enumerated 

Hispanic Origin Number Percent Number Percent Number Percent 
Total 5,270,607 100.0 80,735,128 100.0 189,122,655 100.0 
 Not Hispanic 4,349,153 82.5 66,187,643 82.0 166,950,304 88.3 
 Hispanic 921,454 17.5 14,547,485 18.0 22,172,351 11.7 
Data Source: HCEF_D’ and the NRFU Evaluation (H.5) 

Table 21 compares the race characteristic for the three enumerated groups. Although the CIFU 
percentages of Blacks and Some Other Race were lower than the NRFU percentages for these 
groups, they were still higher than the percentages of the Blacks and Some Other Race for the 
self-enumerated population. Similarly, there was a higher percentage of Whites enumerated in 
CIFU than NRFU but the percentage was still lower – more than nine points lower – than the 
percentage of self-enumerated Whites. Fewer Asians and American Indians/Alaskan Natives 
were enumerated in CIFU than were NRFU-enumerated or self-enumerated. 

Table 21: Race Characteristics of the CIFU, NRFU and Self-enumerated Households 
CIFU-enumerated NRFU-enumerated Self-enumerated 

Race Number Percent Number Percent Number Percent 
Total 5,270,607 100.0 80,735,128 100.0 189,122,655 100.0 
 White 3,744,171 71.0 54,248,751 67.2 151,560,251 80.1 
 Black 895,754 17.0 14,573,315 18.1 18,828,965 10.0 
 American Indian / 
Alaskan Native 50,123 1.0 970,025 1.2 2,017,678 1.1 
 Asian 175,744 3.3 3,515,009 4.4 7,129,558 3.8 
 Native Hawaiian / 
Other Pacific Islander 12,645 0.2 267,640 0.3 311,233 0.2 
 Some Other Race 392,170 7.4 7,160,388 8.9 9,274,970 4.9 
Data Source: HCEF_D’ and the NRFU Evaluation (H.5) 

The next table compares the distribution of people living in owned units with those living in 
rented units. In Table 22 we see that the CIFU and NRFU-enumerated people are similarly 
distributed – approximately 55 percent of the people lived in owned units and 45 percent lived in 
rented units. Almost three-fourths of the self-enumerated people lived in owned units while a 
little more than one-fourth lived in rented units. 
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Table 22: Tenure of the CIFU, NRFU and Self-enumerated Households 
CIFU-enumerated NRFU-enumerated Self-enumerated 

Tenure Number Percent Number Percent Number Percent 
Total 5,270,607 100.0 80,735,128 100.0 189,122,655 100.0 
 Owned 2,913,064 55.3 44,145,685 54.7 141,208,651 74.7 
 Rented 2,357,543 44.7 36,589,443 45.3 47,914,004 25.3 
Data Source: HCEF_D’ and the NRFU Evaluation (H.5) 

4.3 Impact of Other Operations on CIFU 

There were 10,465 addresses added during CIFU. All of these addresses were in areas where 
CIFU occurred (TEA = 1, 2, 6, 7, 9) and all 10,465 met the criteria to be included on the DMAF 
(see U.S. Bureau of the Census, 2000e). 

In addition to the adds, there were 2,627,741 addresses deleted during CIFU. A table of the 
10,465 added and 2,627,741 deleted addresses by state can be seen in Appendix L. Tables 23, 24 
and 25 show the distribution of these added and deleted addresses by type of enumeration area, 
by unit type (single versus multi-unit) and by address type, respectively. 

There were three types of enumeration areas in CIFU. They were: 

• 	 Mailout/Mailback (MO/MB):  areas that were predominately city-style (house number/street 
name) addresses used for mail delivery by the USPS. 

• 	 Update/Leave (U/L): areas that were city-style and non-city style (e.g., P.O. Box or Rural 
Route) mailing addresses. 

• 	 Urban Update/Leave (UU/L): areas that were originally mailout/mailback that were 
converted to the update/leave enumeration methodology. 

Table 23 shows the distribution of the added and deleted addresses by TEA. While the majority 
of the housing units were in the mailout/mailback areas, the added and deleted addresses had a 
substantially higher percentage of mailout/mailback units than the CIFU universe. Similarly, 
31.3 percent of the CIFU universe was in the update/leave areas but the percentages of added and 
deleted units in the update/leave areas were considerably less. The distribution of the adds and 
deletes for the urban update/leave areas was consistent with the overall CIFU population. 

Table 23: CIFU Added and Deleted Addresses by TEA 
CIFU Universe Added Addresses Deleted Addresses 

TEA Number Percent Number Percent Number Percent 
Total 8,854,304 100.0 10,465 100.0 2,627,741 100.0 
 Mailout/Mailback 6,037,885 68.2 8,898 85.0  2,108,616 80.2 
 Update/Leave 2,771,176 31.3 1,527 14.6  496,862 18.9 
 Urban Update/Leave 45,243 0.5 40 0.4  22,263 0.8 
Data Source: MAF/DMAF/HCUF/HCEF_D’ Combo File 
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In the next table, we compare the distribution of the added and deleted addresses by unit type 
(single versus multi-unit). If the unit at the BSA had one unit, it was classified as a single unit; if 
it had two or more units, it was classified as a multi-unit. In addition, the multi-units were 
subdivided by the number of units at the BSA into the five categories shown in Table 24. From 
Table 24, we see that the majority (71.4 percent) of the adds were single units and the majority 
(51.1 percent) of the deletes were multi-units. 

Table 24: CIFU Added and Deleted Addresses by Unit Type 
CIFU Universe Added Addresses Deleted Addresses 

Unit Type Number Percent Number Percent Number Percent 
Total 8,854,304 100.0 10,465 100.0 2,627,741 100.0 
 Single Unit 5,218,821 58.9 7,471 71.4 1,283,842 48.9 
 Multi Unit 3,635,483 41.1 2,994 28.6 1,343,899 51.1 

2 – 4 Units 1,414,252 16.0 895 8.6 547,721 20.8 
5 – 9 Units 471,745 5.3 335 3.2 176,705 6.7 
10 – 19 Units 362,912 4.1 285 2.7 113,263 4.3 
20 – 49 Units 389,913 4.4 360 3.4 123,632 4.7 
50+ Units 996,661 11.3 1,119 10.7 382,578 14.6 

Data Source: MAF/DMAF/HCUF/HCEF_D’ Combo File 

Table 25 shows the distribution of added and deleted addresses by address type. The classes of 
address types were based on a hierarchy of available address information; we classified 
addresses into five categories based on the highest criteria met. These categories were: 

• Complete City-Style with and without location description 
• Complete Rural Route with and without location description 
• Complete P.O. Box with and without location description 
• Incomplete Address with and without location description 
• No Address Information with and without location description 

The city-style category included all units that had complete city-style addresses, which consists 
of a house number and street name. The Rural Route category included units that did not have a 
complete city-style address but did have a complete rural route address such as Rural Route 2, 
Box 3. The P.O. Box category included units that did not have a complete city-style or complete 
rural route address but did have a complete P.O. Box address, such as P.O. Box 5. The 
incomplete category included units that had some address information but did not have a 
complete address of any type. Addresses were further delineated by whether or not the address 
had a location description provided during a census field operation. For additional information 
on how this variable was defined, see U.S. Bureau of the Census, 2001. 

In Table 25 we see that all of the adds and the majority of the deletes were complete city-style 
addresses. The added and deleted addresses by address type for the mailout/mailback, 
update/leave, and urban update/leave areas can be found in Appendices M, N, and O, 
respectively. 
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Table 25: CIFU Added and Deleted Addresses by Address Type 
CIFU Universe Added Addresses Deleted Addresses 

Address Type Number Percent Number Percent Number Percent 
Total 8,854,304 100.0 10,465 100.0 2,627,741 100.0 
 Complete City-Style 7,467,646 84.3 10,465 100.0  2,290,153 87.2 
With location description 267,169 3.0 228 2.2  87,378 3.3 
without location description 7,200,477 81.3 10,237 97.8  2,202,775 83.8 
 Complete Rural Route 159,001 1.8 0 0.0  23,987 0.9 
With location description 154,459 1.7 0 0.0  23,008 0.9 
without location description 4,542 0.1 0 0.0  979 0.0 
 Complete PO Box 78,278 0.9 0 0.0  14,264 0.5 
With location description 73,809 0.8 0 0.0  12,921 0.5 
without location description 4,469 0.1 0 0.0  1,343 0.1 
 Incomplete Address 201,577 2.3 0 0.0  98,068 3.7 
With location description 161,464 1.8 0 0.0  84,512 3.2 
without location description 40,113 0.5 0 0.0  13,556 0.5 
 No Address Information 947,802 10.7 0 0.0  201,269 
With location description 945,095 10.7 0 0.0  200,042 7.6 
without location description 2,707 0.0 0 0.0  1,227 0.0 
Data Source: MAF/DMAF/HCUF/HCEF_D’ Combo File 

An entry with 0.0 percent indicates the value is less than one-tenth of a percent. 


Table 26 shows the distribution of the housing unit IDs that were enumerated multiple times – 
once in CIFU and again in at least one other data capture operation listed in the table. While 
there were 5.1 million IDs with multiple data captures, the majority (98.6 percent) were 
enumerated in CIFU and NRFU which is not surprising since the majority of the CIFU workload 
consisted of NRFU housing units classified as vacant or delete. Less than one percent of the IDs 
were enumerated in CIFU and by a paper mail return; approximately 0.5 percent were 
enumerated in CIFU and at least two other data capture operations. 

Table 26: CIFU-enumerated IDs with Multiple Data Captures 
Operation Number of IDs Percent 
Total 5,091,331 100.0 
 Mail Return 44,832 0.9 
 Be Counted Form (paper) 1,071 0.0 
 Be Counted Form (via TQA) 831 0.0 
 Internet 0 0.0 
 Telephone Questionnaire Assistance (TQA) 5 0.0 
 Coverage Edit Followup 0 0.0 
 Nonresponse Followup 5,021,378 98.6 
 Multiple Operations (three or more) 23,214 0.5 

Data Source: DMAF 
An entry with 0.0 percent indicates the value is less than one-tenth of a percent. 
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4.3 CIFU Operation Cost 

The field operation cost for CIFU was taken from PAMS/ADAMS - the payroll and 
administrative system used to support the 2000 Census. The total field operation cost for CIFU 
was $202.4 million; these costs do not include HQ and regional/LCO infrastructure costs. 
[Note: The CIFU Financial Management Report data were considered the official operational 
cost data since it included cost information on the permanent Census Bureau field employees 
paid through the National Finance Center as well as the temporary census staff who worked on 
CIFU. To be consistent with the NRFU evaluation, the PAMS/ADAMS data were cited.] The 
components of the operation costs are shown in Table 27. The mileage cost included training 
miles and production miles because training miles were not separately recorded on the payroll 
form D-308. Other objects cost included civilian personnel benefits, telecommunications 
services and other costs. 

Table 27: CIFU Field Operation Cost 
Cost Component Dollars Percent 
Total 202,412,399 100.0 
 Production Salary Cost 136,034,796 67.2 
 Training Salary Cost 25,471,126 12.6 
 Mileage Cost 27,486,774 13.6 
 Other Objects Cost 13,419,703 6.6 

Data Source: U.S. Bureau of the Census, 2002b 

Note: Cost data for Puerto Rico was not available for this report. 


The DMAF workload – stateside – was 8,668,809 housing units. Based on the workload 
associated with enumerating every unit, the cost per case was $23.35. The cost data for Puerto 
Rico were not available for this report. 

5. CONCLUSIONS AND RECOMMENDATIONS 

The CIFU enumerated a total of 5.3 million people. Like the NRFU operation, CIFU 
enumerated a higher percentage of the typically undercounted groups: males, young people (34 
years old and younger), Hispanics, and Blacks and Some Other Race. 

The CIFU followed-up 3.9 million vacant units and 2.6 million delete units; approximately 
21.9 percent of the vacant units were converted to occupied and 24.6 percent of the deletes were 
converted to occupied. Approximately 18.1 percent of the deletes were converted to vacant. 
Clearly, we have improved coverage by following-up the vacants and deletes from NRFU 
and we should continue to do so. But we also improved coverage by following-up the lost mail 
returns and blank mail returns; more than 80 percent of the lost and blank mail returns yielded 
valid housing units. While we should continue to follow up on these as well, we should 
consider adding a “vacant” option to the mailback questionnaire so that respondents could 
indicate the unit was vacant on Census Day; thus we would not waste valuable resources 
(time and money) following-up these legitimate blank returns. 
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While there were successes, there were areas of the operation that need to be improved. For 
example, more than 50 percent of the new construction adds and DSF adds were deleted. We 
need to investigate ways to improve/screen the data we get from local governments so that 
we avoid wasting time and money following-up invalid/bad data.  In addition, there were 
almost 77,000 occupied housing units with no POP count and approximately 94,000 CIFU 
households that refused to participate in the Census. In spite of the Census Bureau’s 
unprecedented outreach and promotion efforts, the public’s participation in the Census remains 
an issue because of language/cultural differences, fears of the government or concerns over 
privacy. Thus as we strive to count every person, our highest priority should be to work on 
boosting the public’s participation; this will minimize the need for expensive followup 
operations and, in turn, improve coverage and reduce cost. 
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Appendix A: Example of an Enumerator Questionnaire 
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Appendix B: Decennial Master Address File (DMAF) Variable Definitions 

LCO Local Census Office Code 

ST Collection FIPS State Code 

COU Collection FIPS County Code 

TRACT Nonresponse Followup Tract 

MAFID MAF and DMAF ID 
characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

TEA Type of Enumeration Area 
1 = Mailout Mailback 
2 = Update Leave 
3 = List Enumerate 
4 = Remote List Enumerate 
5 = Rural Update Enumerate 
6 = Military in Update Leave Area 
7 = Urban Update Leave 
8 = Urban Update Enumerate 
9 = Update Leave (converted from TEA 1) 

GQFLG Group Quarters Housing Unit Flag 
0 = Housing Unit 
1 = Special Place 
2 = Group Quarters 
3 = GQ Embedded Housing Unit 

ASAM A Priori Sample 
0 = No A Priori Sample (Be Counted or Late Field Add) 
1 = Short Form 
2 = long Form 
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CIU Coverage Improvement Followup Universe (CIFU) 
0 = Universe not set 

1 = Not in CIFU 

2 = In CIFU; vacant or delete housing unit from NRFU 

3 = In CIFU; new construction 

4 = In CIFU; adds from Update/Leave and Urban Update/Leave 

5 = In CIFU; lost Mail return 

6 = In CIFU; blank mail return 

7 = In CIFU: Response Mode and Incentive Experiment (RMIE) 

8 = In CIFU; Feb 2000 or Apr 2000 DSF add 

9 = In CIFU; Late HU Adds from LUCA appeals 


CID CIFU Check-in Month and Day 
0 = No CIFU Check-in 

0101-1231 = CIFU Check-in Month and Day


CIS CIFU Status 

(Note that no computer edit had been done to verify consistency 

between the CIS and CIPOP fields.) 

0 = Not in universe or No status received 

1 = Occupied 

2 = Occupied – Continuation 

3 = Vacant - Regular 

4 = Vacant - Usual home elsewhere 

5 = Demolished 

6 = Cannot Locate 

7 = Duplicate 

8 = Nonresidential 

9 = Other (open to elements, condemned, under construction) 


CIPOP CIFU POP or Delete 
(Note that no computer edit has been done to verify 
consistency between the CIS and CIPOP fields.) 

00 = Vacant or Not in universe 
01 – 29 = Housing Unit POP 
98 = Delete 
99 = POP Unknown 
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NRS NRFU Status 
0 = Not in universe or No status received 

1 = Occupied 

2 = Occupied - Continuation 

3 = Vacant - Regular 

4 = Vacant - Usual Home Elsewhere 

5 = Demolished 

6 = Cannot Locate 

7 = Duplicate 

8 = Nonresidential 

9 = Other (open to elements, condemned, under construction) 


MAC(17) MAF Action Codes 
A = Add 

C = Correction 

D = Delete 

M = Block Move 

N = Nonresidential 

U = Uninhabitable 

V = Verify


The 17 Operations are -

(1) Address Listing 

(2) Block Canvassing 

(3) LUCA 98 

(4) LUCA 98 Field Verification 

(5) LUCA 99 Relisting 

(6) LUCA 98 Appeals 

(7) LUCA 99 Appeals 

(8) Special Place/GQ 

(9) Questionnaire Delivery (UL, UE, UUL, LE, or remote AK) 

(10) Postal Validation Check 

(11) Nonresponse Followup

(12) Be Counted Verification

(13) TQA Verification 

(14) Coverage Improvement Followup 

(15) New Construction 

(16) 1990 ACF (A or blank) 

(17) DR - Specific (PALS,TC,TMUC) 
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Appendix C: MAF/DMAF/HCUF/HCEF Combo File Variable Definitions 

MAFID MAF and DMAF ID 
characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

GQ_HUF Group Quarters/Housing Unit Flag 
0 = Housing Unit 

1 = Special Place 

2 = Group Quarters 

3 = GQ Embedded Housing Unit


ADRESTYP Address Type 
First Character - existence of a city-style address: 

C = Complete if both the house number and street name fields are filled

I = Incomplete if only the street name field is filled 

N = Nonexistent if street name is blank


Second Character - existence of a rural route address: 
C = Complete if both the rural route descriptor and rural route ID are filled

I = Incomplete if only one of the two fields is filled

N= Nonexistent if both fields are blank


Third Character - existence of a P.O. Box address: 
C = Complete if both the P.O. Box descriptor and P.O. Box ID are filled

I = Incomplete if only one of the fields are blank

N= Nonexistent if both fields are blank


Fourth Character - existence of a location description: 
Y = Filled if the location description field is filled 
N = Blank if the field is blank 

DLSPECAF Delivery Specific Address Flag 
Y = Valid Address for this Delivery

N = Not a Valid Address for this Delivery


CIFUAC Coverage Improvement Followup Action Code 
A = Add 

D = Delete

N = Non-Residential 
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TEA Type of Enumeration Area 
1 = Mailout Mailback 
2 = Update Leave 
3 = List Enumerate 
4 = Remote List Enumerate 
5 = Rural Update Enumerate 
6 = Military in Update Leave Area 
7 = Urban Update Leave 
8 = Urban Update Enumerate 
9 = Update Leave (converted from TEA 1) 
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Appendix D: Decennial Response File - Stage 2 (DRF2) Variable Definitions 

RST Collection FIPS State Code 

RUID Unit ID Number (DMAF) 
characters 1-2 = state (when MAF ID was assigned) 

characters 3-5 = county

characters 6-12 = sequence ID 


RRT Record Type 
2 = Return-level record for short form in housing unit 
3 = Return-level record for long form in housing unit 

RFT Form Type (DRF2) 
1 = D-1 (Short Form MR) 

2 = D-2 (Long Form MR) 

3 = D-1(UL) (Short Form MR) 

4 = D-2(UL) (Long Form MR) 

5 = D-1(E) (Short Form EQ) 

6 = D-2(E) (Long Form EQ) 

7 = D-10 (Be Counted) 

8 = (not used) 

9 = D-15A (ICQ, Short 

10 = D-15B (ICQ, Long) 

11 = D-20A (ICR, Short) 

12 = D-20B (ICR, Long) 

13 = (not used) 

14 = D-21 (MCR) 

15 = (not used) 

16 = D-23 (SCR) 

17 = D-1(E)Supp (Enumerator Supplement, Short) 

18 = D-2(E)Supp (Enumerator Supplement, Long) 

19 = D-1(E) (ccf) (Short EQ converted to continuation) 

20 = D-2(E) (ccf) (Long EQ converted to continuation) 
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RSOURCE Source of Return 
-1 = Not Computed 

1 = Paper mail back questionnaire from mail out 

2 = Paper mail back questionnaire from TQA mail out WITH ID 

3 = Paper mail back questionnaire from TQA mail out with NO ID 

4 = Paper mail back questionnaire from Update Leave 

5 = Paper mail back questionnaire from Update Leave ADD 

6 = Paper mail back questionnaire from Update Leave SUBSTITUTE 

7 = Paper mail back questionnaire from Urban Update Leave 

8 = Paper mail back questionnaire from Urban Update Leave ADD 

9 = Paper mail back questionnaire from Urban Update Leave SUBSTITUTE 


10 = Paper mail back questionnaire from Request for Foreign Language 

11 = Paper mail back questionnaire from BCF marked as whole household 

12 = Paper mail back questionnaire from BCF partial household (i.e., NOT marked as whole 


household) 
13 = Paper enumerator questionnaire from List Enumerate 
14 = Paper enumerator questionnaire from Update Enumerate 
15 = Paper enumerator questionnaire from Update Enumerate ADD 
16 = Paper enumerator questionnaire from Update Enumerate SUBSTITUTE 
17 = Paper enumerator questionnaire from Nonresponse Followup (NRFU) 
18 = Paper enumerator questionnaire from NRFU ADD 
19 = Paper enumerator questionnaire from NRFU SUBSTITUTE 
20 = Paper enumerator questionnaire from NRFU Whole Household Usual Home Elsewhere 

(WHUHE) 
21 = Paper enumerator questionnaire from NRFU In-mover 
22 = Paper enumerator questionnaire from Coverage Improvement Followup (CIFU) 
23 = Paper enumerator questionnaire from CIFU ADD 
24 = Paper enumerator questionnaire from CIFU SUBSTITUTE 
25 = Paper enumerator questionnaire from T-Night 
26 = Paper questionnaire for UHE from Service-based Enumeration (SBE) 

(Individual Census Questionnaire (ICQ)) 
27 = Paper questionnaire for UHE from Group Quarters (GQ) enumeration (Individual Census 

Questionnaire (ICQ)) 
28 = Paper questionnaire for UHE from Military GQ enumeration (Military Census Report 

(MCR)) 
29 = Paper questionnaire for UHE from Shipboard GQ enumeration (Shipboard Census Report 

(SCR)) 
30 = Electronic short form from IDC 
31 = Electronic TQA reverse-CATI short form 
32 = Electronic TQA reverse-CATI BCF for whole household 
33 = Electronic TQA reverse-CATI BCF for partial household 
34 = Electronic Coverage Edit Followup (CEFU) from long or short form 
35 = Electronic CEFU from BCF for whole household 
36 = Electronic CEFU from IDC 
37 = Paper enumerator continuation form - unlinked “orphan” 
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RCONT Continuation Form Attached 
-1 = No Response 
1 = “Continuation forms attached” box marked 

RCONTN Number of Continuation Forms for this Address 
-1 = No Response 
1 = Number of continuation forms attached 

RISSP Interview Summary Item D - SP, Spanish Interview 

RISPI Interview Summary Item G - PI, Partial Interview 

RISREF Interview Summary Item H - REF, Refusal 

RISREP Interview Summary Item I - REP, Replacement Questionnaire 

RISCO Interview Summary item J - CO, Close Out 

RHHMEM Respondent Household Member? 
-1 = No Response 
1 = Lived here on April 1, 2000 [household member] 
2 = Moved in after April 1, 2000 
3 = Is neighbor or other 
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Appendix E: 	Hundred percent Census Edited File with the reinstated housing units 
(HCEF_D’) Variable Definitions 

ST Collection FIPS State Code 

COU Collection FIPS County Code 

LCO Local Census Office 

TRACT Nonresponse Followup Tract 

HOUSING UNIT RECORD (Record Type 2) 

RT Record Type 
2 = Housing Unit Record 

MAFID MAF and DMAF ID 
characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

NRU Nonresponse Followup Universe 
0 = Universe not set (The ID was added after NRFU was selected.) 
1 = Not in NRFU; data received (This indicates that a from was checked in; it 

does not guaranteee that the form has any data.) 
2= Not in NRFU; but NRD, NRS, NRC and NRPOP will be set by Update/Enumerator or 

List/Enumerate 
3 = In NRFU, Nonresponse 
4 = In NRFU, Too late for mailout 

UBSA Units at Basic Street Address (BSA) 
1 = Single unit 

2-9999 = Number of units at BSA 


STENURE “Is this house, apartment, or mobile home–“ 
0 = Not in universe (vacant) 

1 = Owned by you or someone in this household with a mortgage or loan 

2 = Owned by you or someone in this household free and clear 

3 = Rented for cash rent 

4 = Occupied without payment of cash rent 
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PERSON RECORD (Record Types 3 and 5) 

RT Record Type 
3 = Housing unit person record 
5 = Group quarters person record 

PUID Unit ID Number 
characters 1-2 = state code when the MAF ID was assigned 
characters 3-5 = county code when the MAF ID was assigned 
characters 6-12 = control ID 

QSEX Sex 
1 = Male 
2 = Female 

QAGE Age 
000-115 = Age 

QSPANX Hispanic Origin Edit/Allocation Group 
1 = Not Hispanic 

2 = Mexican 

3 = Puerto Rican 

4 = Cuban 

5 = Central American, Dominican 

Latin/South American 


7 = Other Hispanic 


QRACEX  Race Edit/Allocation Group 
1 = White 

2 = Black, African American, or Negro 

3 = American Indian or Alaska Native 

4 = Asian 

5 = Native Hawaiian or Other Pacific Islander 

6 = Some Other Race 
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Appendix F: Coverage Improvement Followup (CIFU) Workload by Source and by State 
New UL & 

State Vacant Delete Const UU/L Lost Blank RMIE DSF LUCA Hialeah Misc 
with PR 3,927,175 2,606,520 371,812 775,055 65,281 475,194 5,285 547,383 17,178 61,547 1,874 
w/o PR 3,834,363 2,572,395 371,812 717,882 65,086 474,005 5,285 547,383 17,178 61,547 1,873 
AL 111,808 59,590 9,211 26,073 339 7,002 82 6,169 32 0 38 
AK 8,170 6,535 860 4,549 38 586 11 474 13 0 1 
AZ 96,584 51,001 12,004 20,756 867 12,346 103 5,772 6 0 0 
AR 66,732 33,994 2,729 22,119 267 4,780 36 1,558 1,256 0 2 
CA 289,640 246,721 31,160 21,334 3,722 48,197 610 21,757 6 0 181 
CO 45,396 36,145 7,475 18,554 394 7,389 55 4,481 6,067 0 8 
CT 29,937 26,432 1,840 1,753 1,393 5,081 68 3,611 5 0 9 
DE 14,697 8,952 198 2,177 365 2,551 12 1,074 0 0 0 
DC 10,333 6,877 527 2 260 672 10 142 0 0 0 
FL 200,388 94,277 31,813 25,460 1,903 36,528 443 30,581 60 61,547 404 
GA 75,460 59,405 15,748 32,712 754 15,350 146 15,618 646 0 20 
HI 19,279 18,058 460 3,029 168 1,337 18 840 0 0 13 
ID 14,599 11,561 4,588 3,950 129 2,415 16 2,502 0 0 14 
IL 136,529 125,869 26,690 7,784 3,562 14,288 313 198,621 579 0 53 
IN 67,157 46,457 5,170 4,959 977 9,230 130 14,733 0 0 2 
IA 33,098 15,634 2,725 7,672 299 6,639 39 1,947 0 0 5 
KS 41,235 17,013 3,220 5,982 197 5,046 35 2,327 75 0 1 
KY 79,302 38,103 5,367 20,582 367 6,120 54 3,931 1 0 16 
LA 90,702 62,550 7,678 19,534 291 7,348 84 6,381 1,213 0 58 
ME 17,573 12,701 1,001 9,786 682 2,189 11 651 0 0 0 
MD 54,260 37,959 4,911 4,549 2,050 8,076 127 5,828 0 0 9 
MA 52,219 62,923 2,877 1,847 2,883 9,263 127 5,335 13 0 127 
MI 133,309 75,264 12,374 21,559 4,149 27,528 181 9,761 4 0 190 
MN 37,521 31,436 4,616 13,672 409 8,725 55 4,488 4 0 17 
MS 56,997 30,811 973 15,015 191 4,163 58 5,644 40 0 0 
MO 107,436 46,902 3,873 21,617 547 9,825 90 4,931 16 0 0 
MT 13,336 7,354 549 8,367 51 1,985 4 278 0 0 14 
NE 16,754 6,208 1,169 3,543 132 2,768 16 1,673 0 0 0 
NV 28,473 7,473 6,704 5,655 221 2,441 27 1,847 234 0 0 
NH 10,639 12,431 193 5,488 909 2,688 13 1,036 0 0 0 
NJ 93,917 84,752 5,343 2,755 3,101 11,488 191 7,713 50 0 9 
NM 28,305 16,194 51 16,532 151 3,413 33 1,984 0 0 2 
NY 247,963 359,775 16,087 26,699 9,642 19,553 443 53,034 695 0 183 
NC 165,719 88,285 18,720 55,791 591 18,232 122 12,007 14 0 61 
ND 9,303 3,729 516 2,384 55 1,276 4 328 0 0 0 
OH 126,248 60,769 14,004 9,918 5,413 20,884 225 10,565 4,809 0 104 
OK 93,220 29,542 1,342 20,047 367 4,673 60 3,222 0 0 24 
OR 40,431 28,285 9,685 6,366 365 8,270 61 5,807 573 0 11 
PA 167,419 117,048 6,243 17,775 5,712 23,164 234 15,569 0 0 71 
RI 15,454 12,481 377 1,243 503 2,085 17 2,025 0 0 0 
SC 94,983 69,957 5,935 28,042 496 7,682 89 5,484 0 0 14 
SD 7,903 3,050 348 3,048 4,132 1,579 7 388 0 0 0 
TN 117,486 64,946 24,045 26,661 368 9,550 105 7,887 347 0 3 
TX 389,977 174,724 33,596 73,606 1,712 22,511 381 31,936 393 0 121 
UT 16,076 11,951 4,832 6,216 272 2,612 25 2,264 0 0 0 
VT 7,485 7,451 147 5,397 317 1,080 3 855 0 0 0 
VA 100,648 41,973 8,713 22,639 539 11,822 84 5,614 6 0 13 
WA 66,180 53,726 4,498 7,225 669 11,098 131 10,400 0 0 30 
WV 42,419 14,719 250 14,309 1,055 2,673 12 329 0 0 37 
WI 39,879 29,065 8,216 9,096 1,076 16,981 78 5,678 21 0 8 
WY 3,785 3,337 161 2,054 34 823 6 303 0 0 0 
PR 92,812 34,125 0 57,173 195 1,189 0 0 0 0 1 
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Appendix G: Coverage Improvement Followup (CIFU) Housing Unit Status by State 
Total 

State # % Occupied Vacant Delete Undetermined 
Total with PR 8,854,304 100.0 2,375,668 3,846,067 2,632,027 542 
Total w/o PR 8,668,809 97.9 2,316,123 3,751,010 2,601,134 542 
AL 220,344 2.5 63,020 108,234 49,090 0 
AK 21,237 0.2 5,202 9,173 6,862 0 
AZ 199,439 2.3 50,302 101,704 47,433 0 
AR 133,473 1.5 32,923 68,675 31,875 0 
CA 663,328 7.5 167,502 255,118 240,708 0 
CO 125,964 1.4 34,392 48,933 42,639 0 
CT 70,129 0.8 21,541 24,964 23,624 0 
DE 30,026 0.3 7,572 15,856 6,597 1 
DC 18,823 0.2 5,816 7,548 5,448 11 
FL 483,404 5.5 165,906 225,000 92,496 2 
GA 215,859 2.4 81,950 79,397 54,512 0 
HI 43,202 0.5 9,554 17,249 16,009 390 
ID 39,774 0.4 10,257 16,611 12,906 0 
IL 514,288 5.8 100,201 112,833 301,254 0 
IN 148,815 1.7 46,213 58,520 44,082 0 
IA 68,058 0.8 16,146 36,382 15,530 0 
KS 75,131 0.8 19,170 39,562 16,399 0 
KY 153,843 1.7 42,569 76,338 34,936 0 
LA 195,839 2.2 51,059 87,093 57,687 0 
ME 44,594 0.5 12,235 21,949 10,410 0 
MD 117,769 1.3 42,527 47,251 27,990 1 
MA 137,614 1.6 40,377 45,890 51,347 0 
MI 284,319 3.2 66,139 147,609 70,571 0 
MN 100,943 1.1 25,175 45,916 29,852 0 
MS 113,892 1.3 36,197 53,806 23,889 0 
MO 195,237 2.2 43,480 108,712 43,045 0 
MT 31,938 0.4 6,785 17,393 7,760 0 
NE 32,263 0.4 7,826 17,482 6,955 0 
NV 53,075 0.6 15,055 26,156 11,864 0 
NH 33,397 0.4 10,620 12,796 9,981 0 
NJ 209,319 2.4 59,128 83,721 66,470 0 
NM 66,665 0.8 20,668 29,285 16,712 0 
NY 734,074 8.3 165,302 218,562 350,210 0 
NC 359,542 4.1 99,461 171,446 88,604 31 
ND 17,595 0.2 2,958 10,205 4,432 0 
OH 252,939 2.9 71,674 119,957 61,308 0 
OK 152,497 1.7 34,427 91,062 27,008 0 
OR 99,854 1.1 25,847 40,822 33,185 0 
PA 353,235 4.0 92,626 154,925 105,679 5 
RI 34,185 0.4 9,223 14,566 10,396 0 
SC 212,682 2.4 57,370 98,849 56,463 0 
SD 20,455 0.2 7,414 9,531 3,510 0 
TN 251,398 2.8 66,740 115,114 69,544 0 
TX 728,957 8.2 203,662 366,510 158,768 17 
UT 44,248 0.5 11,897 17,761 14,590 0 
VT 22,735 0.3 6,357 9,433 6,945 0 
VA 192,051 2.2 50,382 100,579 41,090 0 
WA 153,957 1.7 45,037 62,395 46,457 68 
WV 75,803 0.9 16,764 46,224 12,799 16 
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Total 
State # % Occupied Vacant Delete Undetermined 
WI 110,098 1.2 29,067 51,111 29,920 0 
WY 10,503 0.1 2,408 4,802 3,293 0 
PR 185,495 2.1 59,545 95,057 30,893 0 
Data Source: DMAF 
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Appendix H: CIFU Enumerator Questionnaires Checked-in by Day and by Form Type 
Form Type Cumulative 

Date Short Forms Long Forms Total Forms Total Percent 
Total 6,950,835 1,902,927 8,853,762 8,853,762 100.00 
June 23 19 4 23 23 0.00 
June 24 817 136 953 976 0.01 
June 25 1,219 227 1,446 2,422 0.03 
June 26 1,730 329 2,059 4,481 0.05 
June 27 15,049 3,017 18,066 22,547 0.25 
June 28 64,422 13,239 77,661 100,208 1.13 
June 29 154,088 33,540 187,628 287,836 3.25 
June 30 222,195 50,823 273,018 560,854 6.33 
July 151,236 36,337 187,573 748,427 8.45 
July 156,098 36,564 192,662 941,089 10.63 
July 373,029 91,460 464,489 1,405,578 15.88 
July 53,862 14,164 68,026 1,473,604 16.64 
July 353,984 91,030 445,014 1,918,618 21.67 
July 366,544 97,590 464,134 2,382,752 26.91 
July 431,420 118,878 550,298 2,933,050 33.13 
July 266,567 76,794 343,361 3,276,411 37.01 
July 204,905 56,785 261,690 3,538,101 39.96 
July 462,299 128,975 591,274 4,129,375 46.64 
July 386,452 112,698 499,150 4,628,525 52.28 
July 375,783 108,241 484,024 5,112,549 57.74 
July 375,154 106,568 481,722 5,594,271 63.19 
July 355,300 99,544 454,844 6,049,115 68.32 
July 185,433 49,864 235,297 6,284,412 70.98 
July 142,895 37,244 180,139 6,464,551 73.01 
July 342,256 93,220 435,476 6,900,027 77.93 
July 276,415 77,077 353,492 7,253,519 81.93 
July 240,222 68,286 308,508 7,562,027 85.41 
July 215,415 61,959 277,374 7,839,401 88.54 
July 167,478 49,471 216,949 8,056,350 90.99 
July 86,338 25,689 112,027 8,168,377 92.26 
July 56,379 17,304 73,683 8,242,060 93.09 
July 106,427 35,994 142,421 8,384,481 94.70 
July 79,046 26,484 105,530 8,490,011 95.89 
July 55,451 19,440 74,891 8,564,902 96.74 
July 42,947 15,907 58,854 8,623,756 97.40 
July 26,267 9,508 35,775 8,659,531 97.81 
July 9,859 3,445 13,304 8,672,835 97.96 
July 10,361 3,343 13,704 8,686,539 98.11 
July 12,558 3,890 16,448 8,702,987 98.30 
Aug 01 15,490 3,684 19,174 8,722,161 98.51 
Aug 02 21,489 4,265 25,754 8,747,915 98.80 
Aug 03 16,085 3,199 19,284 8,767,199 99.02 
Aug 04 4,385 1,186 5,571 8,772,770 99.09 
Aug 05 2,749 587 3,336 8,776,106 99.12 
Aug 06 1,779 390 2,169 8,778,275 99.15 
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Form Type Cumulative 
Date Short Forms Long Forms Total Forms Total Percent 
Aug 07 
Aug 08 
Aug 09 
Aug 10 

4,498 915 5,413 8,783,688 99.21 
4,254 927 5,181 8,788,869 99.27 
4,514 1,012 5,526 8,794,395 99.33 
4,734 1,003 5,737 8,800,132 99.39 

Aug 11 
Aug 12 
Aug 13 
Aug 14 

3,736 837 4,573 8,804,705 99.45 
3,490 822 4,312 8,809,017 99.49 
4,263 960 5,223 8,814,240 99.55 
4,509 1,114 5,623 8,819,863 99.62 

Aug 15 
Aug 16 
Aug 17 
Aug 18 

5,588 1,333 6,921 8,826,784 99.70 
5,321 1,274 6,595 8,833,379 99.77 
5,773 1,374 7,147 8,840,526 99.85 
3,810 938 4,748 8,845,274 99.90 

Aug 19 2,378 700 3,078 8,848,352 99.94 
Aug 20 1,081 330 1,411 8,849,763 99.95 
Aug 21 1,691 400 2,091 8,851,854 99.98 
Aug 22 869 402 1,271 8,853,125 99.99 
Aug 23 390 196 586 8,853,711 100.00 
Aug 24 40 11 51 8,853,762 100.00 
Data Source: DMAF 
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Appendix I: CIFU Proxy Interviews Checked-in by Day and by Form Type 
Form Type Cumulative 

Date Short Forms Long Forms Total Forms Total Percent 
Total 3,845,464 1,067,022 4,912,486 4,912,486 100.00 
June 23 3 1 4 4 0.00 
June 24 387 49 436 440 0.01 
June 25 634 107 741 1,181 0.02 
June 26 835 151 986 2,167 0.04 
June 27 7,239 1,390 8,629 10,796 0.22 
June 28 27,139 5,751 32,890 43,686 0.89 
June 29 68,370 15,812 84,182 127,868 2.60 
June 30 111,960 26,052 138,012 265,880 5.41 
July 81,435 19,957 101,392 367,272 7.48 
July 83,596 19,960 103,556 470,828 9.58 
July 204,025 50,248 254,273 725,101 14.76 
July 33,759 9,020 42,779 767,880 15.63 
July 198,254 50,892 249,146 1,017,026 20.70 
July 207,979 55,435 263,414 1,280,440 26.07 
July 245,408 68,072 313,480 1,593,920 32.45 
July 154,760 44,854 199,614 1,793,534 36.51 
July 116,855 32,816 149,671 1,943,205 39.56 
July 247,994 71,335 319,329 2,262,534 46.06 
July 220,838 64,733 285,571 2,548,105 51.87 
July 214,809 62,220 277,029 2,825,134 57.51 
July 210,615 60,658 271,273 3,096,407 63.03 
July 200,386 56,424 256,810 3,353,217 68.26 
July 104,402 28,126 132,528 3,485,745 70.96 
July 77,956 20,171 98,127 3,583,872 72.95 
July 186,681 51,459 238,140 3,822,012 77.80 
July 153,990 43,460 197,450 4,019,462 81.82 
July 135,379 38,455 173,834 4,193,296 85.36 
July 125,058 36,008 161,066 4,354,362 88.64 
July 97,919 28,854 126,773 4,481,135 91.22 
July 49,860 14,933 64,793 4,545,928 92.54 
July 33,204 10,019 43,223 4,589,151 93.42 
July 63,022 21,556 84,578 4,673,729 95.14 
July 49,706 15,927 65,633 4,739,362 96.48 
July 35,631 11,915 47,546 4,786,908 97.44 
July 27,360 9,953 37,313 4,824,221 98.20 
July 17,055 5,760 22,815 4,847,036 98.67 
July 6,116 2,038 8,154 4,855,190 98.83 
July 5,616 1,942 7,558 4,862,748 98.99 
July 6,383 2,095 8,478 4,871,226 99.16 
Aug 01 3,523 1,222 4,745 4,875,971 99.26 
Aug 02 2,553 821 3,374 4,879,345 99.33 
Aug 03 2,348 621 2,969 4,882,314 99.39 
Aug 04 1,622 501 2,123 4,884,437 99.43 
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Form Type Cumulative 
Date Short Forms Long Forms Total Forms Total Percent 
Aug 05 
Aug 06 
Aug 07 
Aug 08 

793 196 989 4,885,426 99.45 
356 76 432 4,885,858 99.46 

1,215 250 1,465 4,887,323 99.49 
1,246 275 1,521 4,888,844 99.52 

Aug 09 
Aug 10 
Aug 11 
Aug 12 

1,583 313 1,896 4,890,740 99.56 
1,500 252 1,752 4,892,492 99.59 
1,118 236 1,354 4,893,846 99.62 
1,207 257 1,464 4,895,310 99.65 

Aug 13 1,376 303 1,679 4,896,989 99.68 
Aug 14 1,388 331 1,719 4,898,708 99.72 
Aug 15 1,882 472 2,354 4,901,062 99.77 
Aug 16 1,924 471 2,395 4,903,457 99.82 
Aug 17 2,206 548 2,754 4,906,211 99.87 
Aug 18 1,566 343 1,909 4,908,120 99.91 
Aug 19 1,050 280 1,330 4,909,450 99.94 
Aug 20 486 136 622 4,910,072 99.95 
Aug 21 
Aug 22 
Aug 23 
Aug 24 

1,095 187 1,282 4,911,354 99.98 
580 220 800 4,912,154 99.99 
202 94 296 4,912,450 100.00 

27 9 36 4,912,486 100.00 
Data Source: DRF2 
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Appendix J: CIFU Partial Interviews Checked-in by Day and by Form Type 
Form Type Cumulative 

Date Short Forms Long Forms Total Forms Total Percent 
Total 201,072 150,270 351,342 351,342 100.00 
June 24 2 0 2 2 0.00 
June 25 10 2 12 14 0.00 
June 26 15 6 21 35 0.01 
June 27 253 161 414 449 0.13 
June 28 1,207 665 1,872 2,321 0.66 
June 29 2,821 1,729 4,550 6,871 1.96 
June 30 4,437 3,001 7,438 14,309 4.07 
July 01 3,715 2,495 6,210 20,519 5.84 
July 02 3,566 2,202 5,768 26,287 7.48 
July 03 7,928 5,661 13,589 39,876 11.35 
July 04 1,213 827 2,040 41,916 11.93 
July 05 8,737 6,086 14,823 56,739 16.15 
July 06 9,569 6,767 16,336 73,075 20.80 
July 07 11,286 8,377 19,663 92,738 26.40 
July 08 7,696 5,721 13,417 106,155 30.21 
July 09 5,987 4,068 10,055 116,210 33.08 
July 10 12,144 9,390 21,534 137,744 39.21 
July 11 10,977 8,849 19,826 157,570 44.85 
July 12 10,425 8,758 19,183 176,753 50.31 
July 13 10,570 8,701 19,271 196,024 55.79 
July 14 10,235 8,344 18,579 214,603 61.08 
July 15 5,294 4,117 9,411 224,014 63.76 
July 16 3,957 2,986 6,943 230,957 65.74 
July 17 9,023 7,305 16,328 247,285 70.38 
July 18 8,568 6,387 14,955 262,240 74.64 
July 19 8,135 6,006 14,141 276,381 78.66 
July 20 8,177 5,882 14,059 290,440 82.67 
July 21 6,931 4,835 11,766 302,206 86.01 
July 22 3,625 2,663 6,288 308,494 87.80 
July 23 2,812 1,889 4,701 313,195 89.14 
July 24 4,685 3,554 8,239 321,434 91.49 
July 25 3,900 2,839 6,739 328,173 93.41 
July 26 2,334 2,033 4,367 332,540 94.65 
July 27 1,791 1,670 3,461 336,001 95.63 
July 28 1,837 1,231 3,068 339,069 96.51 
July 29 636 471 1,107 340,176 96.82 
July 30 452 481 933 341,109 97.09 
July 31 697 524 1,221 342,330 97.43 
Aug 01 365 343 708 343,038 97.64 
Aug 02 222 208 430 343,468 97.76 
Aug 03 319 196 515 343,983 97.91 
Aug 04 261 183 444 344,427 98.03 
Aug 05 145 88 233 344,660 98.10 
Aug 06 51 50 101 344,761 98.13 
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Form Type Cumulative 
Date Short Forms Long Forms Total Forms Total Percent 
Aug 07 
Aug 08 
Aug 09 
Aug 10 

250 117 367 345,128 98.23 
217 114 331 345,459 98.33 
270 143 413 345,872 98.44 
210 138 348 346,220 98.54 

Aug 11 
Aug 12 
Aug 13 
Aug 14 

155 106 261 346,481 98.62 
169 103 272 346,753 98.69 
241 134 375 347,128 98.80 
259 161 420 347,548 98.92 

Aug 15 
Aug 16 
Aug 17 
Aug 18 

312 196 508 348,056 99.06 
321 238 559 348,615 99.22 
322 227 549 349,164 99.38 
304 204 508 349,672 99.52 

Aug 19 280 189 469 350,141 99.66 
Aug 20 166 97 263 350,404 99.73 
Aug 21 268 105 373 350,777 99.84 
Aug 22 248 182 430 351,207 99.96 
Aug 23 69 61 130 351,337 100.00 
Aug 24 1 4 5 351,342 100.00 
Data Source: DRF2 
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Appendix K: CIFU Refusals Checked-in by Day and by Form Type 
Form Type Cumulative 

Date Short Forms Long Forms Total Forms Total Percent 
Total 55595 38208 93803 93803 100.00 
June 25 1 0 1 1 0.00 
June 26 5 5 10 11 0.01 
June 27 67 34 101 112 0.12 
June 28 262 181 443 555 0.59 
June 29 626 414 1040 1595 1.70 
June 30 1154 710 1864 3459 3.69 
July 01 1150 693 1843 5302 5.65 
July 02 1018 628 1646 6948 7.41 
July 03 2327 1396 3723 10671 11.38 
July 04 272 164 436 11107 11.84 
July 05 2593 1706 4299 15406 16.42 
July 06 2715 1843 4558 19964 21.28 
July 07 3049 2088 5137 25101 26.76 
July 08 2185 1493 3678 28779 30.68 
July 09 1448 1028 2476 31255 33.32 
July 10 3926 2703 6629 37884 40.39 
July 11 3124 2263 5387 43271 46.13 
July 12 3521 2424 5945 49216 52.47 
July 13 3551 2300 5851 55067 58.70 
July 14 3161 2131 5292 60359 64.35 
July 15 1445 1082 2527 62886 67.04 
July 16 940 641 1581 64467 68.73 
July 17 2932 2043 4975 69442 74.03 
July 18 2141 1507 3648 73090 77.92 
July 19 2271 1443 3714 76804 81.88 
July 20 1966 1400 3366 80170 85.47 
July 21 1719 1202 2921 83091 88.58 
July 22 838 559 1397 84488 90.07 
July 23 642 444 1086 85574 91.23 
July 24 1052 871 1923 87497 93.28 
July 25 881 651 1532 89029 94.91 
July 26 584 585 1169 90198 96.16 
July 27 449 398 847 91045 97.06 
July 28 290 278 568 91613 97.67 
July 29 154 125 279 91892 97.96 
July 30 90 105 195 92087 98.17 
July 31 104 105 209 92296 98.39 
Aug 01 45 48 93 92389 98.49 
Aug 02 35 45 80 92469 98.58 
Aug 03 29 22 51 92520 98.63 
Aug 04 28 26 54 92574 98.69 
Aug 05 10 6 16 92590 98.71 
Aug 06 2 4 6 92596 98.71 
Aug 07 6 3 9 92605 98.72 
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Form Type Cumulative 
Date Short Forms Long Forms Total Forms Total Percent 
Aug 08 13 16 29 92634 98.75 
Aug 09 26 31 57 92691 98.81 
Aug 10 22 23 45 92736 98.86 
Aug 11 54 21 75 92811 98.94 
Aug 12 
Aug 13 
Aug 14 
Aug 15 

7 5 12 92823 98.96 
20 12 32 92855 98.99 
48 38 86 92941 99.08 
81 46 127 93068 99.22 

Aug 16 
Aug 17 
Aug 18 
Aug 19 

77 51 128 93196 99.35 
120 44 164 93360 99.53 
100 32 132 93492 99.67 

68 29 97 93589 99.77 
Aug 20 56 18 74 93663 99.85 
Aug 21 33 14 47 93710 99.90 
Aug 22 47 19 66 93776 99.97 
Aug 23 14 11 25 93801 100.00 
Aug 24 1 1 2 93803 100.00 
Data Source: DRF2 
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Appendix L: CIFU Added and Deleted Addresses by State 
CIFU Universe Added Addresses Deleted Addresses 

State Number Percent Number Percent Number Percent 
Total with PR 8,854,304 100.0 10,465 100.0 2,627,741 100.0 
Total w/o PR 8,668,809 97.9 10,465 100.0 2,596,848 98.8 
Alabama 220,344 2.5 161 1.5 49,057 1.9 
Alaska 21,237 0.2 9 0.1 6,860 0.3 
Arizona 199,439 2.3 206 2.0 47,361 1.8 
Arkansas 133,473 1.5 50 0.5 31,865 1.2 
California 663,328 7.5 766 7.3 240,462 9.2 
Colorado 125,964 1.4 47 0.4 42,622 1.6 
Connecticut 70,129 0.8 46 0.4 23,602 0.9 
Delaware 30,026 0.3 19 0.2 6,595 0.3 
DC 18,823 0.2 15 0.1 5,445 0.2 
Florida 483,404 5.5 1170 11.2 92,078 3.5 
Georgia 215,859 2.4 267 2.6 54,417 2.1 
Hawaii 43,202 0.5 145 1.4 15,897 0.6 
Idaho 39,774 0.4 157 1.5 12,824 0.5 
Illinois 514,288 5.8 842 8.0 300,946 11.5 
Indiana 148,815 1.7 745 7.1 43,500 1.7 
Iowa 68,058 0.8 39 0.4 15,513 0.6 
Kansas 75,131 0.8 56 0.5 16,376 0.6 
Kentucky 153,843 1.7 62 0.6 34,920 1.3 
Louisiana 195,839 2.2 126 1.2 57,638 2.2 
Maine 44,594 0.5 9 0.1 10,409 0.4 
Maryland 117,769 1.3 206 2.0 27,915 1.1 
Massachusetts 137,614 1.6 127 1.2 51,292 2.0 
Michigan 284,319 3.2 461 4.4 70,405 2.7 
Minnesota 100,943 1.1 133 1.3 29,787 1.1 
Mississippi 113,892 1.3 88 0.8 23,866 0.9 
Missouri 195,237 2.2 249 2.4 42,826 1.6 
Montana 31,938 0.4 4 0.0 7,758 0.3 
Nebraska 32,263 0.4 7 0.1 6,954 0.3 
Nevada 53,075 0.6 166 1.6 11,748 0.4 
New Hampshire 33,397 0.4 46 0.4 9,954 0.4 
New Jersey 209,319 2.4 190 1.8 66,397 2.5 
New Mexico 66,665 0.8 61 0.6 16,687 0.6 
New York 734,074 8.3 331 3.2 350,102 13.3 
North Carolina 359,542 4.1 362 3.5 88,445 3.4 
North Dakota 17,595 0.2 72 0.7 4,361 0.2 
Ohio 252,939 2.9 121 1.2 61,263 2.3 
Oklahoma 152,497 1.7 51 0.5 26,983 1.0 
Oregon 99,854 1.1 167 1.6 33,103 1.3 
Pennsylvania 353,235 4.0 524 5.0 105,495 4.0 
Rhode Island 34,185 0.4 41 0.4 10,377 0.4 
South Carolina 212,682 2.4 183 1.7 56,405 2.1 
South Dakota 20,455 0.2 11 0.1 3,501 0.1 
Tennessee 251,398 2.8 264 2.5 69,448 2.6 
Texas 728,957 8.2 945 9.0 158,563 6.0 
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CIFU Universe Added Addresses Deleted Addresses 
State Number Percent Number Percent Number Percent 
Utah 44,248 0.5 47 0.4 14,568 0.6 
Vermont 22,735 0.3 3 0.0 6,944 0.3 
Virginia 192,051 2.2 82 0.8 41,058 1.6 
Washington 153,957 1.7 306 2.9 46,389 1.8 
West Virginia 75,803 0.9 10 0.1 12,796 0.5 
Wisconsin 110,098 1.2 269 2.6 29,779 1.1 
Wyoming 10,503 0.1 1 0.0 3,292 0.1 
Puerto Rico 185,495 2.1 0 0.0 30,893 1.2 
Data Source: DMAF and Combo File 

An entry with 0.0 percent indicates the value is less than one-tenth of a percent. 
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Appendix M: CIFU Added and Deleted Addresses by Address Type for the MO/MB Areas 
CIFU Universe Added Addresses Deleted Addresses 

Address Type Number Percent Number Percent Number Percent 
Total 6,037,885 100.0 8,898 100.0 2,108,616 100.0 
 Complete City-Style 5,887,930 97.5 8,898 100.0  2,021,181 95.9 
with location description 68,860 1.1 77 0.9  48,537 2.3 
without location description 5,819,070 96.4 8,821 99.1  1,972,644 93.6 
 Complete Rural Route 2,245 0.0 0 0.0  799 0.0 
with location description 2,015 0.0 0 0.0  737 0.0 
without location description 230 0.0 0 0.0  62 0.0 
 Complete PO Box 2,379 0.0 0 0.0  1,287 0.1 
with location description 1,681 0.0 0 0.0  814 0.0 
without location description 698 0.0 0 0.0  473 0.0 
 Incomplete Address 143,451 2.4 0 0.0  83,724 4.0 
with location description 138,268 2.3 0 0.0  79,300 3.8 
without location description 5,183 0.1 0 0.0  4,424 0.2 
 No Address Information 1,880 0.0 0 0.0  1,625 0.1 
with location description 1,620 0.0 0 0.0  1,387 0.1 
without location description 260 0.0 0 0.0  238 0.0 
Data Source: Combo File 
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Appendix N: CIFU Added and Deleted Addresses by Address Type for the U/L Areas 
CIFU Universe Added Addresses Deleted Addresses 

Address Type Number Percent Number Percent Number Percent 
Total 2,771,176 100.0 1,527 100.0 496,862 100.0 
 Complete City-Style 1,535,347 55.4 1,527 100.0  247,112 49.7 
with location description 198,075 7.1 151 9.9  38,676 7.8 
without location description 1,337,272 48.3 1,376 90.1  208,436 42.0 
 Complete Rural Route 156,755 5.7 0 0.0  23,187 4.7 
with location description 152,443 5.5 0 0.0  22,270 4.5 
without location description 4,312 0.2 0 0.0  917 0.2 
 Complete PO Box 75,892 2.7 0 0.0  12,977 2.6 
with location description 72,121 2.6 0 0.0  12,107 2.4 
without location description 3,771 0.1 0 0.0  870 0.2 
 Incomplete Address 57,278 2.1 0 0.0  13,956 2.8 
with location description 22,829 0.8 0 0.0  5,045 1.0 
without location description 34,449 1.2 0 0.0  8,911 1.8 
 No Address Information 945,904 34.1 0 0.0  199,630 40.2 
with location description 943,467 34.0 0 0.0  198,649 40.0 
without location description 2,437 0.1 0 0.0  981 0.2 
Data Source: Combo File 
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Appendix O: CIFU Added and Deleted Addresses by Address Type for the UU/L Areas 
CIFU Universe Added Addresses Deleted Addresses 

Address Type Number Percent Number Percent Number Percent 
Total 45,243 100.0 40 100.0 22,263 100.0 
 Complete City-Style 44,369 98.1 40 100.0  21,860 98.2 
with location description 234 0.5 0 0.0  165 0.7 
without location description 44,135 97.6 40 100.0  21,695 97.4 
 Complete Rural Route 1 0.0 0 0.0  1 0.0 
with location description 1 0.0 0 0.0  1 0.0 
without location description 0 0.0 0 0.0  0 0.0 
 Complete PO Box 7 0.0 0 0.0  0 0.0 
with location description 7 0.0 0 0.0  0 0.0 
without location description 0 0.0 0 0.0  0 0.0 
 Incomplete Address 848 1.9 0 0.0  388 1.7 
with location description 367 0.8 0 0.0  167 0.8 
without location description 481 1.1 0 0.0  221 1.0 
 No Address Information 18 0.0 0 0.0  14 0.1 
with location description 8 0.0 0 0.0  6 0.0 
without location description 10 0.0 0 0.0  8 0.0 
Data Source: Combo File 
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EXECUTIVE SUMMARY 

This evaluation focuses on the use and effectiveness of coverage questions on enumerator-
completed questionnaires for Census 2000. The intent of these questions was to identify people 
who otherwise would have been missed or included in error. Summaries from field observations 
were examined to determine how well enumerators asked these questions and used the answers 
to obtain an accurate household roster. The census operations which used these questions were 
List/Enumerate, Update/Enumerate, Nonresponse Followup, and Coverage Improvement 
Followup. 

In Census 2000, enumerators began by asking how many people were living or staying in the 
housing unit on Census Day. After collecting the appropriate person and housing unit 
information, the enumerator asked two coverage questions, which were designed to get an 
accurate enumeration of all people and housing units. 

For the first question, C1, the enumerator referred to Census Day, April 1, 2000, and asked: 

I need to make sure I have counted everyone who lived or stayed here on April 1, 2000. Did I 
miss -
- any children, including foster children? 
- anyone away on business or vacation? 
- any roomers or housemates? 
- anyone else who had no other home? 

If someone had been missed, then his or her name was to be added to the form, the “Add” box 
under that person’s name was supposed to be marked, and the census information was to be 
recorded. 

For the second question, C2, the enumerator referred to Census Day, April 1, 2000, and asked: 

The Census Bureau has already counted certain people so I don’t want to count them again here. 
On April 1, 2000, were any of the people you told me about -
- away at college? 
- away in the Armed Forces? 
- in a nursing home? 
- in a correctional facility? 

If someone was included on the form but should have been counted elsewhere, the enumerator 
was to delete him or her from the form by marking the “Cancel” box under that person’s name. 

For this evaluation, we used data from the Decennial Response File–Stage 2 and the Hundred 
Percent Census Edited File to tally enumerator returns that had added or deleted people and to 
obtain distributions of the demographic characteristics of these people. 
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Enumerators were supposed to mark either “Yes” or “No” for each of these coverage questions 
and then take appropriate action whenever the response was “Yes.” However, about one-third of 
the time, enumerators left these questions blank. Of the surviving basic enumerator returns in the 
United States, 66.1 percent had C1 marked and 65.9 percent had C2 marked. Approximately 1.1 
percent of the responses were “Yes” for C1, meaning that someone had been missed, and 0.7 
percent were “Yes” for C2, meaning that someone should be counted elsewhere. Among the 
operations, the Coverage Improvement Followup operation saw the lowest percentage of returns 
with these questions marked, 49.4 percent and 49.2 percent for C1 and C2, respectively. The 
response rate for these questions in the Nonresponse Followup operation was approximately 68 
percent for both. 

Inconsistencies appeared when we looked at the people associated with these surviving returns. 
Only 21.8 percent of the returns that had the “Yes” box marked for C1, had at least one person 
added; that is, someone with the “Add” box marked. A similar situation occurred with the 
returns having C2 marked as “Yes.” Only 43.4 percent of the returns with C2 marked as “Yes” 
had at least one person deleted; that is, someone with the “Cancel” box marked. One possible 
reason for this inconsistency is that the enumerators may have forgotten to mark the “Add” or 
“Cancel” box when a roster change was necessary. A person may have been added to the roster 
but the “Add” box under the name was not marked. If this occurred, we are unable to determine 
which people were added. For deleted people, although there were returns with C2 marked 
“Yes” (we included someone who should have been counted elsewhere), we cannot determine 
who should have been deleted if there is no one with the “Cancel” box marked. 

This lack of information makes it difficult to get an accurate account of the people who were 
missed or included in error. Therefore, a net result of people added or deleted may not be 
inferred from the data in this report. For the same reason, the demographic data included in this 
document may not accurately reflect the distributions of the people who were truly added to or 
deleted from the household rosters. 

Based on the information about the number of “Add” and “Cancel” boxes marked, we have 
added 77,050 people and deleted 83,160 people. Among the people recorded as adds, 46.6 
percent were non-Whites, 57.9 percent were young people (ages 0 to 24), 56.5 percent were 
males, and 51.2 percent were renters. These groups are traditionally undercounted, however, we 
cannot infer that these two coverage questions are good for improving the differential undercount 
because of the inadequacy of the data collected. 

To improve the percentage of returns with the “Add” and “Cancel” boxes marked when the 
coverage questions are answered as “Yes,” we recommend providing additional space 
immediately following the coverage question for entering the names of the people to be added or 
deleted. A “Don’t know” option may help to increase the response to the question.  Also, to 
improve the data collection process, we recommend using automated instruments and having 
more training for enumerators on the purpose of asking these questions. 
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1. BACKGROUND 

Census 2000 coverage improvement operations were intended to improve the coverage of groups 
in the population usually under-represented in the census. The purpose of this evaluation is to 
study the effectiveness of the new coverage questions in the identification of people who 
otherwise would have been missed or included in error. This evaluation examines the effect that 
the coverage questions on enumerator-completed questionnaires–specifically C1 and C2–had on 
the coverage of Census 2000. It also uses summaries from field observations to determine how 
well enumerators asked these questions and used the answers to obtain an accurate household 
roster. The census operations which used these coverage questions were List/Enumerate (L/E), 
Update/Enumerate (U/E), Nonresponse Followup (NRFU), and Coverage Improvement 
Followup (CIFU). 

In the 1990 census, enumerators began their interview with an explanation of who should be 
included as residents of the household. This procedure was changed for Census 2000 to facilitate 
an easier interview. In 2000, enumerators began by asking how many people were living or 
staying in the housing unit on Census Day. After collecting the appropriate person and housing 
unit information, the enumerator asked two coverage questions, which were designed to get an 
accurate enumeration of all people and housing units. 

1.1 Question C1: Miss anyone? 

The first question asked if the enumerator missed anyone who should have been enumerated at 
the respondent’s housing unit. The following text was used to obtain this information: 

I need to make sure I have counted everyone who lived or stayed here on April 1, 2000. Did I 
miss -
- any children, including foster children? 
- anyone away on business or vacation? 
- any roomers or housemates? 
- anyone else who had no other home? 

Typical situations in which people, who should be included as residents, tend to be missed are 
babies, foster children, people away on business or vacation, roomers or housemates, and 
temporary residents with no other home. If someone had been missed, then the person’s name 
was to be added to the form, the “Add” box under that name was supposed to be marked, and the 
census information was to be recorded. See Appendix C for a copy of the Census 2000 
Enumerator Short Form Questionnaire. 
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1.2 Question C2: Include anyone who should have been counted elsewhere? 

The second question asked if someone listed on the form should have been counted elsewhere. 
The following text was used to obtain this information: 

The Census Bureau has already counted certain people so I don’t want to count them again here. 
On April 1, 2000, were any of the people you told me about -
- away at college? 
- away in the Armed Forces? 
- in a nursing home? 
- in a correctional facility? 

The typical situations in which people, who should not be included as residents, tend to be 
included as such are people away at college, in the Armed Forces, in a nursing home, or in a 
correctional facility. If someone was included on the form but should have been counted 
elsewhere, then the enumerator was supposed to delete him or her from the form by marking the 
“Cancel” box under that person’s name. See Appendix C for a copy of the Census 2000 
Enumerator Short Form Questionnaire. 

2. METHODOLOGY 

2.1 Source of the data 

The data in this evaluation were obtained from the Decennial Response File–Stage 2 (DRF2) and 
the Hundred Percent Census Edited File (HCEF-D’). Using these files, we created subsets of the 
data in several steps which are explained below. 

We also obtained demographic data for the entire United States population from the Census 2000 
Summary File 1 (SF 1). 

2.2 Coverage Questions C1 and C2 

2.2.1 Surviving enumerator returns 

We began by creating a SAS dataset that includes all enumerator return records from the DRF2. 
The variable RSOURCE was used to select these records. The values for the variable 
RSOURCE indicate the type (paper or electronic) and source of the return. The source of the 
return includes the operation from which the return was received. See Appendix B for the values 
of this variable. For our dataset, we kept all records where RSOURCE = 13–24. These returns 
were from four operations: L/E, U/E, NRFU, and CIFU. Note that we did not include any 
records from Group Quarters, Service-Based Enumeration, or T-Night in this evaluation. 
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Next, we merged the enumerator returns on the DRF2 with the HCEF-D’ housing unit file to 
determine which enumerator returns on the DRF2 were used in further census processing; that is, 
those with a matching Census ID on the HCEF-D’ housing unit file. 

2.2.2 Primary Selection Algorithm 

There were several ways in which to respond to Census 2000, including mailing back a 
questionnaire, completing the form on the Internet, using a Be Counted Form, and being 
enumerated by field operations such as L/E, U/E, NRFU, and CIFU. While these and other 
methods of collecting population data were implemented with the goal of obtaining a more 
accurate census count, the various methods also presented the possibility of receiving multiple 
responses for a single Census ID. The Primary Selection Algorithm (PSA) was the computer 
program designed to resolve the receipt of multiple responses from housing units. 

Major features of the Census 2000 PSA design included performing person matching between 
returns, constructing PSA households, selecting the primary PSA household, and selecting 
additional persons for the census household that are not in the primary PSA household. 

A PSA household is a set of associated persons at one Census ID. The set may contain no 
persons (a vacant PSA household), or one or more persons. More than one return may contribute 
to a single PSA household. Returns that do not have any persons in common (determined by 
person matching) constitute separate PSA households. One or more PSA households may be 
formed at a Census ID. The primary PSA household is the PSA household (including the 
selected person records on returns in that PSA household) that is used in further processing. 
When more than one PSA household exists, the primary PSA household is selected by 
sequentially applying criteria to all of the PSA households until only one PSA household is 
selected. Certain person records in non-primary PSA households at the Census ID may also be 
selected for inclusion in the census household. 

For this evaluation, we created a subset of the data by keeping only the return selected by the 
PSA that provides the housing unit data and operational variables on the household level for a 
particular Census ID.  This is the basic return for the primary PSA household. To accomplish 
this, we used the variable RPRSTAT, which indicates return and PSA household status. We kept 
the returns with RPRSTAT = 1. See Appendix B for additional values of this variable. 

2.3 Adds and deletes 

On the enumerator return, there were boxes to indicate if a person was added or deleted. If either 
of these boxes was marked, the respective variable, PADD or PCANCEL, on the DRF2 person 
file would have a value of 1. See Appendix B for additional values of these variables.  In this 
evaluation, we are interested in the people marked as adds or deletes who are included on 
housing unit records that had Question C1 and/or C2 marked as “Yes” and survived to the 
HCEF–D’. To get this information, we merged the surviving returns with the people on the 
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DRF2. On the DRF2, the variables RC1 and RC2 indicate the response to Questions C1 
(whether anyone was missed) and C2 (whether anyone was included in error), respectively. 
Note: To keep the file sizes to a minimum for the merge, we only kept people who had the “Add” 
or “Cancel” box marked (PADD = 1 or PCANCEL = 1). 

2.4 Demographic characteristics 

Summary statistics for race, age, sex, Hispanic origin, and tenure were calculated for added and 
deleted people separately. We used the final dataset, described in section 2.3 above, containing 
surviving housing unit records and associated people who were marked as an add or delete. For 
further analysis, we created a subset of the added people that included only persons who were 
selected by PSA. This status was indicated by the value of 1 for variable PPSEL on the DRF2 
person file. See Appendix B for other possible values of this variable. 

2.5 Enumerators’ use of coverage questions 

Observations of three enumerator operations–U/E, NRFU, and CIFU–were conducted. 
Observers filled out an observation checklist or observer’s diary, and this information was 
summarized in the Financial and Administrative Systems Division’s (FASD’s) Motion and Time 
Study. Data from this study were used to determine whether enumerators asked the coverage 
questions and made any roster changes as a result. 

2.6 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, designed and reviewed computer systems, 
developed clerical and computer procedures, analyzed data, and prepared this report. 

3. LIMITATIONS 

The most important limitation in this evaluation was seen in the high level of incomplete or 
inconsistent information from the enumerator returns. Although Question C1 or C2 was marked 
as “Yes” on the return, there were cases where no people on the return were marked as an add or 
a delete. One possible reason for this inconsistency is that the enumerators may have forgotten to 
mark the “Add” or “Cancel” box when a roster change was necessary. People may have been 
added to the roster, but without the “Add” box marked, we are unable to determine which people 
were added. For deleted people, although there were returns with C2 marked “Yes” (we included 
someone who should have been counted elsewhere), we cannot determine who should have been 
deleted if there is no one with the “Cancel” box marked. 

This lack of information makes it difficult to get an accurate account of the people who were 
missed or included in error. Therefore, a net result of people added or deleted may not be 
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inferred from the data in this report. Also, this evaluation only contains tallies and demographic 
information for people who had the “Add” box or “Cancel” box marked. Therefore, the 
demographic data included in this document may not accurately reflect the distributions of the 
people who were truly added to or deleted from the household rosters. 

Another limitation is that some of the data in this evaluation have not gone through editing and 
imputation. Therefore, caution should be used when comparing these data to other distributions. 
For example, the demographic tables, Tables 11 through 20, include a row for people with 
missing values for the specific characteristic. For added and deleted people, percentages of the 
demographic characteristics are calculated excluding people with missing values for the specific 
characteristic. The data from the Census 2000 Summary File 1 (SF 1), also shown in these 
tables, have undergone editing and imputation, and therefore will have no missing values. 

The frequencies and percentages presented in this report include enumerator returns for vacant 
housing units. We do not know what impact those returns have on the information provided in 
this evaluation. Also, although we did not study this group, proxy respondents may be a factor in 
the low number of responses reported here. Further analysis may be needed. More information 
about the four enumerator operations, including vacant and proxy counts, may be found in the 
F.12, F.13, H.5 and I.4 Census 2000 Evaluations listed in the reference section of this document. 

Note that the Motion and Time Study was done in a limited number of areas and did not use a 
random sample. This limits any interpretation of the estimates that can be made. We also note 
that the enumerators may not always have marked the questions that are of interest in this 
evaluation. 

4. RESULTS 

NOTE: The tables in this document contain national-level data for the United States, including 
the District of Columbia. Puerto Rico is excluded from this evaluation. For related state-level 
tables, see Appendix A. 

4.1 Coverage gains from Questions C1 and C2 

4.1.1 How many times was Question C1 marked? 

Question C1 asks if the enumerator missed anyone that should have been counted at the 
respondent’s housing unit. Table 1 shows the number of enumerator returns with Question C1 
marked and the percentage of all enumerator returns, regardless of PSA household status, from 
the DRF2 file. Also shown are the number and percentage of returns which had Question C1 
marked as “Yes,” meaning someone had been missed. These counts are given by form type 
(short form or long form from variable RRT) and by operation (RSOURCE). See Appendix B 
for the values of these variables. 
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Of the approximately 47 million enumerator returns, 40.6 percent did not mark either of the 
boxes for Question C1. Of the 59.4 percent responses, 1.1 percent were recorded as “Yes.” 
Among the operations, CIFU had the lowest percentage (31.5 percent) of responses to the 
question whether anyone was missed. 

NOTE: The frequencies and percentages presented in this report include enumerator returns for 
vacant housing units. We do not know what impact those returns have on the information 
provided in this evaluation. 

Table 1. Response to Question C1 for all enumerator returns by form type and operation 

All Enumerator 

Returns 

Total 

Short Form 

Long Form 

L/E-U /E 

NRFU 

CIFU 

Total C1 M arked C1  M arked as “Y es” 

Number  Number % Number % 

46,971,700 27,895,851 59.4 311,286 1.1 

36,437,270 22,258,919 61.1 226,382 1.0 

10,534,430 5,636,932 53.5 84,904 1.5 

1,463,877 797,713 54.5 9,117 1.1 

38,879,865 25,011,023 64.3 280,221 1.1 

6,627,958 2,087,115 31.5 21,948 1.1 

Source: DRF2 (Variables: RSOURCE (Source of return) = 13-24, all possible values of RPRSTAT  (Return and PSA 

Household status), RC1 = (1, 2), and RRT  = (2, 3)) 

Table 2 shows similar data as Table 1 for enumerator returns designated as the basic return for a 
primary PSA household from the DRF2 file. See section 2.2.2. When limiting the universe to 
only these returns, the percentage of returns with Question C1 marked increases. Among those 
marked, the percentages of those marked “Yes” were similar to those in Table 1, ranging from 
1.0 to 1.5 percent. 

Table 2. Response to Question C1 for basic enumerator returns by form type and 
operation 

Basic Enumerator Total C1 M arked C1  Marked as “Yes” 

Returns Number  Number % Number % 

Total 36,632,439 24,386,318 66.6 273,599 1.1 

Short Form 28,659,358 19,535,609 68.2 199,744 1.0 

Long Form 7,973,081 4,850,709 60.8 73,855 1.5 

L/E-U /E 1,305,675 780,421 59.8 8,897 1.1 

NRFU 31,558,238 21,665,454 68.7 244,449 1.1 

CIFU 3,768,526 1,940,443 51.5 20,253 1.0 

Source: DRF2 (Variables: RSOURCE = 13-24, RPRSTAT = 1, RC1 = (1 , 2), and RRT =  (2, 3)) 
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Table 3 shows how many times Question C1 was marked for surviving basic returns. A 
surviving basic return is the enumerator return on the DRF2 selected by the PSA to be used in 
further processing that is also on the HCEF-D’ file. The response percentages by form type and 
by operation for surviving basic returns are similar to those for basic returns in Table 2. 

Table 3. Response to Question C1 for surviving basic enumerator returns by form type 
and operation 

Sur vivin g B asic Total C1 M arked C1  M arked as “Y es” 
Enumerator 

Returns1 Number  Number  %  Number % 

Total 35,872,321 23,694,688 66.1 267,452 1.1 

Short Form 27,946,633 18,878,633 67.6 194,103 1.0 

Long Form 7,925,688 4,816,055 60.8 73,349 1.5 

L/E-U /E 1,300,921 775,931 59.6 8,840 1.1 

NRFU 31,008,656 21,159,483 68.2 240,090 1.1 

CIFU 3,562,744 1,759,274 49.4 18,522 1.1 
1The household return from the DRF2 file selected by the PSA for further processing which is also on the HCEF-D’. 

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT  = 1, RC1 =  (1, 2), and RRT = (2, 3)) 

4.1.2 How many times was at least one person added when Question C1 was marked as 

“Yes”? 

Table 4 shows the number and percentage of surviving basic returns that had at least one person 
added (with the “Add” box marked) when Question C1 was marked as “Yes.” Among the 
operations, the CIFU operation had the smallest percentage (11.2 percent) of returns with at least 
one person added when the response to C1 was “Yes.” 

Table 4. Returns with at least one person added when C1 was marked “Yes” by operation 

Question C1 At least 1 person added 

marked as “Y es” when C1 marked as “Yes” 

Number Number % 

Total 267,452 58,215 21.8 

L/E-U /E 8,840 2,228 25.2 

NRFU 240,090 53,906 22.5 

CIFU 18,522 2,081 11.2 

Source: DRF2 and  HCEF-D’ (Variables: RSOURCE = 13-24, 

RPRSTAT = 1 , RC1 = 1, and PADD  = 1 for at least one person 

on the return) 
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Some possible reasons for the inconsistent information for Question C1 may include: 

• The respondent answered “Yes” (that someone had been missed), but 
- refused to give the information for the person to be added; or 
- then said there was no one else in the household. 

• The enumerator 
- recorded the information for the person, but forgot to mark the “Add” box; or 
- marked “Yes” by mistake. 

4.1.3 What was the distribution of the number of people added as a result of Question C1? 

Table 5 shows the distribution of the number of people added (with the “Add” box marked) as a 
result of Question C1 being marked as “Yes.”  Overall, 80.1 percent of returns with added people 
added one person. In the L/E and U/E operations combined, 3.7 percent of the returns had five or 
more people added. 

Table 5. Distribution of housing units with C1 marked “Yes” by number of people added 
and operation 

Distribution of added people 

Total 
1 2 3 4 5+ 

Number Number % Number % Number % Number % Number % 

Total 58,215 46,617 80.1 7,565 13.0 2,249 3.9 1,025 1.8 759 1.3 

L/E-U /E 2,228 1,648 74.0 319 14.3 117 5.3 62 2.8 82 3.7 

NRFU 53,906 43,319 80.4 6,961 12.9 2,060 3.8 922 1.7 644 1.2 

CIFU 2,081 1,650 79.3 285 13.7 72 3.5 41 2.0 33 1.6 

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT = 1, RC1 = 1, and PADD = 1) 

4.1.4 How many times was Question C2 marked? 

Question C2 asks if someone listed on the form should be counted elsewhere. Table 6 shows the 
number of returns with Question C2 marked together with its percentage of the total of all 
enumerator returns, regardless of PSA household status, from the DRF2 file. Also shown are the 
number of times Question C2 was marked as “Yes” and its percentage among those with 
Question C2 marked. 

A response to Question C2 was given on 59.2 percent of all enumerator returns. Among these, 
0.7 percent responded “Yes,” indicating that someone, who was included on the form, should 
have been counted somewhere else. The percentage of responses to Question C2 by form type 
and by operation was similar to the percentage of responses to Question C1 shown in Table 1. 
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CIFU had the lowest percentage (31.4 percent) of responses to Question C2 among the 
operations. 

Table 6. Response to Question C2 for all enumerator returns by form type and operation 

All Enumerator Total C2 M arked C2  M arked as “Y es” 

Returns Number  Number % Number % 

Total 46,971,700 27,812,200 59.2 204,688 0.7 

Short Form 36,437,270 22,189,143 60.9 158,611 0.7 

Long Form 10,534,430 5,623,057 53.4 46,077 0.8 

L/E-U /E 1,463,877 795,486 54.3 7,887 1.0 

NRFU 38,879,865 24,938,360 64.1 181,926 0.7 

CIFU 6,627,958 2,078,354 31.4 14,875 0.7 

Source: DRF2 (Variables: RSOURCE (Source of return) = 13-24, all possible of RPRSTAT (Return and PSA 

Household status), RC2 = (1, 2), and RRT  = (2, 3)) 

When the universe is limited to only the basic enumerator returns for households selected by 
PSA for further processing, the percentage of responses increases. Table 7 shows an overall 
response to Question C2 of 66.4 percent with 0.7 percent of those responses marked as “Yes.” 

Table 7. Response to Question C2 for basic enumerator returns by form type and 
operation 

Ba sic Total C2 M arked C2  M arked as “Y es” 
Enumerator 

Returns Number  Number %  Number % 

Total 36,632,439 24,314,553 66.4 172,886 0.7 

Short Form 28,659,358 19,476,944 68.0 134,469 0.7 

Long Form 7,973,081 4,837,609 60.7 38,417 0.8 

L/E-U /E 1,305,675 778,279 59.6 7,633 1.0 

NRFU 31,558,238 21,603,162 68.5 152,713 0.7 

CIFU 3,768,526 1,933,112 51.3 12,540 0.6 

Source: DRF2 (Variables: RSOURCE = 13-24, RPRSTAT =  1, RC2 = (1 , 2), and RRT =  (2, 3)) 

Table 8 shows how many times Question C2 was marked and the percent of these marked “Yes” 
for surviving basic returns. A surviving basic return is the enumerator return on the DRF2 
selected by the PSA for further processing that is also on the HCEF-D’ file. 
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On average, only 0.7 percent of the 65.9 percent of returns with a response to Question C2 
responded “Yes,” that someone who was included should have been counted elsewhere. The 
CIFU operation had the lowest percentage (49.2 percent) of surviving basic returns with a 
response to Question C2. 

Table 8. Response to Question C2 for surviving basic enumerator returns by form type 
and operation 

Sur vivin g B asic Total C2 M arked C2  M arked as “Y es” 
Enumerator 

Returns2 Number  Number %  Number % 

Total 35,872,321 23,624,967 65.9 168,370 0.7 

Short Form 27,946,633 18,821,889 67.3 130,380 0.7 

Long Form 7,925,688 4,803,078 60.6 37,990 0.8 

L/E-U /E 1,300,921 773,804 59.5 7,593 1.0 

NRFU 31,008,656 21,098,641 68.0 149,459 0.7 

CIFU 3,562,744 1,752,522 49.2 11,318 0.6 
2The household return from the DRF2 file selected by PSA for further processing which is also on the HCEF-D’. 

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT  = 1, RC2 =  (1, 2) and RRT = (2, 3)) 

4.1.5 How many times was at least one person deleted when Question C2 was marked as 

“Yes”? 

For surviving basic returns with Question C2 marked as “Yes,” Table 9 shows the number of 
returns which had at least one person deleted; that is, with the “Cancel” box marked. Of the 
7,593 L/E and U/E returns with Question C2 marked as “Yes,” 56.1 percent had at least one 
person marked for deletion. 

Table 9. Returns with at least one person deleted when C2 was marked “Yes” by operation 

Question C2 At least 1 person deleted 

marked as “Y es” when C2 marked as “Yes” 

Number  Number % 

Total 168,370 73,019 43.4 

L/E-U /E 7,593 4,263 56.1 

NRFU 149,459 65,293 43.7 

CIFU 11,318 3,463 30.6 

Source: DRF2 and  HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT = 1, 

RC2 =  1 and PCANCEL = 1 for at least one person on the return) 
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Some possible reasons for the inconsistent information for Question C2 may include: 

•	 The respondent answered “Yes” (that someone should have been counted elsewhere), but 
refused to indicate which person should be deleted. 

• The enumerator forgot to mark the “Cancel” box under the person’s name. 

4.1.6 What was the distribution of the number of people deleted as a result of Question 

C2? 

Table 10 shows the distribution of the number of people deleted (with the “Cancel” box marked) 
as a result of an affirmative response to Question C2. For the majority of housing units (88.4 
percent) with Question C2 marked as “Yes,” there was one person deleted. Less than 0.5 percent 
of the housing units from each operation had five or more people deleted. 

Table 10. Distribution of housing units with C2 marked “Yes” by number of people 
deleted and operation 

Distribution of deleted people 

Total 
1 2 3 4 5+ 

Number Number % Number % Number % Number % Number % 

Total 73,019 64,559 88.4 7,169 9.8 985 1.3 237 0.3 69 0.1 

L/E-U /E 4,263 3,671 86.1 511 12.0 69 1.6 11 0.3 1 0.0 

NRFU 65,293 57,920 88.7 6,285 9.6 837 1.3 198 0.3 53 0.1 

CIFU 3,463 2,968 85.7 373 10.8 79 2.3 28 0.8 15 0.4 

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT  = 1, RC2 =  1 and PCANCEL = 1) 
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4.2 Demographics of added and deleted people 

4.2.1 What were the demographics of the added and deleted people? 

Tables 11 through 15 show the distributions of selected demographic characteristics (race, age, 
sex, Hispanic origin, and tenure) for the people who were on a surviving return and had the 
“Add” or “Cancel” box marked. We also include the frequency distribution of each 
characteristic for the entire United States population from the Census 2000 Summary File 1 
(SF 1), which has undergone editing and imputation, and includes the group quarters as well as 
the housing unit population unless stated otherwise. 

Note that percents for each demographic characteristic in Tables 11 through 15 are calculated 
excluding people with missing values for that particular characteristic. However, the tables by 
state in Appendix A include all people in the percent calculation. See Appendix B for the values 
of the demographic variables used in this evaluation. 

Table 11 shows that among added and deleted people with non-missing race, White comprised 
53.3 percent and 65.8 percent, respectively. The Black, African American race group made up 
21.4 percent of adds and 19.1 percent of deletes. The non-whites made up 46.7 percent of the 
adds and 24.9 percent of the entire population. However, we cannot infer that these questions are 
good for improving the differential undercount because of the inadequacy of the data collected. 

NOTE: Because data are for persons who actually had the “Add” or “Cancel” box marked, a net 
count of added or deleted people should not be inferred from this table, nor should any inferences 
be made about the demographic distributions. 

Table 11. Number and percent of added and deleted people by RACE 

Adds Deletes Entire population 

Race 
Number %  Number % Number % 

Total 77,050 100 .0 83,160 100 .0 281,421,906 100 .0 

W hite 39,617 53.3 51,199 65.8 211,460,626 75.1 

Black, African American 15,910 21.4 14,827 19.1 34,658,190 12.3 

American Indian, 

Alaskan Native 

Asian 

Native Hawaiian or 

Other Pacific Islander 

Some Other Race 

Two or More 

Missing 

2,790  3.8 1,845  2.4 2,475,956  0.9 

3,375 4.5 4,030 5.2 10,242,998 4.8 

394 0.5 206 0.3 398,835 1.2 

9,668 13.0 3,973  5.1 15,359,073  5.5 

2,520  3.4 1,737  2.2 6,826,228  2.4 

2,776  - 5,343  - - -

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT = 1, RC1 = 1 or RC2 = 1, PADD = 1 or 

PCANCEL = 1, and PRACE01-PRACE15); Census 2000 Summary File 1. 
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For the age characteristic in Table 12, among people with non-missing age, 57.9 percent of adds 
were people ages 0 through 24 years. Young people ages 0 through 24 years made up 35.3 
percent of the entire population. This is a group that is traditionally undercounted, however, we 
cannot infer that these questions are good for improving the differential undercount because of 
the inadequacy of the data collected. Among the deletes, 67.3 percent of the people were ages 15 
to 24 years. This may reflect college students who would be counted at college and often are 
included on their parents’ return. 

NOTE: Because data are for persons who actually had the “Add” or “Cancel” box marked, a net 
count of added or deleted people should not be inferred from this table, nor should any inferences 
be made about the demographic distributions. 

Table 12.  Number and percent of added and deleted people by AGE 

Age 

Total 

0 to 14 years 

15 to 24 years 

25 to 34 years 

35 to 44 years 

45 to 54 years 

55 to 64 years 

65 to 74 years 

75 to 84 years 

85 years and over 

Missing 

Adds Deletes Entire population 

Number % Number %  Number % 

77,050 100 .0 83,160 100 .0 281,421,906 100 .0 

20,891 29.4 3,562  4.8 60,253,375 21.4 

20,262 28.5 49,727 67.3 39,183,891 13.9 

12,356 17.4 8,488 11.5 39,891,724 14.2 

7,606 10.7 4,368  5.9 45,148,527 16.0 

4,409 6.2 1,986  2.7 37,677,952 13.4 

2,548 3.6 1,075  1.5 24,274,684  8.6 

1,675 2.4 1,211  1.6 18,390,986  6.5 

869 1.2 1,900  2.6 12,361,180  4.4 

395 0.0 1,598  2.2 4,239,587  1.5 

6,039 - 9,245 - - -

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT = 1, RC1 = 1 or RC2 = 1, PADD = 1 or 

PCANCEL = 1, and PAGE); Census 2000 Summary File 1. 
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Males are traditionally undercounted. Within the entire population, 49.1 percent are males. 
Table 13 shows that, among people with non-missing sex, 56.5 percent of adds were males. 
However, we cannot infer that these questions are good for improving the differential undercount 
because of the inadequacy of the data collected. Males accounted for 56.7 percent of the deleted 
people. 

NOTE: Because data are for persons who actually had the “Add” or “Cancel” box marked, a net 
count of added or deleted people should not be inferred from this table, nor should any inferences 
be made about the demographic distributions. 

Table 13. Number and percent of added and deleted people by SEX 

Adds Deletes Entire population 

Sex 
Number  % Number  %  Number  % 

Total 77,050 100 .0 83,160 100 .0 281,421,906 100 .0 

M ale 42,928 56.5 45,896 56.7 138,053,563 49.1 

Fem ale 33,023 43.5 35,038 43.3 143,368,343 50.9 

Missing 1,099  - 2,226 - - -

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT = 1, RC1 = 1 or RC2 = 1, PADD = 1 or 

PCANCEL = 1, and PSEX); Census 2000 Summary File 1. 

Table 14 shows that, among people with non-missing Hispanic origin, Hispanic people made up 
25.3 percent of adds. However, Hispanics made up 12.5 percent of the entire population. We 
cannot infer that these questions are good for improving the differential undercount because of 
the inadequacy of the data collected. Among deleted people, 90.3 percent were Non-Hispanic. 

NOTE: Because data are for persons who actually had the “Add” or “Cancel” box marked, a net 
count of added or deleted people should not be inferred from this table, nor should any inferences 
be made about the demographic distributions. 

Table 14. Number and percent of added and deleted people by HISPANIC ORIGIN 

Adds Deletes Entire population 

Hisp anic orig in 
Number % Number  %  Number  % 

Total 77,050 100 .0 83,160 100 .0 281,421,906 100 .0 

No n-Hisp anic 56,178 74.7 70,589 90.3 246,116,088 87.5 

Hisp anic 19,076 25.3 7,578 9.7 35,305,818 12.5 

Missing 1,796 - 4,993 - - -

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT = 1, RC1 = 1 or RC2 = 1, PADD = 1 or 

PCANCEL = 1, PSPAN01-PSPAN05, PSPANWI); Census 2000 Summary File 1. 

14




Table 15 shows that 51.2 percent of added people with non-missing tenure were renters. Among 
the entire occupied housing unit population, renters accounted for 31.3 percent of people. We 
cannot infer that these questions are good for improving the differential undercount for renters 
because of the inadequacy of the data collected. About two-thirds of the deleted people with 
non-missing tenure were owners. 

NOTE: Because data are for persons who actually had the “Add” or “Cancel” box marked, a net 
count of added or deleted people should not be inferred from this table, nor should any inferences 
be made about the demographic distributions. 

Table 15. Number and percent of added and deleted people by TENURE 

Tenure 
Adds Deletes 

Entire occupied 

housing unit population 

Number % Number % Number % 

Total 77,050 100 .0 83,160 100 .0 273,643,273  100 .0 

Owner 36,249 48.8 49,552 66.1 187,965,615 68.7 

Renter 38,085 51.2 25,462 33.9 85,677,658 31.3 

Missing 2,716 - 8,146 - -

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT = 1, RC1 = 1 or RC2 = 1, PADD = 1 or 

PCANCEL = 1, and RTENURE); Census 2000 Summary File 1. 
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4.2.2 What were the demographics of added people selected by PSA? 

Tables 16 through 20 show the demographic characteristics of added people on surviving returns 
who were selected by PSA. By definition, no deleted people were selected. These tables also 
include the frequency distribution of each characteristic for the entire United States population 
from the Census 2000 Summary File 1 (SF 1), which has undergone editing and imputation, and 
includes the group quarters as well as the housing unit population unless stated otherwise. 

Note that percents for each demographic characteristic in Tables 16 through 20 are calculated 
excluding people with missing values for that particular characteristic. See Appendix B for the 
values of the demographic variables used in this evaluation. 

Among added people selected by PSA with non-missing race, 53.4 percent reported White and 
21.4 percent reported Black, African American. 

NOTE: Because data are for persons who actually had the “Add” box marked, the estimates may 
not reflect the actual impact of the coverage question, and inferences about the demographic 
distributions of added people should not be made from this table. 

Table 16. Number and percent of added people selected by PSA by RACE 

Adds selected by PSA Entire population 

Race 
Number % Number % 

Total 75,804 100 .0 281,421,906 100 .0 

W hite 39,101  53.4 211,460,626 75.1 

Black, African American 15,670  21.4 34,658,190 12.3 

American Indian, Alaskan Native 2,715  3.7 2,475,956  0.9 

Asian 3,311  4.5 10,242,998 4.8 

Native Hawaiian or Other Pacific Islander  390 0.5 398,835 1.2 

Some Other Race 9,509 13.0 15,359,073  5.5 

Two o r More 2,487  3.4 6,826,228  2.4 

Missing 2,621 - - -

Source: DRF2 and HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT  = 1, RC1 =  1, PPSEL = 1, PAD D = 1, and 

PRACE01-PRACE15); Census 2000 Summary File 1. 

16




Table 17 shows that 57.9 percent of added people selected by PSA with non-missing age were 
young people aged 0 to 24 years old. 

NOTE: Because data are for persons who actually had the “Add” box marked, the estimates may 
not reflect the actual impact of the coverage question, and inferences about the demographic 
distributions of added people should not be made from this table. 

Table 17.  Number and percent of added people selected by PSA by AGE 

Age 

Total 

0 to 14 years 

15 to 24 years 

25 to 34 years 

35 to 44 years 

45 to 54 years 

55 to 64 years 

65 to 74 years 

75 to 84 years 

85 years and over 

Missing 

Adds selected by PSA Entire population 

Number %  Number % 

75,804 100 .0 281,421,906  100.0 

20,518 29.3 60,253,375 21.4 

19,971 28.6 39,183,891 13.9 

12,203 17.4 39,891,724 14.2 

7,502 10.7 45,148,527 16.0 

4,352 6.2 37,677,952 13.4 

2,512 3.6 24,274,684  8.6 

1,653 2.4 18,390,986  6.5 

852 1.2 12,361,180  4.4 

384 0.5 4,239,587  1.5 

5,857 - - -

Source: DRF2 and HCEF-D’ (Variables: RSO URCE = 13-24, RPRSTAT = 1, RC1 = 1, 

PPSEL = 1, PADD = 1, and PAGE); Census 2000 Summary File 1. 
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Table 18 shows that males made up 56.5 percent of added people who were selected by PSA 
with non-missing sex. Females made up 43.5 percent of this group. 

NOTE: Because data are for persons who actually had the “Add” box marked, the estimates may 
not reflect the actual impact of the coverage question, and inferences about the demographic 
distributions of added people should not be made from this table. 

Table 18. Number and percent of added people selected by PSA by SEX 

Adds selected by PSA Entire population 
Sex 

Number %  Number % 

Total 75,804 100.0 281,421,906  100.0 

M ale 42,277 56.5 138,053,563 49.1 

Fem ale 32,525 43.5 143,368,343 50.9 

Missing 1,002 - - -

Source: DRF2 and HCEF-D’ (Variables: RSO URCE = 13-24, RPRSTAT = 1, RC1 = 1, 

PPSEL = 1, PADD = 1, and PSEX); Census 2000 Summary File 1. 

In Table 19, we see that about three-fourths (74.7 percent) of added people selected by PSA with 
non-missing Hispanic origin were Non-Hispanic. 

NOTE: Because data are for persons who actually had the “Add” box marked, the estimates may 
not reflect the actual impact of the coverage question, and inferences about the demographic 
distributions of added people should not be made from this table. 

Table 19. Number and percent of added people selected by PSA by HISPANIC ORIGIN 

Adds selected by PSA Entire population 
Hisp anic orig in 

Number %  Number % 

Total 75,804 100 .0 281,421,906  100.0 

No n-Hisp anic 55,401 74.7 246,116,088 87.5 

Hisp anic 18,732 25.3 35,305,818 12.5 

Missing 1,671 - - -

Source: DRF2 and HCEF-D’ (Variables: RSO URCE = 13-24, RPRSTAT = 1, RC1 = 1, 

PPSEL = 1, PADD = 1, PSPAN01-PSPAN05, PSPANW I); Census 2000 Summary File 1. 
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Table 20 shows that renters accounted for 51.2 percent of added people with non-missing tenure 
who were selected by PSA. 

NOTE: Because data are for persons who actually had the “Add” box marked, the estimates may 
not reflect the actual impact of the coverage question, and inferences about the demographic 
distributions of added people should not be made from this table. 

Table 20. Number and percent of added people selected by PSA by TENURE 

Tenure 
Adds selected by PSA 

Entire occupied hou sing u nit 

population 

Number %  Number % 

Total 75,804 100 .0 273,643,273 100 .0 

Owner 35,674 48.8 187,965,615 68.7 

Renter 37,482 51.2 85,677,658 31.3 

Missing 2,648 - - -

Source: DRF2 and  HCEF-D’ (Variables: RSOURCE = 13-24, RPRSTAT = 1, RC1 = 1 , 

PPSEL = 1, PADD = 1, and RTENURE); Census 2000 Summary File 1. 
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4.3 Enumerators’ use of Questions C1 and C2 

The following table summarizes the field observations in FASD’s Motion and Time Studies of the 
CIFU, NRFU, and U/E operations. The observations were conducted in a limited number of 
areas, which are listed below. 

CIFU Concord, CA; Clarksville, IN; Louisville, KY 
NRFU Providence, RI; Clarksville, IN; Louisville, KY 
U/E El Paso, TX 

Note: FASD did not conduct a Motion and Time Study of L/E for Census 2000. 

Did the enumerators read Questions C1 and C2? 

The information included here is directly from the Motion and Time Studies. There were only 
417 enumerator interviews observed, which were not randomly selected. We note that roster 
changes were made in NRFU and U/E; however, the data do not explain what those changes were; 
specifically, whether people were added or deleted from the roster. 

Table 21. Observation summary of coverage questions from CIFU, NRFU, and U/E 

CIFU 

Number of Percent 

Interviews % 

NRFU 

Number of Percent 

Interviews % 

U/E 

Number of Percent 

Interviews % 

154 100 

134  87 

20  13 

130  84 

24  16 

4  3 

Total 55 100 208 100 

Asked C1 35 64 184  88 

Did not ask C1 20 36  24  12 

Asked C2 34 62 170  82 

Did not ask C2 21 38  38  18 

Number of times 

roster change d as a 0  0  7  3 

result of C1 or C2 
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5. CONCLUSIONS 

Among enumerator returns in the United States, the percentage with coverage Question C1 
marked was similar to the percentage with Question C2 marked. Of the surviving basic 
enumerator returns, 66.1 percent had C1 marked and 65.9 percent had C2 marked. Among the 
operations, CIFU saw the lowest percentage of returns with these questions marked, 49.4 percent 
and 49.2 percent for C1 and C2, respectively. The NRFU response to these questions was 
approximately 68 percent for both. 

When checking the people associated with these surviving returns, one finds that only 21.8 
percent of the returns that had the “Yes” box marked for C1, had at least one person added; that is, 
someone with the “Add” box marked. A similar situation occurred with the returns having C2 
marked as “Yes.” At least one person was deleted; that is, someone had the “Cancel” box 
marked, on 43.4 percent of the returns. 

The enumerators may have forgotten to mark the “Add” or “Cancel” box when a roster change 
was necessary. People may have been added, but the “Add” box was not marked. For deleted 
people, although there were returns with C2 marked “Yes” (we included someone who should 
have been counted elsewhere), we cannot determine who should have been deleted if there is no 
one with the “Cancel” box marked. 

This inconsistent and incomplete information makes it difficult to get an accurate account of the 
people who were missed or included in error. Therefore, we are unable to determine a net result 
of people added or deleted from the data in this report.  For the same reason, the demographic data 
included in this document may not accurately reflect the distributions of the people who were 
truly added to or deleted from the household rosters. 

Based on the information about the number of “Add” and “Cancel” boxes marked, we have added 
77,050 people and deleted 83,160 people. Among the people recorded as adds, 46.6 percent were 
non-Whites, 57.9 percent were young people (ages 0 to 24), 56.5 percent were males, and 51.2 
percent were renters. These groups are traditionally undercounted, however, we cannot infer that 
these two coverage questions are good for improving the differential undercount because of the 
inadequacy of the data collected. 
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6. RECOMMENDATIONS 

Coverage questions are a useful tool for capturing those people who would have been missed in 
the census or for excluding those people who should have been counted elsewhere. The coverage 
questions, C1 and C2, did not work as presented. More research to explore other solutions is 
needed. The questions may need to be redesigned and tested for different audiences. Certain 
formats may work better in different situations or with different respondents. 

There are two main schools of thought about census coverage. One suggests, as we did in Census 
2000, that we collect everybody that we can on the household roster and then filter the list using 
the coverage questions to determine who to add or delete. The other side agrees with the 1990 
method of telling the respondent up front who should be included or not included on the roster. 
Maybe a compromise can be reached such as providing to the respondent a flash card with the 
types of people to include or exclude. 

Although this evaluation did not address proxy respondents or returns for vacant housing units, 
and we, therefore, do not know the impact they may have had on the reported data, one suggestion 
for improving the response to the coverage questions is adding a “Don’t know” response option. 
If the information is for a vacant unit or is provided by a proxy, there may not be enough 
information to give a definite “yes” or “no” answer. This may also be helpful when respondents 
refuse to answer or simply don’t know. Further analysis may be necessary. 

Because of the low percentage of returns with the “Add” and “Cancel” boxes marked when the 
coverage questions were answered in the affirmative, we recommend providing additional space 
immediately following the coverage questions for entering the name of the people to be added or 
deleted. 

Automated instruments may help to improve the data collection process by requiring a response to 
each coverage question, and subsequent data entry for an affirmative answer, before allowing the 
enumerator to continue with the next question. 

Although we are unsure why the coverage questions C1 and C2 were left blank by enumerators 
one-third of the time, we feel that enumerators may need more training to understand the purpose 
and importance of asking the questions. 
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State Tables APPENDIX A 
Table A1. Response to Question C1 for all enumerator returns by state 

States 

U.S. Total 

Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

D.C.

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming


Total C1 M arked C1  M arked as “Y es” 

Number  Number %  Number % 

46,971,700 27,895,851 59.4 311,286 1.1 

962,372 507,242 52.7 5,516 1.1 
147,237 92,094 62.5 999 1.1 

1,056,297 553,592 52.4 6,950 1.3 
529,695 289,760 54.7 2,900 1.0 

4,426,491 3,014,327 68.1 34,712 1.2 
658,717 392,304 59.6 4,211 1.1 
490,503 329,438 67.2 4,038 1.2 
158,434 74,612 47.1 819 1.1 
139,700 74,791 53.5 1,300 1.7 

3,177,980 1,697,308 53.4 19,054 1.1 
1,318,161 798,024 60.5 9,435 1.2 

224,227 125,032 55.8 1,177 0.9 
222,377 131,594 59.2 1,281 1.0 

1,858,308 1,160,414 62.4 14,482 1.2 
955,606 568,091 59.4 5,882 1.0 
369,526 224,078 60.6 2,162 1.0 
411,908 243,589 59.1 2,422 1.0 
741,001 447,099 60.3 4,377 1.0 
902,521 531,431 58.9 5,703 1.1 
346,112 167,658 48.4 1,483 0.9 
841,852 484,669 57.6 6,665 1.4 
994,740 661,743 66.5 8,216 1.2 

1,488,512 794,542 53.4 8,366 1.1 
652,096 386,047 59.2 3,761 1.0 
539,354 325,750 60.4 3,907 1.2 
913,966 496,281 54.3 4,537 0.9 
180,967 98,294 54.3 915 0.9 
225,096 135,127 60.0 1,436 1.1 
377,775 233,269 61.7 2,900 1.2 
243,992 135,721 55.6 1,354 1.0 

1,294,374 796,790 61.6 9,162 1.2 
406,866 230,330 56.6 2,997 1.3 

3,441,865 2,087,871 60.7 27,044 1.3 
1,610,543 914,108 56.8 9,663 1.1 

112,303 62,450 55.6 567 0.9 
1,583,259 1,014,758 64.1 8,882 0.9 

683,962 374,940 54.8 3,772 1.0 
558,499 355,007 63.6 3,697 1.0 

1,951,746 1,121,825 57.5 12,380 1.1 
181,682 109,168 60.1 1,162 1.1 
899,751 481,360 53.5 5,293 1.1 
125,277 73,734 58.9 859 1.2 

1,065,605 635,688 59.7 6,351 1.0 
3,773,710 2,224,220 58.9 25,538 1.1 

302,979 195,107 64.4 2,533 1.3 
155,324 82,174 52.9 897 1.1 

1,034,644 632,061 61.1 6,464 1.0 
989,326 653,025 66.0 6,762 1.0 
364,803 195,642 53.6 1,441 0.7 
760,289 408,617 53.7 4,120 1.0 

119,370 73,055 61.2 742 1.0 
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State Tables APPENDIX A 
Table A2. Response to Question C1 for basic enumerator returns by state 

States 

U.S. Total 
Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

D.C.

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming


Total C1 M arked C1  M arked as “Y es” 

Number  Number %  Number % 

36,632,439 24,386,318 66.6 273,599 1.1 
727,595 453,803 62.4 4,992 1.1 
125,935 84,539 67.1 936 1.1 
825,436 494,479 59.9 6,289 1.3 
395,756 252,336 63.8 2,504 1.0 

3,502,401 2,620,702 74.8 30,357 1.2 
388,515 284,865 73.3 3,520 1.2 
527,505 345,449 65.5 3,720 1.1 
118,723 64,467 54.3 695 1.1 
100,815 63,922 63.4 1,124 1.8 

2,580,767 1,490,164 57.7 16,784 1.1 
1,054,556 705,708 66.9 8,348 1.2 

174,945 109,768 62.7 1,011 0.9 
180,545 116,605 64.6 1,156 1.0 

1,372,519 986,402 71.9 12,391 1.3 
725,538 478,011 65.9 4,972 1.0 
284,183 189,966 66.8 1,866 1.0 
315,428 209,328 66.4 2,124 1.0 
573,914 394,891 68.8 3,867 1.0 
694,641 471,529 67.9 5,047 1.1 
295,674 155,012 52.4 1,379 0.9 
636,242 418,313 65.7 5,803 1.4 
802,380 582,722 72.6 7,248 1.2 

1,166,314 683,075 58.6 7,223 1.1 
498,040 312,154 62.7 3,080 1.0 
698,015 430,377 61.7 3,958 0.9 
416,164 287,678 69.1 3,504 1.2 
145,934 88,214 60.4 829 0.9 
177,333 115,522 65.1 1,235 1.1 
304,219 211,587 69.6 2,609 1.2 
201,594 121,334 60.2 1,202 1.0 
994,358 690,744 69.5 8,001 1.2 
325,647 206,972 63.6 2,724 1.3 

2,678,950 1,862,542 69.5 24,202 1.3 
1,239,506 800,061 64.5 8,520 1.1 

90,000 55,338 61.5 505 0.9 
1,261,014 887,471 70.4 7,808 0.9 

515,068 328,999 63.9 3,318 1.0 
445,789 311,734 69.9 3,276 1.1 

1,518,692 975,999 64.3 10,799 1.1 
136,413 96,840 71.0 1,048 1.1 
676,923 421,213 62.2 4,625 1.1 

96,657 61,524 63.7 749 1.2 
807,096 563,362 69.8 5,667 1.0 

2,897,415 1,960,960 67.7 22,665 1.2 
247,584 171,416 69.2 2,204 1.3 
132,513 75,257 56.8 831 1.1 
785,823 543,446 69.2 5,581 1.0 
779,949 566,810 72.7 5,857 1.0 
286,370 174,223 60.8 1,283 0.7 
604,952 341,576 56.5 3,482 1.0 
100,094 66,909 66.8 681 1.0 
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Table A3. Response to Question C1 for surviving basic enumerator returns by state 

States 

U.S. Total 
Alabama

Alaska

Arizona


Arkansas

California

Colorado

Connecticut

Delaware

D.C.

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming


Total C1 M arked C1  M arked as “Y es” 

Number  Number %  Number % 

35,872,321 23,694,688 66.1 267,452 1.1 
705,375 433,772 61.5 4,829 1.1 

124,156 82,822 66.7 927 1.1 

807,615 480,715 59.5 6,162 1.3 

384,267 241,666 62.9 2,412 1.0 
3,454,650 2,576,914 74.6 29,946 1.2 

518,375 337,246 65.1 3,640 1.1 
380,828 277,861 73.0 3,449 1.2 
116,376 62,607 53.8 680 1.1 
100,594 63,801 63.4 1,122 1.8 

2,540,131 1,457,080 57.4 16,427 1.1 
1,024,019 677,835 66.2 8,128 1.2 

169,957 105,413 62.0 965 0.9 
176,559 112,852 63.9 1,130 1.0 

1,344,720 960,694 71.4 12,118 1.3 
707,676 462,079 65.3 4,850 1.1 
277,726 183,941 66.2 1,821 1.0 
309,295 203,706 65.9 2,090 1.0 
556,688 378,593 68.0 3,756 1.0 
675,724 454,004 67.2 4,905 1.1 
291,410 151,006 51.8 1,352 0.9 
624,399 407,813 65.3 5,685 1.4 
787,482 568,929 72.2 7,100 1.2 

1,146,043 664,458 58.0 7,079 1.1 
488,803 303,380 62.1 3,016 1.0 
684,026 417,189 61.0 3,865 0.9 
400,433 273,161 68.2 3,359 1.2 
144,031 86,391 60.0 819 0.9 
174,996 113,328 64.8 1,208 1.1 
300,974 208,732 69.4 2,584 1.2 
197,354 117,374 59.5 1,162 1.0 
972,182 670,854 69.0 7,840 1.2 
318,224 200,335 63.0 2,654 1.3 

2,625,039 1,813,089 69.1 23,598 1.3 
1,204,449 767,288 63.7 8,216 1.1 

88,432 53,876 60.9 493 0.9 
1,237,867 865,703 69.9 7,654 0.9 

505,851 320,367 63.3 3,245 1.0 
436,512 303,526 69.5 3,200 1.1 

1,482,206 941,702 63.5 10,519 1.1 
133,679 94,335 70.6 1,022 1.1 
653,032 399,787 61.2 4,434 1.1 

95,276 60,211 63.2 739 1.2 
782,740 540,867 69.1 5,528 1.0 

2,844,262 1,912,697 67.2 22,239 1.2 
242,801 166,953 68.8 2,157 1.3 
129,886 72,716 56.0 810 1.1 
770,908 529,324 68.7 5,472 1.0 
763,197 551,534 72.3 5,725 1.0 
279,967 168,014 60.0 1,258 0.7 
592,115 330,255 55.8 3,394 1.0 

99,014 65,893 66.5 669 1.0 

27




State Tables APPENDIX A 
Table A4. Distribution of housing units with C1 marked “Yes” by number of people added 
and state 

Total Distribution of added people
States 

1 2 3 4 5+ 
Number 

Number % Number % Number % Number % Number % 

U.S. Total 58,215 46,617 80.1 7,565 13.0 2,249 3.9 1,025 1.8 759 1.3 

Alabama 787 654 83.1 92 11.7 23 2.9 12 1.5 6 0.8 

Alaska 372 300 80.6 52 14.0 11 3.0 6 1.6 3 0.8 

Arizona 1,589 1,196 75.3 237 14.9 86 5.4 33 2.1 37 2.3 

Arkansas 433 358 82.7 52 12.0 10 2.3 7 1.6 6 1.4 

California 8,767 6,853 78.2 1,224 14.0 371 4.2 171 2.0 148 1.7 

Colorado 1,038 868 83.6 127 12.2 27 2.6 8 0.8 8 0.8 

Connecticut 719 560 77.9 107 14.9 33 4.6 10 1.4 9 1.3 

Delaware 123 99 80.5 15 12.2 6 4.9 2 1.6 1 0.8 

D.C. 153 112 73.2 22 14.4 12 7.8 3 2.0 4 2.6 

Florida 3,256 2,655 81.5 413 12.7 104 3.2 48 1.5 36 1.1 

Georgia 1,383 1,121 81.1 178 12.9 47 3.4 24 1.7 13 0.9 

Hawaii 355 279 78.6 50 14.1 11 3.1 8 2.3 7 2.0 

Idaho 371 316 85.2 31 8.4 12 3.2 6 1.6 6 1.6 

Illinois 2,144 1,696 79.1 285 13.3 76 3.5 55 2.6 32 1.5 

Indiana 824 688 83.5 88 10.7 30 3.6 11 1.3 7 0.9 

Iowa 370 302 81.6 44 11.9 14 3.8 5 1.4 5 1.4 

Kansas 455 377 82.9 41 9.0 24 5.3 9 2.0 4 0.9 

Kentucky 694 591 85.2 75 10.8 19 2.7 7 1.0 2 0.3 

Louisiana 996 809 81.2 130 13.1 40 4.0 12 1.2 5 0.5 

Maine 271 224 82.7 35 12.9 9 3.3 3 1.1 0 0.0 

Maryland 1,006 801 79.6 131 13.0 45 4.5 17 1.7 12 1.2 

Massachusetts 963 773 80.3 113 11.7 34 3.5 30 3.1 13 1.4 

Michigan 1,682 1,344 79.9 228 13.6 61 3.6 29 1.7 20 1.2 

Minnesota 819 668 81.6 98 12.0 30 3.7 14 1.7 9 1.1 

Mississippi 593 484 81.6 76 12.8 19 3.2 10 1.7 4 0.7 

Missouri 850 706 83.1 95 11.2 27 3.2 16 1.9 6 0.7 

Montana 313 265 84.7 35 11.2 10 3.2 2 0.6 1 0.3 

Nebraska 291 243 83.5 31 10.7 8 2.7 5 1.7 4 1.4 

Nevada 565 419 74.2 83 14.7 21 3.7 18 3.2 24 4.2 

New Hampshire 243 209 86.0 29 11.9 4 1.6 0 0.0 1 0.4 
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Total Distribution of added people

States 
1 2 3 4 5+ 

Number 
Number % Number % Number % Number % Number % 

New Jersey 1,484 1,167 78.6 201 13.5 73 4.9 27 1.8 16 1.1 

New Mexico 823 639 77.6 116 14.1 35 4.3 17 2.1 16 1.9 

New York 4,260 3,288 77.2 619 14.5 196 4.6 83 1.9 74 1.7 

North Carolina 1,512 1,215 80.4 199 13.2 61 4.0 31 2.1 6 0.4 

North Dakota 147 120 81.6 17 11.6 8 5.4 1 0.7 1 0.7 

Ohio 1,793 1,468 81.9 222 12.4 63 3.5 29 1.6 11 0.6 

Oklahoma 711 586 82.4 76 10.7 30 4.2 13 1.8 6 0.8 

Oregon 992 829 83.6 116 11.7 32 3.2 8 0.8 7 0.7 

Pennsylvania 1,742 1,418 81.4 228 13.1 43 2.5 29 1.7 24 1.4 

Rhode Island 182 140 76.9 30 16.5 8 4.4 3 1.6 1 0.5 

South Carolina 792 653 82.4 94 11.9 27 3.4 7 0.9 11 1.4 

South Dakota 193 154 79.8 24 12.4 4 2.1 7 3.6 4 2.1 

Tennessee 1,159 957 82.6 145 12.5 35 3.0 13 1.1 9 0.8 

Texas 4,968 3,917 78.8 622 12.5 227 4.6 106 2.1 96 1.9 

Utah 706 563 79.7 94 13.3 29 4.1 12 1.7 8 1.1 

Vermont 159 124 78.0 23 14.5 9 5.7 2 1.3 1 0.6 

Virginia 1,307 1,053 80.6 180 13.8 46 3.5 19 1.5 9 0.7 

Washington 1,743 1,459 83.7 199 11.4 53 3.0 19 1.1 13 0.7 

West Virginia 273 237 86.8 25 9.2 7 2.6 3 1.1 1 0.4 

W isconsin 666 514 77.2 91 13.7 35 5.3 14 2.1 12 1.8 

W yoming 178 146 82.0 27 15.2 4 2.2 1 0.6 0 0.0 
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Table A5. Response to Question C2 for all enumerator returns by state 

States 

U.S. Total 
Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

D.C.


Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming


Total C2 M arked C2  M arked as “Y es” 

Number  Number %  Number % 

46,971,700 27,812,200 59.2 204,688 0.7 
962,372 505,471 52.5 3,180 0.6 
147,237 92,022 62.5 849 0.9 

1,056,297 551,892 52.2 3,739 0.7 
529,695 288,926 54.5 1,604 0.6 

4,426,491 3,006,737 67.9 19,848 0.7 
658,717 391,152 59.4 2,648 0.7 
490,503 328,285 66.9 3,380 1.0 
158,434 74,226 46.9 649 0.9 
139,700 74,346 53.2 633 0.9 

3,177,980 1,690,871 53.2 11,056 0.7 
1,318,161 795,116 60.3 5,591 0.7 

224,227 124,738 55.6 950 0.8 
222,377 131,356 59.1 794 0.6 

1,858,308 1,156,827 62.3 8,900 0.8 
955,606 566,214 59.3 3,994 0.7 
369,526 223,494 60.5 1,444 0.6 
411,908 242,804 58.9 1,777 0.7 

741,001 445,968 60.2 2,912 0.7 
902,521 530,018 58.7 3,688 0.7 
346,112 167,235 48.3 1,338 0.8 
841,852 482,828 57.4 4,387 0.9 
994,740 659,386 66.3 6,538 1.0 

1,488,512 792,377 53.2 5,422 0.7 
652,096 385,155 59.1 2,653 0.7 
539,354 324,767 60.2 2,554 0.8 
913,966 495,152 54.2 3,079 0.6 
180,967 98,139 54.2 700 0.7 
225,096 134,723 59.9 1,065 0.8 
377,775 232,642 61.6 1,280 0.6 
243,992 135,292 55.4 1,247 0.9 

1,294,374 794,361 61.4 7,585 1.0 
406,866 229,730 56.5 1,722 0.8 

3,441,865 2,080,806 60.5 17,646 0.8 
1,610,543 911,495 56.6 7,605 0.8 

112,303 62,320 55.5 512 0.8 
1,583,259 1,012,174 63.9 6,628 0.7 

683,962 373,981 54.7 2,355 0.6 
558,499 353,969 63.4 1,937 0.5 

1,951,746 1,118,490 57.3 10,311 0.9 
181,682 108,783 59.9 850 0.8 
899,751 479,408 53.3 3,697 0.8 
125,277 73,567 58.7 605 0.8 

1,065,605 633,834 59.5 3,987 0.6 
3,773,710 2,217,545 58.8 14,212 0.6 

302,979 194,625 64.2 1,322 0.7 
155,324 81,977 52.8 788 1.0 

1,034,644 630,468 60.9 6,057 1.0 
989,326 651,206 65.8 4,409 0.7 
364,803 195,171 53.5 1,028 0.5 
760,289 407,294 53.6 2,924 0.7 
119,370 72,837 61.0 609 0.8 
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Table A6. Response to Question C2 for basic enumerator returns by state 

States 

U.S. Total 
Alabama

Alaska

Arizona

Arkansas

California

Colorado

Connecticut

Delaware

D.C.


Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming


Total C2 M arked C2  M arked as “Y es” 

Number  Number %  Number % 

36,632,439 24,314,553 66.4 172,886 0.7 
727,595 452,249 62.2 2,704 0.6 
125,935 84,468 67.1 766 0.9 
825,436 492,991 59.7 3,282 0.7 

395,756 251,607 63.6 1,311 0.5 
3,502,401 2,614,277 74.6 16,783 0.6 

388,515 283,909 73.1 2,791 1.0 
527,505 344,447 65.3 2,276 0.7 
118,723 64,147 54.0 533 0.8 
100,815 63,532 63.0 531 0.8 

2,580,767 1,484,639 57.5 9,477 0.6 
1,054,556 703,188 66.7 4,783 0.7 

174,945 109,524 62.6 806 0.7 
180,545 116,391 64.5 672 0.6 

1,372,519 983,425 71.7 7,276 0.7 
725,538 476,437 65.7 3,213 0.7 
284,183 189,458 66.7 1,162 0.6 
315,428 208,650 66.1 1,449 0.7 
573,914 393,895 68.6 2,475 0.6 
694,641 470,280 67.7 3,178 0.7 
295,674 154,631 52.3 1,218 0.8 
636,242 416,806 65.5 3,647 0.9 
802,380 580,724 72.4 5,594 1.0 

1,166,314 681,259 58.4 4,441 0.7 
498,040 311,441 62.5 2,060 0.7 
698,015 429,429 61.5 2,546 0.6 
416,164 286,845 68.9 2,170 0.8 
145,934 88,070 60.3 630 0.7 
177,333 115,179 65.0 863 0.7 
304,219 211,010 69.4 1,109 0.5 
201,594 120,953 60.0 1,063 0.9 
994,358 688,664 69.3 6,352 0.9 
325,647 206,433 63.4 1,555 0.8 

2,678,950 1,856,374 69.3 15,393 0.8 
1,239,506 797,816 64.4 6,446 0.8 

90,000 55,226 61.4 451 0.8 
1,261,014 885,241 70.2 5,525 0.6 

515,068 328,178 63.7 1,989 0.6 
445,789 310,848 69.7 1,617 0.5 

1,518,692 973,141 64.1 8,589 0.9 
136,413 96,485 70.7 694 0.7 
676,923 419,496 62.0 3,094 0.7 

96,657 61,395 63.5 515 0.8 
807,096 561,781 69.6 3,355 0.6 

2,897,415 1,955,214 67.5 12,146 0.6 
247,584 170,992 69.1 1,146 0.7 
132,513 75,065 56.6 700 0.9 
785,823 542,113 69.0 5,006 0.9 
779,949 565,262 72.5 3,700 0.7 
286,370 173,817 60.7 874 0.5 
604,952 340,447 56.3 2,383 0.7 
100,094 66,704 66.6 547 0.8 
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Table A7. Response to Question C2 for surviving basic enumerator returns by state 

States 

U.S. Total 

Alabama

Alaska

Arizona


Arkansas

California

Colorado

Connecticut

Delaware

D.C.

Florida

Georgia

Hawaii

Idaho

Illinois

Indiana

Iowa

Kansas

Kentucky

Louisiana

Maine

Maryland

Massachusetts

Michigan

Minnesota

Mississippi

Missouri

Montana

Nebraska

Nevada

New Hampshire

New Jersey

New Mexico

New York

North Carolina

North Dakota

Ohio

Oklahoma

Oregon

Pennsylvania

Rhode Island

South Carolina

South Dakota

Tennessee

Texas

Utah

Vermont

Virginia

Washington

West Virginia

Wisconsin

Wyoming


Total C1 M arked C1  M arked as “Y es” 

Number  Number %  Number % 

35,872,321 23,624,967 65.9 168,370 0.7 

705,375 432,283 61.3 2,593 0.6 
124,156 82,752 66.7 750 0.9 

807,615 479,283 59.3 3,218 0.7 

384,267 240,963 62.7 1,266 0.5 
3,454,650 2,570,628 74.4 16,533 0.6 

518,375 336,268 64.9 2,213 0.7 
380,828 276,925 72.7 2,739 1.0 
116,376 62,289 53.5 520 0.8 
100,594 63,411 63.0 529 0.8 

2,540,131 1,451,667 57.1 9,255 0.6 
1,024,019 675,404 66.0 4,609 0.7 

169,957 105,182 61.9 768 0.7 
176,559 112,647 63.8 649 0.6 

1,344,720 957,803 71.2 7,079 0.7 
707,676 460,543 65.1 3,117 0.7 
277,726 183,450 66.1 1,120 0.6 
309,295 203,041 65.6 1,410 0.7 
556,688 377,647 67.8 2,389 0.6 
675,724 452,798 67.0 3,094 0.7 
291,410 150,632 51.7 1,189 0.8 

624,399 406,341 65.1 3,575 0.9 
787,482 566,976 72.0 5,478 1.0 

1,146,043 662,709 57.8 4,330 0.7 
488,803 302,684 61.9 1,992 0.7 
400,433 272,366 68.0 2,053 0.8 
684,026 416,265 60.9 2,475 0.6 
144,031 86,252 59.9 622 0.7 
174,996 112,992 64.6 849 0.8 
300,974 208,166 69.2 1,094 0.5 
197,354 117,000 59.3 1,027 0.9 
972,182 668,835 68.8 6,182 0.9 
318,224 199,823 62.8 1,521 0.8 

2,625,039 1,807,082 68.8 14,982 0.8 
1,204,449 765,132 63.5 6,212 0.8 

88,432 53,765 60.8 445 0.8 
1,237,867 863,537 69.8 5,393 0.6 

505,851 319,568 63.2 1,944 0.6 
436,512 302,671 69.3 1,580 0.5 

1,482,206 938,950 63.3 8,302 0.9 
133,679 93,990 70.3 673 0.7 
653,032 398,145 61.0 2,953 0.7 

95,276 60,083 63.1 501 0.8 
782,740 539,341 68.9 3,264 0.6 

2,844,262 1,907,097 67.1 11,887 0.6 
242,801 166,538 68.6 1,119 0.7 
129,886 72,527 55.8 685 0.9 
770,908 528,007 68.5 4,906 0.9 
763,197 550,022 72.1 3,595 0.7 
279,967 167,625 59.9 851 0.5 
592,115 329,163 55.6 2,312 0.7 

99,014 65,699 66.4 528 0.8 
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Table A8. Distribution of housing units with C2 marked “Yes” by number of people deleted 
and state 

States Total Distribution of deleted people 

1 2 3 4 5+ 
Number 

Number % Number % Number % Number % Number % 

U.S. Total 73,019 64,559 88.4 7,169 9.8 985 1.3 237 0.3 69 0.1 

Alabama 917 819 89.3 86 9.4 10 1.1 2 0.2 0 0.0 

Alaska 425 359 84.5 53 12.5 11 2.6 2 0.5 0 0.0 

Arizona 1,265 1,093 86.4 140 11.1 22 1.7 8 0.6 2 0.2 

Arkansas 459 408 88.9 42 9.2 6 1.3 3 0.7 0 0.0 

Califo rnia 6,914 6,065 87.7 701 10.1 105 1.5 37 0.5 6 0.1 

Colorado 940 832 88.5 97 10.3 10 1.1 1 0.1 0 0.0 

Connecticut 1,340 1,164 86.9 155 11.6 20 1.5 1 0.1 0 0.0 

Delaware 199 179 90.0 16 8.0 3 1.5 0 0.0 1 0.5 

D.C. 211 186 88.2 21 10.0 3 1.4 1 0.5 0 0.0 

Florida 3,344 3,014 90.1 276 8.3 36 1.1 12 0.4 6 0.2 

Ge orgia 1,628 1,441 88.5 160 9.8 20 1.2 7 0.4 0 0.0 

Ha waii 417 367 88.0 33 7.9 12 2.9 3 0.7 2 0.5 

Idaho 297 265 89.2 28 9.4 3 1.0 0 0.0 1 0.3 

Illinois 2,833 2,508 88.5 284 10.0 32 1.1 7 0.2 2 0.1 

Indiana 1,311 1,192 90.9 99 7.6 17 1.3 2 0.2 1 0.1 

Iowa 454 403 88.8 43 9.5 7 1.5 1 0.2 0 0.0 

Kansas 630 575 91.3 47 7.5 7 1.1 1 0.2 0 0.0 

Kentucky 984 907 92.2 60 6.1 13 1.3 3 0.3 1 0.1 

Louisiana 1,306 1,172 89.7 121 9.3 12 0.9 1 0.1 0 0.0 

Maine 670 584 87.2 76 11.3 6 0.9 3 0.4 1 0.1 

Maryland 1,610 1,438 89.3 149 9.3 15 0.9 5 0.3 3 0.2 

M assachusetts 2,497 2,144 85.9 307 12.3 36 1.4 7 0.3 3 0.1 

Michigan 1,871 1,637 87.5 201 10.7 24 1.3 6 0.3 3 0.2 

M inneso ta 894 786 87.9 88 9.8 15 1.7 5 0.6 0 0.0 

Mississippi 907 822 90.6 70 7.7 11 1.2 2 0.2 2 0.2 

Missouri 1,044 941 90.1 85 8.1 12 1.1 5 0.5 1 0.1 

Mo ntana 348 302 86.8 41 11.8 5 1.4 0 0.0 0 0.0 

Nebraska 428 361 84.3 54 12.6 8 1.9 4 0.9 1 0.2 

Nevada 324 271 83.6 46 14.2 3 0.9 4 1.2 0 0.0 

New H ampshire 590 499 84.6 82 13.9 7 1.2 2 0.3 0 0.0 

33




State Tables APPENDIX A 

States Total Distribution of deleted people 

1 2 3 4 5+ 
Number 

Number % Number % Number % Number % Number % 

New Jersey 3,019 2,630 87.1 354 11.7 32 1.1 1 0.0 2 0.1 

New Mexico 669 588 87.9 66 9.9 13 1.9 2 0.3 0 0.0 

New York 6,538 5,747 87.9 682 10.4 90 1.4 15 0.2 4 0.1 

North Carolina 2,851 2,531 88.8 265 9.3 43 1.5 12 0.4 0 0.0 

North Dakota 259 231 89.2 26 10.0 1 0.4 1 0.4 0 0.0 

Ohio 2,414 2,151 89.1 224 9.3 31 1.3 6 0.2 2 0.1 

Oklahoma 818 718 87.8 81 9.9 12 1.5 6 0.7 1 0.1 

Oregon 649 564 86.9 63 9.7 16 2.5 4 0.6 2 0.3 

Pennsylvania 4,153 3,672 88.4 417 10.0 50 1.2 13 0.3 1 0.0 

Rhode Island 303 256 84.5 40 13.2 6 2.0 1 0.3 0 0.0 

South Carolina 1,268 1,145 90.3 101 8.0 15 1.2 5 0.4 2 0.2 

South Dakota 244 221 90.6 19 7.8 4 1.6 0 0.0 0 0.0 

Tennessee 1,286 1,155 89.8 115 8.9 13 1.0 2 0.2 1 0.1 

Texas 4,601 4,110 89.3 426 9.3 48 1.0 13 0.3 4 0.1 

Utah 468 418 89.3 34 7.3 12 2.6 1 0.2 3 0.6 

Vermont 392 337 86.0 51 13.0 4 1.0 0 0.0 0 0.0 

Virginia 2,695 2,383 88.4 244 9.1 56 2.1 6 0.2 6 0.2 

Washington 1,576 1,398 88.7 135 8.6 30 1.9 10 0.6 3 0.2 

West Virginia 414 374 90.3 37 8.9 3 0.7 0 0.0 0 0.0 

Wisconsin 1,054 937 88.9 100 9.5 12 1.1 3 0.3 2 0.2 

Wyoming 291 259 89.0 28 9.6 3 1.0 1 0.3 0 0.0 
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State Tables APPENDIX A 
Table A9. Number and percent of added people by state and RACE 

States Total Race 

White Black, African American Indian, Asian 

Number American Alaskan Native 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Number % Number % Number % Number % 

77,050 39,617 51.4 15,910 20.6 2,790 3.6 3,375 4.4 

989 518 52.4 388 39.2 10 1.0 8 0.8 

476 220 46.2 21 4.4 146 30.7 24 5.0 

2,300 952 41.4 62 2.7 777 33.8 30 1.3 

556 356 64.0 149 26.8 6 1.1 2 0.4 

11,993 4,946 41.2 1,363 11.4 179 1.5 1,079 9.0 

1,276 798 62.5 103 8.1 23 1.8 32 2.5 

961 540 56.2 177 18.4 8 0.8 35 3.6 

160 83 51.9 57 35.6 0 0.0 1 0.6 

226 29 12.8 136 60.2 0 0.0 10 4.4 

4,196 2,377 56.6 1,141 27.2 38 0.9 80 1.9 

1,789 793 44.3 717 40.1 8 0.4 48 2.7 

486 80 16.5 10 2.1 2 0.4 124 25.5 

474 366 77.2 1 0.2 17 3.6 1 0.2 

2,892 1,313 45.4 764 26.4 21 0.7 159 5.5 

1,038 733 70.6 176 17.0 7 0.7 14 1.3 

477 375 78.6 34 7.1 7 1.5 21 4.4 

593 362 61.0 71 12.0 25 4.2 18 3.0 

836 642 76.8 144 17.2 5 0.6 3 0.4 

1,263 540 42.8 638 50.5 10 0.8 16 1.3 

333 306 91.9 3 0.9 3 0.9 0 0.0 

1,331 482 36.2 581 43.7 8 0.6 74 5.6 

1,302 796 61.1 163 12.5 11 0.8 91 7.0 

2,210 1,177 53.3 671 30.4 29 1.3 59 2.7 

1,058 597 56.4 156 14.7 84 7.9 67 6.3 

753 335 44.5 377 50.1 8 1.1 8 1.1 

1,079 632 58.6 324 30.0 11 1.0 16 1.5 

378 247 65.3 2 0.5 94 24.9 6 1.6 

371 223 60.1 44 11.9 20 5.4 10 2.7 

859 501 58.3 105 12.2 20 2.3 42 4.9 

288 266 92.4 5 1.7 2 0.7 4 1.4 

NOTE: Because data are for persons who actually had the “Add” box marked, inferences about 
the demographic distributions of added people should not be made from this table, nor should a 
net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Race 

W hite Black, African American Indian, Asian 

Number American Alaskan Native 

Number % Number % Number % Number % 

New Jersey 1,992 848 42.6 560 28.1 11 0.6 160 8.0 

New Mexico 1,138 396 34.8 19 1.7 422 37.1 5 0.4 

New York 5,870 2,308 39.3 1,794 30.6 38 0.6 457 7.8 

North Carolina 1,955 907 46.4 728 37.2 29 1.5 31 1.6 

North Dakota 187 110 58.8 1 0.5 61 32.6 0 0.0 

Ohio 2,274 1,474 64.8 559 24.6 12 0.5 51 2.2 

Oklahoma 911 532 58.4 112 12.3 113 12.4 15 1.6 

Oregon 1,236 856 69.3 51 4.1 49 4.0 37 3.0 

Pennsylvania 2,262 1,319 58.3 636 28.1 6 0.3 71 3.1 

Rhode Island 242 152 62.8 24 9.9 2 0.8 5 2.1 

South Carolina 1,017 433 42.6 483 47.5 10 1.0 10 1.0 

South Dakota 264 100 37.9 1 0.4 149 56.4 3 1.1 

Tennessee 1,452 922 63.5 413 28.4 9 0.6 16 1.1 

Texas 6,849 3,685 53.8 1,053 15.4 46 0.7 159 2.3 

Utah 935 665 71.1 14 1.5 62 6.6 9 1.0 

Vermont 210 184 87.6 2 1.0 4 1.9 4 1.9 

Virginia 1,680 801 47.7 552 32.9 4 0.2 100 6.0 

Washington 2,167 1,328 61.3 115 5.3 126 5.8 125 5.8 

West Virginia 325 293 90.2 16 4.9 1 0.3 2 0.6 

W isconsin 925 540 58.4 192 20.8 42 4.5 33 3.6 

W yoming 216 179 82.9 2 0.9 15 6.9 0 0.0 
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Table A9. Number and percent of added people by state and RACE (Continued) 

States Total Race 

Native Hawaiian Some Other Two or more Missing 

or O ther Pacific Race 
Number Islander 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Number % Number % Number % Number % 

77,050 394 0.5 9,668 12.5 2,520 3.3 2,776 3.6 

989 1 0.1 22 2.2 18 1.8 24 2.4 

476 6 1.3 8 1.7 34 7.1 17 3.6 

2,300 6 0.3 283 12.3 78 3.4 112 4.9 

556 2 0.4 24 4.3 9 1.6 8 1.4 

11,993 123 1.0 3,240 27.0 508 4.2 555 4.6 

1,276 0 0.0 209 16.4 60 4.7 51 4.0 

961 3 0.3 110 11.4 34 3.5 54 5.6 

160 0 0.0 14 8.8 3 1.9 2 1.3 

226 0 0.0 34 15.0 4 1.8 13 5.8 

4,196 5 0.1 303 7.2 117 2.8 135 3.2 

1,789 1 0.1 153 8.6 21 1.2 48 2.7 

486 103 21.2 18 3.7 136 28.0 13 2.7 

474 3 0.6 62 13.1 12 2.5 12 2.5 

2,892 4 0.1 422 14.6 66 2.3 143 4.9 

1,038 1 0.1 48 4.6 31 3.0 28 2.7 

477 3 0.6 28 5.9 5 1.0 4 0.8 

593 2 0.3 71 12.0 31 5.2 13 2.2 

836 2 0.2 16 1.9 7 0.8 17 2.0 

1,263 1 0.1 16 1.3 21 1.7 21 1.7 

333 0 0.0 3 0.9 8 2.4 10 3.0 

1,331 4 0.3 93 7.0 45 3.4 44 3.3 

1,302 1 0.1 138 10.6 42 3.2 60 4.6 

2,210 0 0.0 144 6.5 79 3.6 51 2.3 

1,058 0 0.0 98 9.3 37 3.5 19 1.8 

753 0 0.0 8 1.1 7 0.9 10 1.3 

1,079 5 0.5 44 4.1 33 3.1 14 1.3 

378 0 0.0 12 3.2 7 1.9 10 2.6 

371 0 0.0 43 11.6 13 3.5 18 4.9 

859 19 2.2 114 13.3 26 3.0 32 3.7 

288 0 0.0 7 2.4 0 0.0 4 1.4 

NOTE: Because data are for persons who actually had the “Add” box marked, inferences about 
the demographic distributions of added people should not be made from this table, nor should a 
net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Race 

Native Hawaiian Some Other Two or more Missing 

or O ther Pacific Race 
Number Islander 

Number % Number % Number % Number % 

New Jersey 1,992 1 0.1 243 12.2 55 2.8 114 5.7 

New Mexico 1,138 0 0.0 243 21.4 28 2.5 25 2.2 

New York 5,870 12 0.2 784 13.4 186 3.2 291 5.0 

North Carolina 1,955 3 0.2 157 8.0 49 2.5 51 2.6 

North Dakota 187 0 0.0 3 1.6 7 3.7 5 2.7 

Ohio 2,274 3 0.1 69 3.0 60 2.6 46 2.0 

Oklahoma 911 3 0.3 34 3.7 85 9.3 17 1.9 

Oregon 1,236 1 0.1 123 10.0 77 6.2 42 3.4 

Pennsylvania 2,262 4 0.2 108 4.8 48 2.1 70 3.1 

Rhode Island 242 3 1.2 37 15.3 5 2.1 14 5.8 

South Carolina 1,017 2 0.2 29 2.9 13 1.3 37 3.6 

South Dakota 264 0 0.0 2 0.8 7 2.7 2 0.8 

Tennessee 1,452 0 0.0 41 2.8 21 1.4 30 2.1 

Texas 6,849 14 0.2 1,443 21.1 142 2.1 307 4.5 

Utah 935 21 2.2 98 10.5 38 4.1 28 3.0 

Vermont 210 0 0.0 6 2.9 5 2.4 5 2.4 

Virginia 1,680 3 0.2 133 7.9 55 3.3 32 1.9 

Washington 2,167 28 1.3 261 12.0 111 5.1 73 3.4 

West Virginia 325 0 0.0 1 0.3 10 3.1 2 0.6 

Wisconsin 925 1 0.1 54 5.8 24 2.6 39 4.2 

Wyoming 216 0 0.0 14 6.5 2 0.9 4 1.9 
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Table A10. Number and percent of added people by state and AGE 

States Total Age 

0 to 14 years 15 to 24 years 25 to 34 years 35 to 44 years 45 to 54 years
Number 

Number % Number % Number % Number % Number % 

U.S. Total 77,050 20,891 27.1 20,262 26.3 12,356 16.0 7,606 9.9 4,409 5.7 

Alabama 989 303 30.6 251 25.4 158 16.0 105 10.6 48 4.9 

Alaska 476 106 22.3 145 30.5 77 16.2 46 9.7 32 6.7 

Arizona 2,300 644 28.0 641 27.9 390 17.0 208 9.0 120 5.2 

Arkansas 556 145 26.1 176 31.7 87 15.6 47 8.5 31 5.6 

Califo rnia 11,993 3,378 28.2 2,862 23.9 2,051 17.1 1,131 9.4 715 6.0 

Colorado 1,276 323 25.3 369 28.9 234 18.3 121 9.5 81 6.3 

Connecticut 961 230 23.9 216 22.5 144 15.0 111 11.6 69 7.2 

Delaware 160 41 25.6 44 27.5 25 15.6 24 15.0 6 3.8 

D.C. 226 64 28.3 35 15.5 25 11.1 40 17.7 18 8.0 

Florida 4,196 1,091 26.0 1,040 24.8 659 15.7 436 10.4 255 6.1 

Ge orgia 1,789 513 28.7 486 27.2 267 14.9 189 10.6 92 5.1 

Ha waii 486 137 28.2 106 21.8 63 13.0 38 7.8 31 6.4 

Idaho 474 102 21.5 153 32.3 83 17.5 48 10.1 25 5.3 

Illinois 2,892 787 27.2 761 26.3 498 17.2 255 8.8 145 5.0 

Indiana 1,038 281 27.1 289 27.8 169 16.3 106 10.2 48 4.6 

Iowa 477 117 24.5 162 34.0 67 14.0 30 6.3 30 6.3 

Kansas 593 177 29.8 187 31.5 87 14.7 46 7.8 31 5.2 

Kentucky 836 227 27.2 250 29.9 126 15.1 86 10.3 53 6.3 

Louisiana 1,263 390 30.9 344 27.2 171 13.5 118 9.3 80 6.3 

Maine 333 57 17.1 105 31.5 53 15.9 35 10.5 18 5.4 

Maryland 1,331 412 31.0 279 21.0 195 14.7 161 12.1 73 5.5 

M assachusetts 1,302 292 22.4 289 22.2 230 17.7 167 12.8 95 7.3 

Michigan 2,210 626 28.3 634 28.7 352 15.9 185 8.4 115 5.2 

M inneso ta 1,058 246 23.3 325 30.7 177 16.7 102 9.6 54 5.1 

Mississippi 753 239 31.7 227 30.1 90 12.0 73 9.7 43 5.7 

Missouri 1,079 302 28.0 342 31.7 155 14.4 106 9.8 43 4.0 

Mo ntana 378 75 19.8 132 34.9 53 14.0 42 11.1 24 6.3 

Nebraska 371 108 29.1 126 34.0 50 13.5 29 7.8 8 2.2 

Nevada 859 252 29.3 189 22.0 139 16.2 97 11.3 50 5.8 

New H ampshire 288 55 19.1 101 35.1 46 16.0 28 9.7 24 8.3 

NOTE: Because data are for persons who actually had the “Add” box marked, inferences about 
the demographic distributions of added people should not be made from this table, nor should a 
net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Age 

0 to 14 years 15 to 24 years 25 to 34 years 35 to 44 years 45 to 54 years
Number 

New Jersey


New Mexico


New York


North Carolina


North Dakota


Ohio


Oklahoma


Oregon


Pennsylvania


Rhode Island


South Carolina


South Dakota


Tennessee


Texas


Utah


Vermont


Virginia


Washington


West Virginia


Wisconsin


Wyoming


Number % Number % Number % Number % Number % 

1,992 518 26.0 435 21.8 303 15.2 193 9.7 152 7.6 

1,138 327 28.7 324 28.5 168 14.8 106 9.3 65 5.7 

5,870 1,511 25.7 1,149 19.6 957 16.3 650 11.1 390 6.6 

1,955 524 26.8 491 25.1 343 17.5 190 9.7 120 6.1 

187 37 19.8 67 35.8 32 17.1 19 10.2 4 2.1 

2,274 618 27.2 653 28.7 371 16.3 208 9.1 126 5.5 

911 282 31.0 281 30.8 126 13.8 87 9.6 37 4.1 

1,236 279 22.6 384 31.1 192 15.5 119 9.6 65 5.3 

2,262 651 28.8 611 27.0 336 14.9 250 11.1 125 5.5 

242 63 26.0 53 21.9 41 16.9 27 11.2 12 5.0 

1,017 296 29.1 269 26.5 159 15.6 106 10.4 61 6.0 

264 59 22.3 68 25.8 36 13.6 40 15.2 20 7.6 

1,452 416 28.7 419 28.9 223 15.4 166 11.4 62 4.3 

6,849 1,928 28.2 1,886 27.5 1,086 15.9 618 9.0 352 5.1 

935 236 25.2 322 34.4 147 15.7 72 7.7 53 5.7 

210 47 22.4 66 31.4 32 15.2 21 10.0 15 7.1 

1,680 474 28.2 434 25.8 302 18.0 178 10.6 91 5.4 

2,167 494 22.8 665 30.7 348 16.1 204 9.4 116 5.4 

325 80 24.6 98 30.2 63 19.4 30 9.2 20 6.2 

925 282 30.5 257 27.8 130 14.1 95 10.3 56 6.1 

216 49 22.7 64 29.6 40 18.5 17 7.9 10 4.6 
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State Tables APPENDIX A 
Table A10.  Number and percent of added people by state and AGE (Continued) 

States Total Age 

55 to 64 years 65 to 74 years 75 to 84 years 85 years and Missing 

Number over 

Number % Number % Number % Number % Number % 

U.S. Total 77,050 2,548 3.3 1,675 2.2 869 1.1 395 0.5 6,039 7.8 

Alabama 989 24 2.4 12 1.2 11 1.1 7 0.7 70 7.1 

Alaska 476 30 6.3 10 2.1 3 0.6 1 0.2 26 5.5 

Arizona 2,300 72 3.1 40 1.7 21 0.9 11 0.5 153 6.7 

Arkansas 556 13 2.3 8 1.4 5 0.9 3 0.5 41 7.4 

Califo rnia 11,993 416 3.5 297 2.5 152 1.3 50 0.4 941 7.8 

Colorado 1,276 28 2.2 12 0.9 8 0.6 2 0.2 98 7.7 

Connecticut 961 56 5.8 31 3.2 12 1.2 8 0.8 84 8.7 

Delaware 160 7 4.4 4 2.5 2 1.3 0 0.0 7 4.4 

D.C. 226 2 0.9 5 2.2 2 0.9 0 0.0 35 15.5 

Florida 4,196 157 3.7 90 2.1 58 1.4 30 0.7 380 9.1 

Ge orgia 1,789 48 2.7 17 1.0 15 0.8 10 0.6 152 8.5 

Ha waii 486 25 5.1 17 3.5 8 1.6 3 0.6 58 11.9 

Idaho 474 8 1.7 9 1.9 2 0.4 3 0.6 41 8.7 

Illinois 2,892 101 3.5 64 2.2 37 1.3 16 0.6 228 7.9 

Indiana 1,038 25 2.4 31 3.0 8 0.8 7 0.7 74 7.1 

Iowa 477 13 2.7 16 3.4 7 1.5 1 0.2 34 7.1 

Kansas 593 14 2.4 7 1.2 4 0.7 2 0.3 38 6.4 

Kentucky 836 20 2.4 13 1.6 8 1.0 2 0.2 51 6.1 

Louisiana 1,263 41 3.2 20 1.6 7 0.6 10 0.8 82 6.5 

Maine 333 9 2.7 22 6.6 6 1.8 3 0.9 25 7.5 

Maryland 1,331 54 4.1 25 1.9 12 0.9 8 0.6 112 8.4 

M assachusetts 1,302 56 4.3 36 2.8 25 1.9 8 0.6 104 8.0 

Michigan 2,210 61 2.8 66 3.0 28 1.3 6 0.3 137 6.2 

M inneso ta 1,058 29 2.7 9 0.9 11 1.0 2 0.2 103 9.7 

Mississippi 753 14 1.9 12 1.6 8 1.1 3 0.4 44 5.8 

Missouri 1,079 20 1.9 9 0.8 7 0.6 3 0.3 92 8.5 

Mo ntana 378 11 2.9 9 2.4 3 0.8 2 0.5 27 7.1 

Nebraska 371 9 2.4 2 0.5 1 0.3 2 0.5 36 9.7 

Nevada 859 31 3.6 18 2.1 8 0.9 6 0.7 69 8.0 

New H ampshire 288 9 3.1 9 3.1 3 1.0 0 0.0 13 4.5 

NOTE: Because data are for persons who actually had the “Add” box marked, inferences about 
the demographic distributions of added people should not be made from this table, nor should a 
net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Age 

55 to 64 years 65 to 74 years 75 to 84 years 85 years and Missing 

Number over 

Number % Number % Number % Number % Number % 

New Jersey 1,992 90 4.5 53 2.7 37 1.9 14 0.7 197 9.9 

New Mexico 1,138 41 3.6 16 1.4 12 1.1 11 1.0 68 6.0 

New York 5,870 275 4.7 216 3.7 105 1.8 44 0.8 573 9.8 

North Carolina 1,955 48 2.5 29 1.5 19 1.0 10 0.5 181 9.3 

North Dakota 187 5 2.7 3 1.6 5 2.7 1 0.5 14 7.5 

Ohio 2,274 67 2.9 57 2.5 25 1.1 7 0.3 142 6.2 

Oklahoma 911 24 2.6 11 1.2 4 0.4 6 0.7 53 5.8 

Oregon 1,236 47 3.8 26 2.1 12 1.0 9 0.7 103 8.3 

Pennsylvania 2,262 73 3.2 43 1.9 21 0.9 12 0.5 140 6.2 

Rhode Island 242 11 4.5 7 2.9 1 0.4 0 0.0 27 11.2 

South Carolina 1,017 35 3.4 18 1.8 5 0.5 4 0.4 64 6.3 

South Dakota 264 11 4.2 8 3.0 1 0.4 0 0.0 21 8.0 

Tennessee 1,452 43 3.0 19 1.3 10 0.7 5 0.3 89 6.1 

Texas 6,849 208 3.0 131 1.9 60 0.9 33 0.5 547 8.0 

Utah 935 20 2.1 17 1.8 2 0.2 6 0.6 60 6.4 

Vermont 210 11 5.2 5 2.4 5 2.4 1 0.5 7 3.3 

Virginia 1,680 52 3.1 20 1.2 19 1.1 5 0.3 105 6.3 

Washington 2,167 55 2.5 40 1.8 28 1.3 8 0.4 209 9.6 

West Virginia 325 4 1.2 13 4.0 3 0.9 1 0.3 13 4.0 

Wisconsin 925 17 1.8 15 1.6 12 1.3 6 0.6 55 5.9 

Wyoming 216 8 3.7 8 3.7 1 0.5 3 1.4 16 7.4 
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Table A11.  Number and percent of added people by state and SEX 

States Total Sex 

Male Female Missing 
Number 

Number % Number % Number % 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


77,050 42,928 55.7 33,023 42.9 1,099 1.4 

989 536 54.2 435 44.0 18 1.8 

476 294 61.8 178 37.4 4 0.8 

2,300 1,312 57.0 961 41.8 27 1.2 

556 313 56.3 230 41.4 13 2.3 

11,993 6,601 55.0 5,243 43.7 149 1.2 

1,276 762 59.7 499 39.1 15 1.2 

961 511 53.2 427 44.4 23 2.4 

160 83 51.9 73 45.6 4 2.5 

226 131 58.0 85 37.6 10 4.4 

4,196 2,321 55.3 1,793 42.7 82 2.0 

1,789 1,018 56.9 751 42.0 20 1.1 

486 251 51.6 232 47.7 3 0.6 

474 285 60.1 183 38.6 6 1.3 

2,892 1,605 55.5 1,250 43.2 37 1.3 

1,038 589 56.7 430 41.4 19 1.8 

477 292 61.2 178 37.3 7 1.5 

593 351 59.2 231 39.0 11 1.9 

836 457 54.7 364 43.5 15 1.8 

1,263 702 55.6 542 42.9 19 1.5 

333 179 53.8 147 44.1 7 2.1 

1,331 702 52.7 614 46.1 15 1.1 

1,302 691 53.1 593 45.5 18 1.4 

2,210 1,200 54.3 984 44.5 26 1.2 

1,058 628 59.4 421 39.8 9 0.9 

753 439 58.3 303 40.2 11 1.5 

1,079 608 56.3 458 42.4 13 1.2 

378 220 58.2 155 41.0 3 0.8 

371 208 56.1 162 43.7 1 0.3 

859 467 54.4 385 44.8 7 0.8 

288 164 56.9 120 41.7 4 1.4 

NOTE: Because data are for persons who actually had the “Add” box marked, inferences about 
the demographic distributions of added people should not be made from this table, nor should a 
net count of added or deleted people be inferred from the tables in this Appendix. 

43




State Tables APPENDIX A 

States Total Sex 

M ale Fem ale M issing 
Number 

Number % Number % Number % 

New Jersey 1,992 1,052 52.8 901 45.2 39 2.0 

New M exico 1,138 667 58.6 445 39.1 26 2.3 

New Y ork 5,870 3,124 53.2 2,636 44.9 110 1.9 

North Carolina 1,955 1,108 56.7 820 41.9 27 1.4 

No rth Dakota 187 113 60.4 68 36.4 6 3.2 

Ohio 2,274 1,294 56.9 940 41.3 40 1.8 

Oklahoma 911 523 57.4 384 42.2 4 0.4 

Oregon 1,236 701 56.7 525 42.5 10 0.8 

Pen nsylvania 2,262 1,287 56.9 941 41.6 34 1.5 

Rhode Island 242 150 62.0 90 37.2 2 0.8 

South Carolina 1,017 551 54.2 437 43.0 29 2.9 

Sou th Da kota 264 135 51.1 125 47.3 4 1.5 

Tennessee 1,452 840 57.9 599 41.3 13 0.9 

Texas 6,849 3,773 55.1 2,971 43.4 105 1.5 

Utah 935 549 58.7 383 41.0 3 0.3 

Vermo nt 210 108 51.4 100 47.6 2 1.0 

Virg inia 1,680 937 55.8 728 43.3 15 0.9 

Washington 2,167 1,266 58.4 879 40.6 22 1.0 

W est Virginia 325 194 59.7 129 39.7 2 0.6 

W isconsin 925 507 54.8 408 44.1 10 1.1 

W yoming 216 129 59.7 87 40.3 0 0.0 
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Table A12.  Number and percent of added people by state and HISPANIC ORIGIN 

States Total Hispanic origin 

Non-Hispanic 

Number % 

Hispanic Missing


Number % Number %


U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Number 

77,050 

989 

476 

2,300 

556 

11,993 

1,276 

961 

160 

226 

4,196 

1,789 

486 

474 

2,892 

1,038 

477 

593 

836 

1,263 

333 

1,331 

1,302 

2,210 

1,058 

753 

1,079 

378 

371 

859 

288 

56,178 72.9 19,076 24.8 1,796 2.3 

915 92.5 46 4.7 28 2.8 

432 90.8 30 6.3 14 2.9 

1,532 66.6 721 31.3 47 2.0 

497 89.4 45 8.1 14 2.5 

6,160 51.4 5,586 46.6 247 2.1 

814 63.8 431 33.8 31 2.4 

671 69.8 255 26.5 35 3.6 

131 81.9 26 16.3 3 1.9 

167 73.9 51 22.6 8 3.5 

3,065 73.0 1,014 24.2 117 2.8 

1,473 82.3 274 15.3 42 2.3 

411 84.6 63 13.0 12 2.5 

361 76.2 105 22.2 8 1.7 

1,964 67.9 840 29.0 88 3.0 

915 88.2 96 9.2 27 2.6 

425 89.1 50 10.5 2 0.4 

453 76.4 126 21.2 14 2.4 

781 93.4 37 4.4 18 2.2 

1,197 94.8 37 2.9 29 2.3 

319 95.8 3 0.9 11 3.3 

1,135 85.3 156 11.7 40 3.0 

1,051 80.7 211 16.2 40 3.1 

1,956 88.5 207 9.4 47 2.1 

911 86.1 126 11.9 21 2.0 

739 98.1 5 0.7 9 1.2 

1,009 93.5 53 4.9 17 1.6 

357 94.4 15 4.0 6 1.6 

269 72.5 89 24.0 13 3.5 

534 62.2 303 35.3 22 2.6 

272 94.4 10 3.5 6 2.1 

NOTE: Because data are for persons who actually had the “Add” box marked, inferences about 
the demographic distributions of added people should not be made from this table, nor should a 
net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Hisp anic orig in 

No n-H ispan ic 

Number % 

Hispanic Missing


Number % Number %

Number 

New Jersey 1,992 

New Mexico 1,138 

New York 5,870 

North Carolina 1,955 

North Dakota 187 

Ohio 2,274 

Oklahoma 911 

Oregon 1,236 

Pennsylvania 2,262 

Rhode Island 242 

South Carolina 1,017 

South Dakota 264 

Tennessee 1,452 

Texas 6,849 

Utah 935 

Vermont 210 

Virginia 1,680 

Washington 2,167 

West Virginia 325 

Wisconsin 925 

Wyoming 216 

1,410 70.8 529 26.6 53 2.7 

647 56.9 469 41.2 22 1.9 

4,231 72.1 1,471 25.1 168 2.9 

1,600 81.8 297 15.2 58 3.0 

169 90.4 13 7.0 5 2.7 

2,130 93.7 109 4.8 35 1.5 

805 88.4 90 9.9 16 1.8 

981 79.4 238 19.3 17 1.4 

2,016 89.1 186 8.2 60 2.7 

162 66.9 76 31.4 4 1.7 

912 89.7 78 7.7 27 2.7 

250 94.7 11 4.2 3 1.1 

1,337 92.1 84 5.8 31 2.1 

3,251 47.5 3,469 50.7 129 1.9 

707 75.6 212 22.7 16 1.7 

203 96.7 4 1.9 3 1.4 

1,435 85.4 219 13.0 26 1.5 

1,720 79.4 374 17.3 73 3.4 

318 97.8 2 0.6 5 1.5 

797 86.2 101 10.9 27 2.9 

181 83.8 33 15.3 2 0.9 
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Table A13. Number and percent of added people by state and TENURE 

States Total Tenure 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Number 
Owner Renter Missing 

Number % Number % Number % 

77,050 36,249 47.0 38,085 49.4 2,716 3.5 

989 519 52.5 420 42.5 50 5.1 

476 283 59.5 188 39.5 5 1.1 

2,300 1,296 56.3 925 40.2 79 3.4 

556 282 50.7 257 46.2 17 3.1 

11,993 4,667 38.9 6,995 58.3 331 2.8 

1,276 589 46.2 643 50.4 44 3.4 

961 388 40.4 544 56.6 29 3.0 

160 74 46.3 73 45.6 13 8.1 

226 68 30.1 146 64.6 12 5.3 

4,196 2,081 49.6 1,955 46.6 160 3.8 

1,789 803 44.9 887 49.6 99 5.5 

486 215 44.2 260 53.5 11 2.3 

474 260 54.9 202 42.6 12 2.5 

2,892 1,325 45.8 1,472 50.9 95 3.3 

1,038 578 55.7 421 40.6 39 3.8 

477 262 54.9 198 41.5 17 3.6 

593 301 50.8 275 46.4 17 2.9 

836 431 51.6 370 44.3 35 4.2 

1,263 675 53.4 536 42.4 52 4.1 

333 217 65.2 96 28.8 20 6.0 

1,331 696 52.3 580 43.6 55 4.1 

1,302 599 46.0 656 50.4 47 3.6 

2,210 1,146 51.9 984 44.5 80 3.6 

1,058 554 52.4 478 45.2 26 2.5 

753 430 57.1 291 38.6 32 4.3 

1,079 527 48.8 524 48.6 28 2.6 

378 215 56.9 147 38.9 16 4.2 

371 159 42.9 203 54.7 9 2.4 

859 337 39.2 495 57.6 27 3.1 

288 170 59.0 108 37.5 10 3.5 

NOTE: Because data are for persons who actually had the “Add” box marked, inferences about 
the demographic distributions of added people should not be made from this table, nor should a 
net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Tenure 

Number 
Owner Renter Missing 

Number % Number % Number % 

New Jersey 1,992 867 43.5 1,060 53.2 65 3.3 

New M exico 1,138 689 60.5 408 35.9 41 3.6 

New Y ork 5,870 2,176 37.1 3,420 58.3 274 4.7 

North Carolina 1,955 838 42.9 1,037 53.0 80 4.1 

No rth Dakota 187 96 51.3 87 46.5 4 2.1 

Ohio 2,274 1,117 49.1 1,082 47.6 75 3.3 

Oklahoma 911 439 48.2 444 48.7 28 3.1 

Oregon 1,236 547 44.3 640 51.8 49 4.0 

Pen nsylvania 2,262 1,158 51.2 1,015 44.9 89 3.9 

Rhode Island 242 104 43.0 128 52.9 10 4.1 

South Carolina 1,017 592 58.2 376 37.0 49 4.8 

Sou th Da kota 264 102 38.6 155 58.7 7 2.7 

Tennessee 1,452 709 48.8 686 47.2 57 3.9 

Texas 6,849 3,413 49.8 3,198 46.7 238 3.5 

Utah 935 559 59.8 359 38.4 17 1.8 

Vermo nt 210 118 56.2 83 39.5 9 4.3 

Virg inia 1,680 814 48.5 835 49.7 31 1.8 

Washington 2,167 1,046 48.3 1,059 48.9 62 2.9 

W est Virginia 325 187 57.5 126 38.8 12 3.7 

W isconsin 925 397 42.9 484 52.3 44 4.8 

W yoming 216 134 62.0 74 34.3 8 3.7 
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Table A14. Number and percent of deleted people by state and RACE 

States Total Race 

White Black, African American Indian, Asian 

Number American Alaskan Native 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Number % Number % Number % Number % 

83,160 51,199 61.6 14,827 17.8 1,845 2.2 4,030 4.8 

1,029 539 52.4 401 39.0 3 0.3 8 0.8 

506 234 46.2 25 4.9 150 29.6 16 3.2 

1,482 625 42.2 66 4.5 514 34.7 21 1.4 

522 342 65.5 133 25.5 4 0.8 3 0.6 

7,962 3,814 47.9 877 11.0 76 1.0 1,089 13.7 

1,060 670 63.2 111 10.5 24 2.3 27 2.5 

1,538 1,066 69.3 208 13.5 4 0.3 50 3.3 

225 120 53.3 76 33.8 1 0.4 6 2.7 

241 41 17.0 175 72.6 0 0.0 7 2.9 

3,760 2,241 59.6 918 24.4 17 0.5 108 2.9 

1,849 948 51.3 626 33.9 5 0.3 69 3.7 

491 151 30.8 24 4.9 2 0.4 117 23.8 

335 270 80.6 5 1.5 11 3.3 1 0.3 

3,210 1,889 58.8 637 19.8 4 0.1 256 8.0 

1,454 1,107 76.1 164 11.3 0 0.0 20 1.4 

514 411 80.0 23 4.5 9 1.8 15 2.9 

694 518 74.6 69 9.9 7 1.0 19 2.7 

1,083 838 77.4 150 13.9 1 0.1 14 1.3 

1,454 659 45.3 631 43.4 8 0.6 31 2.1 

771 716 92.9 5 0.6 13 1.7 2 0.3 

1,817 864 47.6 629 34.6 1 0.1 132 7.3 

2,909 2,227 76.6 213 7.3 3 0.1 103 3.5 

2,150 1,466 68.2 322 15.0 23 1.1 80 3.7 

1,027 790 76.9 61 5.9 26 2.5 49 4.8 

1,013 445 43.9 492 48.6 8 0.8 8 0.8 

1,172 785 67.0 248 21.2 6 0.5 25 2.1 

399 261 65.4 5 1.3 87 21.8 3 0.8 

514 426 82.9 27 5.3 11 2.1 3 0.6 

388 235 60.6 56 14.4 19 4.9 21 5.4 

692 625 90.3 5 0.7 3 0.4 11 1.6 

NOTE: Because data are for persons who actually had the “Cancel” box marked, inferences 
about the demographic distributions of deleted people should not be made from this table, nor 
should a net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Race 

White Black, African American Indian, Asian 

Number American Alaskan Native 

New Jersey


New Mexico


New York


North Carolina


North Dakota


Ohio


Oklahoma


Oregon


Pennsylvania


Rhode Island


South Carolina


South Dakota


Tennessee


Texas


Utah


Vermont


Virginia


Washington


West Virginia


Wisconsin


Wyoming


Number % Number % Number % Number % 

3,448 2,150 62.4 560 16.2 5 0.1 293 8.5 

767 227 29.6 18 2.3 355 46.3 10 1.3 

7,463 4,359 58.4 1,540 20.6 35 0.5 512 6.9 

3,238 1,973 60.9 892 27.5 24 0.7 48 1.5 

290 231 79.7 4 1.4 39 13.4 2 0.7 

2,726 1,917 70.3 486 17.8 5 0.2 69 2.5 

945 578 61.2 124 13.1 57 6.0 34 3.6 

764 572 74.9 14 1.8 19 2.5 35 4.6 

4,713 3,563 75.6 613 13.0 3 0.1 128 2.7 

358 250 69.8 36 10.1 1 0.3 10 2.8 

1,422 720 50.6 575 40.4 5 0.4 13 0.9 

271 184 67.9 3 1.1 63 23.2 4 1.5 

1,437 895 62.3 401 27.9 8 0.6 21 1.5 

5,178 2,994 57.8 1,037 20.0 30 0.6 212 4.1 

542 396 73.1 12 2.2 39 7.2 9 1.7 

451 405 89.8 3 0.7 1 0.2 5 1.1 

3,093 1,695 54.8 880 28.5 8 0.3 144 4.7 

1,813 1,207 66.6 106 5.8 56 3.1 128 7.1 

457 395 86.4 32 7.0 2 0.4 2 0.4 

1,195 887 74.2 107 9.0 37 3.1 34 2.8 

328 278 84.8 2 0.6 13 4.0 3 0.9 
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Table A14.  Number and percent of deleted people by state and RACE (Continued) 

States Total Race 

Native Hawaiian or Some Other Race Two or More 
Other Pacific 

Number Islander 

Missing 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Number % Number % Number % Number % 

83,160 206 0.2 3,973 4.8 1,737 2.1 5,343 6.4 

1,029 3 0.3 8 0.8 14 1.4 53 5.2 

506 0 0.0 6 1.2 39 7.7 36 7.1 

1,482 2 0.1 92 6.2 36 2.4 126 8.5 

522 0 0.0 2 0.4 11 2.1 27 5.2 

7,962 59 0.7 1,091 13.7 304 3.8 652 8.2 

1,060 3 0.3 99 9.3 30 2.8 96 9.1 

1,538 2 0.1 50 3.3 33 2.1 125 8.1 

225 0 0.0 4 1.8 3 1.3 15 6.7 

241 0 0.0 7 2.9 2 0.8 9 3.7 

3,760 4 0.1 150 4.0 62 1.6 260 6.9 

1,849 2 0.1 47 2.5 29 1.6 123 6.7 

491 46 9.4 15 3.1 111 22.6 25 5.1 

335 0 0.0 19 5.7 8 2.4 21 6.3 

3,210 5 0.2 153 4.8 54 1.7 212 6.6 

1,454 1 0.1 40 2.8 22 1.5 100 6.9 

514 1 0.2 14 2.7 8 1.6 33 6.4 

694 1 0.1 15 2.2 12 1.7 53 7.6 

1,083 3 0.3 8 0.7 7 0.6 62 5.7 

1,454 2 0.1 14 1.0 20 1.4 89 6.1 

771 0 0.0 1 0.1 10 1.3 24 3.1 

1,817 2 0.1 59 3.2 35 1.9 95 5.2 

2,909 2 0.1 101 3.5 44 1.5 216 7.4 

2,150 3 0.1 55 2.6 50 2.3 151 7.0 

1,027 3 0.3 17 1.7 18 1.8 63 6.1 

1,013 0 0.0 6 0.6 8 0.8 46 4.5 

1,172 2 0.2 16 1.4 22 1.9 68 5.8 

399 1 0.3 3 0.8 7 1.8 32 8.0 

514 0 0.0 15 2.9 7 1.4 25 4.9 

388 1 0.3 20 5.2 8 2.1 28 7.2 

692 2 0.3 2 0.3 6 0.9 38 5.5 

NOTE: Because data are for persons who actually had the “Cancel” box marked, inferences 
about the demographic distributions of deleted people should not be made from this table, nor 
should a net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Race 

Native Hawaiian or Some Other Race Two or More Missing 
Other Pacific 

Number Islander 

Number % Number % Number % Number % 

New Jersey 3,448 2 0.1 197 5.7 52 1.5 189 5.5 

New M exico 767 0 0.0 89 11.6 24 3.1 44 5.7 

New Y ork 7,463 9 0.1 464 6.2 132 1.8 412 5.5 

North Carolina 3,238 4 0.1 122 3.8 46 1.4 129 4.0 

No rth Dakota 290 0 0.0 2 0.7 1 0.3 11 3.8 

Ohio 2,726 8 0.3 42 1.5 41 1.5 158 5.8 

Oklahoma 945 1 0.1 23 2.4 53 5.6 75 7.9 

Oregon 764 5 0.7 48 6.3 24 3.1 47 6.2 

Pen nsylvania 4,713 0 0.0 93 2.0 63 1.3 250 5.3 

Rhode Island 358 1 0.3 29 8.1 5 1.4 26 7.3 

South Carolina 1,422 0 0.0 13 0.9 13 0.9 83 5.8 

Sou th Da kota 271 0 0.0 0 0.0 5 1.8 12 4.4 

Tennessee 1,437 0 0.0 19 1.3 21 1.5 72 5.0 

Texas 5,178 5 0.1 472 9.1 66 1.3 362 7.0 

Utah 542 4 0.7 27 5.0 9 1.7 46 8.5 

Vermo nt 451 0 0.0 3 0.7 6 1.3 28 6.2 

Virg inia 3093 4 0.1 106 3.4 63 2.0 193 6.2 

Washington 1813 12 0.7 74 4.1 67 3.7 163 9.0 

W est Virginia 457 0 0.0 1 0.2 6 1.3 19 4.2 

W isconsin 1195 1 0.1 16 1.3 17 1.4 96 8.0 

W yoming 328 0 0.0 4 1.2 3 0.9 25 7.6 
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Table A15. Number and percent of deleted people by state and AGE 

States Total Age 

0 to 14 years 15 to 24 years 25 to 34 years 35 to 44 years 45 to 54 years
Number 

Number % Number % Number % Number % Number % 

U.S. Total 83,160 3,562 4.3 49,727 59.8 8,488 10.2 4,368 5.3 1,986 2.4 

Alabama 1,029 36 3.5 624 60.6 96 9.3 71 6.9 21 2.0 

Alaska 506 56 11.1 272 53.8 54 10.7 33 6.5 20 4.0 

Arizona 1,482 92 6.2 721 48.7 204 13.8 103 7.0 47 3.2 

Arkansas 522 36 6.9 312 59.8 42 8.0 36 6.9 15 2.9 

California 7,962 493 6.2 3,829 48.1 1,214 15.2 629 7.9 259 3.3 

Colorado 1,060 54 5.1 526 49.6 177 16.7 85 8.0 30 2.8 

Connecticut 1,538 36 2.3 1,121 72.9 81 5.3 31 2.0 17 1.1 

Delaware 225 5 2.2 151 67.1 15 6.7 12 5.3 6 2.7 

D.C. 241 8 3.3 129 53.5 29 12.0 16 6.6 8 3.3 

Florida 3,760 176 4.7 1,859 49.4 470 12.5 275 7.3 114 3.0 

Georgia 1,849 71 3.8 995 53.8 235 12.7 107 5.8 50 2.7 

Hawaii 491 24 4.9 210 42.8 96 19.6 51 10.4 16 3.3 

Idaho 335 18 5.4 181 54.0 33 9.9 21 6.3 8 2.4 

Illinois 3,210 108 3.4 2,169 67.6 245 7.6 102 3.2 48 1.5 

Indiana 1,454 48 3.3 925 63.6 93 6.4 62 4.3 27 1.9 

Iowa 514 20 3.9 306 59.5 41 8.0 24 4.7 16 3.1 

Kansas 694 31 4.5 401 57.8 64 9.2 37 5.3 16 2.3 

Kentucky 1,083 43 4.0 651 60.1 94 8.7 51 4.7 31 2.9 

Louisiana 1,454 44 3.0 878 60.4 191 13.1 90 6.2 33 2.3 

Maine 771 32 4.2 565 73.3 39 5.1 35 4.5 7 0.9 

Maryland 1,817 68 3.7 1,136 62.5 182 10.0 98 5.4 46 2.5 

Massachusetts 2,909 83 2.9 2,058 70.7 161 5.5 72 2.5 39 1.3 

Michigan 2,150 114 5.3 1,300 60.5 160 7.4 66 3.1 50 2.3 

Minnesota 1,027 64 6.2 635 61.8 57 5.6 40 3.9 21 2.0 

Mississippi 1,013 42 4.1 663 65.4 74 7.3 50 4.9 21 2.1 

Missouri 1,172 52 4.4 690 58.9 98 8.4 49 4.2 34 2.9 

Montana 399 29 7.3 231 57.9 35 8.8 28 7.0 10 2.5 

Nebraska 514 25 4.9 327 63.6 37 7.2 13 2.5 8 1.6 

Nevada 388 18 4.6 177 45.6 50 12.9 43 11.1 16 4.1 

New Hampshire 692 21 3.0 531 76.7 26 3.8 14 2.0 13 1.9 

NOTE: Because data are for persons who actually had the “Cancel” box marked, inferences 
about the demographic distributions of deleted people should not be made from this table, nor 
should a net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Age 

0 to 14 years 15 to 24 years 25 to 34 years 35 to 44 years 45 to 54 years
Number 

New Jersey


New Mexico


New York


North Carolina


North Dakota


Ohio


Oklahoma


Oregon


Pennsylvania


Rhode Island


South Carolina


South Dakota


Tennessee


Texas


Utah


Vermont


Virginia


Washington


West Virginia


Wisconsin


Wyoming


Number % Number % Number % Number % Number % 

3,448 82 2.4 2,570 74.5 225 6.5 70 2.0 56 1.6 

767 52 6.8 425 55.4 98 12.8 50 6.5 22 2.9 

7,463 247 3.3 5,001 67.0 597 8.0 256 3.4 143 1.9 

3,238 96 3.0 1,778 54.9 537 16.6 231 7.1 70 2.2 

290 9 3.1 195 67.2 25 8.6 14 4.8 3 1.0 

2,726 134 4.9 1,672 61.3 209 7.7 128 4.7 65 2.4 

945 55 5.8 520 55.0 105 11.1 52 5.5 33 3.5 

764 54 7.1 360 47.1 85 11.1 61 8.0 31 4.1 

4,713 175 3.7 3,322 70.5 252 5.3 125 2.7 85 1.8 

358 10 2.8 226 63.1 21 5.9 9 2.5 4 1.1 

1,422 44 3.1 837 58.9 172 12.1 70 4.9 26 1.8 

271 16 5.9 182 67.2 18 6.6 8 3.0 2 0.7 

1,437 52 3.6 831 57.8 141 9.8 89 6.2 35 2.4 

5,178 241 4.7 2,973 57.4 598 11.5 308 5.9 139 2.7 

542 48 8.9 260 48.0 69 12.7 29 5.4 15 2.8 

451 19 4.2 320 71.0 23 5.1 8 1.8 15 3.3 

3,093 123 4.0 1,619 52.3 521 16.8 265 8.6 82 2.7 

1,813 88 4.9 812 44.8 268 14.8 184 10.1 54 3.0 

457 9 2.0 297 65.0 30 6.6 16 3.5 17 3.7 

1,195 48 4.0 742 62.1 75 6.3 45 3.8 32 2.7 

328 13 4.0 212 64.6 26 7.9 6 1.8 10 3.0 
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Table A15.  Number and percent of deleted people by state and AGE (Continued) 

States Total Age 

55 to 64 years 65 to74 years 75 to 84 years 85 years and Missing 

Number over 

Number % Number % Number % Number % Number % 

U.S. Total 83,160 1,075 1.3 1,211 1.5 1,900 2.3 1,598 1.9 9,245 11.1 

Alabama 1,029 12 1.2 14 1.4 16 1.6 16 1.6 123 12.0 

Alaska 506 4 0.8 3 0.6 3 0.6 1 0.2 60 11.9 

Arizona 1,482 18 1.2 30 2.0 30 2.0 30 2.0 207 14.0 

Arkansas 522 8 1.5 3 0.6 12 2.3 11 2.1 47 9.0 

Califo rnia 7,962 116 1.5 123 1.5 171 2.1 147 1.8 981 12.3 

Colorado 1,060 11 1.0 8 0.8 13 1.2 22 2.1 134 12.6 

Connecticut 1,538 18 1.2 22 1.4 27 1.8 26 1.7 159 10.3 

Delaware 225 6 2.7 2 0.9 5 2.2 4 1.8 19 8.4 

D.C. 241 6 2.5 3 1.2 9 3.7 6 2.5 27 11.2 

Florida 3,760 49 1.3 65 1.7 108 2.9 87 2.3 557 14.8 

Ge orgia 1,849 21 1.1 29 1.6 50 2.7 39 2.1 252 13.6 

Ha waii 491 9 1.8 5 1.0 5 1.0 6 1.2 69 14.1 

Idaho 335 5 1.5 3 0.9 17 5.1 8 2.4 41 12.2 

Illinois 3,210 30 0.9 34 1.1 71 2.2 50 1.6 353 11.0 

Indiana 1,454 25 1.7 18 1.2 41 2.8 41 2.8 174 12.0 

Iowa 514 1 0.2 5 1.0 12 2.3 23 4.5 66 12.8 

Kansas 694 6 0.9 14 2.0 17 2.5 18 2.6 90 13.0 

Kentucky 1,083 11 1.0 22 2.0 27 2.5 23 2.1 130 12.0 

Louisiana 1,454 17 1.2 15 1.0 21 1.4 21 1.4 144 9.9 

Maine 771 8 1.0 9 1.2 14 1.8 12 1.6 50 6.5 

Maryland 1,817 24 1.3 25 1.4 34 1.9 29 1.6 175 9.6 

M assachusetts 2,909 31 1.1 46 1.6 76 2.6 61 2.1 282 9.7 

Michigan 2,150 37 1.7 45 2.1 75 3.5 58 2.7 245 11.4 

M inneso ta 1,027 16 1.6 15 1.5 37 3.6 22 2.1 120 11.7 

Mississippi 1,013 14 1.4 19 1.9 14 1.4 15 1.5 101 10.0 

Missouri 1,172 20 1.7 20 1.7 39 3.3 37 3.2 133 11.3 

Mo ntana 399 1 0.3 8 2.0 2 0.5 7 1.8 48 12.0 

Nebraska 514 5 1.0 8 1.6 18 3.5 15 2.9 58 11.3 

Nevada 388 5 1.3 6 1.5 7 1.8 4 1.0 62 16.0 

New H ampshire 692 10 1.4 13 1.9 12 1.7 6 0.9 46 6.6 

NOTE: Because data are for persons who actually had the “Cancel” box marked, inferences 
about the demographic distributions of deleted people should not be made from this table, nor 
should a net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Age 

55 to 64 years 65 to74 years 75 to 84 years 85 years and Missing 

Number over 

Number % Number % Number % Number % Number % 

New Jersey 3,448 34 1.0 34 1.0 49 1.4 35 1.0 293 8.5 

New Mexico 767 16 2.1 8 1.0 15 2.0 14 1.8 67 8.7 

New York 7,463 112 1.5 120 1.6 165 2.2 126 1.7 696 9.3 

North Carolina 3,238 31 1.0 35 1.1 54 1.7 58 1.8 348 10.7 

North Dakota 290 2 0.7 3 1.0 9 3.1 9 3.1 21 7.2 

Ohio 2,726 42 1.5 54 2.0 88 3.2 58 2.1 276 10.1 

Oklahoma 945 16 1.7 10 1.1 12 1.3 20 2.1 122 12.9 

Oregon 764 16 2.1 13 1.7 21 2.7 25 3.3 98 12.8 

Pennsylvania 4,713 49 1.0 56 1.2 137 2.9 92 2.0 420 8.9 

Rhode Island 358 5 1.4 8 2.2 10 2.8 8 2.2 57 15.9 

South Carolina 1,422 17 1.2 22 1.5 44 3.1 35 2.5 155 10.9 

South Dakota 271 1 0.4 2 0.7 7 2.6 7 2.6 28 10.3 

Tennessee 1,437 17 1.2 24 1.7 34 2.4 47 3.3 167 11.6 

Texas 5,178 70 1.4 86 1.7 107 2.1 82 1.6 574 11.1 

Utah 542 12 2.2 9 1.7 12 2.2 14 2.6 74 13.7 

Vermont 451 3 0.7 6 1.3 12 2.7 8 1.8 37 8.2 

Virginia 3,093 29 0.9 27 0.9 52 1.7 32 1.0 343 11.1 

Washington 1,813 27 1.5 39 2.2 43 2.4 35 1.9 263 14.5 

West Virginia 457 9 2.0 4 0.9 17 3.7 8 1.8 50 10.9 

Wisconsin 1,195 20 1.7 16 1.3 23 1.9 35 2.9 159 13.3 

Wyoming 328 3 0.9 3 0.9 6 1.8 5 1.5 44 13.4 
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Table A16.  Number and percent of deleted people by state and SEX 

States Total Sex 

Male Female Missing 
Number 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Number % Number % Number % 

83,160 45,896 55.2 35,038 42.1 2,226 2.7 

1,029 543 52.8 457 44.4 29 2.8 

506 299 59.1 192 37.9 15 3.0 

1,482 841 56.7 606 40.9 35 2.4 

522 285 54.6 223 42.7 14 2.7 

7,962 4,819 60.5 2,923 36.7 220 2.8 

1,060 633 59.7 395 37.3 32 3.0 

1,538 778 50.6 712 46.3 48 3.1 

225 124 55.1 95 42.2 6 2.7 

241 136 56.4 101 41.9 4 1.7 

3,760 2,241 59.6 1,421 37.8 98 2.6 

1,849 1,019 55.1 778 42.1 52 2.8 

491 315 64.2 168 34.2 8 1.6 

335 195 58.2 134 40.0 6 1.8 

3,210 1,650 51.4 1,467 45.7 93 2.9 

1,454 762 52.4 640 44.0 52 3.6 

514 268 52.1 228 44.4 18 3.5 

694 367 52.9 302 43.5 25 3.6 

1,083 594 54.8 457 42.2 32 3.0 

1,454 837 57.6 574 39.5 43 3.0 

771 400 51.9 358 46.4 13 1.7 

1,817 986 54.3 792 43.6 39 2.1 

2,909 1,392 47.9 1,426 49.0 91 3.1 

2,150 1,102 51.3 972 45.2 76 3.5 

1,027 545 53.1 443 43.1 39 3.8 

1,013 538 53.1 446 44.0 29 2.9 

1,172 620 52.9 518 44.2 34 2.9 

399 215 53.9 170 42.6 14 3.5 

514 270 52.5 231 44.9 13 2.5 

388 240 61.9 138 35.6 10 2.6 

692 359 51.9 321 46.4 12 1.7 

NOTE: Because data are for persons who actually had the “Cancel” box marked, inferences 
about the demographic distributions of deleted people should not be made from this table, nor 
should a net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Sex 

M ale Fem ale M issing 
Number 

New Jersey


New Mexico


New York


North Carolina


North Dakota


Ohio


Oklahoma


Oregon


Pennsylvania


Rhode Island


South Carolina


South Dakota


Tennessee


Texas


Utah


Vermont


Virginia


Washington


West Virginia


Wisconsin


Wyoming


Number % Number % Number % 

3,448 1,735 50.3 1,638 47.5 75 2.2 

767 440 57.4 310 40.4 17 2.2 

7,463 3,900 52.3 3,380 45.3 183 2.5 

3,238 2,022 62.4 1,148 35.5 68 2.1 

290 165 56.9 119 41.0 6 2.1 

2,726 1,460 53.6 1,197 43.9 69 2.5 

945 528 55.9 388 41.1 29 3.1 

764 419 54.8 324 42.4 21 2.7 

4,713 2,311 49.0 2,293 48.7 109 2.3 

358 188 52.5 154 43.0 16 4.5 

1,422 754 53.0 626 44.0 42 3.0 

271 150 55.4 118 43.5 3 1.1 

1,437 791 55.0 606 42.2 40 2.8 

5,178 2,969 57.3 2,053 39.6 156 3.0 

542 327 60.3 199 36.7 16 3.0 

451 234 51.9 196 43.5 21 4.7 

3,093 1,919 62.0 1,115 36.0 59 1.9 

1,813 1,134 62.5 636 35.1 43 2.4 

457 250 54.7 199 43.5 8 1.8 

1,195 645 54.0 515 43.1 35 2.9 

328 182 55.5 136 41.5 10 3.0 
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Table A17.  Number and percent of deleted people by state and HISPANIC ORIGIN 

States Total Hispanic origin 

Non-Hispanic Hispanic Missing 
Number 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Number % Number % Number % 

83,160 70,589 84.9 7,578 9.1 4,993 6.0 

1,029 950 92.3 22 2.1 57 5.5 

506 466 92.1 13 2.6 27 5.3 

1,482 1,138 76.8 239 16.1 105 7.1 

522 488 93.5 7 1.3 27 5.2 

7,962 5,590 70.2 1,829 23.0 543 6.8 

1,060 837 79.0 141 13.3 82 7.7 

1,538 1,328 86.3 101 6.6 109 7.1 

225 208 92.4 4 1.8 13 5.8 

241 215 89.2 9 3.7 17 7.1 

3,760 3,076 81.8 420 11.2 264 7.0 

1,849 1,653 89.4 68 3.7 128 6.9 

491 419 85.3 45 9.2 27 5.5 

335 288 86.0 25 7.5 22 6.6 

3,210 2,749 85.6 268 8.3 193 6.0 

1,454 1,302 89.5 55 3.8 97 6.7 

514 466 90.7 13 2.5 35 6.8 

694 595 85.7 46 6.6 53 7.6 

1,083 1,009 93.2 12 1.1 62 5.7 

1,454 1,324 91.1 54 3.7 76 5.2 

771 739 95.9 8 1.0 24 3.1 

1,817 1,640 90.3 80 4.4 97 5.3 

2,909 2,588 89.0 141 4.8 180 6.2 

2,150 1,915 89.1 87 4.0 148 6.9 

1,027 938 91.3 31 3.0 58 5.6 

1,013 951 93.9 11 1.1 51 5.0 

1,172 1,087 92.7 18 1.5 67 5.7 

399 355 89.0 8 2.0 36 9.0 

514 468 91.1 26 5.1 20 3.9 

388 310 79.9 55 14.2 23 5.9 

692 650 93.9 6 0.9 36 5.2 

NOTE: Because data are for persons who actually had the “Cancel” box marked, inferences 
about the demographic distributions of deleted people should not be made from this table, nor 
should a net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Hispanic origin 

No n-H ispan ic Hisp anic M issing 
Number 

Number % Number % Number % 

New Jersey 3,448 2,965 86.0 307 8.9 176 5.1 

New Mexico 767 539 70.3 197 25.7 31 4.0 

New York 7,463 6,345 85.0 749 10.0 369 4.9 

North Carolina 3,238 2,893 89.3 197 6.1 148 4.6 

North Dakota 290 267 92.1 10 3.4 13 4.5 

Ohio 2,726 2,499 91.7 66 2.4 161 5.9 

Oklahoma 945 828 87.6 41 4.3 76 8.0 

Oregon 764 647 84.7 64 8.4 53 6.9 

Pennsylvania 4,713 4,319 91.6 155 3.3 239 5.1 

Rhode Island 358 295 82.4 31 8.7 32 8.9 

South Carolina 1,422 1,309 92.1 20 1.4 93 6.5 

South Dakota 271 253 93.4 4 1.5 14 5.2 

Tennessee 1,437 1,339 93.2 25 1.7 73 5.1 

Texas 5,178 3,430 66.2 1,454 28.1 294 5.7 

Utah 542 434 80.1 63 11.6 45 8.3 

Vermont 451 419 92.9 5 1.1 27 6.0 

Virginia 3,093 2,750 88.9 164 5.3 179 5.8 

Washington 1,813 1,519 83.8 133 7.3 161 8.9 

West Virginia 457 431 94.3 7 1.5 19 4.2 

W isconsin 1195 1075 90.0 30 2.5 90 7.5 

W yoming 328 291 88.7 14 4.3 23 7.0 
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Table A18. Number and percent of deleted people by state and TENURE 

States Total Tenure 

U.S. Total 

Alabama


Alaska


Arizona


Arkansas


California


Colorado


Connecticut


Delaware


D.C.


Florida


Georgia


Hawaii


Idaho


Illinois


Indiana


Iowa


Kansas


Kentucky


Louisiana


Maine


Maryland


Massachusetts


Michigan


Minnesota


Mississippi


Missouri


Montana


Nebraska


Nevada


New Hampshire


Ow ner Renter M issing 
Number 

Number % Number % Number % 

83,160 49,552 59.6 25,462 30.6 8,146 9.8 

1,029 629 61.1 263 25.6 137 13.3 

506 318 62.8 162 32.0 26 5.1 

1,482 900 60.7 444 30.0 138 9.3 

522 321 61.5 141 27.0 60 11.5 

7,962 3,728 46.8 3,602 45.2 632 7.9 

1,060 578 54.5 394 37.2 88 8.3 

1,538 1,037 67.4 357 23.2 144 9.4 

225 146 64.9 57 25.3 22 9.8 

241 112 46.5 97 40.2 32 13.3 

3,760 2,093 55.7 1,210 32.2 457 12.2 

1,849 1,004 54.3 569 30.8 276 14.9 

491 204 41.5 262 53.4 25 5.1 

335 217 64.8 94 28.1 24 7.2 

3,210 2,073 64.6 827 25.8 310 9.7 

1,454 919 63.2 327 22.5 208 14.3 

514 314 61.1 134 26.1 66 12.8 

694 394 56.8 207 29.8 93 13.4 

1,083 681 62.9 282 26.0 120 11.1 

1,454 793 54.5 512 35.2 149 10.2 

771 593 76.9 134 17.4 44 5.7 

1,817 1,116 61.4 515 28.3 186 10.2 

2,909 1,958 67.3 708 24.3 243 8.4 

2,150 1,463 68.0 441 20.5 246 11.4 

1,027 685 66.7 245 23.9 97 9.4 

1,013 609 60.1 282 27.8 122 12.0 

1,172 737 62.9 307 26.2 128 10.9 

399 214 53.6 143 35.8 42 10.5 

514 254 49.4 207 40.3 53 10.3 

388 203 52.3 152 39.2 33 8.5 

692 535 77.3 86 12.4 71 10.3 

NOTE: Because data are for persons who actually had the “Cancel” box marked, inferences 
about the demographic distributions of deleted people should not be made from this table, nor 
should a net count of added or deleted people be inferred from the tables in this Appendix. 
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States Total Tenure 

Ow ner Renter M issing 
Number 

Number % Number % Number % 

New Jersey 3,448 2,352 68.2 823 23.9 273 7.9 

New M exico 767 538 70.1 180 23.5 49 6.4 

New Y ork 7,463 4,246 56.9 2,640 35.4 577 7.7 

North Carolina 3,238 1,728 53.4 1,148 35.5 362 11.2 

No rth Dakota 290 172 59.3 87 30.0 31 10.7 

Ohio 2,726 1,694 62.1 763 28.0 269 9.9 

Oklahoma 945 534 56.5 289 30.6 122 12.9 

Oregon 764 410 53.7 289 37.8 65 8.5 

Pen nsylvania 4,713 3,308 70.2 968 20.5 437 9.3 

Rhode Island 358 197 55.0 120 33.5 41 11.5 

South Carolina 1,422 859 60.4 392 27.6 171 12.0 

Sou th Da kota 271 172 63.5 78 28.8 21 7.7 

Tennessee 1,437 907 63.1 368 25.6 162 11.3 

Texas 5,178 3,165 61.1 1,516 29.3 497 9.6 

Utah 542 297 54.8 194 35.8 51 9.4 

Vermo nt 451 340 75.4 72 16.0 39 8.6 

Virg inia 3,093 1,641 53.1 1187 38.4 265 8.6 

Washington 1,813 880 48.5 733 40.4 200 11.0 

W est Virginia 457 306 67.0 105 23.0 46 10.1 

W isconsin 1,195 738 61.8 293 24.5 164 13.7 

W yoming 328 240 73.2 56 17.1 32 9.8 
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  1
  2
  3
  4
  5
  6
  7
  8
  9
10
11
12

Variable Definitions From DRF2 APPENDIX B 

Variable Definition and Values 

RSOURCE Source of Return 

-1	 Not computed 
Paper mail back questionnaire from mail out 
(not used) 
Paper mail back questionnaire from TQA mail out with NO ID 
Paper mail back questionnaire from Update/Leave 
Paper mail back questionnaire from Update/Leave ADD 
Paper mail back questionnaire from Update/Leave SUBSTITUTE 
Paper mail back questionnaire from Urban Update/Leave 
Paper mail back questionnaire from Urban Update/Leave ADD 
Paper mail back questionnaire from Urban Update/Leave SUBSTITUTE 
Paper mail back questionnaire from Request for Foreign Language 
Paper mail back questionnaire from BCF marked as whole household 
Paper mail back questionnaire from BCF partial household (i.e., NOT marked 

as whole household) 
13 Paper enumerator questionnaire from List/Enumerate 
14 Paper enumerator questionnaire from Update/Enumerate 
15 Paper enumerator questionnaire from Update/Enumerate ADD 
16 Paper enumerator questionnaire from Update/Enumerate SUBSTITUTE 
17 Paper enumerator questionnaire from Nonresponse Followup (NRFU) 
18 Paper enumerator questionnaire from NRFU ADD 
19 Paper enumerator questionnaire from NRFU SUBSTITUTE 
20 Paper enumerator questionnaire from NRFU Whole Household Usual Home 

Elsewhere (WHUHE) 
21 Paper enumerator questionnaire from NRFU In-mover 
22 Paper enumerator questionnaire from Coverage Improvement Followup (CIFU) 
23 Paper enumerator questionnaire from CIFU ADD 
24 Paper enumerator questionnaire from CIFU SUBSTITUTE 
25 Paper enumerator questionnaire from T-Night 
26 Paper questionnaire for UHE from Service-based Enumeration (SBE) 

(Individual Census Questionnaire (ICQ)) 
27 Paper questionnaire for UHE from Group Quarters (GQ) enumeration 

(Individual Census Report (ICR)) 
28 Paper questionnaire for UHE from Military GQ enumeration (Military Census 

Report (MCR)) 
29 Paper questionnaire for UHE from Shipboard GQ enumeration (Shipboard 

Census Report (SCR)) 
30 Electronic short form from IDC 
31 Electronic TQA reverse-CATI short form 
32 Electronic TQA reverse-CATI BCF for whole household 
33 Electronic TQA reverse-CATI BCF for partial household 
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 2
 3 
 4
 5 
 6

Variable Definitions From DRF2 APPENDIX B 

RSOURCE Source of Return (Continued) 

34 Electronic Coverage Edit Followup (CEFU) from long or short form

35 Electronic CEFU from BCF for whole household

36 Electronic CEFU from IDC

37 Paper enumerator continuation form – unlinked “orphan”


RPRSTAT Return and PSA Household Status 

-1	 Not computed 
Basic return for primary PSA houshold 
Other return for primary PSA houshold 
Basic return for non-primary PSA houshold 
Other return for non-primary PSA houshold 
Redundant 
Ineligible 

RRT Record Type 

2 Short form return-level record 
3 Long form return-level record 

RC1	 “Miss anyone who lived or stayed here on April 1, 2000?” (i.e., People with no other home, 
young children, roomers or housemates, or people away on business or on vacation) 

-1 No response 
1 Yes only 
2 No only 
3 Both boxes marked 

RC2	 “Were any people you told me about staying at (college, institutions, etc.) on 
April 1, 2000?” 

-1 No response 
1 Yes only 
2 No only 
3 Both boxes marked 
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PPSEL Person Record PSA Selection Status 

-1 Not computed 
1 Yes, person record selected by PSA 
2 No, person record NOT selected by PSA 
3 No, person record would have been selected except that 97 person records had already been 

selected 

PADD Add Box 

-1 Box not marked 
1 Box marked 

PCANCEL Cancel Box 

-1 Box not marked 
1 Box marked 
2 Box was marked, cancellation was undone during post-capture processing 

RTENURE “Is this house, apartment, or mobile home --” 

-1 No response 
1 Owned by you or someone in this household with a mortgage or loan 
2 Owned by you or someone in this household free and clear (without a mortgage 

or loan) 
3 Rented for cash rent 
4 Occupied without payment of cash rent 

PSEX Sex 

-1 No response 
1 Male 
2 Female 

PAGE Age 

-1 No response 
0-999 Age 
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Variable Definitions From DRF2 APPENDIX B 

PSPAN01 Spanish Origin - No, not Spanish/Hispanic origin Check Box 

-1 Box not marked 
1 Box marked 

PSPAN02 Spanish Origin - Yes, Mexican, Mexican-Am, Chicano Check Box 

-1 Box not marked 
1 Box marked 

PSPAN03 Spanish Origin - Yes, Puerto Rican Check Box 

-1 Box not marked 
1 Box marked 

PSPAN04 Spanish Origin - Yes, Cuban Check Box 

-1 Box not marked 
1 Box marked 

PSPAN05 Spanish Origin - Yes, other Spanish/Hispanic Check Box 
-1 Box not marked 
1 Box marked 

PSPANWI Spanish Origin Write-in 

PRACE01 Race - White Check Box 

-1 Box not marked 
1 Box marked 

PRACE02 Race - Black, African Am., or Negro Check Box 

-1 Box not marked 
1 Box marked 

66




Variable Definitions From DRF2 APPENDIX B 

PRACE03 Race - Indian (Amer.) or Alaska Native Check Box 

-1 Box not marked 
1 Box marked 

PRACE04 Race - Asian Indian Check Box 
-1 Box not marked 
1 Box marked 

PRACE05 Race - Chinese Check Box 

-1 Box not marked 
1 Box marked 

PRACE06 Race - Filipino Check Box 

-1 Box not marked 
1 Box marked 

PRACE07 Race - Japanese Check Box 

-1 Box not marked 
1 Box marked 

PRACE08 Race - Korean Check Box 

-1 Box not marked 
1 Box marked 

PRACE09 Race - Vietnamese Check Box 

-1 Box not marked 
1 Box marked 

PRACE10 Race - Other Asian Check Box 

-1 Box not marked 
1 Box marked 
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Variable Definitions From DRF2 APPENDIX B 
PRACE11 Race - Native Hawaiian Check Box 

1 Box marked 
-1 Box not marked 

PRACE12 Race - Guamanian or Chamorro Check Box 

-1 Box not marked 
1 Box marked 

PRACE13 Race - Samoan Check Box 

-1 Box not marked 
1 Box marked 

PRACE14 Race - Other Pacific Islander Check Box 

-1 Box not marked 
1 Box marked 

PRACE15 Race - Some other race Check Box 

-1 Box not marked 
1 Box marked 
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EXECUTIVE SUMMARY 

Residential mobility has long been identified as a behavior that challenges accurate enumeration 
and coverage. In order to learn more about how residential mobility impacts census coverage, 
the Ethnographic Social Network Tracing Project researched social networks which include 
highly mobile people. Highly mobile people were defined as people who make residential moves 
more often than most people in the United States or who habitually migrate among domiciles. 
Social networks were formally defined and modeled by observing people interact over a six-
month period. Researchers traced participants interacting in the social networks to the addresses 
and locations of their domiciles and reported the identities and characteristics of participants, sets 
of co-residents, and the domiciles they occupied. 

At the beginning of the research studies, no one -- not even the people interacting in the social 
networks-- knew where the more mobile participants might live over the course of six months, 
where they would end up, or whether records for them could be found in Census 2000. 

Participants in the six social networks researched were involved in diverse patterns and degrees 
of mobility. 

!	 Dee Southard traced a social network of campers who cooked communally. Survival 
campers, who lived out of their vehicles and tents and revolved among camp grounds and 
parking spots on public lands every few days or weeks, were central actors. Around camp 
ground cooking fires, the survival campers interacted with recreational campers who were 
temporarily vacationing away from their homes and college quarters. 

!	 Nancy Murray traced seasonal workers who habitually circulated among an average of 
three term assignments at different distant work sites. These young adults created a peer 
group home in a work quarters lodge their employer provided at the seasonal assignment 
site they preferred. 

!	 Alicia Chavira-Prado traced a folkloric dance group made up of Mexican former farm 
workers settling in the rural Midwest. The more recently arrived pursued highly itinerant 
work and changed housing locally. Those settled longer or born in the United States 
supported stable family households with local rural jobs. During the summer school 
vacation, teenagers moved across state and national boundaries to stay with relatives. 

!	 Louis H. Marcelin and Louise Marcelin traced older Haitians who worked together in 
agricultural fields. From the late fall through early spring, these men and women picked 
crops near a city in the South where most had established homes. During the late spring 
and summer, they formed crews to migrate north to find harvest work. Migrant crew 
subsets traveled, worked, and lived together. Several participants fit other kinds of work 
or transnational visits into their personal cycles of seasonal work. 
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!	 Kathi Kitner traced commercial fishermen, their friends and family, and industry 
employees who socialized around a particular Atlantic coast fishing dock. The 
commercial fishermen worked and lived at sea to produce their incomes. On shore, some 
returned to established homes and long-term co-residents. Other fishermen moved 
itinerantly on shore, staying alone or sharing with companions a series of temporary 
domiciles. 

!	 Brian Gilley traced participants in a local chapter of an American Indian men’s society. 
The residentially mobile men traveled to events and took haven in each others’ homes. 
The habitually mobile included ceremonial specialists welcome throughout the West and 
one man who perpetually needed a place to stay. Their ethic of reciprocal hospitality 
facilitated interstate stays and gave these men broad access to places to stay. 

Census staff placed the addresses and locations of participants’ census residences and subsequent 
domiciles in census geography and looked up addresses on the Master Address File. Census 
Unedited File person records matching the participants and their reported co-residents were 
searched in extracts of records collected at the unit addresses or in and around the blocks where 
the participants’ various domiciles were located. 

Various associations were found between the character of individuals’ mobility (whether 
sedentary, residentially mobile, or habitually mobile), their positions in the interacting social 
networks and matrices of co-residence, and "census outcomes." In the intensively researched 
social networks traced, fewer of the residentially and habitually mobile individuals were found 
enumerated in Census 2000 than those who remained sedentary. Categories of census outcomes 
distinguish which correct enumerations, omissions, and erroneous enumerations resulted from 
unit issues (whether or how Census 2000 listed and enumerated census residences) and which 
resulted from within-unit issues of relationships and perceptions among co-residents. If 
Decennial operations did not list or enumerate the unit that was the census residence of one or 
more individuals, or did not place the unit in accurate census geography, then it was unlikely that 
any census records could be found for any one living in that unit. Similarly, if Decennial 
operations listed and correctly placed a census residence in geography, but then did not 
enumerate it or enumerated it as vacant or with entirely different people, it was less likely that 
records of any of its co-occupants could be found. If a unit had been listed and enumerated more 
than once, then all or most co-residents might be duplicated. Unit-based issues affect co
residents of a unit equally and largely result from Census Bureau operations. 

The omission or erroneous inclusion of certain individuals in their correct census residence 
where at least one of their reported co-residents was enumerated and served as the census 
respondent arise from respondent behaviors. These “within-unit” results reflect dynamics among 
co-residents that influence who is reported. 

Relationships were found in these small scale social network studies between individuals’ 
mobility behaviors and both “unit-based” and “within-unit” errors. Habitually mobile people 
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often stayed in types of domiciles the Census 2000 did not list. In listed housing, how household 
respondents perceived and interpreted an individual’s current and historic mobility influenced 
whether or not the person was reported. These relationships combined to produce the net effect 
that more individuals traced as habitually mobile or residentially mobile were omitted than were 
found enumerated. 

A major leveling effect was whether or not the census residence or any subsequent domiciles of 
the individuals searched had been listed and enumerated in the correct geographical location, or 
were in blocks even classified as populated. If an individual’s census residence was not listed, 
then that person had no "unit of enumeration" where he or she could be correctly enumerated in 
Census 2000. Census 2000 did not list or else listed but then did not enumerate several kinds of 
domiciles where habitually mobile people were traced staying. Unlisted types included 
unconventional domiciles -- camp grounds, docked fishing boats, cheap motels, farm workers' 
rental labor camps– but also as conventional housing units such as single family homes, trailer 
mobile homes, townhouses, condos, and apartments in rural areas, towns, and cities. If the 
address of a domicile were listed on the Census Bureau's Master Address File, it is likely that it 
was at some time considered as a census unit of enumeration, although census person records 
were not found for all the units listed. 

Different dynamics affected individuals who were not found enumerated within households or 
group quarters where their co-residents were enumerated, and a few individuals appearing in 
census records for households identified as erroneously enumerated. The omission of 
residentially mobile individuals at their census residences involved the perceptions and 
expectations about those individuals’ mobility by the census respondent. Some highly mobile 
individuals who did have a housing unit that could be considered their usual or default Census 
residence were not mentioned by the respondent for the unit for a variety of reasons. In some 
cases, the omitted individual was temporarily absent at the time of enumeration and the 
respondent either did not know enough about the absent individual or did not feel at liberty to 
provide information. In others, the omitted individual was present at the time of enumeration but 
the respondent did not expect them to stay. 

Most of the habitually and residentially mobile social network participants who were found 
enumerated shared certain traits. 

! Most of the habitually and residentially mobile people found 
enumerated 

! had census residences in conventional housing 
and 

! maintained ties with 
and 

! repeatedly and routinely returned to 
! the same set of residentially sedentary co-residents 

! in one locality. 
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As long as their census residence was listed and enumerated, records for habitually and 
residentially mobile people with all these traits were found, no matter how often or how far they 
went away. In this research study, far more habitually and residentially mobile people lacked at 
least one of the traits cited above and were omitted. 

Based on the analysis of census outcomes in terms of individuals’ mobility characteristics, types 
of domiciles, and relationships with co-residents, the following recommendations are discussed: 

1. Consider adapting census methods to more closely fit the cultural habits of 
distinct populations, including the traditionally, seasonally, and 
occupationally mobile. 

2. Design and test the feasibility of Census operations appropriate for the 
contemporary patterns of mobility in the United States, including 
transnational migration. 

3. For the existing categories of census units of enumeration, continue to 
improve the Master Address File, the listing of housing units, Group 
Quarters, and Service-Based Sites, as well as Census Bureau geographical 
programs and electronic maps. 

4. To include the under covered Transient Quarters, work quarters, and types 
of residential accommodations that were unrecognized or excluded by 
definition as units of enumeration in Census 2000, it will be necessary to 
develop and test methods to expand the listings and develop more inclusive 
enumeration operations for types of domiciles that are often the default 
census residences of mobile people (among others). 

5. Consider seasonal differences in the distribution of the population of the 
United States when estimating population, and consider the development of 
the capacity to measure seasonal differences in the distribution of the 
population. 

A promising indication of areas potentially “hard-to-enumerate” for planning are areas with 
percentages of population who moved in during the five years prior higher than the national 
average. Considering that seasonal relocations and mobility picks up in the spring and summer, 
changing “Census Day” to mid-winter might avoid the confounding effects of residential 
mobility. Different outreach strategies and messages are appropriate for those highly and 
especially habitually mobile people who have “localized base communities” stabilized by 
“domestic base households” and acquaintances remaining in place than for those highly mobile 
people who travel among spatially dispersed locations and intersect and gather episodically at 
multiple locations or events. Like individuals in two of the social networks examined, many 
foreign born engage in a “transnational” pattern of immigration. The transnational pattern 
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involves visits to and from and sustained communications with countries of origin. Immigration 
is increasing the size of communities of languages other than English; transnational visiting and 
communications are among the mechanisms promoting retention of those languages. 
Transnational visiting patterns explain some omissions and erroneous inclusions in the census 
and can lead to mixes of co-residents with different legal permissions to be in the United States. 
Increasing transnational immigration makes it pragmatic for the Census Bureau to deliver 
messages of explanation and encouragement to potential respondent in languages they 
understand. 

For the existing categories of census units of enumeration, this research suggest it is important to 
continue to improve the Master Address File, methods of listing housing and Group Quarters, 
and the Census Bureau’s geographical programs and electronic maps. For categories of 
domiciles apparently under covered, unrecognized, or excluded that were the default census 
residences of very mobile people, however, it will be necessary to develop and test expanding 
listings to make them more inclusive and to modify enumeration operations. Examples are 
sketched. Small scale tests could determine the feasibility of applying the existing maritime 
shipboard enumeration method to the U.S. fishing fleet and other U.S. flag commercial vessels. 
The feasibility of a “Check into the Census” campaign could be piloted in a test census. The 
check in campaign would be conducted in residential service facilities listed at the level of sites, 
including temporary and periodically occupied work quarters, all campgrounds, marinas, and 
other so-called “Transient Quarters” and also all commercial hotels, motels, non-profit lodgings 
(YMCAs, Youth hostels), and similar outdoor and indoor residential accommodations. Rather 
than assuming, screening, or collecting proxy stereotypes about clients’ situation, it may be more 
optimal to enumerate every one staying in these diverse residential services. This would sweep 
in people for whom the residential service site is their default census residence and collect first 
person reports from travelers who are away from their usual homes. In the “Check into the 
Census” campaign as sketched, all occupants checking into or already registered at residential 
service sites would fill out Individual Census Questionnaires. As was the case for Census 2000 
“Be Counted” forms and those collected in the largely non-residential service-based sites, 
respondents could state the address of their “usual home” some where else if they had one and 
their direct enumeration could be attributed to that address. The “Check into the Census 
campaign” suggested for testing would resemble a “Be Counted”campaign well attended by 
enumerators and cooperating facility staff and applying respondent assistance and facility record 
check techniques developed in the Census 2000 Service-Based Enumeration. 

Mobility patterns during the six months participants were traced bore the seasonal stamp of 
accelerated movement during the Spring and Summer. Relevant survey data suggests house-to-
house relocations and labor migrations peak in summer months. Considering that large 
differences in the distribution of the population in the United States accrue from seasonal moves 
will be important in order to derive accurate population estimates from American Community 
Survey. The American Community Survey is expected to replace the once-a-decade census long 
form and “roll” in its collection throughout the year. 
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Research results suggest that mobility is more a behavior of individuals than of co-residential 
groups like “households” or the co-occupants of Group Quarters. The ethnographers set out to 
identify social contexts where highly mobile interacted. In the social networks defined by 
interactions, highly mobile participants were measurably central actors. In the matrices of co
residence defined by who lived or stayed together over the six months, several mobile 
participants interconnected with serial sets of co-residents while others either stayed sedentary 
with or alternated residence with a set of mutually exclusive co-residents. 
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1. BACKGROUND 

1. 1 Overview 

This research traced highly mobile people’s moves among domiciles to learn more about how 
mobility affected coverage in Census 2000. The mobility of the American population challenges 
census and coverage measurement methods. Mobility confounds the effort to enumerate each 
person at one (and only one) "Census Day" residence.1 For Census coverage measurement 
methods based on sample areas, reliable methods to determine whether people who moved into 
or out of the sample area were omitted or correctly enumerated have proven difficult to 
implement. 

Six ethnographic research projects observed people interact in social networks including highly 
mobile individuals and traced participants’ whereabouts over six months. 

P.A. “Dee” Southard (2001) traced a social network in which rural survival 
campers interacted with recreational campers vacationing away from their homes 
and colleges on public lands in the Northwest. 

Nancy Murray (2001) traced a social network of seasonal workers living together 
in a dormitory their employer provided. 

Alicia Chavira-Prado (2001) traced a social network of Mexican former migrant 
farm workers settling in the rural Midwest. 

Louis Marcelin and Louise Marcelin (2001) traced a social network of Haitian 
farm workers who worked fall and winter in the far South and migrated to 
harvests further north spring and summer. 

Kathi R. Kitner (2001) traced a social network of South Atlantic commercial 
fishermen interacting with their kin and associates. 

Brian Gilley (2001) traced a social network of American Indian men affiliated 
with a men’s society. 

The ethnographers conducted participant observation in settings where habitually and highly 
mobile people interact with each other and more sedentary acquaintances. The interactions 
formally defined each social network; everyone who participated was traced. The ethnographers 
found out who the participants were, what domiciles they occupied, and with whom else they 

1 See Census 2000 "Residence Rules" available on line at: 
http://www.census.gov/population/www/censusdata/resid_rules.html 
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lived or stayed through private side conversations and visits. The tracing periods began before 
Census Day 2000 and lasted six months. At the beginning of the research, no one knew where 
the people participating in the social networks might move. No one knew who their co-residents 
would be, where they would end up, or whether their enumeration records would be found in the 
census. 

The field ethnographers identified the people participating in the social networks and the people 
with whom they lived. For each participant and non-participating co-resident, the researchers 
systematically reported the same characteristics that Census 2000 collected on the “short form” 
and selective “long form” information related to mobility. Tracing required researchers collect 
and verify, if possible, the address and location of domiciles social network participants 
occupied, find out who their co-residents were in each, and at what dates the participants entered 
and left each domicile. 

Census Bureau staff identified the locations submitted in Census geography and looked up the 
addresses on the Census Bureau’s Master Address File. All Census 2000 person records 
collected in and around the census blocks and at the specific addresses were extracted. These 
electronic files were then searched for census records that matched the reported individual social 
network participants and their co-residents. 

Census block geocodes and unit identifications were used to specify reasonable searches in the 
universe of millions of census person records for a few hundred individuals. The research 
method took advantage of technological advances implemented in Census 2000: increased 
automation for geocoding addresses and data capture methods which recorded items marked and 
written on census forms, including names. 

Researchers reviewed the matches. The ethnographic report for each social network describes 
the sociocultural contexts and which census answer categories resonate with how participants 
identified themselves. The ethnographers also discussed the situations of particular individuals 
which the researchers believe may explain why no matching census records were found for them. 
The social networks defined by interactive ties were formally analyzed. A data set was 
constructed to analyze comparatively the cases of the individual participants and their co
residents within each of the six social networks. 

1.2 Ethnographic evaluations 

Residential mobility headed the list of behavioral barriers posited to impact census coverage 
(Brownrigg and Martin 1989). A series of ethnographic exploratory reports described patterns of 
mobility in a number of defined sociocultural groups in the United States.2 Mobility behaviors 

2 The ethnographic exploratory reports are posted by Statistical Research Division 
in Portable Document Files (pdf) format with the file prefix "EX" on the Census Bureau's 
web site (http://www.census.gov), listed by year and author and linked on the html web 
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helped explain some omissions and erroneous enumerations documented in the Ethnographic 
Coverage Evaluations of the 1990 Census.3 

Ethnographic evaluations are grounded in experienced ethnographers’ knowledge of the life 
styles of particular social and cultural groups. The general purpose of ethnographic evaluation is 
to appraise how social and cultural differences affect the outcome of programs, policies, projects 
or government operations (Brownrigg 2001). In ethnographic evaluations of census coverage, 
researchers independently enumerate people and residences using participant observation and 
other ethnographic methods. Their reports of addresses are linked to Census Bureau lists and 
reports of individual people are matched to the "official" records. Ethnographers interpret the 
match results and explain cultural and behavioral influences on the census outcome. 

The technologies used to process the information collected in the 1990 Census limited 
ethnographic evaluations to predetermined areas. The census forms collected in those areas had 
to be flagged in advance then keyed to create records for matching. Residential mobility in the 
form of moves into and out of the preset areas were one reason why there could be no match 
between Census and Alternative Enumeration records. Mobility in and out of areas was 
especially high at sites near universities. (See de la Puente 1993: 19-22 for a summary and the 
individual 1990 evaluation reports.) The 1990 ethnographic evaluations documented inter-
relationships between mobility and the other “behavioral barriers” investigated: irregular 
housing, complex households, low skills in the English language and literacy, and suspicion 
towards outsiders. The earlier ethnographic evaluations made multiple methodological 
suggestions to improve census enumeration and enumeration support which were implemented in 
Census 2000. 

In order to hone in on mobility effects on census coverage, the Ethnographic Social Network 
Tracing evaluation researched groups of people who interacted with individuals who move 
frequently or as a matter of life style habit, rather than in preset blocks. At six sites 
ethnographers identified people they observed interacting in a social network; everyone observed 
interacting was traced and searched in the records of Census 2000. The six separate research 
studies followed common guidelines and definitions (Brownrigg 2000). The related Census 
2000 Ethnographic Evaluation, “Comparative Ethnographic Research on Mobile Populations” 
researched and experimented with a variety of methods to document and explore mobility in the 
context of Census 2000. Susan Lobo (2001) and Mark Fleisher (2001) examined the itineraries 
of a purposeful sample of people they personally knew were highly mobile. Andereck (2001) 
inventoried the genealogically connected households in two residential communities of 
traditionally mobile people. Mings (2001) visited “snowbirds” in isolated areas and described 

page: http:/www.census.gov/srd/www/byyear.html 

3The 1990 Census ethnographic evaluation reports are posted by Statistical 
Research Division under the file name prefix "EV" on the Census Bureau's Internet site. 
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their lifestyle. Although mobility was not the main focus of the Ethnographic Experiment on 
complex households, mobility figured prominently as an explanation of why households can be 
characterized as “complex” (Schwede 2003: 27-31, 51, 56, 66-68, 74, 89-90). 

1.3 Residential mobility 

Residential mobility may explain some differences between a census list of who lives in an area 
and a list from any other source. People may move into or out of any area. Analyses of when in 
the year people move from housing unit to housing unit suggest more people move in the late 
spring, summer months, and early autumn than during winter months (Schachter 2001, Hansen 
1998, - Schacter and Kuenzi 2002). The pace of residential mobility in the United States, the 
number of moves in the late spring and summer, a "Census Day" on April 1st, but enumeration 
and coverage measurement operations scheduled later combine to guarantee at least some people 
move into or out of areas during the census. The correct "Census Day” residence of “out-
movers” and “in-movers” is often difficult to resolve, complicating research to measure census 
coverage (Liu, Byrne and Imel 2001). During follow-up enumeration, Census 2000 collected 
information from some whole households temporarily away from their “usual home elsewhere” 
(UHE), proxies from neighbors and landlords about people who moved out after April 1st (“out-
movers”) and also enumerated some people who moved in later (“in-movers”). The “non-
identification” operation attempted to geocode the addresses respondents wrote were their UHE 
on several types of census questionnaires [Census 2000, (3), (8), (9)]. The Census 2000 
Accuracy and Coverage Evaluation (A.C.E.) avoided this geocoding operation describing it as 
“cumbersome” (Liu, Byrne, and Imel 2001). Instead, the A.C.E. estimated the count of out-
movers from survey data collected from in-movers, an assumption described as “fundamentally 
flawed” (Mulry, 2002, 2003). 

People move freely throughout the United States. The Census Bureau has been surveying 
residential moves from one housing unit to another in household samples every other March 4 (P-
20 Series; Schachter 2001; Faber 2000; Hansen 1997, 1995; 1993; Long 1988). Results include 
estimates that more than 42.1 million people (aged 16 or older) moved from one housing unit to 
another each year in the decade of the 1990s. Results closest to the census year estimated about 
16 percent of the people in the United States living in housing units moved annually. Estimates 
from this supplement to a household survey exclude people who move among residential 
institutions, Group Quarters, and Transient Quarters: types of domiciles that the Census Bureau 
does not define as housing units. Survey analysis does not interpret moves that are relocations of 
seasonal or circuit internal migration. 

4 United States Bureau of the Census, Current Population Reports, P-20 series 
"Geographic Mobility" - See http://www.census.gov/prod/3/98pubs/p20-510.pdf for the 
March 1996-1997 update and PPL104 for related tables, P20-497 for 1995-1996, and P-
20-485 for 1993-1994. Annual geographical mobility in the U.S. has been examined 
since 1945-1946. 
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Large numbers of people enter the United States. Both legal and undocumented immigration 
reached a new historic high in the decade leading up to Census 2000.5 Analysis of data from the 
Census 2000 long form estimates that 46 percent of the population age 5 or older “lived in a 
different home in 2000 than they did in 1995" and over seven million of these 120 million people 
moved from abroad (Berkner and Faber 2003). 

Despite mobility and migration, the Census Bureau surveys noted above document that “most” 
people residing in the United States do not change their residences in any given year or very 
often. 

5 Annual Statistical Abstract of the United States Tables 7, 8, 9, and 10 
-- annual immigration, out-migration and net migration for regions -- and Tables 32 and 
33 : the mobility status of the population by selected characteristics; foreign born 
population, see http://www.census.gov/population/www/documentation/twps0001.html 
http://www.census.gov/population/www/socdemo/foreign.html, 
http://www.census.gov/population/documentation/wps0029/wps0029.html . 
and Census Brief 28. 
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2. METHODS 

2. 1 Research terms and criteria 

We adopted certain terms and criteria as working definitions and constructs to guide the 
researchers’ data collection and reports for this multi-site study. 

2.1.1 "Highly mobile" people 

The research study’s operating definition of highly mobile people follows: 

!	 "Highly mobile" people move among domiciles and locations more often 
than most people change their residences in the United States, as measured 
by the Census Bureau's biennial household surveys. 

This definition sets the bar for “highly mobile” quite low. Since survey results indicate that 
“most” people in the United States do not move in a given year, a person who moves at least 
once during a six-month period is more residentially mobile than most people in the United 
States. Characterization of individual participants as habitually mobile or as highly mobile was 
based on peoples’ actual moves during the study period and information from their personal 
histories. 

2.1.2 Interacting social networks 

Each of the six independent ethnographic research studies was centered in one interacting social 
network. A social network is a reasonably bounded set of affiliated entities. An interacting 
social network represents the connections among entities who (or which) interact, transact, or 
communicate with each other. An interacting social network is a type of “whole” or 
“sociocentric” social network. A whole social network has multiple actors and requires 
collection and analysis methods different than those applied to the personal or ego-centric 
network of a single individual. The bibliography prepared to support this research (Brownrigg 
2002) indexes citations to the key literature on social network methods, theories, and earlier 
research (See :71ff for social network research based on data from interactions). 

In this research, the actors whom the researchers observed and recorded interacting in one or 
more episodes in selected social settings were the “entities” (or nodes) of the social network. We 
called these actors “participants.” The participants in each social network were connected to 
each other by face-to-face encounters they seemed to enjoy. Interactions were layered with 
communications, activities, meanings, and purpose. Within the objectively observed social 
networks, various links and affiliations among participants were researched. In private 
conversations and in-depth ethnographic interviews with participants, the researchers explored 
the participants’ subjective views of their relationships and social identities, aspects of their 
personal economic activities, migration histories, and other conversation topics. (Additional ties 
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that linked participants included affiliation with shared concepts of their social identity and 
status, kinship, and co-participation in a variety of other domestic, economic, cultural, and ritual 
settings.) 

Interaction frames were social settings (also known as fields or domains) in which the 
interactions that defined the social networks were situated. Frames had to be strategically 
selected places and times where and when at least some highly mobile people interacted and 
researchers could access. Frames were ongoing culturally normal social gatherings. Each 
researcher identified a key interaction of a specific cultural, occupational, or status group which 
they believed attracted at least some highly mobile people, based on their respective experience 
and prior research with the same or similar groups. Researchers then found a setting or settings 
where that interaction took place and they could negotiate entry. The social networks were 
observed within the domain where and when the nominating interaction took place. 

Interaction episodes observed within the selected frames lasted a few hours or several 
days. Researchers logged the individual people present at each interaction episode by date and 
duration. Who interacted with whom defined the social network. 

The methodological foci on human-to-human interactions and the concept of interaction frames 
derive from Goffman 1974 [1986], 1967, 1956, 1961, and 1983. Framing in domains where 
certain classes of interactions took place solved what is known as the boundary specification 
problem in social network research (Laumann, Marsden, and Prensky (1983, 1989). 

Observation schedules were set by each researcher. Two ethnographers, Chavira-Prado 
and Gilley, observed all gatherings formally sponsored by the respective voluntary organizations 
these researchers chose to frame the six-month study. Interactions of the other four social 
networks were on-going. The days when researchers visited in effect sampled these interactions. 

2.1.3 Tracing 

People who participated in at least one observed interaction were traced. Tracing required that 
researchers obtain the addresses and locations of participants’ domiciles, identify their co
residents in each domicile, record the duration of each participant’s stay in each domicile and 
with each set of co-residents by date. One domicile (“D1") was identified as the correct census 
residence of each participant according to census rules. 

Researchers were not expected to "follow" physically those participants who moved or who took 
trips away nor to undertake long distance travel to check incoming participants’ prior domiciles 
and co-residents. Information about the address and location of the prior domiciles of 
participants who entered the social network interaction late and or who left for “off-scene” 
destinations were elicited from participants. In private conversations with participants or their co
residents, the researchers encouraged participants to talk about their travels, travel plans, 
domicile locations, and residential arrangements. The researchers explored histories of migration 
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and moves and dynamics of social identities in private ethnographic interviews with selected 
participants and in informal focus groups with subsets of participants. 

Participants present in the initial interactions were traced forward over a six-month period from 
the domicile researchers determined was their correct census residence or default domicile as of 
April 1, 2000. Participants who entered the social networks late were asked to recollect where 
they were on “Census Day” and traced forward. 

2.1.4 Co-residence 

The ethnographers logged a six-month history of each participant’s co-residents.6 Beyond this 
limited probe to learn with whom each participant lived or stayed during the study period, no 
further ego-centered connections were systematically recorded. 

The research adopted the perspective that co-residential groups could form and exist for any 
reason or ideology or duration. We adopted the neutral term "co-resident" to refer to other 
people who shared the same domicile with a social network participant for any length of time. 
Some participants who interacted in the social network lived or stayed together so were co
residents to each other. Non-participating co-residents were people who shared one or more 
domiciles with one or more participants but were never observed interacting in the social 
network themselves. In several social networks, individuals first identified as non-participating 
co-residents joined the interactive social network and became participants themselves. We made 
no prior assumptions about why, how, or for how long two or more co-residents might share a 
common domicile any more than we assumed that all the domiciles participants occupied would 
be in what Census 2000 considered housing units. 

Sets of people engaged in co-residence could be two or more participants or one or more 
participants and non-interacting co-residents. Some sets stayed together in the same domicile. 

Others traveled or moved together among domiciles. Some sets of co-residents remained together 
throughout the study period. Other sets co-resided briefly, for a few days or weeks. 

6 A participant’s co-resident formed part of his or her personal network. Ego-
centered networks are commonly collected in structured personal interviews with 
individuals. When ego-centered personal networks are collected from individuals within 
a bounded universe, like one organization, or who share some common trait or behavior 
and common location, personal networks may overlap and form a social network. 
Theories about egocentric personal networks consider how these serve as social assets: as 
sources of emotional support, information, material goods and services that flow to a 
person or "ego." For citations to relevant literature on personal networks see Brownrigg 
2002: 74-74. 
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Each participant, of course, had acquaintances beyond the interacting social networks and their 
immediate co-residents. Some researchers found it necessary to map participants’ kin 
relationships and longer past histories of moves and co-residents in order to explain certain 
census outcomes and stops in their migratory circuits. Everyone in the six social networks or 
cohesive sub-groups within them affiliated with more populous, encompassing communities, 
from which new arrivals came and to which participants left. Mapping wider kin-based 
connections, for example, helped explain the appearance of new co-residents and participants’ 
destinations in the two social networks composed of transnational immigrants and their children. 

2. 2 Data reports 

The researchers reported interactions, participants, co-residents, and domicile address/locations. 
They first delivered "baseline" information from the first two-months. This initial period began 
in late March, covered “Census Day” and ran through May 2000. Researchers updated their 
reports to cover the middle two months and then the final two. Researchers continued to update 
and complete information until they submitted their final data reports in early October 2000. 

2.2.1 Interaction reports 

The interaction reports provided the data used to model and measure the participants'social 
network as a whole and to measure and characterize the position of each individual actor in his or 
her social network and in its cohesive subgroups. 

Interaction reports record which participants were present at each interaction episode the 
researcher attended by assigned code numbers (e.g., "P02"). The data format of the interaction 
reports was immediately suitable for affiliation or correspondence social network analysis (Faust 
1997; Skovoretz and Faust 1999; Wasserman and Faust 1994 [1997]:298-299; 334-342). The 
interaction data were used to construct algebraic matrices noting which pairs (“dyads”) of 
participants were recorded as interacting at least once.7 A binary matrix was prepared for each 
social network in the format required for well established standard mathematical analyses of 
social networks (Borgatti, Everett, and Freeman 1999 [2001]; Scott 2000; Wasserman and Faust 
1994[1997], among others; see Brownrigg 2002: 92, 99-101). 

The binary matrix interaction social network data sets were used to model and graph the 
connections among participants, to analyze cohesive subgroups (cliques, k-plexes and blocks), 
and to measure each participant’s position. Graphs were generated to depict the six networks. 
These diagrams connect with a line each pair of participants observed to interact at least once. 
(See Appendix, graphs of Participant Social Networks.) Each participant in an interacting social 
network is connected to at least one other participant. Various measurements were applied to 

7 Binary matrices score the intersection of the column and row for each pair of 
actors who interacted at least once with the number one and score actor dyads who did 
not interact with a zero. 
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determine the number and types of connections among each pair (or dyad) and position of each 
participant. 

2.2.2 Reports of persons: participant reports and co-resident reports 

Reports of individual people – participants and their non-participating co-residents -- included 
their names, those personal characteristics which Census 2000 collected on a 100 percent basis 
from the United States population on the "short form," and selected characteristics collected on 
the long form. Among the personal characteristics the ethnographers selected were: marital 
status, language spoken at home, educational achievement, occupation, place of birth, and 
location five years before. Researchers considered the attributes they selected were important for 
understanding mobility and what brought the participants together in a social network. “Short 
form” items were used to match the reports of individual people to census records. [See Census 
2000, 1999 (1) through (14).] 

The ethnographers collected personal and address information on a Census confidential basis. 
Their data with identifying information like names, personal characteristics, and addresses are 
protected under U.S.C. Title 13. Researchers swore the same oath as Census Bureau staff. They 
were required to explain census confidentiality measures and that the Census Bureau contracted 
the research. These explanations encouraged the cooperation of some participants, but added to 
the burden of wariness researchers had to overcome. 

Personal information and references to their domicile(s) and co-residents were reported for each 
participant. The participant report included cross-references to domicile reports, gave the dates 
when the participant entered and left each domicile, and cross-referenced reports of other 
participants or unique co-residents present in the particular domicile at the same time. The year 
or exact date when the participant had first entered each domicile and their tenure arrangement in 
each were collected systematically as part of the social network tracing. 

The reports for each co-resident have the same items useful for matching as the participants' 
reports. Consistency checks were built into the format of the two kinds of person reports and the 
domicile report to permit accurate sequencing of participants'sets of co-residents at particular 
domiciles and times. 

Data from participants’ episodes of co-residence were used to prepare a matrix of co-residence. 
All participants in one social network and their non-participating co-residents were included in 
the matrix of co-residence for that social network. The matrix of co-residence was binary. Each 
dyad of actors recorded as staying together at least once scored a one. Each dyad of actors who 
did not live together scored a zero. Graphs generated from the binary matrices of co-residence 
label participants (“P”) and non-participating co-residents (“CR”). A graph generated from a 
matrix of co-residence connects with a line those actors who co-resided at least once. See 
Appendix, graphs of the matrices of co-residents associated with each social network. 
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2.2.3. Domicile reports: addresses and locations 

We used the term "domicile" for places where people spent the night and slept. Most but not all 
domiciles inventoried were types of built structures that Census 2000 classified as housing units 
and domiciliary facilities ("Group Quarters") or “Transient Quarters.” 

For each domicile, the researchers submitted conventional postal style addresses of the physical 
dwelling, including house number, street name, town, state, and ZIPCODE, if any, along with 
ample information on the domicile’s location. Location information included county name, line 
features near to and enclosing the location of the domicile, and the closest crossroads. 
Researchers submitted maps printed from the Census Bureau's public web site (www.census.gov) 
and/or commercial maps marked with spots to indicate exactly where an inventoried domicile 
was located. Information was collected systematically about the physical type of the domicile 
and occupants’ tenure arrangements. 

2.3 Geocoding and look up of addresses and locations 

2.3.1 Preliminary identification of census block geocodes and addresses 

Headquarters staff assigned preliminary geocodes to the domicile locations and addresses 
submitted using a geocoding utility developed by the Technologies Management Office (TMO), 
Topologically Integrated Geographic Encoding and Referencing (TIGER) system and American 
Fact Finder maps available to the public on line, and a public 8 Internet-based program that 
automatically assigns state, county and tract codes to addresses entered. Staff searched for 
domiciles that Census 2000 might have classified as Group Quarters or Transient Quarters on 
two editions of a component of the Census Bureau's overall frame for the Decennial Census that 
listed Group Quarters and Transient Quarters. This preliminary geocoding served to vet the 
address and location information the researchers submitted and permitted making timely requests 
for clarification or additional information while researchers were in the field. 

The addresses, supplemental location information, supporting maps, and preliminary geocodes 
were forwarded to geographical clerks at Census Bureau’s National Processing Center to look up 
on electronic TIGER maps and on the Master Address File (MAF). 

8 The Federal Financial Institutions Examination Council's (FFIEC) 
geocoding system is located at http://132.200.33.131:80/geocode/default.htm 
When this utility was used in 2000, the system automatically identified the 1990 Census 
geocode of tracts or Block Number Areas (BNA) for the addresses entered. 
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2.3.2 Final geocoding and look up on the Master Address File 

A team of National Processing Center (NPC) Geographical Clerks assigned the geocode of the 
Census 2000 collection block(s) and any Master Address File Identification numbers (MAFID#s) 
corresponding to the address/locations submitted. Members of this team had gained experience 
conducting the Census 2000 “non-identification” operation 9 and were ingenious and diligent. 
They ascribed one or more Census 2000 collection blocks to the locations and addresses 
submitted with sufficient information for geocoding. They searched the Master Address File 
(MAF) to determine if addresses were listed. If an address reported for a domicile agreed with 
one or more listings on the MAF, clerks ascribed all the identification number(s) known as 
“MAFID#s” corresponding to the address. They consulted an edition of the Master Address File 
on line at the National Processing Center between late November 2000 and January 2001.10 

The researchers and project staff provided these experienced Geographical Clerks with far more 
information than respondents and census workers provided for operational non-identification 
MAF look-ups. NPC assigned some addresses to blocks and counties different than the 
researchers provided or headquarters staff provided from the TMO or FFIEC geocoding utilities. 
The census blocks, MAFID#, and other geocodes confirmed or assigned by NPC staff were 
used to specify area extracts. 

2.3.3 Preparation of a program and specifications to extract census records 

Unduplicated lists of the census blocks and MAFID#s the geographical clerks associated with the 
location and addresses of reported domiciles were organized in state files. The list of blocks and 
identification numbers for individual listings in the blocks were used to specify from which 
person records to extract. 

2.4 Extracting and search/matching census person records 

2.4.1 Extracting census person records 

Staff developed a SAS program to extract unedited person records labeled with the specified 
census collection blocks and unit identification numbers. 

9 The “non-identification” operation geocoded and looked up addresses 
respondents reported as their "usual home elsewhere" on several types of Group Quarters 
individual questionnaires and on “Be Counted” forms, and “late add” addresses 
submitted from follow up enumerators. 

10 The Decennial Master Address File ("DMAF"), the official list of the units of 
enumeration included in Census 2000, was not available for directed searching or 
browsing for this evaluation or any other Census 2000 address look up operations. 
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!	 Census person records were extracted from the Hundred percent Census 
Unedited File (HCUF). 

Census person records were extracted from electronic files created during the first pass to process 
data from forms. These files are known as the Hundred percent Census Unedited File or HCUF. 
HCUF records captured the names and the 100 percent information 11 from all types of forms and 
represented the universe of the whole population of the United States as enumerated and 
originally data captured. 

The extracts of HCUF person records were organized within state by geographical order: county, 
census block, and sequential unit identification number. Census person records labeled with the 
same unit identification numbers (MAFID#) were kept together throughout the search/match 
process. The “area-based” extract for each social network included the census records of persons 
and vacant units collected in the units and census blocks which NPC had identified for the 
participants’ various domiciles. The number of HCUF person records searched depended on 
how many person records were ascribed to the specified census blocks. 

2.4.2 Search/matching extracts 

The first census person records evaluated as matches were those labeled as having been collected

at the one domicile address identified as a participant’s correct census residence. The “household

context” was established by the presence of a census record for at least one individual reported as

having lived at the address as of Census Day 2000.

Participants and reported co-residents matched in this step were identified as correctly

enumerated in Census 2000.


!	 “Household context”--the presence of one or more records of 
people reported as co-residents collected in the same unit–was 
used to identify and to determine matches. 

Next, census records collected in those units corresponding to domiciles reported as participants’ 
subsequent domiciles were searched for matches. Whether or not the report of an individual had 
been matched with a census record, the entire area-based extract for the particular social network 
was checked for additional matching census records. 

Census records were selected with the same last name or the same first name as the individual 
searched then examined for other matching items. In extracts with thousands of records, the 
frequency of last names and first names in each extract was first calculated. If the last name of 
the individual searched had a lower frequency in the extract, then census records with that last 
name were examined for other matching items first. If the first name of the individual searched 

11 An information copy of the Census 2000 short form is available as 
http://148.129.129.31:80/dmd/www/pdf/d6/a.pdf and is linked to several Census 2000 
web pages. 
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were less common in the extract, then records with the same first name were examined first. 
Records were selected with the same date of birth, same year of birth, and write-ins for any 
distinctive national, ethnic, or tribal origin reported for the individual searched. 

Participants in the social networks and their co-residents were matched primarily on last name 
and first name and household context. Items considered as confirming or validating the match 
included middle name or initial, relationship within household, sex, age in years, Hispanic 
origin, exact date of birth and its components (date, month, year), if races checked matched those 
reported, and write-in ethnic, national, and tribal affiliations. 

A matching HCUF person record provides evidence that a reported individual was enumerated in 
Census 2000. If the unit identified as the individual’s Census Day residence was not included in 
the extract for its block and area, this outcome was coded as a whole household omission in a 
missed unit (Childers 1993). It is possible, however, that enumeration records for the units or the 
individuals (or both) were placed somewhere else, in a census geographical area that was not 
specified for extraction. If there was a record for the unit but no HCUF person records, the 
census outcome was coded as a household omission in a unit erroneously enumerated as vacant. 
In both situations, the absence of person records suggests whole households were omitted. 

Several individuals searched were not found enumerated in the unit which had been their Census 
Day residence but matching records were found for their reported co-residents. If such an 
individual were not matched to another record in the search extract, the absence suggests the 
individual was missed within a listed unit. The absence of a record for a searched individual at a 
listing corresponding to his or her census address where reported co-residents were enumerated 
provides stronger evidence the individual was missed within the household. The correct housing 
unit is present and other people living there on Census Day. If the individual missing in his or 
her correct census address and household context were not found in any other unit in extract 
search area for the social network then this outcome was coded as a miss “within household” or 
miss within Group Quarters. 

Match results were shared with the ethnographers who had provided the data. They were asked to 
confirm whether the census records identified as matches did or did not match the individuals 
they had reported. The researchers interpreted the apparent census outcome using information 
they had collected during the study. They examined factors that may have affected census 
coverage, for example, the frequency that unmatched individuals had changed domiciles, the 
types and characteristics of the domiciles occupied, relationships with co-residents. In some 
units in which census records matched the individuals searched, there were census records for 
additional, unreported people. Several ethnographers were able to discuss the circumstances of 
these unexpected "census co-residents" with participants and to determine whether they were 
correctly or erroneously enumerated. 
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2.5 Compiling data sets 

Each social network, matrix of co-residence, and many cohesive sub-groups were analyzed using 
the reported personal characteristics of actors “stripped” to protect confidentiality. Traits 
including gender, age, Hispanic origin, and occupation among others were used to analyze the 
composition of each social network, matrix of co-residence, and sub-groups (cliques and blocks) 
separately. 

A data set compiled case records of the individual participants and co-residents from the six 
studies. Variables included the individual’s match status and census outcome, for those matched 
which items matched, number of moves, number of unduplicated domiciles, tenure in the census 
resident and personal characteristics reported, among other characteristics. For participants, 
individual attributes included measures of their respective social networks and co-residential 
matrices as a whole and their individual positions in interaction and co-residence. Non-
participating co-residents’ attributes included measures based on the co-residential matrix. 
Variables were tested for significance in relation to mobility and census outcome in a series of 
iterative correlations, data explorations, factor analyses and loglinear techniques implemented in 
SPSS. New variables coded or collapsed categories. 
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3. LIMITS 

3.1 Scale and scope 

Each social network is one universe. Census outcomes were investigated for the limited number 
of participants observed interacting in social networks and their co-residents. The advantage 
gained was close acquaintance with individuals'correct Census Day residence, mobility 
characteristics, migration history, and relationships. 

Results should not be extrapolated to any larger population. Neither the separate results from 
one social network nor the combined results represent the U.S. population as a whole or any 
demographic, occupational, or status sub-population. 

Only domiciles located in the geographical areas covered by Census 2000 in the United States 
were in scope. Where people went during transnational visits to countries of origin, or while 
they were at sea, for example, could not be found in Census lists. 

The census outcomes reported are based on matching to the preliminary first pass electronic 
records of people enumerated in Census 2000. The presence of a person record in the HCUF 
does not assure that record was included in the final edited and published tabulations. 
Conversely, the absence of a matching census record from the HCUF extract indicates the 
person was apparently not enumerated at his or her Census residence or nearby. Whether or not a 
census record matching a person were found in the extracts searched does not exclude the 
possibility that the person may have been enumerated somewhere else. A person may have been 
enumerated at still another location than any of the domiciles to which he or she was traced. The 
interaction frames were purposefully set in social arenas where highly mobile people mingle. 

3.2 Issues encountered implementing the methodology 

This is the first research to collect simultaneously whole social networks defined by interaction in 
diverse situations under common guidelines. As such, this project was unprecedented in the field 
of social network research. 

Census 2000 is the first census to capture the personal names and other information written on 
Census forms as electronic data. This made it possible to conduct search/matching without first 
establishing preset areas. 

Several issues noted below double as research findings. 
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!!!! Ongoing tracing was difficult and retrospective tracing even more so. 
The task of tracing all participants to all their domiciles and co-residents on an ongoing basis 
over six months was difficult, even for the experienced ethnographers. Despite frame criteria 
designed to keep the number of participants in each social network manageable, highly mobile 
participants entered and left. Some returned during the study period; others entered and left too 
rapidly to identify or trace. 

! Information on moves reflected seasonal activities and migrations. 
The research was originally designed for a January to June 2000 schedule: to begin tracing about 
three months before Census Day 2000 and end three months after Census Day. Delays in the 
release of funding for evaluations pushed start dates forward to March, a week or two before 
Census Day. The study design required tracing participants who entered the interaction late in 
the six-month period retroactively, back to their Census Day residence, and forward in the 
ongoing tracing until the end of the study period. The late start meant participants who entered 
the interactive social networks in July and August were asked to recall where and with whom 
they had been staying in early April 2000. In private, confidential discussions with the 
researchers, several late comers sincerely could not remember precisely where they had been. 
Shifting the study period forward meant moves had a different seasonal stamp. The moves 
reported were more characteristic (or made more often) in the spring and summer than at other 
times of the year. 

!	 Some participants expected to be highly mobile were not, while others 
changed domiciles, co-residents, and locations so often they could not 
be fully traced. 

Participants in one social network unexpectedly remained in the same domicile throughout the 
six-month period of observation. Certain participants in the five other social networks were so 
highly mobile that researchers had to negotiate and adopt limits on tracing. Certain destination 
domiciles, like vessels at sea and motels during work trips and co- co-residents in these 
domiciles could not be identified. What proved more important was whether and where the 
individuals traced returned. 

! People don't always have or state addresses like the Census collects. 
Researchers could visit nearby local domiciles to mark up maps, report location details useful 
for geocoding, and verify or correct addresses for lookup. For domiciles states away, the 
researchers could only pass on reports of address/locations that social network participants 
volunteered. 

How participants described where they or others were staying, where they had been, and where 
they were headed were not always compatible with the sort of address and location information 
that the Census Bureau collects and files. Some participants referred to former or destination 
domiciles by naming a state, town, city, camp grounds, tribal area, hotel, event, employer, or 
relative – rather than postal addresses. Locally, domiciles identified only as "(Named) Hotel in 
X-ton” or "Third Street, Y-ville” or "Fourth mobile home on the right after you turn off Highway 
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# north onto X Street east" were good enough for finding people’s homes, even helpful advice. 
(There was only one hotel with that name in X-ton. There were only four mobile homes on Third 
Street Y-ville each posted with their occupants’ names. People knew it was easier to count 
houses on X street from the cross-roads than try to make out house numbers.) 

In the context of the social network interactions and in private conversations, participants tended 
to discuss their present, past, and future domiciles in social terms. They explained what kinship, 
friendship, or other social, cultural, occupational, or work affiliation connected them personally 
to a domestic space. To paraphrase, a statement like “my aunt's house in Texas” explained where 
a new co-resident came from. Probing clarified the aunt was the participant’s mother's sister, but 
did not produce an address in Texas. One participant explained he had been “staying at my 
sister’s condo in Denver” in April; another that his co-resident “went to Haiti to visit his 
children, my nephews and nieces” in May. A participant went “ahead to build a sweat lodge at (a 
named field) on (a named) tribe's trust land.” Residences located in social space could be 
discussed, announced, and fully understood by actors in the respective social networks. 

Well educated participants who appeared briefly in one social network cooperatively provided 
exceptionally exact addresses for their "usual homes" in housing states away. Other participants 
simply did not locate their domiciles in terms of house numbers and street names. Several 
occupied domiciles which did not have such addresses and could only be described by location. 

Geocoding the location information and addresses submitted for participants’ domiciles 
permitted specification of reasonable search areas for extracting census records. This project did 
not have the resources to search through millions or even tens of thousands of records for 
matches. If a reasonable search area could not be established for the one domicile where a 
participant resided on Census Day, then that participant’s enumeration status could not be 
determined. Insufficient information about their Census residences mainly affected individuals 
who entered the interaction frames late. More than half these late-comers were from another 
state. (Cf. West 1991.) 

! Census Bureau address lists are not always definitive or complete. 
Some domicile locations and addresses were geocoded into blocks that are classified in Census 
geographical files as Zero Population Blocks. Zero Population Blocks are polygons identified by 
line features without any Census Bureau address listings of any type. The geographical 
identifications of these blocks were correct. Their classification as uninhabited was not. The 
human habitations in these blocks were not listed in Census 2000 by mistake or by design. 

! The contemporary Fall 2000 Master Address File and the Decennial Master 
Address File do not overlap perfectly. 

Geographical clerks used the Master Address File to look up addresses because the Decennial 
Master Address File (the "DMAF") was not available for browsing during Decennial operations. 
We could not attempt to identify directly which listings on the Master Address File editions of 
November and December 2000 were also present on the Census 2000 Decennial Master Address 
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File (DMAF). However, if the same identification numbers found on the MAF were ascribed to 
HCUF records for persons or vacant units, then the address listing had to be included in the 
DMAF. Various listing differences between the Fall 2000 MAF and the Census 2000 DMAF 
were identified. 

!	 In order to match, both the report and the census record 
had to have at least some data elements for names and 
"census short form" characteristics. 

On HCUF census records, some items were blank or were not captured accurately. Full date of 
birth ("birthday" month, day date, and year) were about as complete on the independent 
ethnographic reports and census person records. Many census records matching reports matched 
on this item. On some otherwise matched census records, certain numbers (3s & 8s, 9s & 4s) in 
birth dates and ages disagreed with ethnographic reports. Within such census records, the two 
fields for age disagreed. On census records, one field records the age in years data captured from 
what the respondent wrote on the form. Another field records the person's age calculated 
automatically from the optical recognition of characters in the date of birth handwritten on the 
form. Given some errors in the scanning or optical character recognition of numbers, age and 
birth date could not be used as primary matching items (Cf. Mulry 2002, 2003.) Sex, which is 
data captured as a one or a two, was not present on all HCUF records. Some reports of 
participants and co-residents, on the other hand, did not have complete names and characteristics 
although relationships of co-residents were well portrayed. 

HCUF records collected from individuals who spoke only Spanish, or preferred to speak Spanish, 
had good data quality, evidenced by the fidelity of matched items. Records were less complete 
for individuals who spoke Haitian Creole. Haitian first and last names were spelled incorrectly 
and first and last names were sometimes reversed. This was observed in the census records 
matched and for other Haitians in the search area. While errors in transcription and in optical 
character recognition of scanned names are both known to introduce orthographic variations, the 
creative spellings of Haitian names suggest follow-up enumerators did not know how to 
transcribe the oral answers they heard. [See United States Bureau of the Census, Census 2000, 
1999, (10), (11), (12) and (13) for the forms and language guides in Spanish and Haitian Creole.] 

Names may vary by social context, so the names individuals used as personal identifications in 
social network interactions and at home with co-residents and names recorded on matched census 
records sometimes had differences. Variations more often affected last rather than first names. 
In Spanish, use of both the paternal and maternal last names, or only the patronymic, and for 
married women, the optional use of their husbands’ surnames, routinely varies according to 
individual, cultural, and circumstantial social factors. Census records lacking last names or with 
names captured in unknown orthographic variations were used to match individuals enumerated 
together with their reported co-residents at a reported address. Such records could not be used 
for matching beyond these household and address contexts. 
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!!!

!	 Virtually all names and characteristics of co-residents had to be elicited in 
private conversations with individual participants, primarily during visits to 
their homes, in order to protect the subjects' confidentiality, and to abide by 
social network norms. 

Protecting confidentiality in the field was an utmost concern for the researchers, especially after 
they became sensitive to the norms of the social network. The use and revelation of formal 
names varied in the face-to-face interactions of the different social networks. Some participants 
known by fanciful names within their social network declined to provide their formal name or 
their last name even in private conversations. Within the interacting social networks, 
discussions of exactly where absent participants had gone off was not a usual topic of 
conversation. Inquiring about absent participants in an open forum was awkward. Even if 
participants knew where and with whom other participants lived or stayed, or were aware of 
others’ moves among domiciles and co-residents, such information could be considered "too 
personal" to share beyond the subgroup in which it was communicated. People who report 
information about others in their own social network risked offending the participant reported on. 
This, in turn, could undermine their own personal links and position in the social network. 
Researchers could not jeopardize the confidence and rapport they negotiated. In their reports, 
the ethnographers discussed how they managed their entrée and how they overcame obstacles of 
suspicion and secrecy. 

!	 "Personal information" about others is more likely to be revealed by less 
connected parties than people who interact in the same social network, or in 
one of its subgroups. Less connected people, however, are in less of a 
position to learn accurate information. 12 

!	 Although redundantly connected people are in a better position to access 
accurate information about each other, in some highly connected “dense” 
social networks, participants circumscribe the amount and kind of social 
information they make available about themselves within the group and to 
outsiders. 

During intensive or very frequent (hourly, daily on-going) interactions, some participants 
defended their "personal space" by revealing few details about their lives or their identity outside 
their shared social context. For example, while participants in two social networks and 
subgroups in another social network worked and lived together, they suspended references to 
other less immediate co-residents. 

12 For theory and similar results from other social networks studies, see Jorian 
2000, Grannis 1998a, 1998b, among others, and the Communication, Diffusion, and 
Internet topics indexed in Brownrigg 2002. 
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!	 In more cohesive interacting social networks and co-residential groups in 
which all participants interacted, albeit with varying frequency or duration, 
information considered "personal" was respected or defended by others in 
the group. 

Out of courtesy and respect for having been privileged and trusted with personal confidence, 
participants in the most dense social networks and more intensively connected subgroups in 
larger interacting social networks did not consider themselves licensed to reveal the information 
without the expressed consent of the adult individuals involved. They deferred to these 
individuals. 

For the co-residential groups in the two social networks involving foreign-born participants, 
senior adults seemed at greater liberty to reveal freely --or to suppress completely-- information 
about their co-residents. Judging from census records collected in some family households, 
junior members confined themselves to reporting on themselves and their own younger children 
or siblings. 
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4. RESULTS 

This section summarizes the frames of interaction, mobility characteristics, social networks, and 
census outcomes of the six research studies. This section refers to the descriptive ethnographic 
reports Southard 2001, Murray 2001, Chavira-Prado 2001, Marcelin and Marcelin 2001, Kitner 
2001, and Gilley 2001 and notes results from the geocoding or matching steps. 

4.1 Survival and recreational campers in the Northwest 

Dee Southard observed survival and recreational campers interact around communal cooking 
fires at a camp ground on public lands in the Northwest. Several participants were survival 
campers who occupied vehicles and tents and had no home other than their campsite of the moment. 
Other participants were recreational campers on vacation away from their homes or colleges located 
elsewhere in the region and in other states. 

Survival or "non-recreational" camping is one strategy rural homeless adopt to obtain shelter 
(Aaron and Kitchen 1996; Southard 1998). The survival campers in the social network were 
habitually mobile. Anti-squatting regulations forced them to relocate their campsites frequently. 
They kept a vehicle running to move among campsites, pick up food at surplus food distribution 
points and food pantries, and hunt, fish, and forage for food. Survival campers with cooking stoves 
who qualified for food stamps and those with part-time work purchased food. Containers marked 
"USDA Commodity, not for sale," gallons of stored water, and tarp lean-to styles distinguished the 
survival campers’ sites. Places and circuits where the survival campers traveled and camped in 
partner, couple, or family groups were integral to their survival strategies. 

In previous research (1998), Southard noticed when survival campers occupy sites in the same 
camp ground, they often cook communally. This activity builds a comradery and shares food and 
fuel. The survival campers who create communal cooking fire social space occasionally "entice" 
vacationing recreational campers to join them and share resources (Southard 2001:9). 

Thirty-eight participants interacted around one or more of the 212 camp fire cooking episodes 
between late March and September 2000. Southard (2001:7) reported the campers’ 
demographic characteristics as follows: 36 participants were non Hispanic whites and two were 
American Indians; 26 were males and 12, females. The males ranged in age from 14 to 64 years 
old and the females, between 19 and 65 (Southard 2001:7). 

The range of ages among survival campers differs from the recreational campers and the general 
population. Consistent with Southard survey of non-recreational campers in the Northwest, none 
of the homeless survival campers in the social network were over sixty. Their lifestyle is harsh 
and requires a margin of physical health and strength. Recreational campers, by contrast, ranged 
into retirement ages above 60. Although Southard had previously surveyed survival camper 
families that included young children, the younger survival campers in the particular social 
network were teenagers. Survival campers travel independently in couples, small groups of 
partners, and nuclear families (Southard 1998; 2001:2, 8-9). 
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The social network observed around the camp ground communal cooking fires was divided into 
core cliques and a periphery of people so unconnected they scored zero in several network 
measures (Templin and Wasserman 2001s). The more central individuals in the social network 
as a whole and in its larger cliques were the survival campers. Several of the same traveling 
groups and individuals re-occupied the camp ground research site, working the location into 
their seasonally regional migratory circuits. Survival campers initiated and dominated the 
communal cooking fires interactions that defined this social network. Recreational campers, who 
appeared once for a few days, were peripheral. More single young adult recreational campers 
participated in the larger cliques which centered on survival campers than did grandparent/grand 
child and other family groups of recreational campers. 

Southard (2001: 8-9) gave four explanations for the high residential mobility of the homeless 
campers in this social network: 

First, almost all the non-recreational homeless campers are living in

extreme poverty. The majority of the homeless campers reported that

they were either currently unemployed or employed part-time. Most

of them reported that they were barely managing to secure their

basic survival needs of food and water.... They lacked the economic

resources to obtain and maintain long-term occupancy in rental or leased

accommodations.


Second, publicly owned lands managed by the U.S. Forest Service and

other recreational management agencies have stay-limitation regulations

designed to prohibit long-term residential occupancy.... Non-recreational

homeless campers must relocate their campsites frequently. The

stay limitation in the study area is fourteen days.


Third, high residential mobility is a survival strategy pragmatically

employed ... to keep their sleeping locations unpredictable, for reasons

such as to deter would-be assailants from attacking them at night.


Fourth,...within this specific social network, there were actors who stated

that they live in a seasonal flux ...traveling south in the Fall and north in the Spring.


Thirteen of the 32 co-residents whom participants reported never participated in camp fire 
interactions. Most of these non-participating co-residents were never present at the camp ground. 
Rather, most non-participating co-residents in this social network were people recreational 
campers reported were their co-residents “back home” at the vacationers’ usual and Census Day 
residences. 

The 35 domiciles Southard inventoried included eight camp sites occupied by a succession of 
survival and recreational campers and encampments where only the rural homeless survival 
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campers parked mid-summer. Southard collected the addresses and locations of the houses or 
college quarters where recreational campers told her they were living as of Census Day. Twenty-
two of these addresses were found on the Census Bureau's Master Address File. “These addresses 
... (all came from) the recreational campers: people who had "a home address" to give” 
(Southard 2001:9). 

The campground and encampments where the survival campers stayed were easy to geocode on 
Census Bureau maps. TIGER maps displayed the dirt roads that organized the formal camp 
ground and led to or encircled its sites. Everyone involved (the field ethnographer, Census 
project headquarters staff, and expert Census Bureau geographical clerks) easily pinpointed and 
agreed on the exact location of particular camp sites on TIGER maps. 

In the housing units at eight of the home addresses that vacationers gave, eight whole 
households were matched to census records. Fifteen recreational campers and the exact co
residents they reported were enumerated in these whole household matches. 

Eleven recreational campers gave addresses where some but not all the census records matched. 
In these partial household matches, there were census records for a total of eight additional 
people the recreational campers had not mentioned. 

In one partial household match, there was no record for the camper at the address he gave as his 
permanent home where he stayed for a month in May and June 2000. At this out-of-state address, 
Census 2000 collected records matching the parents he reported living there and a census record 
for a sibling he had not mentioned. This camper reported an apartment address in still another 
state as a place where he lived for a while in the spring of 2000 and had left in mid-April 2000 
before he began camping. He was found enumerated at this address with the roommate he 
reported was his co-resident there. Although this young adult camper considered his parents’ 
home his “permanent” home, he was correctly left off there. Where he was enumerated appears 
to be his correct default “Census Day” address. 

The addresses of four housing units recreational campers reported were geocoded to out-of-state 
locations however no census records collected in these blocks matched 13 individuals. Census 
records for hundreds more residents were enumerated in the college dorms where several 
recreational campers said they had been living on Census Day in addition to the immediate 
roommates they mentioned, yet no census records were found for three recreational campers in 
their college dorms. 

It is possible that the 16 participants'addresses or locations were not found in the 
Census address lists because the information was inaccurate or incomplete, 
whether intentionally or not, or because the addresses and locations were 
described differently than on census maps and lists and so could not be recognized 
(Southard 2001:10). 
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Another possibility is that because they were off camping around the time of the Census, they 
were not enumerated in their “usual” homes in or in their dorms. 

In the 2,482 census records collected in the census blocks searched, no participant in the 
campers’ social network or any of their reported co-residents were found duplicated or 
erroneously enumerated. About half the individuals searched were found enumerated. 

The survival campers were apparently not enumerated. The census blocks forming the formal 
camp ground and their encampments along roadways were easily and accurately identified in 
census geography. The Census Bureau classified all these as Zero Population Blocks, that is, 
areas without any listings and unpopulated. No evidence was found that Census 2000 ever listed 
the formal public campground as a Transient Quarters Special Place or ever listed any of the 
informal encampments various survival campers occupied between March and September 2000. 
The survival campers formed informal roadside encampments later in the summer. No HCUF 
census person records were attributed to any of the rural blocks they inhabited. Since the camp 
ground was never identified and the transient locations of their domiciles were never listed, the 
16 survival campers participating in this social network or any of their non-participating co
residents were not found enumerated. 

“These cases of domiciles located in camp grounds and in parked vehicles could be considered 
housing unit/whole household omissions” (Southard 2001:10) because the Census 2000 method 
enumerated occupied units in transient locations as housing. Since the rural survival campers in 
the social network did not use soup kitchens or shelters, they would not have been included in 
Census 2000's efforts to enumerate people without conventional housing at service sites. 

The individuals matched to census records were recreational campers. These matched records 
were collected in housing units and college dorms that recreational campers gave as their 
addresses in seven different states. 

4.2 Seasonal workers 

The interaction that defined the social network Nancy Murray (2001) researched were the after-
work/ off-duty social gatherings of seasonal co-workers. They lodged together in quarters their 
common employer provided. Murray focused on the finer, close-in social arrangements that led 
them to change rooms and roommates. The seasonal campers formed a small, dense, and 
balanced social network. All participants shared the same or similar occupations, job titles, and 
employment status. They were technically term employees, hired for the “season” at one work 
location. They each strung a series of assignments at different locations into almost full-time, 
year-round work. They were close in age (in their 20s) and educational achievement (at least 
high school, some with a few years college). Among themselves, they avoided identifying 
themselves in terms of race, ethnic, regional, national, class, or family backgrounds to 
consolidate their occupational and generational mutual support. The ethnographer characterized 
them as non-Hispanic whites. Since their workers'quarters and the ten blocks around it were not 
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enumerated, how the seasonal workers might have identified themselves in Census 2000 remains 
unknown. 

The seasonal workers moved into a workers'dorm provided by their common employer in late 
March 2000 before Census Day. They remained there until early October 2000. The workers’ 
dorm was the only place any of them stayed for as long a period the year before. At other times in 
the year, the individuals dispersed to other work sites states away. They considered the lodge 
they occupied the best workers’ quarters available at the heavily touristed work site and liked 
working that season at that location. Each of them had vied for the assignment and the lodging. 
Depending on the participant, it was the third or fourth season they had returned to live together 
and form a peer group home in workers’ quarters. 

This workers'dorm was found on the Master Address File listed by the postal box address the 
seasonal workers used to receive mail and on the preliminary Fall 1999 component frame that 
lists Special Places and Group Quarters. However, no HCUF person records were collected in its 
census collection block or ten adjacent and surrounding blocks. There is no evidence any one in 
this social network was enumerated at their workers'quarters. Records of the Group Quarters 
listing was deleted without enumeration. 

The recreational area where the social network participants preferred to work seasonally receives 
up to 10,000 visitors a day. The area contains a variety of accommodations including hotel 
rooms, rental cabins, and camp sites rented to visitors or used to house seasonal and temporary 
staff. Their workers’ quarters (and other domiciles their employer provided on site to seasonal 
and more temporary workers) may have been misinterpreted as entirely transient 
accommodations. Under census rules of residence, however, the workers’ quarters at their 
longest term seasonal assignment qualifies as the seasonal workers’ Census Day residence. It 
was the only place where they spent six months or more the year before. They were living in the 
workers’ quarters before and on Census Day. None of them lived any where else for as long in 
the period between October 1999 and October 2000. None of them rented or owned a housing 
unit in their own name. Their migrations among an average seasonal assignments at three work 
sites in different states and regions detached them from any reference address they might have 
subjectively considered as permanent. 

4.3 Mexican former farm workers settling in the Midwest 

The social network described by Alicia Chavira-Prado (2001) interacted 34 times between March 
and October 2000 at the meetings, rehearsals, and performances of an amateur folkloric dance 
club. The 19 participants in this voluntary social club and their 24 local non-participating co
residents were former migrant farm workers and their children settling13 in the rural Midwest. 
Most participants under age 18 had been born and raised in the United States. 

13 The settlement process of Mexicans in the United States has been described by 
Alarcon 1997, Briody 1987, Chavez 1991, 1998; Massey 1985, 1986, Massey et al. 1987, 
1998, and 2001, among others. 
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In terms of census categories, all participants'and their co-residents’ "ethnicity" was Hispanic of 
Mexican origin. All participants and their local co-residents identified with their common 
national origin, spoke Spanish at home and in the social network, had a personal or family history 
of migrant farm work, and were settling in the U.S. Midwest. The majority of participants were 
young women, under age 18. All participants claimed they were single and had never married, 
except one who was the mother of younger participants. The jobs held by the older participants 
and the adult co-residents of the younger participants were fairly typical of occupations former 
farm workers enter in rural areas: nursery horticultural production, full time work on farms, 
poultry production and processing, packing harvest produce, and providing Spanish language 
services to farm workers still in the migrant stream. 

Chavira-Prado originally expected that migrant farm workers might join the group. However, 
only Mexicans long settled or actively settling around the Midwest rural town participated. 
(They occasionally performed for current migrant farm workers and their children, but audiences 
were considered outside the frame of the dancers’ interactions.) The cultural and social activities 
engaging this social network required participants dedicate scarce leisure time to rehearse and 
perform. They had to spend money on costumes and travel. Current migrant farm workers could 
not make these commitments. The group temporarily suspended its activities between late July 
and mid-August when farm and packing labor was locally in high demand. 

Three single adult male participants and the co-resident father of other participants worked 
itinerantly, caging chickens for transport at rural locations across five states. These four men left 
the area on work trips about 15 times. The men spoke Spanish, and were just beginning to learn 
English. They did not know the names of all the places they stayed or the names of their co
workers and short term co-residents. They went where their employer dispatched them, 
sometimes spending the night in motels along rural highways. They preferred to work and share 
rooms together on the road, but were often dispatched to work and stay with English-speakers 
they did not personally know or understand very well. In the context of the social interaction, the 
participants in poultry services avoided discussing their work. 

One of the bachelors arrived from Mexico early in 2000, joining two already settling. The three 
bachelors moved from one tied-down rental trailer to another just before Census Day. Between 
Fall 1999 and Fall 2000, the co-resident father working in poultry moved three times with his 
family. Participants in this family moved from Mexico to the U.S. Midwest in the Fall of 1999. 
Like others settling, they had previously stayed in a large labor camp set up to house migrant 
farm workers traveling with families located near the town. During the six months study period, 
this family household moved from the trailer they initially rented to housing closer to a local 
public school with a bilingual program. 

Most other participants and their co-residents in this social network were residentially sedentary. 
During the summer, one teenage participant left to stay with her grandparents in another state. 
The family household of another participant received a teenage relative from out-of-state for the 
summer (Chavira-Prado 2001:10-17). Local farm work was plentiful during the summer of 
2000. At various times of the year, people living in several participants’ households traveled to 
work in distant rural locations and/or to visit relatives in other states or Mexico. 
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The participants lived in seven kin-related family households and the one bachelor household 
composed of adult male recent immigrants (Chavira-Prado 2001:10-17). Cliques and blocks 
within the folkloric dancers'social network corresponded to gender and reflected participants’ 
co-residential groups. In this social network, higher mobility overlapped with affiliation in two 
particular households. 

Over the course of the study, these eight households were domiciled in ten local housing. 
Participants’ out-of-state destinations were described rather than reported with addresses and 
locations, so could not be geocoded. Few census records were collected in the rural blocks 
where their housing was located. The yield of census records in the search area was small. All 
census records extracted except the one erroneous enumeration were matched. 

In four of the housing units found listed, household enumerations partially matched. In these 
four, nineteen individuals were matched, two were erroneously omitted within their households, 
and a record for one additional co-resident was found included in the census. 

There was no census record for the bachelor who had recently entered the United States at the 
address where he was sharing the rent on Census Day. His two roommates matched. In the 
enumeration of one large family household, there was no census record for one preschool age son 
who was observed and reported as living there. In another family household, there was a record 
for a teenage son who was actually living in Mexico at the time of the Census and throughout the 
six-months study. The individual omitted and the individual erroneously included were both 
male and Mexican but with a considerable age difference. The teenager who came later was 
correctly not included in the Midwest household he joined for the summer. 

One housing unit and whole household was not matched. No census HCUF records were found 
for five people who had been living together in a family household long term in the same housing 
unit. Although this trailer home is located near the center of town, it ”was not visible from the 
streets that lined either side of it, its driveway has no special markings, and it had no visible 
house number" (Chavira-Prado 2001:17). No census records were found for any one in this 
family in the block to which their housing had been geocoded or in the search area for the social 
network. 

Several reasons why no records of (this family) were found seem likely. First, 
their trailer home is physically set back, unmarked, and difficult to find or see. 
This trailer home shares a lot with another house and it may be the trailer was 
never reported by the property owners as a legal residence. Even though the 
specific housing unit address was omitted, no records from their block area (not 
only the specific address) corresponded. Their inconsistent use of last names 
might have made it more difficult to identity records for them in a broader search 
area, if they were not, as it appears, a housing unit and whole household miss 
(Chavira-Prado 2001:16). 
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The mobile home the three bachelors occupied later was correctly enumerated as vacant. No 
record was found, however, for the housing unit where the chicken-catcher’s family household 
moved later. They were matched and correctly enumerated at their Census Day address. 

The matched census person records were remarkably similar to the reports of participants and 
their co-residents in this Midwest Mexican social network. The ethnographer attributes the 
successful representation of their attributes on the census to the availability of Spanish language 
forms and local Spanish-speaking enumerators in Census 2000. There were minor discrepancies 
in reporting Spanish surnames and ages. Chavira-Prado noted the variable use of Spanish double 
(maternal and paternal) last names and optional use of their husband’s surname by married 
women as cultural regularities. The two enumerated bachelors reported ages and dates of birth to 
the census almost a decade older than the ages they represented themselves to be. This fits with 
the ethnographer’s insight on why the adult men participated in the dance troupe and maintained 
housing in the community at extra expense. 

Participation in the voluntary organization offered them a chance to see and talk with girls. 
Dance rehearsals further offered them opportunities for a physical closeness, 

usually socially sanctioned, similar to what one may experience at a social dance. 
... (These) unaccompanied men...could have reduced their unusually long weekly 
commutes by moving out of state, closer to the point from where they were 
dispatched, however they continued their trips to work and participated in the 
dance group throughout the study. They preferred to maintain residence in their 
trailer home in town and to sacrifice time and money to participate. (Chavira-
Prado 2001:17-19) 

The participation of the immigrant men "may be a conscious attempt to secure marriage partners" 
among closely supervised young women of the Mexican Midwest community they were 
interested in courting (Chavira-Prado 2001:17-19). Social self-representation as closer in age to 
the teenage women may explain why their census records matched on items other than age in 
years and year of birth. 

4.4. Haitian migrant farm workers in the South 

Louis H. Marcelin and Louise Marcelin defined the interaction frame for the social network they 
traced as working together in agricultural fields. The Marcelins screened farm workers who 
work seasonally (November - April) near a city in the South to identify a crew that planned to 
migrate and agreed to cooperate with the research. Subgroups of the original crew joined and 
split as they migrated north. 

Having defined the interaction as working together in the fields, the ethnographers had to visit 
farm workers at their migrant stops. In upstream labor camps and “farm worker” motels, they 
found subgroups sharing domiciles and meals. One new participant joined the social network in 
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a large rental labor camp where the crew stayed at one of their work sites further north. The 
participants who migrated for harvest work further north eventually returned to the same locality 
where they had started out. Most, but not all, returned to the same housing unit they had left. 

The researchers traced participants'whereabouts by combining visits to their local and migrant 
work sites and conversations with participants upon their return. Seventeen farm workers 
participated in the twenty agricultural work interactions the Marcelins observed between mid-
March and the end of July 2000 that defined the social network. In addition to participants who 
were also co-resident, the participants reported a total of 28 co-residents. 

Participants and their co-residents in what the Marcelins termed their “domestic base 
households” and in the quarters they rented at migrant stops identified themselves as Haitian. 
They spoke Haitian Creole at home and among themselves at work. Identity as Haitian and use 
of the Creole language were sociocultural and linguistic traits binding participants into the social 
network and each of their co-residential arrangements (Marcelin and Marcelin 2001:7-8, 21-22). 
Most participants had been born in Haiti and lived in the United States since the early 1980s. 
Participants were generally older than the non-participating co-residents of their domestic base 
households, which included the farm workers’ adult children, grandchildren, and other relatives 
born in Haiti and in the United States. 

Marcelin and Marcelin (2001) introduced the concepts of “domestic base households” and 
(localized) “base communities” to differentiate co-residential arrangements and mobility patterns 
of the social network participants. The households the migrants formed further north were united 
by a sense of quasi-kinship based on common origins in the same regions of Haiti as well as their 
work together in the fields. These work households enveloped traveling couples who resided 
together during the work migration and back in their “base community.” 

The Marcelins identified as “domestic base households” the more enduring or repeated co
residential arrangements of kin-related households located near the “base” city where the 
participants usually worked in the local agricultural season, November through April or May. 
They applied the attribute “domestic” to identify households which included the participants’ 
descendants or more long-term peer co-residents. The Marcelins introduced the attribute “base” 
to identify those “domestic households” in the local “base community” which sent off and 
received back highly mobile people. 

The Marcelins observed that all but one Haitian migrant farm worker participant returned to the 
same locality where they had worked together in the spring, but not all returned to the same 
housing unit or set of co-residents. In the locality where they worked seasonally, they were in 
touch with other Haitians. Upon returning to that local community, the farm workers were taken 
in by co-nationals who were maintaining “base households” in the locality. 

Each Haitian participant occupied a different and unique personal place in a larger transnational 
system of kinship, households, and other affiliations. An individual’s mobility was in part 
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oriented to where their kin relatives and former co-residents had secured housing. With the 
exception of one older couple, each Haitian participant pursued an individual itinerary during the 
period of observation. 

An individual’s attachment to a “ domestic base household” and to the local base community was 
demonstrated by his or her presence and return after absences. During in-depth interviews, the 
Marcelins mapped participants’ personal histories of relocations among domiciles and sets of 
co-residents, including former partners, spouses, children, grandchildren, and other relatives. 
Kinship and a history of co-residence connected several participants with a particular current 
“domestic base household” and also to other households in other places. Participants 
occasionally visited households in other localities where they previously lived and where their 
primary kin relatives or their former domestic or work co-residents were living at various 
locations in the American South, in Haiti, and in other Caribbean island nations. Participants’ 
personal connections to kin and former co-residents explained the appearances of unreported co
residents enumerated in their houses while they were temporarily away. 

Individuals moving among various “base households” connected a large multi-local transnational 
residential system. In localities where a certain density of Haitians established households, a 
local “base community” could emerge and develop as a point of return. 

Match results for the social network of Haitian migrant farm workers and their co-residents were 
complex. 

Although most participants occupied them later and temporarily during migrations that began 
after Census Day, the Haitian farm workers had no chance of being enumerated at any of the 
northern workers’ quarters and farm worker motels where they were traced. The various work 
domiciles they occupied were geocoded to census blocks, however the rental labor camps, one 
motel, and other domiciles where the farm workers stayed during their migrations and several 
housing units were not found listed or enumerated. 

The larger agricultural labor camp they occupied was located in an area the Census Bureau 
geography classified as "Zero Population Blocks" that is, containing no listings for housing or 
Group Quarters. The camp had been established for years at a crossroads of truck and tractor 
tracks to surrounding agricultural fields. Locating housing and group quarters for farm workers 
in the midst of production fields is not uncommon. Census 2000 apparently never discovered or 
listed this labor camp or its permanent built and manufactured structures for housing and 
common infrastructure. At least seasonally, the blocks contained population. The Haitian farm 
work crews rented camp housing day-to-day or week-by-week in sectors ethnically segregated 
from units occupied by Afro-American, Mexican, and Guatemalan farm workers. Other farm 
workers lived for months and during Census 2000 enumeration at this unlisted labor camp where 
the Haitian farm workers stayed later. The one farm worker who joined the social network in the 
north may have been omitted as a result, although his census residence was unknown. 
At one "farm workers'motel" where a crew sub-group stayed, a manager's apartment was 
enumerated but not any of the migrant farm workers that were its main clientele. The other farm 
workers’ motel they occupied was not listed or enumerated at all. 
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In March, April, and most of May 2000, all but one of the Haitian migrant farm worker 
participants was living in a housing unit and commuting daily to work in near-by agricultural 
fields. Their correct census residences were unambiguously in particular urban houses and 
apartments. 

In this city in the South from where participants commuted to work in local agricultural fields 
between November and April, four housing units and the whole households in them were 
matched: a total of 18 individuals were found enumerated. In six other housing units in the same 
general neighborhood, households were partially matched. In these six partially matched 
households, ten individuals searched were found enumerated, three were omitted, and census 
records were included for additional individuals who were not reported as co-residents. 

In the 3,276 records extracted from the neighborhoods where the 45 Haitian farm workers and their 
co-residents maintained domestic base households, no HCUF census records matched a little more 
than a third. Fourteen individuals not found enumerated lived together in four whole households 
entirely missed. 

One of the whole households missed resided at an address which was not found in its block or any 
where else in the large search area. This appears to be a case of a housing unit/whole household 
miss: that is, a whole household of people was omitted because a housing unit was not listed. Many 
small houses in this neighborhood were constructed after a hurricane devastated the area in between 
the 1990 and 2000 Decennial Censuses. 

The addresses of the housing units where three other whole households were missed were identified 
on the Master Address File and census records were collected in these units. However, none of the 
census person records collected in these three units (or elsewhere in the search area for this social 
network) matched the participants or their co-residents in the omitted households. These cases with 
listed housing units enumerated with entirely different people are not easily explained. The 
participants’ housing units may have been omitted and misidentified with the listed units. Other 
people may have in fact occupied the housing. Address mix-ups may have occurred during the 
enumeration. 

Identifying in the partially matched households whether census records for additional co-residents 
the participants had not reported were correct enumerations required further discussions with 
participants. Haitian households have been described as particularly "fluid" and “complex”: 
domestic arrangements adapted to transnational family life and marginal opportunities for 
income characterized by frequent changes in the composition of co-residents (Marcelin and 
Marcelin 2001; Wingerd 1992:5; Stepick and Stepick 1990 :35-44; Stepick and Stepick 1992:4; 
Basch, Schiller and Blanc 1994.) 

To resolve the enumeration status and apply census "rules of residence" to the situations behind 
these unexpected enumerations, the ethnographers worked with the participants to map their 
personal connections to kin and former co-residents at other locations. This mapping clarified 
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that census records collected in the housing units with partial household matches were 
erroneously enumerated. The individuals were known temporary visitors and recent arrivals. 

In one of these partially matched households, two farm worker participants were omitted. The 
housing unit was found listed at the address they gave. Louis and Louise Marcelin visited them 
there and observed them living in the company of the adult children and other relatives they 
stated were their co-residents. The two farm workers omitted were a senior couple who could be 
considered the householders. In the house they maintained, census records were collected for 
some but not all the adult children they reported as their long term co-residents and additional 
people the couple did not consider residents of their household. 

They knew the census respondent and thought it possible she might have stayed at their house 
temporarily while they were away working. She was the mother of one of their grandchildren, 
but she lived somewhere else and the infant’s father, their adult son, had been living in still a 
third place for some time. This young woman reported herself, her infant son, and selectively 
some of the younger long-term residents. The young woman respondent did not mention the 
absent senior couple or several of their older adult children and relatives whom the householders 
considered lived there. In the opinion of the omitted senior couple, since the young woman and 
her child usually live somewhere else, and their son who is the infant’s father lives in a third 
location, this census respondent should not have reported either herself or her child as residents 
of their house. The senior couple took the view that they and those children and other relatives 
they named should have been enumerated in their household. Even if the enumeration took 
place while the farm worker couple were temporarily absent, it was their Census Day and long 
term residence. 

The ethnographers identified another definite case of omission during temporary absence. In a 
housing unit where another participant was omitted, one census record matched his reported co
resident house-mate there and there were unmatched census records for additional people. The 
omitted participant was working in the local fields with the farm workers social network in 
March and April and living in the house. Instead of joining a crew to migrate north, he went to 
Haiti for a visit. His housing unit was apparently enumerated in May 2000 while he was in Haiti. 
Other participants recognized the additional people reported to the Census were subtenants 
whom the matched house mate recruited to share expenses while he was away. They had 
recently arrived from Haiti. It is unlikely they were in the house, the locality, or the United States 
before May 2000. 

The mapping of the participants'history of co-residence with kin and others further permitted the 
ethnographers to identify one set of census reports which had mixed up names, ages, and sexes. 
This set of census records was collected in one of the four housing units where a whole household 
was omitted. The census records enumerated in the house corresponded to visitors recently arrived 
from Haiti who were staying in the omitted farm workers'house. Although the participants had 
never been the participants’ co-residents and were not their tenants, they were not strangers. They 
were visitors from an overseas’ segment of the participants’ larger social network of kinship and 
prior co-residence. The census records collected in the other three MAF-identified housing units in 
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which whole households were missed did not correspond to any one mapped in the participating 
farm workers'larger personal networks of kin and retrospective co-residents. 

4.5 Commercial fishermen in the South 

As Kathi R. Kitner explained, 

Because fishermen need to come to a dock to load up on provisions and other 
essentials, and must return to a dock to unload fish, the fishing dock and its 
associated industries provided a strategic primary point of contact between the 
ethnographer and the fishermen. The specific site where observations of social 
interactions were systematically recorded was on docked fishing boats. A docked 
boat was more quiet and more relaxed, allowing for better observation of network 
interactions. 

The interactions used to define the social network took place during the times just 
after the fish catch was unloaded and the fishermen began to relax a bit and catch 
up with news from onshore. These gatherings took place aboard the most recently 
arrived boats or on those of more popular captains (Kitner 2001: 9-10). 

Forty-five participants ranging in age from six to 72 participated in the twelve interactions Kitner 
observed at the fish house dock (Kitner 2001:15) between March and September 2000. 

The fishermen participating in the interacting social network are primarily males 
between the ages of 21 years to 45 years of age. ... The women observed 
interacting ... included wives, girlfriends, mothers, and daughters of the men in the 
group. One fisherman was joined by his girl friend while he stayed on a boat at 
dock.... Traditionally, white males have dominated the fisheries of the South 
Atlantic. This demographic is most prevalent in the snapper grouper fishery. In 
the shrimp and blue crab fisheries, a greater percentage of African Americans 
participate. As the shrimp fishery has become more technologically intensive, this 
percentage has been reduced due to capital wealth disparities and historical 
discrimination in the south. Forty-three people in the social network of 
participants call themselves "white." The majority had been born in the same or a 
nearby coastal state; one person was born in another English-speaking country. ... 
The two Hispanic participants in the social interaction represented themselves as 
Puerto Ricans (Kitner 2001: 15). 

Most of their mobility stems from the nature of the work the fishermen perform. 
They must fish preferably when the weather is good, so this necessitates them 
being able to leave port quickly and return infrequently as long as the fish are 
biting and the weather holds.... Not being able to fish meant not earning money, 
and so when the weather finally cleared, the boats left for sea. Predicting where 

34




fishermen might be based on weather patterns or lunar cycles may seem 
antiquated in this era of super fast computers and other high-tech solutions, (yet) 
weather and lunar cycles are components determining some of the mobility among 
fishing peoples.... A fishing trip in this fishery lasts between three to seven days. 
The trip is usually cut short only if a mechanical problem develops with the boat, 
the weather is very bad, or the hold is full of fish. The latter is the least likely 
(Kitner 2001: 18). 

Some people at the dock call the fishermen who move frequently from boat to 
boat "boat-hoppers." This term is also used in jest among friends with only slight 
negative undertones. ... Another category of fishermen are the "tumbleweeds" --
people who just appear one day at the docks looking for work, work for a while, 
and then move on down the road. Most fishermen speak of "tumbleweeds" with 
derision.... If a tumbleweed does get to the point of actually going to sea, he must 
prove there that he is a hard worker. If he passes this test he is usually kept on as 
crew. There is enough turn over among tumbleweeds that crew is always needed 
on the boats (Kitner 2001: 19). Both crew and captains moved from boat to boat 
so frequently ...it was impossible to keep track of who was working which boat 
from trip to trip. When men shift from working one boat to another, they change 
not only boats, but ...associates, ...at sea and onshore. Because all boats are on 
different fishing schedules, when one crew is out fishing, others will be inshore. 
Therefore, work (groups) ... fluctuate in membership. 

Some fishermen just disappear from the docks and move onto other communities 
or to other occupations. ... During this study: two persons fell completely out of 
the network (Kitner 2001:19). 

Kitner originally hoped to learn where the commercial fishermen went while they were at sea. 
Where fishermen fish, however, is somewhat of an occupational secret. Since the fishing vessels 
that served as their work quarters while they were at sea did not qualify as units of enumeration 
in Census 2000,14 tracing was oriented to find out what domiciles fishermen occupied while they 
were not at sea. "At sea" was treated as one generic location for the work quarters domicile of 
fishing vessels; “at dock” the same vessels served as shore domiciles. 

14 In Census 2000, only those fishing vessels where crew live on board for six 
months or more were defined as a type of workers’ Group Quarters. Few U.S. 
commercial fishing vessels qualified for shipboard enumeration. Boats at dock in 
marinas listed as Transient Quarters were enumerated as “housing units” if their 
occupants said they had no usual home (other than the boat). Slips at commercial fish 
landing docks were apparently not listed as Transient Quarters. 
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Thirty participants co-resided at least once with another participant. An additional nineteen 
people were reported as nonparticipating co-resident(s) of one or more of the people interacting 
at the fish house. These 19 ranged in age from two to 40. 

While on shore, most of the owner/operators of boats stayed in permanent 
dwellings such as houses and mobile homes. Some of the hired members of 
fishing boats'crews similarly lived in permanent structures. The most common 
domicile maintained by captains and some crew involved ownership of a small lot 
on which they placed a "mobile home" (a tied-down trailer or manufactured 
housing "single wide" / "double wide"). Some fishermen and their co-residents 
stayed with one or more of the households that other fishermen established in 
such housing within a ten-mile radius of the fish house (Kitner 2001: 15). 

Fishermen practiced a wide variety of behaviors in order to solve the basic human 
need to find shelter. The fishermen reported three basic types of household 
composition in their arrangements for housing on land. 

The first type is the nuclear family household in which the returning fisherman either 
rejoined his wife or domestic partner and their children whom he left while he fished, or 
entered as an unrelated guest or tenant for a temporary stay. 

The second is the all male temporary household group formed by two (and in one case, 
three) male, unrelated fishermen who become roommates or house mates to share the rent 
in motels, mobile homes, apartments, and sublet condos. 

The final type reported is the couple/ single person household in which the fisherman 
rejoined either his girlfriend at a place the fisherman and his domestic partner rented, or 
the girlfriend secured through her own economic activities: e.g., by working and paying 
the rent, house-sitting, obtaining rent-free quarters connected with resort service jobs 
(Kitner 2001: 15-16). 

In the census records, some of the fishermen were found enumerated in a fourth type of 
household: the stem family household consisting of one older parent, adult children, and 
sometimes the adult children' spouses or children. Fishermen returned to this type ofs 
household as adult sons. 

Several fishermen could not be traced to any domicile on land while they were in 
port. These men usually stayed rent-free on the fishing boats, sometimes alone 
and sometimes with another crew member. The fishermen explained that staying 
on board was an easy solution to the problem of where to stay. However, 
fishermen claimed that every once in a while even those of them who usually 
stayed on the vessel at a berth in between trips occasionally needed a stay in a 
place that offered hot water and clean sheets. So at times, depending on their 
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financial resources, these fishermen would either rent an inexpensive motel room 
or go stay temporarily with a friend (Kitner 2001: 16). 

Some fishermen received mail at the address of the fish house where they cashed out their share 
of the catch. Although the fish house has no sleeping facilities, participants staying on docked 
vessels took showers inside. The fish house was one fixed point in their nomadic existence 
where they could pick up mail. 

Tracing fishermen to domiciles on shore proved difficult. Some fishing crew were traced 
through stays in multiple types and locations on shore with different co-residents. Some 
arrangements for shore domiciles were set up in the interactions at the dock. It took extra 
legwork to verify addresses for housing units described by location and cheap motels described 
only by name. 

During the study, participants in the commercial fishermen’s social network maintained housing 
or found places to stay within a ten mile radius north, east and west of the fish house dock in two 
adjacent countries. Between 1990 and 2000, a natural disaster, new construction, and 
development altered the configuration of lots, roads, and streets. 

A tangle of geographical mixups affected census maps and the Master Address File in this area. 
Some named streets were missing or in the wrong order on Census Bureau electronic TIGER 
maps and American Fact Finder maps. Geographical clerks drew on supplementary resources, 
including discussions with the Coast Guard, to assign block geocodes to addresses submitted. 
Headquarters project staff canvassed the area and verified the differences between street names 
on TIGER and TIGER-derived maps and those posted on the ground and published in local 
commercial maps. The way housing addresses were listed on the MAF were not necessarily the 
correct or only addresses of the housing units. That is, MAF versions of housing addresses were 
not necessarily those which postal workers or occupants gave or which could be "read" from 
posted house numbers and street signs. 

A compounding issue was that one ZIPCODE straddles the two counties. Several housing unit 
addresses were found on the MAF listed under two identification numbers each encoded with a 
different county.15 Housing with their particular combinations of house number, street, and town 
existed in only one county, not in both. Some housing units with the straddling ZIPCODE were 
ascribed to the incorrect county. These problems may have resulted from a geographical program 
that automatically ascribes addresses to one default jurisdiction where a single ZIPCODE crosses 
county or town boundaries. A number of the domiciles occupied by participants in the 
commercial fishermen’s social network were geocoded into zero population blocks. 

15Changing the location of housing units in census geography from one county to 
another is a common revision. The last digit in a listing’s identification number on the 
Master Address File is reserved to note its location has or has not been “moved” in census 
geography. 
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The land and water census blocks of the fishing dock and adjacent marinas were correctly 
identified on census maps and classified as unpopulated. In searching the Census 2000 list of 
Transient Quarters and the Master Address File along this stretch of the coast, not only were the 
fishing port and next-door marinas unlisted but also numerous large year-round recreational 
vehicle (RV) parks and camp grounds and other marinas in the area. The shoreline and a U.S. 
highway bounded several of the “Zero Population Blocks” where several fishermen maintained 
their “usual homes” in tied-down trailers and where several had default census residences on 
docked vessels at a fishing pier. Other “Zero Population Blocks” bordered by correctly noted 
streets and highways contained houses that could not be found on the Master Address File. 
Multiple factors discussed above may have impacted the completeness and accuracy of listing 
and mapping in the area. 

Few census person records were collected in and around the blocks identified as the census 
geography and specific listings for participants’ domiciles. Because census records were sparse 
in the area extract, project staff specified a supplementary extract for this social network only. 
We modified our program to select and extract all HCUF person records collected anywhere in 
the two adjacent counties which recorded the same last names as any of the participants and co
residents. This “last name two county” extracted 13,416 person records from the some quarter 
million collected in the counties. The larger extract did not include census records with last 
names other than the participants’ and the reported co-residents in the same household. 
In the last name two county extract, matches already found in the area extract were replicated. 
Matched records were found for seven individuals searched who had not been in the area extract 
and possible matches for others. 

The area extract lacked records for nine domiciles which had been the census residences of 18 
individuals. These domiciles had been submitted with sufficient information for geocoding. In 
the larger last name two-county extract, only one of these 18 individuals was found enumerated. 
No matches were found for the other seventeen. 

In six housing units occupied by participants in the commercial fishermen’s social network, 
households were partially matched. In these six units, fourteen reported individuals were 
matched to census records, one was omitted, and records were present in the census for seven 
additional individuals who were not reported as co-residents. 

Fourteen other domiciles occupied by a total of thirteen commercial fishermen in succession 
were geocoded into census “zero population blocks.” No census record from these blocks 
matched any of the thirteen individuals who stayed in these blocks at the time of the Census or 
later. (One individual who was not among the participants and co-residents searched was found 
in the last name/two county extract enumerated in one of the blocks classified in census 
geography as Zero Population Blocks.) 

Twenty domiciles address/locations were reported with information insufficient for geocoding. 
Records for the 21 individuals reported living at these locations were not expected in the area 
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based extract. Eighteen of the domiciles where 17 of these individuals had lived on Census Day 
or later were located in the adjacent counties. Census records matching them were expected to 
appear in the larger two county extract of all HCUF person records with any of their last names. 
However, none of the records extracted on last name from the two counties matched any of these 
individuals either. 

No census records were collected any where in the two counties with three of the last names 
specified. Other relatively rare last names appeared on a handful of census records, but none 
matched the participants. Households of single mothers and children with rare last names may 
have been the estranged families of unenumerated fishermen. The specified last names that are 
among the 25 most common in the two counties and the United States yielded dozens and even 
thousands of records to examine for matches. In the case of the common surnames, the two 
county extract contained census records for men with the same first and last names as the 
individuals searched but older by 30-40 years: these may have been the participants’ parents or 
namesake older relatives. 

Two census residences reported with insufficient addresses were located in out-of-state places. 
The participants who occupied these domiciles entered the state and the interaction well after 
Census Day. Each housed a man and a woman. Records for these four individuals were not 
expected in the larger two county extract. If these individuals had been found enumerated at 
their later addresses, these would have been incorrect. Their enumeration status could not be 
resolved. 

Kitner noted that participants found enumerated “had it all”. They were captains of boats or had 
steady jobs. They had housing on land. They had families. However, several participants who 
maintained families in local homes were omitted together with their kin related co-residents in 
apparent housing unit/whole household misses. 

Fishermen who repeatedly returned to the same home fixed in conventional housing units were 
enumerated. Enumeration records were not found for any of those fishermen who stayed in a 
succession of domiciles: on docked boats, and/or in hotels, and/or at different companions' 
homes, and/or in temporary rentals their lady friends secured. Although several men and 
unmarried couples were each traced to a half dozen or more unduplicated shore domiciles in the 
two counties, either the places they stayed were not listed or they were not enumerated in them, 
including their Census Day residences. 

It is fairly conclusive that the habitually mobile people who did not maintain a "usual home" in a 
conventional housing unit and did not have regular personal access to any other kind of domicile 
on shore except docked vessels were not enumerated. No matches for them were found in either 
the MAFID# and block specified area extract or in the two county last name extract. With the 
exception of the four who were definitely in other states on Census Day, if any of the individuals 
identified as omitted were enumerated some where else, those enumerations would be erroneous. 
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The search for matches for the fishermen’s social network produced more additional unreported 
co-residents. The unreported, unexpected enumerations were in housing units where one or more 
participants and/or their reported co-residents were matched. The number of “additional census 
co-residents” was greater in the fishermen’s social network than any of the other five social 
networks. 

The “census co-residents” identified in the area or last name extract were mainly as kin relatives 
(wives, children, parents, adult siblings) whom the participants did not report as their co
residents. Matches for several participants with marginal rather than social network central 
positions who were reported as living alone or with peers were found in the enumeration context 
of unreported and untraced family households. If, in fact, they were residing locally in family 
households, these participants may hung back from the sometimes rowdy interactions to hurry 
home. They may have bowed out to avoid fraternizing with “boat-hoppers” and “tumbleweeds” 
on the prowl for places to stay. Conversely, they may have been included by household 
respondents who thought they were at sea. 

One unreported co-resident enumerated with one fisherman and his family was an adult male 
boarder. Although the man was not one of the individuals searched, several participants were 
traced to brief stays in work mates’ homes on shore. These stays were temporary hospitality. Six 
individuals matched only in the last name two county extract (without addresses) were 
enumerated as room mates, house mates, and boarders and had person numbers indicating they 
were the fifth or sixth person enumerated in the unit. This enumeration profile is compatible 
with the all “room mate” temporary households and stays in friends’ family households reported 
for them and for more numerous fishermen who were not found in either extract. 

More individuals searched associated with the commercial fishermen's social network were 
apparently omitted than were found enumerated and “added” as unreported “census co-residents” 
put together. 

In this social network, possible duplicate census records were identified in the larger last name 
extract. The ethnographer traced one fishing captain to the address of a housing unit found on 
the MAF. His co-residents there were his wife, his mother, and his child. He alternated stays 
with them and stays aboard his docked vessels with all-male groups. This captain’s wife and 
mother were both participated in the social network, so were also subject to tracing. By the end 
of the study, the captain had separated from his wife and during his shore times, stayed with his 
mother. 

In the extract based on specified housing units and census blocks, a census record for a man with 
this fisherman's name and characteristics was matched at the address reported as his family 
housing unit. The address was found on the MAF. At this listing the captain was enumerated 
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with his participant wife and their co-resident child.16 In the larger two county extract based on 
last names, this housing unit/household match was replicated: that is, the same records were 
extracted using the last name principle for specification. In the two county last name extract, 
census record for a man with the same first and last name and similar characteristics was found at 
another address. In that second unit, he was enumerated as the adult son of an older woman 
respondent along with another of her adult children. This possible duplicate record found in the 
last name extract suggests that the man’s mother may have lived in another housing unit all along 
and the captain’s wife and mother, living in different places, had both reported him. The 
perspective that the captain’s co-residents were his wife and his mother remains correct. The 
issue is whether the mother lived apart all along and the captain alternated shore stays between 
his co-resident wife and his co-resident mother in different housing units with stints alone and 
with all-male groups on the docked boat, or whether his mother moved to other housing after his 
marriage broke up. This case is qualified as a "possible" duplicate because there is a minor 
discrepancy (day of birth) between the two census records for the captain and missing 
information lowers the confidence of the match for his mother. If the two census records are, in 
fact, duplicate enumerations for the same man, it is possible respondents in two family 
households in different housing units reported this captain while he was away at sea or staying on 
his docked boat. 

In a different case, another fisherman was matched in the area extract with an unreported woman 
co-resident. This household match was replicated at the same housing unit in the larger last 
name extract. Another record for a man with the same name and characteristics was found at 
another representation of the housing unit under a different identification number. The 
alternative listing duplicated the same unit in the other county. 

In the course of searching for matches in the two county extract, the duplication of whole and 
partial households at sequential housing unit identification numbers or in the same block were 
common. The county and ZIPCODE mix-up in this area added the dimension of duplication of 
unique addresses as though one address existed in both counties. The duplication of person 
records in duplicated listings for housing units was not noted in the search areas for the other five 
social networks. 

The fishermen were at sea more than half the time. Fishermen who darted in and out of a series 
of co-residents or who stayed on shore in a series of different domiciles with the same co
residents were not enumerated. More fishermen without fixed shore residences were omitted 
than fishermen who were attached to domestic households were enumerated. 

16 In this case and others described, minor changes have been made in the 
description of household composition to prevent their identification. 
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4.6 An American Indian men's society in the West 

Brian Gilley identified participants in the interactive social network affiliated as a local chapter 
of a pan-Indian men's society. 

They interacted during regularly scheduled meetings held biweekly at an urban 
Indian clinic, at informal social gatherings, and in organized weekend activities. 
On the average, at least eight to ten men were present at any given bimonthly 
meetings.... Between five and eight men attended meetings routinely; others 
attended occasionally or infrequently. (Gilley 2001:6). 

Gilley defined participation in the regular meetings and the events the society organized as the 
interactions which defined the social network. Between March and September 2000, Gilley 
identified a social network of 21 participants in 21 interactions framed in the formal gatherings of 
the local society. Its regular meetings lasted a few hours; its sponsored events, several days. 
Between four and 18 of the 21 participants interacted in the various episodes. The ethnographer 
visited participants at home, attended informal gatherings of sub-groups in their homes, and 
observed about twice as many men affiliate with sub-groups from the local chapter in other 
contexts. 

One formal analysis of the participants'social network matrix identified four main cliques. 
Another identified seventeen. The largest cliques consist of those men who attended meetings 
most constantly. 

Men join the group because they identify themselves as Native American and seek 
the support of individuals who share their particular situation and views. 
Demographically, participants in this social network range in age from their early 
20s to their mid-50s. Men in their 40s and 50s predominate. Most members of 
the local chapter observed represent American Indians from Southeastern peoples 
-- Cherokee, Creek, Seminole, Lumbee, and Chickasaw -- and a few represent 
Western and Plains groups including the Tewa and Apache. The educational, 
occupational, and income levels of participants vary widely. About half the 
members of the group are college educated, although most have incomes of less 
than $30,000 a year. Most participants in this social network hold full time jobs 
in various industries, while several are receiving Social Security disability or are 
employed erratically (Gilley 2001:7). 

Gilley characterized moves between rural and urban/suburban areas as dominating participants’ 
mobility. Many men in the social network had relocated from rural to urban areas over the prior 
five or ten years. Most moves during the observation period were short term: visits to rural areas 
of origin, attendance at gatherings organized by the men’s society held in other rural areas, and 
stays with other participants. Core participants were in the process of becoming urban Indians. 
Most were "generally 'stable ” and "directly tied down to jobs or other economic needs" and 
maintained or shared a place in the city (Gilley 2001:9). 
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Their mobility peaks during the summer months when their ceremonial and tribal 
obligations increase. During the summer months, many members of this social 
network take up residence for a few days with a relative or friend who has a house 
in a rural area near the headquarters of their particular tribe, or, in the case of the 
members who are of Southeast descent, near their stomp grounds. Episodes of 
state-to-state migration were observed in this group typically to and from states 
further West. A few members of the group left for several months to stay at a 
family or friend’s home in another state, and returned to participate in group 
activities and/or moved back ...for economic reasons (Gilley 2001:8). 

Several participants considered themselves "homeless" and stayed with other participants as long 
as they were tolerated. 

Individuals who attended group meetings were observed soliciting 
places to stay. ... For example, a man would pull aside a member 
of the group.... and ask to stay for a "couple of days." Apparently, 
such a request is seldom refused unless it comes from a person who 
is seen as "taking advantage" of the support group and the social network. 

One man.... carried his bedroll and a satchel with his belongings when 
he came to the bimonthly meetings. In the past, several ... had taken 
this man in for brief periods of time. Once the man ‘wore out his 
welcome’ (as one participant put it), he would show back up at the 

bimonthly meetings carrying his belongings. At most of the bimonthly 
group meetings observed, this individual... pulled (someone)... aside 
to ask if he could come to stay with him. Or, during a ‘talking circle’ 
at the meeting, the man would discuss openly the fact that he "had no 
place to stay" and asked if anyone "would know of a place he could stay." 
... 
Although the local YMCA primarily serves transients, (by the end of 
the study) this individual had resided at the “Y” for over a year. In his 
case, denying him the hospitality of co-members of the group, had the 
effect of stabilizing his residential situation (Gilley 2001: 10). 

Several participants moved in with each other for short stays. Large sub-groups stayed together at 
the encampment events the society sponsored. Participants invited affiliates arriving from other 
localities to stay with them. 

Most moves to stay with other participants in this social network were 
... havens ... to ‘escape’ a hostile domestic situation. Typically, (as 
participants described it,) a man who needed a place to stay would 
contact one or more of participants in the local social network of the 
men's society by telephone or ‘stop by’ to gain emotional support. 
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As a result of these conversations, the man in need would solicit a 
short-term stay. These short-term stays would last a few days. Once 
the situation that drove them to leave their primary residence was 
resolved, they would return there. During the study period, (several 
local) members of the social network were observed ‘taking one 
another in’ for a couple of days at a time (Gilley 2001: 11). 

Members'contacts outside the local community provided (them with) 
‘places to stay’ when participants in this social network travel to other 
states for powwows and ceremonies. People from Oklahoma chapters 
frequently traveled to ceremonies and events in one city further west, 
and stay with people living there during the events. Similarly, individuals 
traveling from that city to Oklahoma were hosted during their visits. 

Gatherings offered a unique situation for individuals to connect with 
a larger number of people in the broader society, particularly members 
who live in other states or who attend bimonthly meetings infrequently. ... 
The atmosphere at these gatherings is much more generous as illustrated 
and reinforced by ‘giveaways’ and certain ceremonies that take place 
during camp outs and retreats. 

Some men take advantage of the generous mood of these gatherings 
when they are seeking new places to stay. At least three men attended 
a retreat held in a remote area of another state in July 2000 with the 
intent of attempting to relocate their domicile, of finding someone 
who would agree to take them in on a temporary or semipermanent basis. 

For example, one man who had been living in Boulder, Colorado attended 
the retreat to find a new residence. The condominium where he had been 
staying rent-free had been sold, so he needed to find a new place to live. 
He brought with him to the camp a large amount of clothing and valuable 
belongings as well bedding for an extended stay. While attending the retreat, 
this man reconnected with two members of the social network from Oklahoma 
whom he had known for three years. The two men from Oklahoma agreed 
to take him back to Oklahoma with them for an extended stay. The 
dispossessed Coloradan traveled with the two men when they returned to 
Oklahoma and took up residence with them... 

The hosts transformed living room of this house into a kind of bedroom 
to accommodate ...man from Colorado. At the end of the observation period 
in October 2000, the individual from Colorado was still residing in Oklahoma (Gilley 
2001: 11). 
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Participants moved in together to form households, took haven briefly in each other's homes, and 
stayed together at events often enough that the social network formed by society interactions 
closely resembled the participants’ matrix of co-residence. Traced over six months, participants 
lived with only six co-residents who did not interact in the social network. 

The census addresses established for 22 individuals (16 participants and the six non-participating 
co-residents) were used to specify an area extract; in the resulting 2,383 HCUF person records, 
matches were found for thirteen. Those found enumerated were in housing units with the “city 
style” street and house number addresses which participants had reported and the ethnographer 
checked and mapped. In six housing units, the whole households matched. This accounted for 
ten of the participants matched. In three housing units, reported households were partially 
matched. In the three housing units with partial household matches, three participants were 
matched, four were omitted, and one unreported co-resident was included by the census. 

None of the census person records collected at the local YMCA matched the one participant who 
was living there as of Census Day. This participant was not found elsewhere in the search area 
extract for this social network (Gilley 2001: 16-20). 

No living quarters of any kind were listed or enumerated at any of the rural areas where 
participants periodically stayed. The public and tribal camp grounds where participants stayed 
during events and the tribal ritual centers – church or stomp grounds– they visited were located in 
census zero population blocks. Census 2000 did not list units of any kind in these blocks and no 
person records were attributed to these blocks. 

The TIGER map showed the unmistakable entrance road leading to the unlisted state 
campground where the American Indian men's society retreated, and not much more. This camp 
ground contained rental cabins, specialized recreational facilities, camping sites, and staff 
housing. Other zero population blocks where the Indian men stayed were traditional tribal ritual 
centers, including those known as “church” or cemetery or “stomp” grounds that contained 
houses. Houses at ritual centers are packed during ceremonies, and may be lent to those who 
need housing. In one tribal ritual center where the men’s society stayed, located in a cluster of 
census “Zero Population Blocks” Gilley noted six households of elderly lived year-round. 
Similar houses on Indian “church” or “stomp” or ritual center grounds were unlisted in 1990 
(Moore 1992). 

As Gilley pointed out, by tracing where participants, the research discovered places where other 
people were not enumerated. People lived year round in housing at the unlisted state camp 
ground and unlisted tribal ritual center where the American Indian men’s society held its Summer 
2000 encampments. 

Matches were not found for nine individuals. Two participants were simply not reported by their 
respective roommates. In both cases, the only census person record collected matched the one 
co-resident each man reported. These men were omitted in conventional housing at their census 
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and continuous domicile addresses. The two omitted this way were among the relatively more 
residentially stable participants. 

Gilley discussed the situation of one of these men calling him “Kevin” (a pseudonym). 

“Kevin” reported he had been living with his domestic partner on

and off for three years in the home that Kevin’s partner, "Zach," owned.

On numerous occasions Gilley visited "Kevin" at that home.

Kevin was living with Zach when the researcher met him,

and Kevin appeared to be living with Zach throughout the period

of this study. A census record matched Zach, but Kevin did not

show up on the Census 2000 data captured at Zach’s domicile.


What needs to be explained is why Zach did not report his co-resident

and partner, Kevin, as living in his house. It is at Zach'
s house where 
Kevin would be considered resident according to Census residence 
rules. During the six month study period, Kevin left Zach's house at 
least three times for a few days to a week. Kevin went to stay temporarily 
with another social network participant, with his parents, and with a 
close friend. Kevin (explained) ...that when he left Zach’s house for 
brief stays elsewhere he left most of his possessions at Zach's house, 
and took only clothes and “necessities” with him to the new location. 

Kevin’s moves were often related to domestic issues with Kevin leaving for a 
short period of time to avoid some conflict. Kevin, like many Native men, would 
leave the domicile that he considered his primary residence at times of domestic 
turmoil. ... Therefore, when Kevin felt it necessary to “get away from Zach” he 
would go “stay with” a participant in the social network. How Zach, who is non-
Indian, viewed Kevin’s stay in his home, was not probed, because Zach was a co
resident and did not himself participate in the social network of the men's society. 

Although Lobo (1990) observed Indian men move mainly into female-headed 
households when they left their female wives or partners, Gilley observed that 
the households of fellow male participants in the interactive social network of the 
men's society replaced female relative’s households as potential reserve places 
to stay. 

Two other participants staying together were not reported by their co-resident, who was the 
mother of one of the men (Gilley 2001:16). Gilley called them "Jim" and "Will," and Jim’s 
mother, “Angela.” 
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“Angela” lives in a tribally-owned house in a rural area in northeastern Oklahoma. After 
leaving jobs in Atlanta, "Jim" --with "Will" along-- moved into Angela’s house. They 
reported they were living with Angela on Census Day 2000. However, Angela did not 
report Jim and Will (on her census form); ... according to the Decennial Census data 
capture, Angela lives there alone. 

Gilley visited Angela’s house in late April and confirmed that Angela, Jim, and 
Will lived there together. However, after asking Jim about his movements, it 
became apparent that he had previously moved out of state (several times in the 
past) and then moved back into his mother Angela’s house for brief periods of 
time. From Angela’s comments, Gilley understood that she did not consider Jim 
and his friend as “co-residents” and certainly not as “permanent residents” in her 
home. 

...When Gilley asked Jim's mother, Angela, about how she viewed her son’s stay 
with her, she stated that moving someplace to work and moving back in with her 
was “just something that he did.” She stated her reasons (for not naming her son, 
Jim, and his friend, Will on her census form) as follows: 1) Jim and Will did not 
own a portion of the home; 2) the tribe did not know they were living there paying 
her rent and for part of the utilities, and 3) Jim had never stayed for more than 
six months. Therefore, Angela stated that she did not view Jim or his friend as 
her “co-residents” or even "living" there because that implied a kind of 
permanence that she did not expect from Jim and Will’s stay. Further, Jim spent 
a lot of time staying at the ceremonial grounds helping to maintain the place and 
“consulting with the elders” (learning about and conducting ceremonies). 
Although Jim and Will continued to live mainly at Angela's house throughout the 
six months of the study, in responding to the Census report Angela assumed that 
Jim and Will were going to “move on” after a brief stay with her and this resulted 
in her not reporting her son or his friend. 

As Angela stated, “... moving, like Jim does, is just something Indian men do” 
(Gilley 2001: 16-17). 

The location and sort of address that could be found on the Master Address File for the Census 
Day whereabouts of five participants could not be confidently established. 

Participants who are traditionally habitually mobile during the spring and summer joined the 
social network of the American Indian men’s society after Census Day from out-of-state. Two 
provided the addresses where they had been living around Census Day found on the Master 
Address File, however no person records collected at these addresses or nearby matched these 
men. 
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Like some domiciles where participants in the American Indian men’s social network were 
traced, some domiciles where the men stayed in April 2000 did not have “addresses” and were 
located in areas without listings. Prompts to recall where they slept overnight added outdoor 
locations to recollections of where “they stayed” (inside). To purify himself before a ceremony, 
one man slept outdoors. “In my blanket, on a hill, by a tree, not far from...” (Gilley in Randall, 
2001- November 2001 video). 

Upon closer examination, it became less certain where several of the men who arrived from out-
of-state and who were seasonally habitually mobile men had been staying on "Census Day" and 
at other times in April and May 2000. For several, where they thought they might go in the Fall 
after the study ended was up in the air. They were, however, quite certain they had not been 
enumerated. 

One such man was the itinerant traditional healer Gilley called “Chuck”. 

“Chuck” maintained a home in northern Colorado, but was seldom 
absent from any ceremonial event or pow wow in which the men’s 
society was participating. Because his services as a healer were sought 
by many people, Chuck ... traveled extensively throughout the Southwest, 
West and Great Plains, conducting ceremonies and usually staying for a 
couple days with the person who had required his services, or with friends 
in the area where he had traveled. Chuck would combine several healing 
service trips into longer trips which would inevitably include pow wows, 
men’s society events, and community ceremonies. 

As with many of the other men interacting in this social network, 
Chuck’s mobility took place largely during the Spring and Summer 
ceremonial and pow wow season. ... Most the ceremonies Chuck 
conducted occurred in outdoor constructed “lodges” which required 
good weather, as well as several days to build and prepare. 

Appropriate weather, combined with increased activity among the 
socially active Indian community during the summer, made Chuck’s 
movements more frequent and last longer periods during that 
season. 

In July 2000, for example, Chuck spent two weeks working his way 
through the Southwest conducting ceremonies and staying with 
different families. The families would provide him with food, 
medicinal supplies, gas money, and a place to stay in exchange 
for his religious services. Chuck’s two weeks of travels provided 
him with enough resources to meet a group from the men’s society 
at a pow wow in Northern Colorado later in July (Gilley 2001: 19-20) 
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Chuck met a member of the local chapter of the men’s society there and took him along with 
him for a couple weeks to assist with ceremonies and lodge construction. Although the man 
Chuck took along was not found enumerated either, Gilley points out his mobility differs from 
Chuck’s. The assistant was on a “vacation” from work and was at other times residentially 
stable, whereas Chuck seasonally pursued an habitually mobile career. 

Chuck originally told the researcher that he had been living at the address of his northern 
Colorado home on Census Day 2000, but later, after observing his extensive mobility, Gilley 
asked Chuck where he remembered sleeping on April 1, 2000. Chuck then stated he was staying 
as a guest in the house of the individual for whom he was conducting a healing ceremony in the 
Southwest. 

Another social network participant who was not matched to any census record 
was "Sean," a 33 year old well known in the Indian community and able to move 
among multiple states and seldom be concerned with having a place to stay. 

Sean’s travels directly correlated with the pow wow and ceremonial season. 
Traditionally, the first major powwow in the West and Central West begins in mid-
March. Pow wow activity hits its peak in mid-July and levels off in the beginning of 
August. 

Sean stayed with (two participants in the local chapter) until early May, 
when he moved back to the Northern Colorado area with a person who 
had also attended a ceremony in Northeastern Oklahoma later in the month. 
(One of his later moves was to) participate in a week-long ceremonial event 
in the Rocky Mountains in early August. While he was at this ceremony, 
Sean arranged to move to Oklahoma and stay with (the same two participants 
from the local men’s society chapter again, promising to help one of them) 
assemble his regalia for pow wow dancing. The timing of this move was 
important...Sean had spent the time (in between stays with these two) from 
the early Spring until the late summer traveling to pow wows and various 
ceremonial events from a “home base” at his sister’s condominium in 
northern Colorado. 

When Gilley asked Sean about his move to Oklahoma, (Sean explained) 
his sister was going to be ... temporarily moving back to the reservation, 
and since the powwow season was nearly over, he needed a place to 
“regroup” for the off-season in Fall and Winter. Sean stated that his plan 
was to live in Northern Colorado until the pow wow season got going 
and then move to the house in South Dakota of a cousin of his, 
who is a traveling vendor at pow wows (Gilley 2001: 18-19). 
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The habitually mobile participants in this social network, who seasonally moved itinerantly and 
may not have stayed as long as six months anywhere, were also the most prestigious (Gilley 
2001:18-20). Their prestige made them widely welcome as invited guests. Gilley noted that 
some of the men apparently not enumerated are among the most active in the social and 
ceremonial aspects of the Native American community. 

Two major factors connect increased participation in the Indian community to the 
risk of omission in the Census: 

1) a high rate of seasonal mobility and 
2) access to multiple places to stay while traveling. ... (Gilley 2001: 19) 

Contributing to an undercount of Indians in Census 2000 is the well-known avoidance by Native 
Americans of giving information to government officials and agencies (Gilley 2001: 22). 

4.7 Social networks boundaries and census categories 

The ethnographers compared Census Bureau answer categories for demographic and personal 
characteristics with how participants in the social network identified and represented themselves 
socially. 

“Homophily” – people with similar traits affiliating – has been documented to figure in the 
recruitment of individuals into social networks and into cohesive subgroups within social 
networks. Studies have examined homophily effects for gender, co-national immigration status, 
language, ethnicity, and race among others. (For citations to this literature see Brownrigg 2002: 
76-77 for gender, :78 for social networks among immigrants and other identity affiliations, and 
:79 for language communities.) 

Other race: Mexican; Hispanic ethnicity: Mexican; core culture: Mexican; language other 
than English: Mexican Spanish 

Participants in the Midwest social network personally identified as Mexicans and were engaged 
in public performances of their distinct cultural heritage. Chavira-Prado predicted all participants 
and all non-participating co-residents would identify their race and Hispanic ethnicity as 
Mexican. She predicted respondents would check “some other race” rather than any of the other 
fourteen race categories listed on Census 2000 short forms and that they would write-in 
“Mexican” to specify that “other” race. On the HCUF records matched to participants and their 
co-residents, the Hispanic origins checked were "Mexican" and "other Hispanic"-- alone and in 
combination. However, those who checked "other Hispanic origin" alone then wrote-in 
Mexican. The matched records noted “Mexican” in write-ins, even on census records which 
also checked Mexican as the Hispanic ethnicity. Chavira-Prado reported each individual’s 
birthplace. About twice as many had been born in Mexico than in the United States. Both those 
born in Mexico and those born in the United States identified their race and ethnicity as Mexican. 
The only race categories checked on the matched HCUF records were "some other race" and 
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"white." They used the write-in boxes for “other race” and for “other Hispanic” to specify 
Mexican. The write-in box for one youth born in the United States identified him as Mexican-
American. Nationally, 18,521,486 people counted in the census checked some other race: 
15,359,073 checking “some other race” alone. and 3,162,413 checking it in combination with 
one or more other race category.17 Nationally, 14,891,303 people who identified an Hispanic 
origin in Census 2000 checked “some other race” alone.18 

Language was an important boundary for the Midwest Mexicans. Participants spoke Spanish in 
the social network and at home. Participants and co-residents of the two households which had 
most recently migrated from Mexico spoke only Spanish. Residents of the other households 
were generally bi-lingual in Spanish and English, including children born in the United States. 

Other race: Haitian 
Louis and Louise Marcelin (2001) reported participants in the social network of actively 
migrating farm workers and their co-residents were Haitian. The Marcelins predicted which 
individuals would assert themselves as “some other race” and identify their race as Haitian. On 
the census records matching the individuals searched in this social network, "some other race" 
was in fact the most prevalent race category checked. On the matched census records, 
respondents had filled in multiple write-ins stating “Haitian” or some variant. Checking "other 
race" alone, or in combination with Black, was also widespread on census HCUF records with 
Haitian written in write-ins throughout the area searched. 

All participants of the social network of seasonal and migrant farm workers and most of their co
residents identified themselves as Haitian. Haitian Creole was the language of interaction in this 
social network. Most participants had been born in Haiti. 

The social network participants were farm workers. They were mainly older adults, age 50+ : 
men and women who had immigrated from Haiti in early 1980s and continued to visit relatives 
there. They spoke Haitian Creole at work and in their homes, and spoke English with varying 
degrees of fluency. 

The ethnographers explained why most of the Haitian participants, and Haitians more generally, 
might not identify themselves as “Black.” The Haitians regard the race term, Black, as 
designating a U.S. born, culturally American social category different than Haitians. The Haitian 
migrant farm workers competed for harvest jobs against ethnically segmented crews. The 
Haitian crews competed with farm workers born in the United States whom Haitians called 

17QT-P5 Race alone or in combination:2000, from the Census 2000 Summary File 
1 (SF1), 100-percent data, American Fact Finder. 

18Table P8, Hispanic or Latino by Race (Universe: Total population from the 
Census 2000 Summary File 1 (SF1) 100-Percent Data), American Fact Finder detailed 
tables. 
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“Afro-Americans” or “Blacks” and farm workers who spoke Spanish, mainly recent immigrants 
from Latin America. In the agricultural labor camps where they stayed, Haitians crews, Afro-
American crews, and Latin American crews rented spatially segregated areas. The Haitian farm 
workers complained they suspected Afro-American intermediaries deliberately misinformed 
Haitian farm workers to undermine their income. The ethnographers account one such incident 
they directly observed (Marcelin and Marcelin 2001:14-17). Their report provides additional 
illustrations of how the Haitian farm workers experienced prejudice. They noted some Haitians 
believe that recognition of Haitians in official statistics might help lift the Haitian minority out 
of marginality. 

The Haitian Creole word for "race" connotes kin-relatedness and can be applied to a patronymic 
descent group or to a family. Haitians may speak of their family lines as "races". By extension, 
they conceive of the entire Haitian transnational community as one large descent group (Marcelin 
and Marcelin 2001: 31-34). One reason why Haitians are not attracted to color terms (“black” 
“white”) as categories for self-identification is the unflattering connotation of color terms for skin 
shades that signify the social classes recognized in their own language. Like Haitians, recent 
immigrants from elsewhere in the Caribbean and from Africa regard the census race category of 
Black as reserved for a native born social group historically formed in the United States, and as 
such, inappropriate for describing themselves. 

The ethnographers singled out seven individuals whom they predicted might characterize 
themselves as Black on census returns. One was a bilingual who organized many of the farm 
work crews. The others were younger co-residents of the farm workers'households: children and 
grandchildren born in Haiti and in the United States. In areas around participants’ census 
residences, Haitians were a minority. They lived in urban neighborhoods largely populated by 
immigrants from several Latin American countries. In this environment, younger Haitians raised 
in the United States, fluent in English might identify themselves as Black to signify that they 
were not immigrants. In the social environment of their immigrant portal, they did not face 
challenges to the claim from the native-born group their parents called “Afro-Americans.” 

On the HCUF census records matched to participants of the interacting social network of Haitian 
migrant farm workers and their co-residents, all but two records used one or more “write-in” 
boxes to state “Haitian” or some variant, including "Haitienne" and “Haitian American." Of the 
28 subjects matched, 11 checked “some other race” and specified Haitian in the “other race” 
write-in box. Four of these 11 checked "some other race" alone and seven combined “some 
other race” and "Black." Fifteen of the 17 records that checked Black alone for race also used 
one or more write-ins (for Hispanic origin, for American Indian tribe, for other race) to express 
they were Haitian. 

Native Americans 
The social network of the local chapter of the American Indian men's society was bound by 
gender (all male) and cultural affiliation. Gilley reported participants in the social network 
identified as Native Americans. They shared a mutual recognition of their generalized American 
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Indian heritage or ancestry. All participants and all but one of their non-participating co
residents were adult men. All participants identified were born in the United States. They spoke 
English in the group. Most participants only spoke English in their usual urban residences. 
Several spoke an American Indian language on visits to tribal territories or with close relatives. 

Within the social network, participants affirmed each other as American Indian or Native 
American. The ethnographer Gilley explained how the men affiliated with an emerging, urban-
based, pan-Indian society. The men held this affiliation concept in addition to, and alongside, 
any identification each had with particular Indian tribes, traditional ritual groups, and family 
origins. Participants from further west identified with a single American Indian tribe. Most 
participants in the local chapter openly discussed their descent from more than one American 
Indian tribe. They were familiar with, and personally rejected the Bureau of Indian Affairs legal 
calculation of percent of “blood quantum” descent from only one tribe. Gilley described reasons 
why certain participants might be reluctant to state one "principal" or "enrolled" tribe on a census 
form. Some men descended from more than one Indian nation and did not want to favor one 
over the other. Some men were not enrolled in any tribe. Several participants acknowledged 
having some non-Indian ancestors from a definite European country, or who were Mexican or 
African American/Black. Non-participating co-residents included other American Indians and 
people who did not identify themselves as Indians, rather thought of themselves as white, 
Mexican, or African American. 

After checking all participants’ reported addresses, matching HCUF census person records were 
found for only eight. Four of the matching census person records checked American Indian race 
alone; two combined a check for American Indian race with a check for another race: one 
checking white, the other checking Black. One checked white only, and one checked black only. 
Three of the records with American Indian as the only statistical race category checked each 
specified a single tribe. The fourth such record specified two tribes. Among the matched were 
census records for three men who represented themselves as Cherokees. One checked American 
Indian race alone and wrote in Cherokee. The other two combined race checks for American 
Indian and white; one wrote-in Cherokee and the other left the space for writing-in the name of 
his tribe blank. Records were matched for two men who represented themselves as Osage within 
the chapter. One matching census record had Osage written in plus a second tribe which the man 
did not mention in social interactions. On the record for the other man known within the social 
network as Osage the tribe write-in space was blank. One man who represented himself as 
Chickasaw reported the same tribe on his matched census record, as did a man who represented 
himself and was reported on his matched census record as Choctaw. 

Differences between the identities the men asserted through their participation in a social 
network involved with American Indian rituals and pow wows and what was written on matched 
census records may be due to enumeration reports given by non-Indian room mates or census 
enumerators’ field imputations. Two matched census records that neither checked American 
Indian race nor provided tribal identification were the first or the only person enumerated at their 
housing unit; the person listed first on a census form is often the respondent. 
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Status and occupational affiliations (statistical race : predominantly white; 
ethnicity: non-Hispanic) 

Two status groups – rural survival campers and urban recreational campers -- participated in the 
interaction defining the campers’ social network. The social network was bonded by common 
activities, rather than the sort of demographic characteristics census records collect. In common 
the participants pursued camping, cooking, socializing, shared food, and were temporarily co
located in the same camp ground. Had the survival campers been enumerated, the status gulf 
between them and the recreational campers might have been reflected by census long form 
categories of occupation, employment status, income, and income sources. Southard reported the 
campers were non-Hispanic whites with the exception of two American Indians. On the census 
records matched to recreational campers collected at their usual homes, more individuals 
checked American Indian race. The language spoken in this social network was English; most 
individuals were born in the United States. 

What participants in the social network of commercial fishermen interacting at the dock shared 
in common was an economic involvement in or dependence on fishing. Participants occupied as 
fishermen were central but not exclusive actors in the social network. Participants also were the 
companions, spouses, dependents, relatives, and friends of people occupied as fishermen, 
employees of the fish house and marine regulatory agencies, and unemployed hanger-ons, 
hoping for day work or a chance to be taken into a fishing crew. The social network included 
women as well as men, children and seniors as well as adults. 

Most participants in the commercial fishermen’s social network and their co-residents were 
reported as non-Hispanic whites. No records were found for two fishermen who represented 
themselves as Puerto Ricans. Matched records bore the predicted Census ethnic and race 
categories or else had no checks for those items. Most participants had been born in the same or 
an adjacent southern state. 

The social network of seasonal workers had redundant boundaries directly related to their shared 
occupation, work status, and assignment. They did not assert race, ethnic, economic, or 
educational backgrounds among themselves. Census answer categories more closely related to 
how they identified themselves include age, English language, birthplace in the United States, 
and their common employer, occupation, and job status. They recognized distinctions of gender 
and seniority however sub-groups integrated both genders and different levels of experience. 
The friendships that created the boundary for this social network are not the kinds of 
characteristics collected in census data. 

The language spoken in the social networks of the campers, fishermen’s, seasonal workers, and 
American Indian men society was English. There were foreign born participants in the campers’ 
and fishermen’s networks. Participants and their co-residents in the social networks of seasonal 
workers and the American Indian men were entirely native-born. 
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4.8 Mobility, participant social networks, and matrices of co-residents 

The universe of participants in the six social networks and their reported non-participating co
residents were the 245 individuals searched. The following section is based on data for those 
individuals. 

4.8.1 Characterization of mobility 

The mobility of each individual (social network participant or non-participating co-resident) was 
characterized along a three point scale. Mobility characterization was based on the number of 
moves and domiciles the ethnographers reported for the individual during the six months and 
ethnographers’ descriptions of individual’s mobility patterns during the prior six months or 
longer periods of time. The categories were sedentary, residentially mobile, and habitually 
mobile. 

Sedentary (“non-movers”) : No moves and only one domicile address/location were 
reported during the six months observation for 42 percent of the individuals 
searched. There was no evidence these individuals had changed domiciles in the 
six months before Census Day 2000. 

Residentially mobile: These individuals were reported to have moved and changed 
domiciles at least once during the six month observation. Individuals classified 
as residentially mobile made conventional moves from one housing unit to 
another within or between localities, or regularly shuttled between domiciles at 
their work sites or centers of other activities and the same domestic domicile they 
had occupied over several years, or occasionally stayed away from their “usual” 
residence. Of the individuals searched, 20.8 percent were residentially mobile. 

Habitually mobile: These individuals were observed and reported moving among two or 
more different domiciles during the six months before and/or after Census Day. 
As a matter of lifestyle or occupation, these individuals had moved frequently in 
the last few years. Of the individuals searched, 37.2 percent were habitually 
mobile. 

4.8.2 Individuals’ traits correlated with the character of their mobility 

Residential and habitual mobility was associated with occupation and personal access to 
conventional housing. Work as migrant and seasonal farm workers, laborers at dispersed poultry 
barns, captains and crew of fishing vessels, and other seasonal and full time work at multiple 
and/or distant sites required moves to and stays at various domiciles. None of the survival 
campers and particular individuals in the social networks of the American Indian men’s society, 
commercial fishermen, and Haitian farm workers did not personally have on-going rights to 
conventional housing and moved frequently. 
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Characterization of individuals’ mobility correlated positively with how many moves they made 
during the study period (Pearson’s correlation .541**),19 the number of domiciles they occupied 
(.577**), and their locations five years before (.247**). 

Moves and domiciles 
Data on the number of their moves and domiciles were considered in characterizing individuals 
as sedentary or not, so correlations with the mobility characterization were expected. 
Correlations are not perfect, however. Each “move” was between one reported domicile and 
another. Rather than globally characterize commercial fishermen as habitually mobile because 
they all routinely lived and worked on vessels at sea, their mobility on land was considered. 
Tracing was limited to fishermen’s domiciles on land. Those who shuttled between a fixed 
residence on land and work at sea were characterized as residentially mobile. Those fishermen 
and several of their companions who ambulated among different domiciles while on land were 
characterized as habitually mobile. 

Participants and co-residents in the social network of seasonal workers remained in the same 
workers quarters between mid-March and early October 2000. Although none of them moved 
during the six months observation, they were classified as “habitually mobile” because each had 
made several long distance relocations in the prior six months. They routinely lived in three or 
more distant domiciles each year. The number of moves and domiciles reported correlate 
positively and significantly with the independent social network measurements discussed below. 

Location five years prior 
The character of the individuals’ mobility correlated with residence in a different location in 
1995 (five years before Census Day 2000) Pearson’s correlation .247*, but not with a different 
location the year before (Pearson’s correlation -.021 not significant). The non-correlation of 
individuals’ location one year before Census 2000 and the character of their mobility reflects the 
strong seasonality in the location circuits of the habitually mobile people. For example, more 
seasonal workers had been in exactly the same workers’ dorm one year before the census than 
had discovered that choice assignment by the spring of 1995, although none of them had lived 
there continuously or in the period November-February any prior year. 

The character of individuals’ mobility correlated negatively with their gender (- .342**) and 
negatively with matching to Census 2000 person records ( -.315**). 

Gender 
Five of the six social networks had more males than females and 72 percent of all participants 
were male. Overall, 66 percent of the individuals searched were male. The male non-
participating co-residents (57 percent) were largely younger and sedentary. Younger males 
account for the nearly even split among the sedentary between males (49 percent of the non-

19 “**” notes that the correlation is significant at the .01 level (2-tailed). 
“*” notes that the correlation is significant at the .05 level (2-tailed). 
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movers) and females (51 percent). Of the residentially mobile who changed domiciles at least 
once, 69 percent were male. Of the habitually mobile, 84 percent were male. The significant 
correlation between the individuals’ mobility characteristics and gender underscores that 

! more males than females were residentially or habitually mobile. 

Age and gender 
Most habitually mobile individuals were adult male participants. The 14 habitually mobile adult 
women included participants and non-participating co-residents of habitually mobile men. More 
children and teens were sedentary than were habitually mobile. The habitually mobile teens and 
children moved with their habitually mobile family group or among related family households. 
Age was more closely related to individuals’ mobility characteristics than gender for people 
under 20. Residential mobility picked up among older teens, age 14-19. Few older teens moved 
with their relatives. Several traveled on their own or with age peers between domiciles. The 
occasional residential mobility of several children were visits with their habitually mobile 
fathers. In these low income settings, we found no cases of the children of divorced, separated, 
or never married parents moving between their parents’ houses. The Census residence of most 
children was with a sedentary parent. 20 

Census match 
The negative correlation between individuals’ mobility and match to census confirms that 
significantly fewer residential and habitually mobile “movers” were found enumerated in Census 
2000 than sedentary “non-movers.” Proportionately more females than males were sedentary; 
proportionately more females were found enumerated. Match status (whether or not a census 
record was found for the individual) also correlates negatively (though less significantly) with the 
number of moves and with the number of domiciles reported for the person. 

4.8.3 Social network measurements 

Several measures for each of the whole interacting social networks and associated matrices of 
co-residents registered significant positive correlations with the characterization of individuals’ 

20 Court-ordered child support was a common topic of conversation in the 
commercial fishermen’s social network which included divorced and separated parents 
and their children. Non-custodial fathers among fishermen habitually mobile on shore 
interacted with their children in the fishing dock frame. The census records collected in 
the households of the seasonal and migrant farm workers identified as erroneously 
enumerated included one infant who moved together with his unmarried mother between 
the residences of both sets of grandparents, and another infant who had recently migrated 
with his grandmother and her stem family. Lobo (2001) observed parents visit their 
children at the homes of third party friends or relatives. One parental pair who lived on 
the street visited the apartment where their children slept. A separated parent conducted 
weekend child visitation in the same apartment. 
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mobility and/or census outcome. Several measures of centrality were universally calculated for 
each social network as a whole and for individual positions within his or her social network. 
Some of the same measures were applied to each associated matrix of co-residents. 

Participant social networks 
Each interacting social network of participants was expressed by a binary and a weighted version. 
In the binary version, each pair of participants reported to have interacted once or more is scored 
one. Actor dyads who did not interact are scored zero. The weighted version expresses the 
number of times each pair of participants interacted. Measures from the binary and weighted 
versions were normalized for the size of the social network. Normalized measures are generally 
considered appropriate for comparing social networks. (See Hanneman nd: 60-66 or Wasserman 
and Faust 1992 [1997]): 169-198 or Scott 2000: 83-98 and citations indexed for Actor/Entity 
position and centrality measures in Brownrigg 2002: 66). 

The interaction links of each participant to other participants within his or her social network 
were measured. Co-participation in the episodes of interaction reported formed “non-
directional” 21 ties. Measures of an actor’s centrality degree are based on the number of links he 
or she enacted with all or any other actors in his or her social network. Measures of the position 
of the actors in their social network based on the social network data of observed interaction 
connections were calculated using well established social network measurements automated by 
specialized programs. The various centrality measures calculated for each actor’s individual 
position were treated as personal attributes in another step of the analysis. In measures of the 
interacting social networks, only “participants” can have non-zero position scores. (Non-
participating co-residents who did not engage in interactions have zero as their position scores.) 

Centrality measures were developed to indicate how “centralized” social networks are around 
one or several key actors/entities. A whole social network and cohesive subgroups within social 
networks may have different structures of connections. One configuration graphs as a “star” : 
“spokes” from a central actor at the hub radiate out to actors who are not directly connected. 
Less centralized structures graph as line or circles. A line is formed where Actor 1 transacts with 
Actor 2, and Actor 2 with Actor 3, 3 with 4, and so on. If Actor n connects with A, a circle is 
completed. In a “wheel” graph, the central hub entity is connected to entities arranged in a ring. 
(See Freeman 1999 for an introduction to visualization issues in graphing social networks.) 

An actor with a high “centrality index” is linked to more other actors than one with a lower score. 
Degree centrality has been interpreted in some previous research as indicating an actor’s 
“popularity” or prestige. The measure uses binary social network data to compute the percent of 
all ties possible in the specific social network where the actor is observed. Theoretically, a 

21 Other formulae are applied to measure centrality degree, closeness, and 
betweenness using directional social network data based on exchanges, acts, affect, or 
other relations or transactions which can be directed from one actor to another and can be 
unreciprocated. 
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completely unconnected actor would score 0; an actor connected to all others in the same social 
network would score 100 (Wasserman 2001). In this research, a participant could not score zero. 
At least two actors interacted in each episode recorded. By definition, a participant had to 
interact at least once with at least one other participant to be included in a social network. Each 
participant appeared in at least one dyad. The maximal centrality index score for an actor’s 
position or for the social network as a whole can be expressed as 1.00 or as 100 percent. 
Calculations based on weighted data can exceed 1.0 or 100 percent. For an overview, see Faust 
1997, Faust and Wasserman 1992, and “Centrality and Prestige” in Wasserman and Faust 
1994[1997]: 169-198. 

Measures of “betweenness” are based on binary data. Each actor who interacts with actors who 
do not themselves interact is identified as “between” them. The “betweenness” centrality of an 
actor is calculated by measuring how many times he or she stands as an intermediary on the path 
between two or more other actors. An individual betweenness measure sums the number of 
times that actor is on the “path” to and from unconnected actors. In graphs with lines drawn 
between each connected dyad, the individuals between linked pairs serve to connect the entire 
social network or its cohesive sub-groups into connected graphs. In the context of our research, 
individuals with high betweenness centrality interacted with social network participants who 
themselves did not interact. They provide an indirect or second-hand social connection for less 
connected actors. An actor’s betweenness centrality score can be normalized by dividing it by 
the maximum number of connections theoretically possible given the number of actors in the 
particular social network. The specific betweenness measures of social network geodesics 
applied in this research were quantified for actor betweenness by Anthonisse (1977) and Freeman 
(1977) and for the social network betweenness as a whole group, by Freeman (1979) as 
automated in UCINET (Borgatti, Everett and Freeman 1999[2001]). 

Measures of “farness” and “closeness” centrality also use binary data. How far away or close an 
actor is to other actors in a social network is considered a function of how many other actors 
stand between them. The farness of an actor is defined as the sum of all distances between the 
given actor and all other actors in the social network. If Actor 1 had a distance of 1 to Actor 2 
and a distance of 2 to both Actor 3 and Actor 4, then Actor 1's “farness” score would be 5. 
“The closeness of an actor can be thought of as the inverse of the farness of an actor. To 
compute this measure, the reciprocal of the farness of an actor is divided by the minimum farness 
an actor can have. The result is expressed as a percentage – that is, on a scale from 0 to 100. An 
actor who is close to no others would be scored 0. An actor who is close (adjacent and directly 
connected) to all other actors would score 100. If an actor’s farness measure were 5 and the 
minimum farness possible with the social network were 3 then that actor’s closeness would be 
(1/5)/3=3/5 or 60 percent (after Wasserman 2001). For a review of actor closeness centrality see 
Freeman 1979. 

The centrality degree, the betweenness centrality and the farness and closeness for the social 
network as a whole are calculated from all its actors’ personal position measures. Actors in the 
same social network can be viewed as sharing in common the general measures for their social 
network as a whole. Each social network produced distinctive measurements (Table 1) and 
graphs (Appendix). 
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4.8.4. Mobility character and measures of participants’ whole social network 

The character of their participants’ mobility significantly correlated with measures of the 
centrality of the whole social networks. Based on calculations using binary interaction data, the 
social network of the commercial fishermen displayed the highest centrality degree (46.56 
percent). In the binary view, it was more than twice as centralized as the social network of the 
campers (at 21.77 percent) and about three times more centralized as that of the migrant farm 
workers, American Indian men's society, and seasonal workers. Using data weighted by the 
number of times each pair of participants interacted, the two social networks entirely composed 
of habitually mobile participants registered the highest centrality: the social network of seasonal 
workers at 400 and the Haitian migrant and seasonal farm workers at 392. The social network of 
the American Indian men’s society, in which most participants were residentially or habitually 
mobile, had the next highest weighted centrality at 361. The measures of social network 
centrality degree calculated from data expressing the number of times each pair interacted were 
comparably lower for the campers and commercial fishermen than other social networks in this 
research although considerably higher than many more bounded whole social networks reported 
in the literature. Participants in the fishermen's social networks included mix of sedentary, 
residentially mobile, and habitually mobile people. Several participants associated with the fish 
house or government regulation fishing were more often present at the social frame of the dock 
than central fishermen. Captains and crew in the inherently mobile occupation left the 
interaction frame while they were at sea. They went off to interact intensely in unreported 
subsets. Stable crews continued to interact when they reappeared in the dock interactions; 
volatile crews imploded, sometimes during trips (Kitner 2001) and participants stopped 
interacting or left. Although no participants in the campers’ social network were sedentary, most 
recreational campers were traced only between their census residence, a campsite, and back. By 
contrast, most participants in the social network of Midwest Mexicans were sedentary. This 
social network had the lowest centrality degree based on binary data (6.53 percent) and weighted 
data (11.63). 
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Table 1 
Measures of the Centrality of the Participants’ Social Networks 

(as a whole) 

(Binary Data) 

Degree 
Centrality 
Index 
(Normalized) 

Betweenness 
Centrality 

Closeness 
Centrality 

Haitian migrant farm workers 
(N=17) 

15.83% 2.32% 23.33% 

Mexicans settling in the Midwest (N=19) 6.54% 0.16% 10.99% 

Seasonal workers (N=5) 16.67% 2.78% 23.33% 

American Indian men’s society (N=21) 15.79% 0.94% 23.90% 

Commercial fishermen (N=45) 46.56% 7.25% 48.02% 

Campers (N=51) 21.77% 10.70% 1.41% 

Several measures of each social network as a whole correlated with their participants’ mobility 
characteristics. Based on binary interaction data, participant’s mobility characteristics correlated 
with 

the degree centrality index of the interacting social network as a whole 
(Pearson’s .281**), 

the social network’s betweenness centralization (.162**), and 
the social networks’ farness and closeness centralization which is the social network’s 

average of the “farness” and “closeness” of its actors (.432**). 

4.8.5 Correlations between participants’ mobility and position in their social network 

The character of participants’ mobility correlated with their personal position in their social 
network. Using personal position measurements based on binary interaction data, for example, 
significant correlations were found for individual participants’ degree of centrality (Pearson’s 
.448**), individual participants’ degree of centrality normalized for social network size 
(.387**), and individual participants’ betweenness centrality (.236**). 

Using data weighted by the number of times participant dyads interacted, significant correlations 
with participants’ mobility characteristics were found for participants’ degree of centrality 
(Pearson’s.201**) and this measure normalized for network size (.180**). 
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!	 Certain residentially and habitually mobile participants enjoyed measurably more 
central positions in their social networks. 

4.8. 6 Mobility character and cohesive sub-groups 

Participants with higher centrality also appear in the cohesive subgroups based on links n-
cliques and k- plexes, and in blocks that group participants with structurally equivalent 
positions. The correlation between measures of participants’ positions and the character of their 
mobility confirms that ethnographers successfully framed interactions which not only involved 
“highly mobile people” but featured them as measurably central actors. 

All participants in the social network of the seasonal workers and the social network of the 
Haitian farm workers were habitually mobile. As they structured a social network in which all 
participants interacted with each other in farm work, so all were “reachable” as adjacent and 
connected. Their social network did not have sub-cliques: all participants were present in the 
single 1-clique and single 2-clique that were simultaneously with the social network as a whole. 
Weighting the Haitian farm worker dyads by the number of times each pair interacted helped 
identified slightly more central participants. The interactive links among participants can be 
graphed as a connected ring cross-crossed by lines which illustrate that every node was 
connected to all the others. 

For the social network of the seasonal workers, binary and weighted expressions demonstrated its 
participants’ interactions centered on three co-equally “central” structurally equivalent 
participants. The central actors were present in the two cohesive 1-cliques (and two 1-k plexes) 
within this social network. These cliques and k plexes were distinguished by the presence of 
non-central individuals. 

Certain fishing captains, boat crew, and officials related to the fish house dock were measurably 
central actors in their social network. The multiple central actors in the commercial fishermen’s 
social network included the more “popular” captains described by Kitner (2001). Some of the 
central popular captains and their crews were habitually mobile on land as well as at sea, moving 
among various domiciles on shore and living with different co-residents. In graphs generated 
from the binary interaction data to represent commercial fishermen’s social network, these 
central participants appear buried in the dense middle of lines draw to connect interacting dyads. 
The graph of this social network illustrates the star-like reach of central individuals who 
interacted with many other participants and the marginal position of those with only a few 
connections. 

In the campers’ social network, the habitually mobile survival campers were more central actors 
than recreational campers. Survival campers were the principal actors forming the larger cliques. 
Over time, interactions between dyads of survival campers at the single campground frame 
linked the temporary gatherings that appear as sub-graphs into a fully connected but loosely 
structured social network. In this social network, survival campers convening the social 
interaction and personally stood between successive cliques. 
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More participants in the American Indian men’s society were occasionally residentially mobile 
than were habitually mobile year in and year out. The social network of affiliates of the 
American Indian men’s society was reinforced by the cohesive sub-groups of four 1-cliques. In 
each of these cliques, everyone interacted with everyone else. A third of the social network 
participants overlapped in their presence in all four 1-cliques. Two of the four 1-cliques involved 
76 percent of the participants; the other two involved 57 and 61 percent. In a special analysis of 
density revealed all participants were within two “steps” of each other, and five individuals were 
interacted with all of the interacting dyads. The ego network that each man formed by interaction 
included between 76 and 90 percent of participants with densities ranging from 76.90 to 82.86 
percent. Using weighted data, 132 cliques were found in 18 clusters based on the number of 
single links each participant made. When graphed in the style of dendritic branching, a central 
figure who attended the societies’ regular meetings and retreats emerged. Like the social 
network of the Haitian migrant farm workers, the American Indian men’s social network graphs 
displays the nearly universal connections among participants. 

Most participants in the Midwest Mexican folkloric dance group remained sedentary. The 
participants with itinerant jobs outside the locality interacted when they could but this was not 
often enough for them to be as central as the sedentary. 

The significant positive correlations between measures of the individual participants'positions 
and the characterization of their mobility reflect the strong centrality and roles of the more 
mobile in these social networks. 

4.8.7 Mobility and measures of the matrix of co-residents as a whole 

We obtained the same measures using the binary data of the six matrices of co-residents. Sets of 
co-residents lived or stayed together in any type of domicile at least once during the six months. 
The matrix of co-residents includes all participants in the related interacting social network plus 
participants’ unique co-residents: people who had not participated in the interactions defining the 
social network but did live or stay with one or more people who had participated. Each pair of 
actors who co-resided was scored one. A dyad created through co-residence may be composed of 
two participants who interacted and also lived together, or of one participant and one non-
participating co-resident. Participants from the interacting social network who were not reported 
as living with anyone scored all zeros. Higher position scores reflected how many people an 
actor had lived with over six months. In the binary matrix, the duration of co-residence is not 
considered. Individuals could achieve high centrality scores by residing with a larger number of 
people continuously and simultaneously, or by residing with a series of people. In the context of 
co-residence, a position of comparably higher betweenness centrality identifies individuals who 
resided with a series of other people who did not themselves reside together. 

Whereas the graph of each interacting social network in this study is by definition connected, the 
matrices of co-residents produce disconnected graphs. (Individuals reported to have lived alone 
are noted in the margins and do not appear in any subset linked by co-residence.) The low 
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centrality of the commercial fishermen’s matrix of co-residents at 5.68 out of a possible 100, and 
the campers’ matrix, at 6.45, reflects the preponderance of individuals in those social networks 
who lived alone or with one other person. 

Graphs generated from the matrix of co-residents illustrate the connections of people who lived 
together. Two co-residents form a bar. Three form a triangle with its points reinforced by 
interconnections. Five co-residents are represented by a pentagon similarly cross-crossed with 
interconnections, and so on. See Appendix, graphs of co-residents. 

Degree centrality of the matrices of co-residents 
The higher the degree of centrality of the co-residential network as a whole, the more individuals 
lived together at least once. The centrality of co-residents among the Haitian farm workers 
scored 24.10 out of a possible 100 and American Indian men’s society scored 26.62. In both 
these social networks, interacting participants intermittently co-resided with each other in large 
groups and several core pairs were continuously co-residents in a series of different domiciles. 
The episodes of co-residence by participants organized in migrant farm work crews or ritual 
retreat groups resulted in co-residential centrality almost as high as that of the seasonal workers, 
at 28.10, who continuously lived together under the same roof, though in various rooms and with 
changing roommates. 
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Table 2 
Measures of the Centrality of the Matrices of Co-Residents 

(Binary data) 
Degree, 
Centrality Index 

Closeness 
Centrality 

Betweenness 
Centrality 

Haitian migrant farm workers 24.10% 23.33% * 
25.97% 

27.32% 

Mexicans settling in the 
Midwest 

11.63% 0.76% 0.58% 

Seasonal workers 28.21% 5.94% 5.92% 

Commercial fishermen N=64 5.68% 0.22% 0.20% 

American Indian Men 26.62% 5.6% 5.33% 

Campers N=51 6.45% 0.24% 0.49% 
*All measurements were calculated twice. This measurement produced different values. 

The similarity of the centrality index for the Midwest Mexican’s interaction social network and 
their matrix of co-residents reflects the influence or expression of co-residential cliques in social 
interactions outside their houses. Participants who lived together formed cohesive subgroups in 
the dance club. 

Betweenness centrality of the social matrices of co-residents 
The betweenness centrality scores for the six matrices of co-residents further contrast the 
residential patterns. The betweenness centrality of the Haitians’ co-residential arrangements at 
27.32 (out of a possible 100) is relatively high. This measure reflects that most participants lived 
with each other for short periods as well as with non-participating co-residents. 

The betweenness centrality of the co-residential matrices for the American Indian men and young 
seasonal workers are measurably similar at 5.99 and 5.33 percent. Episodes of co-residence 
overlapped with interaction in the men society during the retreats, pilgrimages, and ritual visits. 
As described ethnographically, affiliates generously shared housing and moved in and out of each 
others’ domiciles. Episodes of co-residence reinforced society interactions. The structure of the 
social network of American Indian men and their co-residential matrix have common features. 
Graphs generated from the episodes of interaction closely resemble graphs generated from their 
matrix of co-residents as there were very few non-participating co-residents. 

A special analysis of the co-residential matrix of the American Indian men’s society detailed four 
1-cliques. Two 1-cliques were composed of the three-quarters of the participants who attended 
society events in the countryside. The other two cliques are formed by the co-residents in two 
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particular housing units. All but one of the non-participating co-residents but only one 
participant had an ego network consisting of only one co-resident person : that is, the individual 
lived with only one other person over the six months. Over two thirds of the participants (and 
over half the actors in this co-residential matrix) lived with 16 or 17 other people over six 
months. The exceptional participant who lived alone (scoring zeros in all measures of position in 
co-residents) was an isolate when the matrix was blocked. The largest block clustered 
individuals with similar personal measures of co-residential centrality. All but three were 
participants. (A non-participating co-resident who remained sedentary while others came and 
went ranked among those best connected through co-residence.) The high prestige healers came 
late in the study yet were so welcomed as house guests that they appear in the block group of 
people best articulated by co-residence. 

The shifting residential locations of roommates within the seasonal worker’s dorm formed a 
structure of co-residents technically similar to that of the American Indian society although 
behaviorally through qualitatively different episodes of co-residence. 

The “betweenness” scores of 0.58 for the co-residents matrix of the Midwest Mexicans was low, 
the 0.49 for campers even lower, and the score of 0.20 for the co-residential matrix that included 
commercial fishermen was lowest. As described ethnographically, the Mexicans lived in family 
and one bachelor households; the campers and fishermen lived alone, in couple or partner pairs, 
or small nuclear or stem family groups. The habitually mobile fishermen itinerant on land who 
resided with a succession of co-residents achieved higher betweenness scores than most of the 
sedentary. 

Similarities between various measures of the Midwest Mexicans’ social network and matrix of 
co-residents reflect the influence of co-residence in the dancers’ social interactions outside the 
houses where they lived. Co-resident participants formed exclusive cliques or the core of cliques 
which attached participants of the same gender and age who were the lone participant from their 
respective household. 

4.8.8 Mobility and measures of individuals’ positions in their matrix of co-residents 

The character of individuals’ mobility and measurements of their positions in their matrix 
of co-residents has a weak and negative correlation with the individual actors’ degree of 
centrality after normalizing for the number of actors (Pearson’s -.161* significant at .05 level). 

The character of individuals’ mobility and their role position of betweenness centrality in the 
matrix of co-residents correlate positively after normalizing for the number of people in their 
respective matrix (Pearson’s .246**). 

In the matrix of co-residents, measurements of an individual’s position reflect the number of ties 
he or she formed with other actors by living or staying together. These ties could be formed by 
stable co-residence with a larger number or people or by co-residing with a series of people. Sets 
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of actors who co-resided with each other (and only with each other) share the same position 
measures. The shared scores reflect how many people were in the set of stable co-residents. 
Individuals who resided with more people generally achieved higher measures of co-residential 
centrality degree and co-residential betweenness centrality. Whereas measures of individual 
positions of co-residential centrality degree correlate weakly, negatively, or not at all with their 
mobility, individuals’ betweenness centrality correlates significantly and positively. 

Individuals who moved among co-residents were in measurably different positions than any of 
their occasional co-residents. Those individuals who moved among a series of co-residents 
generally had lower measures of centrality degree but because they connected “between” people 
who did not themselves share domiciles, these perpetual movers generally scored higher personal 
betweenness centrality. This result must be conditioned by the understanding that measures of 
co-residents are from binary matrices which treat episodes of co-residence of any duration 
equally. Individuals achieved higher centrality degree and betweenness centrality positions by 
living with more co-residents, however this could have been continuously or serially. 
Individuals in the block with the higher personal position measures of centrality in their matrix 
of co-residence included adult women and children who “stayed home” while their highly mobile 
occasional co-residents moved about. Individuals traced moving between different co-residents 
and individuals who stayed sedentary in a domicile which hosted a series of co-residents both 
scored high “betweenness”; despite their contrasting residential styles, these individuals 
connected people who did not reside with each other. Most individuals with high co-residential 
betweenness centrality were habitually mobile. A minority were themselves sedentary in 
domiciles with ever changing compositions, notably among the American Indians and Haitian 
farm workers. 

Kinship 
In their Census residences, a little over half the participants lived with one or more other 
participant and/or one or more non-participating co-resident who was related to them through 
kinship. The closest kin relationships of co-residents to social network participants (beside 
“self”) were spouse, child or grand-child, co-habitant, parent or step-parent, sister, brother, aunt, 
uncle, niece, nephew, cousin, or child or in-law of a niece, nephew. Nine percent of all 
individuals were the unmarried companion of a participant and most of these were participant 
/co-residents. A third of the non-participating co-residents had no kinship link with the 
participant with whom they resided. Overall, 46 percent of the individuals were reported as 
living alone or unrelated by kinship to their co-resident. Non-kin co-residents shared costs and 
were related to participants as their room mates, partners, guests, sub-tenants, boarders, or hosts, 
or landlord/ landlady. 

4.9 Summary census outcome 

Beyond whether or not a searched individual (participant or co-resident) was matched to a census 
record, we distinguish classes of census outcome that identify characteristics important in the 
Census 2000 method. 
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Table 3 
Summary Census Outcome 

Per 
Cent 

% 
S T N 

Unknown Census Day residence (came late, no address) 5.3% 5.3% 13 

Correctly enumerated but duplicated once 0.8% 2 

Correctly enumerated with reported co-residents or alone 42.0% 103 

Correctly enumerated with unreported co-resident(s) 8.2% 20 

Correctly enumerated in a Group Quarters 1.6% 4 

Correctly enumerated, sub-total, percent 52.3% 

Omitted in a whole household, housing unit listed 4.9% 12 

Omitted in a whole household, housing unit missed 14.7% 36 

Omitted where census co-residents were enumerated 4.1% 10 

Omitted within an enumerated Group Quarters 0.8% 2 

Omitted within a Group Quarters not enumerated 5.7% 14 

Omitted in Transient Quarters not listed or enumerated 11.8% 29 

Omitted, sub-total percent 42% 

Totals 100% 100% 245 

Percent with Census Day residences in 
conventional housing 

82.4% 
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5. DISCUSSION, CONCLUSIONS, AND RECOMMENDATIONS 

Most of the habitually and residentially mobile people found enumerated 
! had census residences in conventional housing 

and 
! maintained ties with 

and 
! repeatedly and routinely returned to 

! the same set of residentially sedentary co-residents 
! in one locality. 

Habitually and residentially mobile people with all these traits were generally found 
enumerated. More habitually and residentially mobile people who lacked any one of this 
combination of traits were apparently omitted than were found enumerated. 

5. 1 Analytical categories 

Categories relevant to the analysis of census outcome contrast 
“housing units” with other types of domiciles, 
“households” (as defined by the Census) with “ domestic base households”, and 
jurisdictions (like counties) with “ local base communities”. 

5.1.1. Types of domiciles that were census units of enumeration 

Conventional housing units 
The Census Day residences of 82.4 percent of the individuals searched were in conventional 
housing units. Thirty-five percent lived in detached single-family houses, 17 percent in mobile 
homes, three percent in townhouses, and 26 percent in apartments, or condos, or in buildings 
with two or more units. Most of these conventional housing units had city-style addresses and 
were found listed on the Master Address File. These types of conventional housing units 
qualified as units of enumeration for the Census of Population and Housing. Census 2000 
strived to compile a complete address list of all such housing. As for tenure, 33 percent rented, 
11 percent were in domiciles they or their kin-related co-resident owned free and clear or were 
buying with a mortgage, and two percent were unrelated sub-tenants or landlords/landladies. 
(Structures in farm worker camps and cabins in some camp grounds were included as rentals. 
The renter/owner/sub-tenant categories were not applied to domiciles in camp grounds or on 
boats or employer-provided quarters where some individuals stayed for free.) 

Census outcome: correct enumerations in housing units 
Forty-two percent of the individuals searched were found enumerated alone or with exactly the 
co-resident(s) reported (See Table 3). These census “household” enumerations perfectly matched 
the sets of people reported as residing at the particular housing units. 
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Another 8.2 percent (see Table 3) were correctly enumerated at their reported census residence 
housing unit with unreported people. Census household enumerations with unreported co
residents occurred in four of the six social networks: among recreational campers, commercial 
fishermen and their entourage, Midwest Mexicans, and Haitian migrant farm workers. Census 
records for unreported first degree relatives (participants’ parents, minor children and siblings) 
are probably correct. Several unexpected census records were identified as erroneous 
enumerations. 

!	 Census residence in a conventional housing unit with a city style address 
listed on the Master Address file were traits strongly associated with finding 
the searched individuals in Census 2000, whether they were personally 
sedentary or mobile. 

Census outcome: whole household omissions in missed housing 
However, not all individuals with census residences in conventional housing units were found 
enumerated. Whole households of social network participants and their co-residents living in 
conventional housing were apparently omitted. No census records were found for 14.6 percent of 
the individuals searched at the listings for their units, in the blocks where the housing had been 
geocoded, or nearby search area. At least one case of a missed housing unit/ whole household 
omission occurred in the five of social networks which had any participants in conventional 
housing. 

Census outcome: whole household omissions in listed housing 
For 4.5 percent of the individuals searched, the housing units corresponding to the addresses of 
their census residences were on the HCUF but either the housing was classified as vacant or 
census person records for entirely different people were attributed to the unit. 

Vacant 
The individuals whose “usual” and census residences were in housing units that Census 2000 
enumerated as vacant were recreational campers. Southard (2001) acknowledges that the address 
information these individuals provided may have been misreported, however these individuals 
were vacationing states away in April and/or May 2000 and may not have been home to be 
enumerated. 

“Conflicting households” 
Whole households of senior Haitian migrant farm workers and middle-aged American Indian 
men were omitted in their census residences. In their conventional housing units, Census 2000 
enumerated demographically different people with different names. 22 These may be address mix-
ups or geocoding errors. The people enumerated were definitely not in-movers because the 

22 The A.C.E. found 4,369 cases of such “conflicting households” in its sample, 
analyzed by Liu, Feldpausch and Smith 2002. 
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participants and co-residents omitted this way continued to reside in, or repeatedly returned, to 
their census residence housing units. 

A total of 19.2 percent of the individuals searched were omitted in conventional housing units: 
4.9 percent in listed housing, 14.7 percent in unlisted housing. In their reports, the ethnographers 
analyzed and commented on aspects of the physical housing, address scheme, and individuals’ 
mobility situations which have led to the omission of whole households with or without housing 
unit misses. 

Census units of enumeration other than “housing units” 
Though less than a fifth of the people searched had census residences in Group Quarters and 
Transient Quarters that qualified as census units of enumeration and other non-housing, 16.7 
percent of all individuals searched were omitted in census residences other than housing. 

!	 It should come as no surprise that highly mobile people occasionally stay in 
domiciles that Census 2000 classified as Group Quarters and Transient 
Quarters and in commercial accommodations. 

Census outcomes in Group Quarters 
Various types of Group Quarters were defined as Census 2000 units of enumeration. Four 
participants (1.6 percent of the universe) were found enumerated in such domiciliary facilities. 
They were recreational campers enumerated in college dorms. Two individuals whose census 
residence were in Group Quarters were not found. One was searched in a college dorm and one 
in a YMCA where hundreds of other people were enumerated. The seasonal workers’ were 
omitted in a missed Group Quarters. Their workers’ dorm was originally listed and on the 
MAF, but it was not enumerated and was deleted as a Census 2000 unit of enumeration. The 
outcome for 5.7 percent of the individuals searched was omission in a missed Group Quarters. 

Census outcomes in quasi-housing units: transient locations 
None of the particular Transient Quarters where participants in the social networks stayed were 
listed or enumerated. No enumeration records were found for the 11.8 percent of the individuals 
searched whose census residences were in Transient Quarters. The Transient Quarters occupied 
by 25 of the omitted were never listed in any way. The individuals omitted in unlisted Transient 
Quarters were habitually mobile. Whole traveling households of survival campers were omitted 
because their default census residences were camp sites in a camp ground that the Census never 
listed and located in Zero Population Blocks. Commercial fishermen without rights to a housing 
unit on shore stayed on docked boats and also in inexpensive motels. 

Other than their respective census residences, highly mobile social network participants were 
traced to additional Transient Quarters that were not listed or enumerated. Although Transient 
Quarters participants occupied those later, any people who occupied the locations or had 
permanent residences in these unlisted areas were not enumerated. 
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During their work migrations, the Haitian migrants stayed in large farm labor camps where 
traveling contract crews rent cabins, tied-down trailers, and other structures. The human 
habitations in these labor camps fall between definitions of Transient Quarters, Group Quarters, 
and temporary rental housing.23 Nothing was listed in these large labor camps. Similarly, during 
their ritual migrations, the American Indian men occupied rental cabins in formal camp grounds 
and at ritual centers on tribal land that were not listed or enumerated. At the camp grounds and 
around the ritual centers there were permanent houses. 

Zero Population Blocks? 
The default Census Day residences and later domiciles of participants in four social networks 
were located in blocks that the Census Bureau classified as "Zero Population Blocks". The 
domiciles occupied by the campers, migrant farm workers’, fishermen’ 24 and American Indian’s 
men society remained depicted as “unpopulated” in Census 2000. The block of and the blocks 
around the deleted workers’ quarters were converted into Zero Population Blocks in Census 2000 
although this area is periodically inhabited by over 10,000 people and continuously by core 
resident staff and has listings on the Master Address File. 

Transient Quarters Enumeration 
The Census 2000 operational design for listing and enumerating Transient Quarters gave people 
whose census residences were classified as Transient Quarters a slim chance of being 
enumerated. Census 2000 had first to identify and list the Transient Quarters as a "Special Place." 
Information for listing and screening “Special Places” was largely collected by telephone. Fewer 
listed Transient Quarters (than "Group Quarters" and "Service Based Enumeration" sites) were 
visited before the Transient Quarters enumeration operation. Census 2000 screened some 
Transient Quarters in telephone calls to find out if the likes of camp grounds would be open at 
the end of March 2000. In the camp grounds where people featured in this and related 
ethnographic research stayed (Mings 2001), there were no working telephones or attendants to 
contact. Camp grounds, marinas, RV parks, and other Transient Quarters were not universally 
listed. Fewer still “transient locations” in them, like pads, camp sites, hook-ups, slips, and other 
relevant outdoor living spaces were listed. Only listed and pre-screened Transient Quarters were 
scheduled for enumeration. The Transient Quarters enumeration operation was originally 
designed for a few hours on one day in March 2000, but had to be extended over several weeks in 
several large sites. Occupants of transient locations who stated they had no other home were 

23 The particular camps the Haitians used are intermittently occupied by farm 
work crews throughout the year; “upstream” camps are more seasonal. Vacant units in 
some farm worker camps were listed during follow-up enumeration as “seasonal vacant 
housing held for farm workers.” 

24One individual not involved in the social network who was enumerated 
elsewhere gave the non-residential fish house as his "home" address. As a result, one 
census person record was recovered in one “zero population” block. 
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enumerated as “households”; such “housing units” as portable tents, motorized homes, and boats 
25 were listed. 

The rural survival campers were omitted because the camp grounds where they stationed their 
ambulatory households26 in March and April 2000 were not listed, either as Transient Quarters or 
as Transient Non-Shelter Outdoor Locations. As rural, they did not use service sites concentrated 
in urban areas like soup kitchens and shelters. The formal public camp ground where they set up 
their census residences met the definition of Transient Quarters. In late March, however, there 
was no attendant the Census could have called to establish that the camp ground was occupied, 
despite the inclement weather (Southard 2001). 

The side-of-the-road encampments where survival campers later stayed qualified as transient 
“outdoor” locations. Nationally, most such sites listed and enumerated were in urban areas. 
Camp grounds that charge user fees were excluded from the definition of this type of 
enumeration site. Like many others throughout the country, the camp ground that the campers 
social network occupied in March, April, and later charges a nominal fee on the honor system. 
This fee, though largely uncollected, excluded the camp ground as an outdoor transient locations 
site. The camp ground did qualify as a Transient Quarters and was occupied by the end of 
March, although park attendants did not check it in the early spring. When summer came, the 
survival campers decamped after a park attendant began making spot appearances to collect the 
posted fees and enforce stay limits. 

Census 2000 made a good faith effort to enumerate people who lack access to conventional 
housing at places where they receive services. In related ethnographic research, Susan Lobo 
(2001) identified enumeration records collected in soup kitchens for highly mobile urban people 

25Neither the particular campground nor any nearby, and neither the fishing dock 
nor any other marina along the coast nearby were listed on the Master Address File or on 
the component of the Decennial frame that listed transient quarters. The researchers 
(Southard and Kitner) visited these locations before and on the day Transient Quarters 
enumeration was scheduled and later. They did not observe any census enumerators in 
these "Transient Quarters" (the camp ground, the fishing dock, marinas). People staying 
in and around these places did not report seeing any census workers there in March or 
later in 2000 either. 

26 In a related ethnographic evaluation, only one of the five camp grounds 
occupied by "snow birds" living in RVs in the Southwest (Mings 2001: 10) was listed on 
the Master Address File and none were listed on the pre-census list of Transient Quarters. 
HCUF census records for other people were found at the one campground found listed. 
None of these records matched anyone camping in recreational vehicles whom Mings 
personally interviewed on March 27-29, 2000: two days before the Transient Quarters 
enumeration was scheduled to take place. 
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who camped out in parks or slept in their parked cars or trucks March-June 2000. Most 
overnight shelters and soup kitchens listed and enumerated were in urban areas. The rural 
survival campers lived no where near any soup kitchens or overnight shelter, so they were not in 
a position to benefit from the Census 2000's service-based enumeration. 

5.1.2. Types of domiciles that were not census units of enumeration : commercial 
accommodations 

People whose census residences were in types of domiciles that Census 2000 did not consider 
"units of enumeration" had no “place” in the census and little chance of being enumerated. They 
were excluded by definition. 

Motels and hotels 
Participants in three social networks occasionally stayed in cheap motels. Practically speaking, 
people who paid to live or stay in commercial accommodations like motels were not slated for 
enumeration in Census 2000. Commercial accommodations available to the public were not 
listed or enumerated. Within hotels and motels, managers’ apartments, staff quarters, and rooms 
and sections contracted as temporary shelters were eligible for listing and enumeration. 
Managers’ apartments listed as housing units were enumerated in one of the “farm worker 
motels” migrant farm workers occupied and in one of the beach motels where fishermen stayed 
off and on. Other motels (and a boarding house) participants occupied were neither listed nor 
enumerated. In Lobo’s related research, habitually mobile people kept journals and mapped 
where they stayed in the period March-June 2000. Several accounted staying briefly in 
downtown “skid row” hotels which Census 2000 listed as shelters, a type of service site. In 
these hotels, only that handful of occupants whose tab was paid by third parties – the “legally 
homeless”– were enumerated. Clients paying for themselves who usually slept outdoors and had 
no homes were not. Commercial accommodations were not targeted as drop off points for “Be 
Counted” forms. These forms allowed people who believed they had not been enumerated to 
assert themselves to the Census. 

!	 Mobility –as a personal characteristic and economic necessity for certain lifestyles 
and occupations-- increases the odds of stays in types of public, commercial, and 
private accommodations that the Census 2000 either did not consider as units of 
enumeration or did not list, and did not enumerate. 

Insufficient information 
For 5.3 percent of the individuals searched, their census residence remained unknown or was 
reported with insufficient information for geocoding or for defining a reasonable search area. 
The census residences of these individuals are believed to be outside the search areas specified 
for their social network. No matched census records were found for them and none were 
expected. The census outcome of these individuals remains unresolved. Most were “in-movers” 
who came late including people who appeared and disappeared. Had the search area for the 
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commercial fishermen’s matrix of co-residence not been expanded to cover two counties, more 
individuals from that social network would have had this census outcome. 

5.2 “Households” 

The Census Bureau considers (co-) occupants of a housing unit as a “household.”27 Certain 
tabulations use the population in households and classify households by their composition (single 
person, family related, unrelated et al.) and by various statistical characteristics of person records 
in the set. Despite the statistical definition of a household, co-residential groups may organize 
themselves as “households” outside housing units (and co-occupants of a housing unit may not 
recognize they are organized as a household.) From the perspective of the social network 
measures, two people co-residing form a bonded dyad; three, a triad, and four or more form a 
particularly densely interconnected close cohesive group. 

Sets of co-residents who stayed together over the six months and for longer durations in the past 
were “stable” associations. Some stable sets of co-residents were habitually mobile and others 
were completely sedentary. 

5.2.1 Mobile Households of stable co-residents outside housing 

The campers involved were stable sets of co-residents who continuously lived together in a 
minimum of two different places. Several survival camper couple, partner, and family 
households traveled together, shared ambulatory domiciles and resources, and set up their 
households in Transient Quarters and in less formal camping spots. Similarly, stable sets of co
resident recreational campers vacationed together at the camp ground then returned to the 
housing unit or Group Quarters which was their census residence. The seasonal workers 
organized a home in their workers’ quarters and lived under the same roof for seven months a 
year. 

5.2.2 Temporary households outside housing 

During their work migrations, the Haitian farm workers formed temporary households in labor 
camps. Fishing crew partners and couples formed “households” that lived in and outside 
housing units. These out-of-housing “households” shared living expenses, slept within the same 
or adjacent structures, and cooked and ate meals together. 28 

27American Fact Finder Glossary: “A household includes all the people who 
occupy a housing unit as their usual place of residence.” CF American Housing Survey. 

28 In the 1980 Census, two or more households within one housing unit could be 
identified as sets of co-residents who shared cooking facilities and food, a definition 
consistent with United States Department of Agriculture Food Stamp qualifications, and 
private sub-divisions like rooms. 
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The temporary household arrangements among the traveling crews of the Haitian migrant farm 
workers and the seasonal workers in their workers’ dorm resemble the “ad hoc households” 
described in earlier ethnographic research (Montoya 1992). Households Montoya described as 
ad hoc were set up in domiciles other than conventional housing units, notably in a rural former 
motel converted into single room occupancy (“SRO”) rental units and in buildings not intended 
for human habitation. 

5.2.3 Stable and sedentary co-residents in housing 

Stable sets of co-residents who lived together and stayed sedentary in one housing unit 
throughout the study were unambiguously “non-movers.” All but one Mexican participant age 
18 or younger continuously lived in the same housing unit and with the same set of kin-related 
co-residents the whole time, for example. Unless they lived in housing units or blocks that 
produced no person enumerations, every one searched in these stable sets of sedentary co
residents in housing were found enumerated. 

5.2.4 House-to-house movers 

In this universe where almost half were residentially or habitually mobile people, moves by 
stable co-residential groups from one housing unit to another housing were relatively rare and 
complicated by the occasional presence of residentially and habitually mobile individuals. The 
habitually mobile Mexican bachelors moved from one housing unit to another; they traveled and 
occupied commercial accommodations together and apart. When they were all away working, no 
one stayed in their locked trailer home. Their married co-worker relocated his family from 
housing in Mexico to one trailer and then into better housing. Although others in his family 
group were continuously co-resident, he was often absent. Some fishermen locked up or lent out 
housing while they were working. While fishermen were at sea, their companions moved from 
housing unit to housing unit or to other quarters. The individuals in such couples alternated 
episodes of co-residence with each other with stays alone or with other people in the same or 
different domiciles. 

5.2.5 Highly mobile people and their sedentary occasional co-residents 

Several residentially and habitually mobile participants moved in and out of housing that was 
continuously occupied by at least one sedentary co-resident. 

!	 Our research suggests that residential and habitual mobility is 
predominantly an individual behavior and subject to interpretation within 
households. 

!	 For habitually mobile people who had census residences in conventional 
housing, the presence or absence of sedentary co-residents forming a 
“domestic base” appears to have determined their census outcomes. 
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!	 How their sedentary co-residents viewed the highly mobile people, whether 
they were expected to stay or to return or not, whether they were even 
known, impacted whether or not the mobile people were enumerated, within 
households. 

“Domestic base households” 
Following the Marcelins’ suggestion, it is useful to recognize the function of “domestic base 
households” in the personal arrangements of highly mobile people. Domestic base households 
consisted of a minimum of one sedentary and one mobile co-resident domiciled in housing. A 
base household could be recognized by the repeated return of highly or habitually mobile 
individuals. Sets of co-residents with these traits were identified in four matrices of co
residence. 

A “base household” may serve a single mobile individual. Although “partial household 
mobility” may be a characteristic of households characterized as “complex” (Schwede 2003), 
the sedentary residents (wives and children, mothers, girlfriends, and house mate/ partners) who 
provided “base households” for highly mobile participants in the social networks were not 
necessarily “complex” or populous. 

The family households of the Mexicans settling in the Midwest could be globally characterized 
as localized base households, because, as Chavira-Prado pointed out, residents’ mobility could 
occur at any time in the year. 29 The relatively large (5-8 person) Mexican family-related 
households settling in the Midwest were bound by kinship. During the six months study, most 
were stable and sedentary and more core co-residents continuously co-resided than individuals 
entered or left. Their sedentary habits contrast with strategies reported for earlier stages of 
migration from Mexico to the United States (Briody 1987, Chavez 1990, 1991, 1998 among 
others) and with the residential arrangements of the recently arrived bachelor participants still in 
an early stage. 

Maintaining attachment to a domestic base household is a residential strategy for staging 
occupations that inherently require frequent moves or rapid moves to short-lived economic 
opportunities. As Chavira-Prado pointed out, migrant farm workers may own the housing unit 
that serves as their base. Home ownership can stabilizes the point of return after work 
migrations and can establish a stop in circuit of domiciles; it does not mean owners stay home. 

!	 Census outcomes for highly mobile individuals in base households (in 
conventional housing) were better than other situations. 

29 Chavira-Prado’s ethnographic observation is consistent with survey results that 
indicate timing of Hispanics residential move are throughout the year (Schachter and 
Kuenzi 1996:17). 
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The habitually and residentially mobile individuals matched to Census 2000 records were largely 
enumerated in the context of their personal domestic base household. The habitually mobile 
found enumerated in this evaluation included migrant, seasonal, itinerant, and peripatetic workers 
whose income supported or shared the costs of maintaining the housing unit of their base 
household. 

Habitually mobile who repeatedly returned to one “domestic base household” were, however, 
omitted where several people moved into or out of their households while they were away. 
When several Haitian migrant farm workers returned to their houses, some of their census co
residents had left, and/or other people had moved into their houses. The composition of their 
“domestic base households” changed (Marcelin and Marcelin 2001). 

The number and turnover of residents and guests in domestic base households that senior Haitian 
farm workers established approached the volume described for “anchor households” in other 
research. Susan Lobo (2001) applied the term, anchor household coined by Lillian Ackerman 
(1989) to characterize households which routinely receive and dispatch multiple residentially and 
habitually mobile people. In anchor households, temporary residents and guests outnumber 
sedentary residents. Core householders (or their delegates) allow the housing they secure to 
serve as the staging point, temporary, or fall back residence for many relatives and acquaintances. 
The core householders in anchor households on Indian reservations (Ackerman 1989) and in an 
urban Indian community (Lobo 2001) were mature women and their daughters or mature 
couples. In eliciting the personal networks of co-residence of habitually mobile urban Black 
adult men, Fleisher (2001) identified the stable households of senior adults (parents and friends’ 
parents) and adult women (mothers, sisters, and children’s mothers) as the men’s fall back and 
frequent occasional domiciles. While the pace, exact composition, and affiliation admission 
criteria in anchor households may vary culturally among social groups, sharing secured housing 
is a broad and adaptive network strategy to confront scarcity. 

!	 The habitually mobile attached to a base household were in a fundamentally 
different residential situation than the habitually mobile who had no such 
attachment. 

!	 Those lacking attachment to a particular base household overlap with those living 
largely outside housing units. 

The habitually mobile participants in the social network of commercial fishermen were adult men 
whose sporadic co-residential arrangements were largely set up outside conventional housing. 
The fishermen who were itinerant on shore partnered to lodge together in different types of 
domiciles at different locations. If they received enough cash from their share of the catch, pairs 
or trios of men rented efficiencies in beach or highway motels. If they could not afford a motel 
room, they stayed aboard docked vessels alone, with friends, or with companions, or accepted 
invitations to stay temporarily with other participants. Arrangements for on shore domiciles were 
commonly made during the interactions at the dock. None of the fishermen or their companions 
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who joined or left the social network during the six months observation had attachments to any 
“domestic base households” in the locality. Those who resumed co-residence with a wife or a 
girlfriend in between fishing trips, stayed in whatever temporary domicile their female partner 
had found on shore or as a couple aboard docked vessels, closely resembled co-residential 
structures among the survival campers. 

Whether individuals moved in (“in-movers”) or moved out (“out-movers) of their census 
residence was less on point for the census outcome of the habitually and residentially mobile 
than whether they later returned. The habitually mobile with base households repeatedly moved 
in and out and they were largely enumerated. The habitually mobile without base households, 
moved around and most were not enumerated. For more residentially mobile people made 
individual moves among domiciles than moved in continuously co-residential core groups. 

How co-residents viewed people who moved in and out were closely related to census outcomes. 

5.2.6 Within household matters 

The highly mobile individuals attached to a “base household” in a localized “base community” 
found enumerated in the Census were either present at the time of enumeration, or, if they were 
temporarily absent, were named by a respondent with certain characteristics. Respondents who 
included absent mobile individuals had been, and continued to be repeatedly co-resident with the 
person. They were part of the sedentary core or the only sedentary resident of the household. 
Typically, the respondents who mentioned temporarily absent individuals were kin-related to 
them or else their domestic co-habitants. 

Respondents with certain characteristics omitted individuals who were both present and 
temporarily away. These respondents were not part of the omitted individual’s established base 
household of sedentary core of long term residents. These respondents were themselves in-
movers or visitors, or else the individuals they omitted had fairly recently moved in. Several of 
these respondents received rent or shared costs for the housing they shared with the individuals 
they omitted. 

Gilley noted that men who went away as little as once and for as little as a few days were omitted 
by their house mate or other co-resident, even though they came back. The situation in this 
social network seems to have more to do with the arrangements the men made as sub-tenants. In 
other social networks, habitually mobile fathers and husbands more often absent than present 
were enumerated as though at home in their family residences. The participants in the American 
Indian men’s society social network who were not enumerated did not live continuously with the 
same co-resident(s) in the same domicile and did not personally hold firm (or any) tenure rights 
in the housing that was their Census residence. Their arrangements to share housing and 
expenses with unrelated roommates or in a relative’s home were apparently fragile, disrupted by 
brief absences. Their stays in rural homelands, distant reservations, society events held across the 
territory of several western states, and in other participants’ homes, though brief, formed an 
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impression that gave respondents reasons to fail to mention them. Participants offering each 
other places to stay and havens for respite from conflicts with their usual co-resident shifted the 
social location of their fundamental residence arrangements from particular domiciles and co
residents to the society as a whole. 

5. 3 Communities 

The social networks were immediate face-to-face communities in which habitually and highly 
mobile people interacted with each other and with residentially stable participants. Participants in 
the interacting social networks spoke of affiliations and connections with more populous 
communities outside the frames of interaction. Affiliations with imagined or enacted 
communities ran through shared occupation, social circumstances, languages other than English, 
and conscious social identities including kinship, places and nationalities of origin, activities, 
and beliefs. Over a longer periods than the six-month tracing, participants in each of the social 
networks might come into contact with people they considered community affiliates. 

!	 Over the six month period of observation, enveloping 
communities were the principal social terrain from where 
interacting social network participants arrived 
and to where they left. 

A community may interact in one place or at multiple locations. A community may itself be 
geographically dispersed or mobile and migratory. Communities may also be strictly imagined 
affiliations (Chavez 1991). 

5.3.1 “Localized base community” 

A “localized base community” may emerge in a place where interacting or affiliated mobile 
people co-locate “base households” and form interaction spheres. A localized base community 
may be an isolate or one locus of a multi-local community.30 

Five whole social networks and the cliques of survival campers in the sixth were connected to 
larger communities. 

In the four social networks nested in localized base communities, the “base households” of 
highly mobile people were geographically dispersed. These localized base communities were not 
concentrated in neighborhoods. Various ties across localized base households included 
interactions in gatherings at community focal points of the types observed. Among the American 

30Marcelin and Marcelin (2001) introduced the concepts of “base household” and 
“localized base community” to explain the complexities of co-residence among low 
income Haitians. 
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Indians and Haitian farm workers, highly mobile individuals’ residential visits and the hosting 
ethic interconnected households in and beyond the dispersed localized community. 

Most participants in the social networks of the Haitian migrant farm workers and the Midwest 
Mexicans maintained localized base domestic households. The Haitians established base 
households in a city from where they could commute daily to seasonal agricultural field work six 
or seven months a year. The Midwest Mexicans were settling where year-round work and 
Spanish-language social and educational services were available. The local Spanish language 
services had been developed for migrant farm workers at a large, family-friendly labor camp. 
Farm workers basing themselves where they may seasonally commute daily to agricultural work 
and “settling out” from principal stops in their former migrant circuits have been reported from 
many agricultural areas of the United States (Alarcon 1997 among others). The length of time 
participants and their co-residents had been in these local base communities varied from a few 
months to the lifetime of individuals under 30. Three generations were present. The folkloric 
performances of the social network figured as one cultural declaration that Mexicans had 
established a local community. Each of these immigrant base communities were affiliated by 
common language, common national origin, common work backgrounds and prospects, and 
other social and cultural features. 

Many participants in their social network maintained base households within about a ten mile 
radius of the dock where commercial fishermen landed fish. The housing rented by those who 
lived alone and motels they occupied in between fishing trips were in the same general area. The 
tied down trailers and rented town houses that served as fishermen’s base households were 
scattered across two counties. The local base community was not a spatially concentrated fishing 
village. Community gatherings, however, centered on fishing, including those observed in the 
frame of the landing dock. 

The meetings at a fixed locale on a regular schedule gathered American Indian men’s society 
participants who lived in conventional housing in or just outside the city where meetings were 
held. Participants who traveled from rural areas attended less frequently. 

Although the localized base communities of the social network participants traced were 
dispersed, highly mobile people may organize concentrated enclaves. Andereck (2001) 
compared census outcomes from the 1970, 1980 and 2000 Decennial Censuses in two enclave 
neighborhoods of traditionally mobile “Irish Travelers” sometimes called Gypsies. Over the last 
30-40 years, the two bands gradually established localized base communities. Both are 
neighborhoods and social enclaves. The travelers co-located base households of kin-related co
residents in mobile homes. In one local base community the Travelers rent adjoining lots; in the 
other, the ethnic and kin-related enclave was located on purchased land. Workers continue to ply 
their trades peripatetically across a wide territory in the central and southern United States. The 
Travelers’ residential “base communities” allow family groups to pursue the traditional mobility 
of trades geared to dispersed clients while permitting children to attend school. 
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!	 Cultural norms divide localized base communities into those that serve 
highly mobile affiliates as a generalized host and those that restrict hosting to 
closer affiliates. 

The Marcelins observed that migrant farm workers who did not have base households 
nevertheless returned to the local base community. In the local base community, they were taken 
in by other Haitians who did have housing. The Haitian households hosted people related by 
kinship, previous co-residence, affiliations of language, national, sub-national origins, co-work, 
and other ties. The opportunity for the Haitian farm workers unattached to stable co-residents to 
find places to stay has a correlate. While those farm worker participants who did maintain base 
households were away, the composition of residents in their own housing units could and did 
change. 

Reciprocal hosting was a strong ethical norm among men affiliated in the American Indian men’ 
society, although one participant who abused it was eventually denied hospitality. Hosting 
rapidly articulated new comers. Housing was more privatized among the fishermen. Participants 
in the social network of the American Indian men’s society and of the commercial fishermen 
were split about 50-50 between those who did and did not maintain attachments to a domestic 
base household. Fishermen without personal access to housing in the localized base community 
were rarely “taken in.” As a result, most of the fishing crew and captains unattached to local 
base households of co-residents stayed aboard docked boats or in commercial motels and were 
rarely (and never continuously) domiciled in conventional housing units. Among the Midwest 
Mexicans, households appear more tightly bound by kinship, receiving and dispatching visitors 
from or to kin-related households in other locations. 

5.3.2 Multi-local communities 

An isolated base household, localized base community, or other facilities may serve as the 
physical-social nodes of a multi-local community. Mobile people moving through base 
households, base communities, and residential facilities at different locations help articulate 
multi-local communities as social, residential, economic and cultural systems. 

Regional multi-local communities 
The “chapter” that met regularly and interacted in one western city was one local node in the 
larger community of a territorially widespread American Indian men’s society. Other nodes 
were localized where clusters of active society affiliates maintained or had access to housing. 
The society located where there were reciprocally hosted “places to stay” at least temporarily, 
and gathered for events. As dispersed within and across localities, affiliates of the society 
deliberately congregated at events that they and others sponsored. 

Transnational multi-local communities 
A transnational community moves among multiple locations in the country they enter and the 
country they left. The social networks of the Mexican and the Haitian participants were 
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embedded in localized base communities in turn connected to multi local transnational systems. 
Mexican households received and dispatched individuals to and from kin-related households at 
distant locations in other U.S. states and in Mexico. Transnational relocations from Mexico and 
long term visits to Mexico occurred during and before the six month study period. The Haitian 
households received visitors from Haiti and dispatched residents on visits to Haiti during the 
same six months. (None of the other social networks received or dispatched anyone across 
international borders.) 

The transnational component of mobility and the population of movers coming into the United 
States from abroad directly associate mobility with communities speaking languages other than 
English. 

Occupational multi-local communities 
The occupational community of commercial fishing hovers near multiple points on shore where 
fish are landed and vessels dock. Residential “fishing villages” exist around some of these 
points. (See Orbach 1977, NMFS 2000, McCay and Cieri 2000.) The commercial fishermen and 
their associates, kin, and companions in the social network form one nexus of a larger dispersed 
community engaged in, or dependent upon, fishing. Captains and many fishermen found their 
way to particular local “base community” through connections in that larger, multi-local 
occupational community. The fishermen and their companions who were unattached to base 
households or private housing in the local community were also less committed to the local fleet. 
Several “floated” among the local vessels and to and from fisheries at other shore landing points. 

The seasonal workers’ quarters was one facility in a system of residences their common employer 
operated at the multiple sites for the larger community of seasonal workers. The young seasonal 
workers shared an occupation and employment status unique to their common employer. Their 
employment status, individual circuits among seasonal work places, and remote work sites 
limited their access to conventional housing. Although they formed a temporary peer residential 
household and voiced intentions to establish it as a base by reconvening the next season at the 
same work place, they had little control over work assignments. 

While the peer group household of 14 seasonal workers living in workers’ quarters does not 
qualify as a census tabulation “household” or as a typical “domestic” household, it is one 
residential site of a self-conscious and multi-local occupational community. The item noting the 
year when participants had “first occupied this domicile” revealed that participants had first 
occupied the same workers’ quarters three or four years before. The same seasonal workers had 
repeatedly returned to the same work site, same domicile, and formed same set of co-residents 
over several years. This arrangement though “ad hoc” was purposefully achieved. 

Their seasonal workers’ household the participants formed, in effect, functioned as the localized 
base community which participants strived to include in their migration circuits. They 
reconvened at their social and residential point of return after individual dispersions. That they 
remained residentially stable and working at the same site throughout the six months study 
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testifies to the success of their planning. In order for the participants to regroup seasonally in the 
same living quarters, they had to agree and plan ahead, each had to achieve a similar seniority 
and job status with their common employer, and compete for the preferred assignment. At other 
times of the year, the participants dispersed to other work sites. When they dispersed, 
participants went to other stations where their service employed seasonal workers. Descriptions 
of their experiences elsewhere in the “service” (community) with others sharing their common 
occupation, employer, conditions and terms of employment were an important topic of 
conversation. The multiple locations where social networks like that observed and this 
community could be enacted were fixed by work sites. 

A dispersed and habitually mobile community 
Recreational campers came from and returned to residential localities in seven states. Whatever 
short-lived sense of “community” recreational campers may have experienced while they shared 
the same leisure activity at the same time and place was contained within the interacting social 
network. There is no evidence that recreational interacted outside the frame after the end of their 
vacations. 

The survival campers, however, did interact with other survival campers outside the frame and at 
other times. The same kind of interactions observed to form large cliques centered and primarily 
composed of survival campers linked them to other rural homeless over time. Organizing 
communal cooking fires when they happened to camp in the same area is a culturally distinctive 
and adaptive social behavior that serves to link survival campers into and as a loose but self-
conscious community. 

Their dispersed community is habitually mobile and circulates across long distances between and 
within regions. By mid- March 2000, survival campers in the social network had relocated to 
the Northwest from states with milder climates. Participant survival campers circulated their 
campsites within the micro-region near the preferred camp group throughout the spring and 
summer. They enacted and formed community by gathering. The gatherings and their large 
social network cliques were spontaneous. Off scene, they attended larger planned congregations. 

Congregating communities: events 
Whether residentially concentrated or dispersed, with fixed nodes or constantly on the move, 
communities may enact themselves periodically by congregating. Cross-culturally, spatially 
dispersed communities and habitually mobile communities tend to rely on periodic large 
gatherings to manifest their affiliation (Arensberg 1965). 

“Perpetually homeless” campers living on public lands throughout the country are a major 
constituency of a conscious community which holds local or region gatherings and annually 
stages immense encampments in remote rural areas. The annual week-long congregations of this 
self-described “largest non-organization of non-members in the world” 
(http://www.welcomehome.org/rainbow/html) have topped 100,000 people the last few years. 
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Travel circuits of the more upscale “snow birds” described by Mings (2001) are structured by 
major gathering events. 

Thousands and tens of thousands congregate at better known American Indian congregational 
events, including major annual pow wows open to all. (See Pow Wow Calendars online.) 
Although the local chapter sponsored encampments in remote rural areas, affiliates of the 
American Indian men’s society also convened and connected at scheduled events organized by 
tribes and other American Indian organizations. They grafted their gatherings onto events held on 
a seasonal schedule across a wide territory. Gilley notes that although tribal affiliation remained 
personally important for some participants, the identity ideology they shared and the major events 
the society attended were distinctly inter-tribal and pan-Native American. 

5.4 Moving in and moving out 

! Itineraries and schedules of moves were highly individualized. 

Mobility is more an individual than a group behavior. Crews of fishing vessels and migrant 
farm co-workers moved and lived together but broke up and re-grouped with others. The largest 
group of people who traveled and stayed together briefly were the 13 American Indian men who 
attended one encampment. Conventional moves of “whole households” (2-6 continuous or 
intermittent co-residents) from housing unit to housing unit were rare in this universe. More 
participants in the campers’ social network continuously lived in stable co-residential sets than in 
any other social network, but their moves were not house-to-house. Transient locations were 
also prominent in the mix of domiciles shared by co-residential sets of non-kin associated adult 
men who moved together and repeatedly (if not constantly) in the social networks of the 
American Indian men’s society and of commercial fishermen. 

Various descriptors and measures can be applied to categorize residential and habitual mobility, 
evoking frequency, pace, schedule, itinerary, or distances among destinations. Base households, 
base communities, and larger systems of multi-local communities figure in diverse 
configurations of itineraries and schedules. No evidence associated the character of their 
mobility or their census outcome with whether individuals commuted, moved seasonally, 
followed circuits, or shuttled to one distant work site or into itinerant circuits or circulation. 

!	 The social network tracing study suggests a key distinction between 
habitually or highly mobile people who are attached to a “base household” 
! in a “localized base community” versus those who are not. 

For habitually mobile people who are attached to localized domestic base households, application 
of census rules of residence may be somewhat problematic and contradictory, but their moves 
between and among domiciles can be examined in terms of the length and duration of residence. 
Highly mobile people who repeatedly return to the same co-residents can be represented by 
respondents who personally know them. 
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!	 Habitually mobile people who lack attachment to base households 
(or without established access to a housing unit) are marginally or 
literally homeless, no matter what their income level. They rarely live 
“six months or more” in one place or in housing. New approaches 
are necessary to provide them with places of enumeration in the 
census. 

For habitually mobile people who are not attached to a base household and do not personally rent 
or own housing where they stay alone, the only place where they can and should be enumerated 
is strictly defacto: at whatever type of domicile where they can be found at the time of 
enumeration. They do not have what the Census Bureau terms “a usual home.” Some of them 
do not stay anywhere as long as six months and do not have firm tenure rights to stay in the 
domiciles they find. 

5.5 Questions answered 

The evaluation was framed by a set of questions. In the next section, answers to questions are 
summarized. 

5.5.1	 What interactions in social networks influence and explain or determine the 
duration of individuals’ stays in domiciles (in households, institutions, or other 
places where people sleep) and their residential mobility? 

Interactions in five of the six social networks resulted in new episodes of co-residence. 
Participants in five social networks who lived together long term were predominantly related by 
kinship -- married couples, nuclear families, sisters, cousins. Kin relationships are commonly 
ideologically charged as ideally “permanent” and set boundaries for the most cohesive co
residential groups. 

The new associations in co-residence that directly arose out of social network interactions tended 
to last short-term (over a few days or weeks) and medium-term (several months). Some 
participants who began living together during the study were still co-residing at the end. 
Interactions around the campers’ communal cooking fires resulted in unattached male survival 
campers teaming up with a survival camper household or partnering for a while (Southard 2001). 
These interactions did not result in survival campers being invited to go home with recreational 
campers, or recreational campers deciding to abandon the housing or group quarters they usually 
occupied. One male recreational camper crossed the status barrier and partnered to camp with 
survival campers for over a month. 

Acquaintance through interacting in the American Indian men's society directly provided 
participants with places to stay. Participants hosted others who were experiencing domestic 
discord, who were effectively homeless, or were arriving from other areas. Reciprocity in 
hosting was expected. Members of the society expected they would be taken in by affiliates who 
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had housing and interacted to arrange episodes of communal co-residence in remote rural 
locations. 

The duration of individuals'stays in particular domiciles and their association in co-residential 
groups are separate matters. The duration of stays in a domicile were determined by rules, 
conditions, and circumstances largely extraneous to immediate interactions in the social 
networks. Stays were cut short and moves propelled by pursuit of economic opportunities, 
interpersonal relationships, government regulations, ceremonial schedules, even the weather. 

Regular jobs limited the duration of gatherings and trips away of the employed and housed 
participants in the American Indian men’s society. Those with housing vied to host esteemed 
ritual specialists who moved itinerantly among patients and ceremonies and dancers moving 
along pow wow circuits, facilitating indefinite stays and flexible itineraries for the most 
habitually mobile participants (Gilley 2001: 9-18). The time table for hosting a haven for a 
participant to escape from domestic troubles was set at a few days; the limit for hosting someone 
who needed a “place to stay” hovered at two to four weeks. 

The duration of fishermen’s stays on shore was circumscribed by fishing trips at sea. Migrant 
farm workers’ stays at work quarters and away from their base households were shaped by 
opportunities to earn money harvesting crops. The duration of campers’ stays in formal 
campgrounds were limited by state regulations. Stays in spontaneous camps could be cut short 
by authorities at a moments’ notice. Stays in rental housing were cut short as residents 
maximized economic factors including transportation and travel time to income-producing work 
and access to services in languages other than English. Housing ownership secured the domestic 
base households staging mobility but did not necessarily influence the duration of individuals’ 
stays. 

The contrast between duration of stays in domiciles and duration of co-residence is illustrated by 
the survival campers. Survival campers maintained enduring “households” of continuous co
residents who were not fixed in any one domicile (or any conventional housing) or at one place 
for long. 

Some participants in all six social networks lived together from the beginning to the end of the 
research. The largest, most stable, and sedentary sets of co-residents were those Midwest 
Mexicans who continuously lived together in separate housing units. People and resources 
flowed among kin-related households, intensively among those co-located in the Midwest base 
community. Interactions in the social network did not result in any new episodes of co-residence 
among participants, except in distant work locations. 

Within each of the larger interacting social networks, cohesive subgroups (cliques and blocks 
defined by participants’ interactions) were formed by or centered on two or more participants 
who were also co-residents. In the social network of commercial fishermen, for example, 
subgroups centered on a captain and his core crew reflected work relationships that included 
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periods of co-residence at sea. Cohesive subgroups in the Haitian and American Indian 
interactive social networks reflected which participants engaged in travel and temporary periods 
of co-residence together. 

In the social network of the Midwest Mexicans, participants who resided together in family 
households either formed exclusive cliques. The tight boundaries and separation of the co
residential groups influenced the sub-group structure of the interactive social network. 

Since we were interested in finding out if interactions in social networks resulted in or resulted 
from episodes of co-residence, the incidents of participants who first interacted in 
nonresidential social settings and then became co-residents, at least temporarily, and the 
background influence of co-residence on the formation of cohesive subgroups within the social 
networks are both satisfactory findings. 

5.5.2	 How much more likely are people who change domiciles once or more in six 
months to be omitted or erroneously enumerated in Census 2000 than people who 
are residentially stable over a six-month period? 

More people who changed their domiciles at least once during the six-month study period were 
omitted than were enumerated; the ratio was 71 omitted to 60 found enumerated. Far more 
people who changed domiciles at least once in the six-month study period were omitted in than 
were identified as erroneously enumerated: this ratio is 71:2. 

5.5.3	 What characteristics -- of people, their networks, mobility, housing, household, 
occupational or other social or economic factors -- are closely associated with 
omission in the census? 

!	 Whole households in missed units appears to be the leading direct immediate 
reason for omission in the census. 

!	 The most commonly omitted types of census residences were domiciles that 
are not conventional housing. 

Both people who stayed put in and people who frequently or habitually moved were equally 
vulnerable to "whole household omission" if their Census residence was a unit that Census 2000 
either did not list, listed but then did not enumerate, or possibly misplaced in a different 
geography. Census records could not be found to match people reported as male and female, 
young and old, parents and children, white, black, American Indian, Hispanics and non-
Hispanics, central and well integrated in their social networks, or marginal. 

Betweenness centrality scores (Freeman 1977, 1979; Freeman, Borgatti, and White 1991, 
Marsden 2002) from the matrix of co-residents were particularly indicative. In some social 
networks, the more connected and central social network participants had positive census 
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outcomes, however, frequent mobility and the types of domiciles habitually mobile people 
occupied had more influence on their census outcome than their centrality. 

None of the survival campers were enumerated although they were measurably central in the 
interactive social network around campground fires. Several recreational campers who were 
enumerated in Census 2000, on the other hand, were so marginal in the campfire social network 
that their personal centrality scores were zero. Since none of the places where the rural homeless 
survival campers stayed were listed or enumerated, position in their social network did not 
improve the survival campers’ chance of being enumerated in Census 2000. What mattered was 
not the recreational campers’ centrality scores, only that recreational campers had a census 
residence in conventional housing or in a college dormitory that Census 2000 had listed so there 
was a unit where they had a chance to be enumerated. 

Census 2000 omitted all the young seasonal workers living together in the same workers’ 
dormitory by not enumerating their living quarters. If the Census did not list, or listed but then 
did not enumerate the units which were the participants'Census Day residences, (or perhaps, 
misplaced them in census geography), it did not matter whether the individuals were central or 
peripheral in their social network. The “missed unit” circumstances affected both relatively 
stable and highly mobile people. 

The omission of housing and other units of enumeration on the Census Bureau's Master Address 
File and/or Decennial Master Address File is directly related to omissions of whole households, 
other co-residential groups, and individuals living in those units. Those participants whose 
Census Day residences were in those housing units and those Transient Quarters that the Census 
apparently never listed did not have a "place" to be enumerated in Census 2000. Once listed, a 
unit must be enumerated. The Census residence of the social network living in a workers’ dorm 
was found listed on the Master Address File but no HCUF census person records were found. 

Omission in missed housing units has a different relationship to mobility and other 
characteristics of people than omission in Transient Quarters or Group Quarters. 

!	 Whole households were apparently omitted in missed conventional housing 
units in four social networks. 

The cases of whole household omission in unlisted conventional housing units illustrate some 
aspects of what makes housing "irregular" and less likely to be listed. "Irregular housing" 
consists of units not easily identified as housing units or housing units with addresses that break 
out of the pattern of surrounding units. Irregularity can be illustrated by the missed trailer home 
set back on a lot in a rural area, trailer homes located behind and parallel to the main street on 
which trailer houses were numbered, and one small frame house. The set back trailer could not 
been seen from the road. 

89




A cluster of trailer homes had in their address the name of a street and highway parallel to but 
unconnected to the dirt road these homes face. Project staff found these addresses difficult to 
find on the ground. House numbers along the main street seemed to skip without explanation. 
No street signs indicated the parallel dirt road had the same name as the highway. This group of 
trailer homes and one small frame single family house in another city missed on Census lists 
were both located in densely populated pockets of low income housing constructed or rebuilt 
and reconfigured after hurricanes. The trailer homes had been vacated after a hurricane and the 
lots (if not the same mobile homes) had been re-occupied. The small frame houses had been 
built during the 1990s after another hurricane. Both areas had been reconfigured as well as 
reconstructed and should have been thoroughly re-listed prior to Census 2000. 

On the ground, the addresses of several mobile homes and new town houses not identified on the 
Master Address File had clearly posted house numbers aligned on streets also clearly posted. 
Although local maps showed these streets, Census Bureau maps skipped these streets and listed 
them in the wrong order. Several mobile homes on increasingly valuable house lots conveyed 
by inheritance or sale within families that have been settled in one community for centuries were 
not listed in blocks the Census classified as "zero population blocks." Problems in how the 
shore communities were ascribed to county led to omissions and duplications under different unit 
identifications. 

Theoretically, the timing of residential mobility close to Census Day could be a factor in the 
omission of whole households in housing units that Census listed then erroneously enumerated 
as vacant. A twist on the theme of vacancy is stereotyping certain kinds of housing as seasonally 
vacant. The census throroughly listed the apartments of one beach condominium however then 
classified most units as vacant. There were no person records for two participants living in the 
condo around Census Day. During the “off” or “low” season, fishermen and low income service 
workers were able to rent these vacation apartments. Participants in the fishermen's social 
network staying in this beach condo may have been omitted because an enumerator (or manager 
or other proxy respondent) globally characterized the building’s units as seasonally vacant. The 
couple could stay in the resort from the late fall until well past Census Day but could not afford 
the “high” or vacation season rental rates from late spring to early fall. Pockets of occupants may 
be scattered throughout seasonal (summer or winter) resort areas year round. Others, like this 
highly mobile couple, take advantage of "low season" rental rates and "house sitting" or "guard" 
opportunities. 

Most participants in the social networks examined had low incomes. The more “middle class” 
exceptions to this generalization included some peripheral vacationers in the campers’ network 
and permanently employed individuals who interacted with the commercial fishermen’s and 
Indian men’s networks. In so far as frequent changes of domiciles and the occupation of 
irregular housing, non-conventional housing, and transient quarters are related to poverty, 

!	 not considering or defining the kinds of domiciles that low income, highly 
mobile people occupy as Census units of enumeration (or not listing or not 
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enumerating them) connects the behaviors of residential mobility with 
omission in the census. 

!	 The omission of individuals and households whose Census residences were 
not in conventional housing units is related to high mobility 
through this mechanism. 

People staying temporarily in Transient Quarters and accommodations who have a usual home 
somewhere could be asked to state the address or location of that home. The alternative that 
Census 2000 depended upon was that back at their "usual home" a respondent would be present 
and enumerate by proxy the person temporarily absent. 

The cases sketched above suggest that whether people temporarily away from their “usual home” 
are enumerated depends the views of respondents there. 

Respondents’ views 
Within households, the respondent decides whom to include on a census form. The respondent 
for a household can filter in or filter out “usual residents” who are temporarily absent and people 
who are actually staying in the housing unit who have no other home. 

The participants omitted within partially enumerated households at listed housing units were 
relatively central in their respective interactive social networks. What the participants omitted in 
partial household enumerations have in common is their mobility. Their omission in enumerated 
households is related to their mobility through the views of the respective respondents for these 
households. Respondents who were visitors staying temporarily or who were new boarders 
apparently provided strictly de facto rosters. These respondents did not mention participants 
who were temporarily away. There are cases of participants who were the “householders” of 
the housing units in which they were omitted and cases of participants who were partners, 
unrelated boarders, sub-tenants, and guests. 

Reasons why respondents who were the omitted participants’ room mates (and for one 
participant, his mother) omitted them lie in these householder-respondents’ perceptions of the 
individual participants’ “tenure” and their expectations about the future of the co-residential 
arrangements. The participants’ personal histories of moves away and even short term absences 
affected the perceptions of these householder-respondents. 

In one household, a house mate erroneously included immigrants who arrived and began 
subletting after Census Day and did not report the older male householder residing there on 
Census Day who was temporarily away. In another housing unit, a visitor did not report the 
householders who were temporarily away yet did (erroneously) report herself and her child as 
though they resided there. A mother decided not to report the adult son living in her home since 
before Census Day on her census form because he had moved away and lived independently 
before and they both expected he would again. Interviewed seven months after he arrived, with 
her house filling with temporary visitors he invited to stay, she still did not view her son’s stay as 
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“permanent.” Meanwhile, another family reported an adult son long absent who was expected to 
return, even though he was and had been absent Census Day and long enough he did not qualify 
as a resident under census rules. 

Another “within household” concern is the influence of respondents’ appraisals on their decision 
to include in their census report people “staying temporarily” who have no other home. 

Non-mention of co-residents may stem from the household respondent's evaluation of whether 
or not the person really "belonged" or should be listed. Respondents classified (and perhaps 
hoped!) the person was not "really" a resident or assumed an "out-of-sight/out-of-mind" attitude 
towards those temporarily away or towards those whom the respondent did not know well 
enough to provide proxy information. Respondents for households evaluated some participants 
as "not really here" because they were just staying "for a while" (temporarily) or "visiting" or 
"had stayed then left before" or said they were “going to get their own place” or other expressions 
that distanced the person from "membership" or permanence in the household. 

One case of residents "not really here" according to the Census respondent was documented in 
the social network of the American Indian men's society. An older woman living in tribal 
housing reported herself to the Census as living alone. The ethnographer directly observed that 
her son and his friend living in the woman's house at the time of the Census. He observed the 
two men lived there throughout the six months study period, in between short stays at 
community retreats and rituals. Towards the end of the study period, the two men invited 
additional members of the society moving into the area from out of state to stay with them at the 
mother's house as well. The ethnographer sat down with the woman to explore her own view of 

s (and by then, his three friends'her son' ) stay at her house. Because her adult son had gone away 
for months or years at a time before, returned for a while then left again, she expected the 
episode of co-residence would end the same way. In her view, her son did not live in her house, 
it was her house and could not be considered his "residence." His more or less continuous 
presence there for more than six months (with his friends living there, too) did not change her 
appraisal (Gilley 2001:16). 

Cases of co- residents "out-of-sight/out-of-mind" occurred in the Haitian farm workers' 
households. In the flux of temporary stays, people were omitted and erroneously reported. The 
ethnographers mapped affiliations and movements of selected co-residents to additional 
households elsewhere in the base community, in the United States and in Haiti to help explain 
omissions and erroneous inclusions in the census files. Although according to Census rules of 
residence, most participants should have been included in the census at the addresses they 
reported in their base community along with the co-residents they reported, not all were. One 
householder absent visiting the households of his kin was not mentioned by his usual co
residents. A junior relative responding for a housing unit where she did not live neglected to 
mention the senior householders. In both these cases, individuals temporarily absent from their 
"usual home" housing unit and household at the time of enumeration were not mentioned by the 
young adult relatives who happened to respond for the household. These younger relatives went 
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as far as to omit the senior householder(s) who owned the house and kept it as his or their 
primary and base residences if though they temporarily worked or visited elsewhere. 

More senior members (adults age 40+) provided more complete information about those 
physically present and temporarily absent. In this cultural context, politeness, privacy, and age 
deference interplay. More junior relatives, lightly attached to the senior householders as cousins 
or nieces or as the non-resident mother of the householders'grandchildren, either do not know 
or else feel constrained to give proxy information about senior householders. Senior members 
(who control tenancy arrangements) have the right to report proxy on any one they appraise as 
resident (Marcelin and Marcelin 2001: 24-31). 

5.5.4	 Can people be more reliably identified (and re-identified) from their position in 
social networks, from their interactions and transactions with others, than by 
comparing sets of address and person records? 

The short answer to this question is yes -- through careful fieldwork or computation, however, 
automatically, not yet. We searched for software that could automatically harvest and generate 
social networks by flagging relationships between entities in data base records of the type the 
Census Bureau collects by the millions. Statistics on foreign trade have been used to construct 
and analyze the social networks in which countries are the entities; data the Census Bureau 
compiles on foreign trade could enrich such a model for analysis. Available social network 
analysis and graphing programs are limited by their data input requirements (Brownrigg 2002: 
85-101). Data preparation and data entry for the analysis of whole or socio-centric social 
networks are notably un-automated. The program "Pajek" embeds social network linkages and 
analysis at the scale of the nation. Pajek is of interest as an analytical and more logical data base 
for organizing research in countries which maintain national registers (Brownrigg 2002: 94-95). 
Links between two or more individuals, whether in households, localities, or places of 
employment provide multiple pointers to the same individual which can be more redundant and 
more reliable than mere matching of names and personal characteristics. 

The most immediately promising social network for Decennial concerns is the small scale social 
network formed by household (or Group Quarters) residents. Taking person records found 
enumerated together into account results in more confident matches and more confident 
automated identification of duplicated persons. Each of the two or more person records found 
enumerated together provides an alternative to using address in matching. This helps surmount 
the problem of identification of whole and partial households duplicated at different addresses or 
at units of enumeration erroneously listed more than once. Person records enumerated together 
can be treated like item attributes of each other. 
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5.5.5 How well do Census Bureau categories fit with the socially represented 
characteristics people use to form interacting social networks? 

Participants in each social network shared certain social identities which the Census treat as 
demographic characteristics. Affiliation with certain social identities appeared to function as a 
“perimeter ” or boundary for each of the social networks as a whole. People with shared identity 
characteristics other than the boundary traits clustered in the formally analyzed cohesive sub-
groups. (See Everett and Borgatti 1999a.) The ethnographers’ reports described the dynamics of 
the social identities that underlay each interacting social network and they discussed how well 
those social identities mesh with Census Bureau categories. Matching items on matched census 
records largely confirm the statistical categories the ethnographers had predicted for individuals’ 
selections. 

Census 2000 answer categories that correspond the social identities functioning as perimeter 
boundaries for whole social networks included Hispanic ethnicity, national origin, language 
spoken at home, and occupation. Categories clustered in certain cohesive sub-groups: gender, 
range of age, co-affiliation in residential households, occupation, and mobility characteristics. 

Social identities of the unenumerated 
The ethnographers'reports of the individuals who were not found enumerated characterized them 
as people of various ages, ethnic affiliations, occupations, and language preferences. None of the 
survival campers at the camp ground site in the Northwest and none of the seasonal workers in a 
workers quarters whom the ethnographers categorized as non-Hispanic whites were enumerated. 
The survival campers’ salient characteristics were extreme poverty, homelessness, lack of 
employment or low paid part-time occupations, and use of food distribution programs. No 
records were collected in the area where the young seasonal workers stayed so there is no basis to 
compare the researcher's appraisal of how they might be represented in census “race” and 
“ethnic” categories. 

5. 6 Recommendations 

Our main general recommendations are: 

Recommendation 1: 

Consider adapting census methods to more closely fit the cultural habits of distinct 
populations, including the traditionally, seasonally, and occupationally mobile. 

Recommendation 2: 

Design and test the feasibility of Census operations appropriate for the 
contemporary patterns of mobility in the United States, including transnational 
migration. 
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The ethnographers who traced the social networks offered recommendations for overcoming 
specific barriers and challenges for Decennial enumeration they observed in the lifestyles of 
highly mobile people. We summarize and endorse the recommendations from the individual 
social network studies and add recommendations for designing Census planning, outreach 
strategies, and modified operations. 

5.6.1 Implementing recommendations 1 and 2 in planning 

Mobility needs to be emphasized in the profile of who are “hard-to-enumerate” and to locate 
potential hot spots for undercount and other census errors. Residential and habitual mobility is 
largely an individual behavior, however areas with more movers than the national average can 
be identified. 

Five year mobility as an indicator 
This research found a correlation between having lived in a different residence five years before 
Census Day 2000 with residential and habitual moves in the spring and summer of the census 
year. (One year mobility was clouded by strictly seasonal moves and did not correlate with 
subsequent mobility. Habitual seasonal relocations had taken place before Census Day and the 
later May-June follow-up operation during the census and prior years.) 

In the counties where the participants of the social networks traced were domiciled, the 
percentages of the population over age five who had lived somewhere else five years before were 
30 to 57 percent higher than the national average (of 20.9 percent, Berkner and Faber 2003:6). 
This suggests that areas with high percentages of people who moved in less than five years 
before the time of enumeration may contain residential arrangements that also accommodate 
highly and habitually mobile. The percent of the population who moved in during the five years 
before the date of enumeration may, therefore, indicate areas “hard-to-enumerate” due to the 
presence of mobile people. Use of this indicator is suggested for planning, including for the 
update of the Planning Data Base. Census Bureau staff have already analyzed answers to the 
long form questions on peoples’ whereabouts five years before Census 2000 (Berkner and Faber 
2003; Perry and Schachter 2003) so census information to implement this indicator is available. 
Information from the rolling long form of the American Community Survey could be used to 
update the mover population profile in its sample areas. 

“Census Day” in winter 
The enumeration of Alaska Natives began in January and February 2000 when they gather in 
villages for the winter; at other times of the year, many Alaska Natives traditionally disperse. 
Survey data on house-to-house moves has consistently indicated that far fewer households in the 
United States make residential moves during the winter. Scheduling “Census Day” in January or 
February could reduce the effects of mobility on the census enumeration, coverage, and its 
measurement. 
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5.6.2	 Implementing recommendations 1 and 2 with strategies and messages appropriate for 
outreach to highly and habitually mobile people 

In designing outreach strategies for highly and habitually mobile people, it is critical to 
distinguish broad classes of mobile people: those who 1a) repeatedly return to a localized 
domestic base household (which can be considered their “usual home”) and/or 1b) to a localized 
base community versus 2) those who habitually move among multiple places. Outreach 
strategies and messages need to be tailored to these broad classes as well as to particular local 
and cultural patterns and schedules of mobility. 

!	 This research found that as long as their census residences were listed and 
enumerated, even habitually and the most highly mobile people who repeatedly 
returned to the same co-resident(s) serving as their localized domestic base 
households were found enumerated in Census 2000, no matter how often or how far 
the mobile individuals traced went away. 

The residentially and habitually mobile who repeatedly return to the same localized domestic 
households remain in contact with and can be reached through their sedentary co-residents. This 
class of mobile people can be characterized as having “usual” homes. Mobile people who return 
to the same locality but rarely to the same domiciles or same co-residents and mobile people who 
circulated among locations alone or in household groups do not have “usual” homes. 

Highly mobile people who cycle back to a “localized base community” may be reached by 
accessing the communications of their social networks in those local areas. Although mobile 
people who revolve back to localized domestic co-residents have a very different residential 
situation than mobile people who occupy a series of different types of domiciles, habitually 
mobile individuals with contrasting access to housing can be reached through community 
communications networks in and around the locality they use as their base. 

The participation of mobile peoples’ more sedentary co-residents and associates in the kinds of 
organizations that Census 2000 attracted as partners undoubtably varies. Generally, for outreach 
and promotion, and for educating and encouraging people, it is important to identify and 
communicate via social networks and the culturally significant contexts of diverse communities. 

Interactive social networks and larger communities are formed by interpersonal ties. Most 
participants in each of the separate social networks shared in common personal affiliation with 
some of the broad social identities collected as census categories: national origin, language, age 
group, and occupation, for example. The intensely communicating groups formed through 
collaborative activities were interactive sub-sets within broad demographic categories. The 
Haitian farm workers, for example, formed an interacting social network within a larger localized 
community of common national origin and language to pursue a specialized economic strategy 
that was more like that pursued by contract farm workers from other social groups whom the 
Haitians considered different and their competitors. As farm workers and as residents of a local 
area with immigrants from multiple other countries, the Haitians formed a linguistically and 
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culturally distinct segment with separate communication structures. The social network of the 
American Indian men was part of a larger society that affiliated Indian men from rural and urban 
areas, disparate tribes, and states, in the performance of highly specialized social identities well 
known within the broader Indian community. 

Significant communities may operate across multiple dispersed locations and may interact 
primarily in temporary gatherings. Affiliates of multi-local communities may have more 
effective contact with each other across long distances than with residents of places where they 
are residentially dispersed or staying temporarily. Highly mobile people may move along the 
multiple locations of a broader community where they have private affiliations, based on kinship, 
occupation, birthplace in the same town, or prior interactive experiences, for example, or where 
others in their community are known to stay. The fishermen who appeared during the tracing 
knew the particular fleet as one location of their occupational community. 

Congregating events 
All sorts of groups periodically gather for events. American Indian men living nearby an urban 
meeting place attended regular meetings; sub-groups went off to stay together and with others 
from further away temporarily during events the society sponsored and events sponsored by other 
Indian organizations. For communities which are usually dispersed (within a locality or across 
multiple localities) and communities of people like the survival campers who are habitually on 
the move, temporary residential congregation events are especially important. Gathering events 
may be at fixed times and places or spontaneous. Outreach to dispersed and mobile communities 
which periodically converge in large gatherings must be timed to their schedules. Relevant large 
gatherings, like prize-money pow wows and the annual Rainbow Family reunion, are generally 
well publicized on the Internet. 

Outreach messages 
In the localized base communities of highly mobile people, it is relevant to diffuse educational 
messages requesting that respondents include household residents who are temporarily away and 
individuals staying with them who may have no other home. Mobility often takes the form of 
temporary absences and temporary stays. This research suggests that mobile people face a 
greater risk of omission than erroneous inclusion during “temporary” stays in household 
situations. Some participants who left their census residences as little as once (taking respites or 
trips away from their "usual homes") were omitted, even though their absences were brief. 
Ultimately, respondents decide whom to report. Radio and television spot ads “promoting” the 
Census and rules printed on flyers or forms may be too abbreviated media for explaining 
residence rules. Respondents may require audiovisual “training” and explanations to understand 
Census residence rules and whom they should list as "residents" of their households because the 
individuals have no other or regular home. 

It remains important to encourage respondents, allay their fears, and let potential respondents 
know they are important in the effort to count every person and to make the census complete 
(Marcelin and Marcelin 2001). As Gilley (2001) noted, it is worth considering the historical 
relations between the Federal Government and certain groups from American Indians to recent 
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immigrants to understand why distrust may exist. Respondents need to be assured that the 
information the Census collects will not be used to hurt people in any way and that it will not be 
seen by the Immigration and Naturalization Services or other law enforcement agencies. 

The ethnographic social network tracing and the comparative mobility research conducted in 
2000 and earlier ethnographic evaluations have noted diverse reasons why residents may view 
individuals living in their households as "illegal" or as people they should refrain from reporting 
on “official” government census forms. Residents may be "illegal" from the point of view of the 
landlord (Rodriguez and Hagan 1991: 7-8), or eligibility for public housing (Holmes 1991; 
Hudgins, Holmes and Locke 1990). The housing itself or its internal subdivisions may be 
“illegal” from the perspective of local occupancy ordinances (Romero 1992:9; Mahler 1993:9, 
11). Co-resident immigrants may have different status rights for their stays in the United States. 
A single household may include combinations of U.S. born and naturalized citizens, legally 
resident aliens, temporary visitors, and undocumented immigrants (Duany 1992:12; Stepick and 
Stepick 1990:44). Undocumented who "entered without inspection" may be residents of the 
particular housing according to census rules while “legal” entrants and citizens are not. In such 
contexts, respondents’ decisions about whom to include on the "official" Census may be based 
on whom they consider a "legal" resident of the United States. 

Languages 
Mobility is instrumental in the retention of languages other than English and for the new 
transnational pattern of immigration. Data from Census 2000 suggests a greater number of 
people moved from abroad during the 1990s than had been previously estimated. (Compare 
Statistical Abstract 1991-2000 with Perry and Schachter 2003.) Immigration has increased the 
number of people who speak languages other than English. Communities of U.S. residents 
functioning in languages other than English without speaking, reading or writing English well are 
enriched by the pattern of visiting and modern communications. Adaptations of census methods 
to the contemporary linguistic demographics of the United States make it pragmatic to develop 
enumeration forms and provide enumeration support, outreach, and education in languages other 
than English. 

Transnational immigration 
Contemporary immigration increasingly involves travel back and forth between the United States 
and immigrants’ places of origin. Immigrants maintain their connections by international visiting 
among other mechanisms (Basch, Glick-Schiller, and Blanc 1994; Massey 1985, 1986, Massey et 
al 1987, 1998, 2001, Alarcon 1997, among others). In the new “transnational” pattern of 
immigration, new comers establish themselves in the United States without abandoning their 
attachments to their families and societies of origin. Immigrants themselves visit, communicate 
with, send remittances to, and receive visitors from their families and places of origin. The 
lower costs and greater speed and reliability of modern transportation and communications 
technologies compared to historic periods of migration are one explanation why contemporary 
immigration has been able to assume this “transnational” pattern. 
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The transnational pattern of immigration results in the temporary absence of residents (of the 
United States and of particular households) and the temporary presence of non-resident visitors. 
International visiting in the two social networks with the most foreign born participants 
explained some cases of omission and erroneous inclusions in Census 2000; international visiting 
leading to similar cases of omissions and erroneous inclusions was documented in areas with 
foreign born in the 1990 ethnographic evaluations (Wingerd 1992:7; Rodriguez and Hagen 1992; 
Kang 1992, among others). Foreign-born householders interviewed in Schwede’s (2003) 
research discussed transnational visiting as an aspect of what made their household arrangements 
complex. 

In the social context of transnational communities that prefer to speak languages other than 
English, census “rules of residence” may be particularly difficult to understand or apply. The 
pattern of transnational visiting adds another reason why it is important to craft outreach and 
messages to educate, encourage, and assure respondents in languages people understand. 

5.6.3 Recommendations for improving existing operations and testing modified operations 

Recommendation 3: 

For the existing categories of census units of enumeration, continue to improve the 
Master Address File, the listing of housing units, Group Quarters, and Service-
Based Sites, as well as Census Bureau geographical programs and electronic maps. 

If a domestic domicile or residential facility is not listed, it is unlikely that residents of the unit 
will be counted. The immediate reasons why census records were not found for most the mobile 
people traced in this research were related to the unit they occupied as their census residence: 
either that unit was never listed, was deleted prior to its enumeration, was enumerated as vacant 
or with other people, or may have been geographically misplaced in a location different than its 
actual whereabouts. 

!	 Missed units of types that qualified as units of enumerations accounted for 
the omission of whole households and group quarters residents, regardless 
of, and unrelated to, the mobility characteristics of their occupants. 

Housing units missing on census lists 

! Unit-based issues affect all co-residents – stable and highly mobile alike. 

Although residential mobility does not directly explain why whole households were omitted in 
missed conventional housing (because stable residents of the same households were omitted 
along with the highly mobile), there may be some indirect connections. People with low incomes 
(for example from low pay work that requires mobility) may land in less costly and more 
“irregular” or sub-standard housing. Various irregularities of the physical appearance, lay out, or 
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address of housing units were previously identified for the missed housing that resulted in the 
omission of the households in them (Brownrigg 1991; de la Puente 1993:11-19). 

Tied-down older trailers on lots shared with other housing were a type of housing units missed 
which resulted in the omission of whole households occupied by the Midwest Mexicans and 
South Atlantic commercial fishermen. Hurricanes had devastated the localities where 
participants in the commercial fishermen’s and Haitian migrant farm workers’ social networks 
maintained their base households; rebuilding between 1990 and 2000 had changed the housing 
and streets. Census 2000 updated addresses in these areas at the last minute, after local 
governments pointed out problems. The coastal area where the fishermen lived was further 
affected by an influx of population into new resort and retirement real estate developments. 

In listing and checking addresses of housing units, it is important to develop and test methods to 
assure that trailer homes and other low-cost housing are not missed, especially where multiple 
domiciles share a single property or lot. Areas built, reconstructed, or reconfigured challenge 
pre-census address updates. One solution is to identify areas hit by disasters like hurricanes and 
earthquakes for address listing updates soon after rebuilding has begun. Similarly, better 
methods are needed to identify areas of new housing developments and change systematically for 
updating listings. 

Placement in census geography 
Mobility behaviors of the population are not related to correct placement of listed housing units 
and residential facilities in census geography. Census geography and the correct “geocoding” of 
listings is in the purview of Census Bureau staff. Various problems in the accuracy of Census 
maps and geographical placement of listed units were identified that appear related to the missing 
units. Where one ZIPCODE straddled two adjoining counties, some addresses were found 
duplicated while others were not listed in either county. 

To improve geographical placement, tests could be conducted to verify if collecting the name of 
the county (or county equivalent) on unit listings could improve the automated or clerical 
geocoding. Collecting the name (not the code) of the county (or county-equivalent) during 
address canvassing and recording it on electronic lists could potentially assist the correct 
placement of units in census geography and avoid assigning units and population to incorrect 
counties based on ZIPCODE. County name could help also arbitrate which of two or more 
listings for the same address is correct for those units duplicated in different jurisdictions under 
different listing identifications. 

Missing and unrecognized domiciles other than housing units 
Habitually mobile participants who were not living in housing on Census Day, rather in types of 
domiciles that Census 2000 did not classify, list, or treat as units of enumeration, had no chance 
to be correctly enumerated in their default Census residences. The entire social network of 
young seasonal workers was omitted at their work quarters. This domicile qualified as their 
census residence, following rules: it was where they stayed as the longest in the year (and longer 
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than six months) and where they were residing by Census Day. Like the migrant farm workers 
and commercial fisherman traced, the seasonal workers had no opportunity to be enumerated at 
their work quarters. 

The survival campers were omitted because the camp ground they occupied in late March and 
April 2000 and again later was never listed. Other camp grounds where participants in other 
social networks stayed were never listed, and neither were all the camp grounds where the 
“snowbirds” Mings (2001) visited at the end of March 2000 when such sites were scheduled for 
enumeration. The public camp grounds where participants in three social networks stayed were 
no secrets. Blocks the Census Bureau classified as having zero population were indicated by 
roads on local maps and on Internet sources. The large migrant labor camps where the Haitian 
farm workers stayed and tribal ritual centers where some American Indian men stayed illustrate 
somewhat more “hidden” and less formal residential facility sites. There were however state 
roads into and through these sites outlining blocks the Census classified as unpopulated.(More 
generally, it’s worth checking "Zero Population Blocks" with roads for living quarters.) 

Participants in five social networks occupied places that qualified as “Transient Quarters” and 
were not listed. The work quarters of the sixth may have been deleted a global drop of its 
environment its surrounding public camp grounds and concession commercial accommodations. 
Farm worker and fishermen occupied several motels; in two, managers’ apartments were 
enumerated, but no rental rooms, and the others were not listed or enumerated at all. 

In five of the social networks, at least a few of the more mobile individuals never or very rarely 
stayed in housing and had no personal access rights (through ownership, rental, or kinship 
dependence) to any housing. (The Midwest Mexicans were the only participants traced who all 
maintained access to a housing unit in their localized base community.) This result suggests that 
in order to enumerate highly mobile people, particularly, those who are habitually mobile and 
simply do not have “usual” homes and never or very rarely stay in conventional housing, the 
kinds of domiciles where they do stay must be recognized and listed as units of enumeration. 

Census 2000, like other late-20th century Decennial Censuses of the Population, was largely 
based on lists of residential “units of enumeration” (housing and Group Quarters) with little 
leeway for other collection points. As long as the census of the population is based on “units of 
enumeration” yet does not list or enumerate completely the workers'quarters, transient quarters, 
and commercial accommodation residences, people who live and stay in certain types of 
domiciles are out of luck. 

Advance publicity and residence rules for Census 2000 stated that people without a usual 
residence would be counted where they are staying on Census Day. (Census 2000, Residence 
Rule 5). For several of the omitted mobile people traced in this research, that was not the case. 
The Census could not count them where they stayed because the places where they were staying 
were not on census lists. They were cast as living no where. They had no units of enumeration. 
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Many domiciles that were the census or later residences of the habitually mobile people met the 
criteria for listing as Transient Quarters “units of enumeration” but were either never listed or 
else were screened out before enumeration. Other types of domiciles mobile people occupied 
were not eligible for listing or recognition as “units of enumeration” including residential 
facilities clearly marked as open for business as well more unusual domiciles. 

Habitually mobile people who do not live anywhere as long as “six months or more” need to be 
enumerated on a de facto basis in the types of domiciles they in fact inhabit. This means that 
“Transient Quarters”, work domiciles, and commercial accommodations (neglected in Census 
2000) need to be listed and enumerated in order to improve coverage of mobile people. Hotels 
and motels are not only the default census residence of part of the population but also the “usual 
home” of some residentially stable people – a point Census 2000 Field staff made during 
debriefings as they questioned why hotel and motel commercial residential facilities had not been 
listed or enumerated. 

Although this intensive research examined the census outcome of only a few hundred people, 
participants in the interactive social networks traced are probably not the only people in the 
United States who stay in a succession of camp grounds, boats, labor camps, hotels, motels, 
YMCAs, and if they are lucky, at friends’ homes or in borrowed or rented housing week-to-
week. In Census 2000, a limited number of Transient Quarters were listed and screened for 
enumeration by personal visit in a special operation. In the few Transient Quarters enumerated, 
the approach was to enumerate occupants who claimed they had no “usual” home. Other 
occupants of Transient Quarters were not enumerated on the spot. Rather, Field Representatives 
handed them a form stating the assumption that they would be enumerated back at the address of 
their usual home. 

Recommendation 4: 

To include the under covered Transient Quarters, work quarters, and types of 
residential accommodations that were unrecognized or excluded by definition as 
units of enumeration in Census 2000, it will be necessary to develop and test 
methods to expand the listings and develop more inclusive enumeration operations 
for types of domiciles that are often the default census residences of mobile people 
(among others). 

Future censuses need to assure that all camp grounds, recreational vehicle parks, marinas, and 
other so-called Transient Quarters occupied as of Census Day are listed inclusively rather than 
selectively. In order to make enumeration easier, certain assumptions and approaches could be 
retooled. The list of such ambulatory and portable dwellings as recreational vehicles (“RVs”), 
campers, tents, and boats in Transient Quarters as “housing” for population enumeration 
purposes was poorly tracked before and after its insertion into the Decennial Master Address 
File, was by design excluded from the Master Address File and purged from the separate Group 
Quarters component frame soon after enumeration, was not checked automatically, and was not 
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fully documented nor evaluated. Few census “units of enumeration” were recognized and listed 
in indoor accommodations where a potentially larger number of people had their default census 
residences than “Transient Quarters” which are essentially outdoor facilities. In developing 
census lists, over 40,000 hotels and motels were identified, initially listed, and geocoded. These 
commercial residential facilities were screened in telephone and personal visit interviews in order 
to identify and list managers’ apartments (“embedded housing”) and those rooms or sections 
used to house the homeless via third-party payments from government or non-profit contracts or 
with vouchers. The majority of the commercial accommodations in the United States for self-
paying guests in hotels, motels, and similar interior lodgings were not considered units of 
enumeration in Census 2000. A number of hotels were added as census addresses after active 
duty military declared them as their “usual home” in the “self-enumeration” organized in military 
units and ships. 

The feasibility and cost of new approaches could be developed in small scale tests, test censuses, 
and panels in the American Community Survey sample areas. Two expanded operations are 
sketched to illustrate how certain mobile people can be included. These are to expand the ship 
enumeration to all fishing and other commercial U.S. registered vessels and to develop a “Check 
into the Census” campaign to enumerate occupants in all indoor and outdoor residential facilities 
whether staying overnight or longer term. 

Expand the enumeration of work place vessels 
One example of how census enumeration procedures can be improved to increase the chances of 
enumerating the habitually mobile is to extend the existing special method of ship board 
enumeration to all U.S. registered commercial fishing and maritime vessels. In enumerating the 
U.S. fishing fleet and other United States flag commercial vessels in the same manner as ships of 
the Merchant Marine, military, and U.S. government, fishing and other maritime crews without 
“usual homes” would be permitted to state as their "usual address" on shore in the United States -
- where they receive mail. 

The Census Bureau has established procedures and used a specialized form (the D23) for

enumerating people on board ships. Shipboard personnel “self-enumerate”: basically, vessel

staff distribute and collect sealed individual census reports on behalf of the Census Bureau.

(See United States Bureau of the Census, Census 2000, 1999, (8) Form D-23.)

As in the case of the military self-enumeration, many seaboard personnel ended up being

attributed to the address of the "usual home” they declared. Like the military individual reports,

the Census 2000 shipboard operation, in effect, extended the privilege of two alternative “census

units of enumeration” to certain classes of individuals.


In Census 2000, a handful of fishing vessels that remain at sea continuously for six months or

more were defined as units of enumeration. This literal application of a residence rule meant for

people to vessels screened out whole fisheries. The duration of commercial fishing trips varies by

fishery, fishing technology, region, weather, mechanical conditions, and success. In the fishery

where one social network was traced, the "average trip lasts between three and seven days"
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(Kitner 2001: 18). In the Atlantic, the average length of pelagic long line trips is about 13 days 
and varies from eight in the South Atlantic to 36 in New England (2002 SAFE Report for the 
Atlantic Table 5.20). Even though each trip is short, over the course of a year, a fisherman 
working regularly may live discontinuously at sea more than six months. Those without usual 
homes may stay on board a work vessel longer than anywhere else. 

Kitner described the residential circumstances of commercial fishermen vis-a-vis Census Bureau 
rules: 

“The Census Bureau defines "usual residence" as "the place where [a] persons lives and 
sleeps most of the time" 31 .... This seemingly straightforward and simple concept of 
residence becomes murky when applied to many commercial fishermen whose usual 
residence is aboard a fishing vessel, which in itself is a mobile unit" (Kitner 2001). 

At any given time, up to half the commercial fishing fleet is at sea. Although those fishermen 
who are associated with stable households may be reported by their co-residents while they are at 
sea, this research found no one reports fishermen who are not attached to long term co-residents 
in conventional housing. On shore, the fishermen who were not found enumerated in Census 
2000 stayed on docked boats, at cheap motels, and with friends. The fish house where they 
showered and shaved when they stayed aboard docked boats and where several received mail was 
not listed on the MAF, but was inserted into the DMAF after one man asserted the non-
residential building as his “usual home” address. Not all the various beach and highway motels 
where fishermen stayed were listed. Neither the dock where they stayed on boats or any other 
marina along the coast was listed as a Transient Quarters. 

Kitner noted that many fishermen's receive mail at non-residential places because they have no 
fixed domicile on shore. Fishermen may be more closely associated with a fishing vessel, a fleet 
and its landing, a particular fishery, or fishing technology than with any domicile on land. The 
attachment of fishermen and of fishing vessels to particular port communities varies a great deal 
(Fricke 1973; Orbach 1977; Griffith and Dyer 1996; McCay and Cieri 2000; Jacob and Epson 
2000; Jacob et al 2002; Hall-Arber et al 2001; NMFS 2000). 

Vessels where they work and stay are effective places to reach fishermen, whether they are 
attached or unattached to localized communities or base households. As in the case of military 
and shipboard enumerations in Census 2000, the proposed expansion of shipboard enumeration 
would supplement that based on housing units. Fishermen enumerated on vessels who are 
attached to shore households could declare them as their usual homes and their enumerations 
could be verified or inserted at census unit address of their usual homes. Extending the special 
method of the maritime enumeration to commercial fishing vessels is one method to enfranchise 
those habitually mobile fishermen who do not have a “usual home” anywhere. 

31 http://www.census.gov/population/www/censusdata/resid_rules.html 
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Lists of commercial fishing vessels are available from the Coast Guard, the National Marine 
Fisheries Service Fisheries, and other state, regional, and federal authorities that license or 
regulate and issue permits to U.S. commercial fishing fleet. A federal law, 46 U.S.C. 12119, 
requires that information on all vessels registered in the United States be updated and published 
each year. The United States Coast Guard's (USCG) has been annually updating the United 
States vessel data base which is freely available to the public and searchable on line. 

The development of methods for an expanded and more complete shipboard enumeration is 
ideally suited to small scale tests, beginning for example with fisheries and fleets in different 
regions. 

“Check into the Census”: an attended “Be Counted” campaign at temporary work 
quarters, Transient Quarters, commercial accommodations, non-profit lodgings, and 
other residential service sites 

The “Check into the Census” campaign would apply a unified approach to enumerate occupants 
in the mainly outdoor residential facilities called Transient Quarters in Census 2000 (camp 
grounds, recreational vehicle parks, marinas, etc.) and in indoor residential service facilities 
including commercial hotels and motels, non-profit lodgings (YMCAs, Youth hostels), and other 
residential service facility sites. “Check into the Census” would apply some techniques piloted 
during Census 2000 operations mainly at non-residential Service-Based Enumeration sites to the 
diverse residential services which apparently experienced coverage gaps or were not recognized 
as units of enumeration at all in 2000. 

The “Check into the Census” campaign would improve upon the Census 2000 “Be Counted” 
operation with closer attention to the distribution and collection of forms in quick turn-around 
(less than 24 hours). “Check into the Census” forms would resemble registration slips and collect 
the same information as Individual Census Questionnaires (IQC) or Be Counted forms did in 
Census 2000 or equivalent forms in future test and Decennial censuses. These “check in” forms 
would be distributed to the current occupants and new registrants at all outdoor and indoor 
residential facilities. In some facilities, the forms could be distributed to respondents and 
collected on site by cooperating staff trained and sworn by the Census Bureau. These sites would 
be organized with the features of a “self-enumeration” conducted by facilities staff as in the 
existing shipboard and military unit self-enumerations. In more remote, understaffed or larger 
facilities, Census Bureau staff enumerators would distribute and collect forms and assist 
respondents. In these sites, the operation would more closely resemble the Census 2000 Service-
Based Enumeration operation. As on forms used in the Service-Based Enumeration and Be 
Counted supplement in Census 2000, occupants of the outdoor and indoor commercial and 
public accommodations could declare the address of their “usual home” if they had one, 
otherwise the geocoded address of the residential facility would be treated as their default unit of 
enumeration. 
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More comprehensive listing of residential facilities 
The foundation for a “Check into the Census” campaign would be a more comprehensive listing 
of sites. The site lists should include all outdoor facilities for ambulant domiciles (camp 
grounds, RV parks, marinas, and the like, whether commercial or operated by local, state, or 
federal government agencies, where people park, camp, or dock on a paid or free basis) and all 
indoor commercial and non-profit lodging residential facilities. Tens of thousands of potential 
Check into the Census sites are already listed on the Master Address File under the rubric of 
special places (“in which” managers’ apartments or Group Quarters are the actual units of 
enumeration). Hotels, motels and other indoor and outdoor accommodations, camp grounds, 
marinas, recreational vehicle parks, and the like are listed as establishments on the Census 
Bureau’s Business Register. Listings of residential services are widely available from 
commercial sources, association directories, state health departments, and numerous on line 
Internet postings. (See various commercial travel and the National Parks Service Internet sites, 
for examples.) 

Listings for the Check into the Census campaign would be for the main named residential 
facility. Listings would note the maximum number of interior sites or rooms and occupancy 
information, however individual rooms or locations would not be listed or assigned unique 
identifications. Listing residential facility sites as whole for the “Check in to the Census” 
operation will avoid elevating locations like boat slips, camper hook-ups, and tent sites, or 
ambulatory domiciles like boats, motorized homes, recreational vehicles, pulled trailer homes, or 
hotel and motel rooms to the status of (pseudo) “housing units” solely for the purpose of 
population enumeration. 

The main site listings for camp grounds should include all federal, state and private parks and 
recreational areas that offer camping sites, hook-ups, rental cabins, and lodges, boat slips. Camp 
grounds and other so called Transient Quarters where people live who have no usual home would 
be enumerated in this operation, notably rural survival homeless camping on public lands. There 
should be no distinction between "free" and "fee" camp grounds because most public camp 
grounds post nominal fees although lacking mechanisms or personnel to collect the fees. The 
listings should include the largely private facilities for temporary and seasonal workers, such as 
rental agricultural labor camps, rental mobile home parks, and “farm worker” motels. These 
types of domiciles may be more prevalent as the temporary and seasonal quarters of migrant and 
seasonal workers in agriculture, recreation, construction, and similar trades than the “dormitories 
on farm” and “seasonal vacant housing held for migrants” that were listed in Census 2000. 
(Housing or dormitories for staff at “Check into the Census” residential facilities would continue 
to be listed as permanent housing units or Group Quarters, as appropriate.) 

Information on the characteristics of the residential facilities, particularly the facilities’ maximum 
occupancy, historic occupancy around the same time of year as “Census Day” is set, the 
availability of staff for training, need for assistance, and facility layouts, could be collected in a 
survey beginning with public information from the Internet and supplemented with telephone and 
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personal visit interviews. This survey would identify which residential facilities are willing and 
capable of self-enumeration and which facilities require more assistance from census 
enumerators than training, dropping off, and collecting back the completed forms. A key 
operational purpose of the survey would be to establish the maximum number of check in forms 
to be printed with the site’s name, address, geocode, and census identification for distribution to 
occupant respondents. 

Although the residential service site as a whole would be the listed and geocoded unit of 
enumeration, interior units like rooms, hook-ups, slips on piers and other internal units could be 
listed on site for short term use to control and cross-check the distribution and receipt of forms 
from occupants. 

Forms for the Check In 
Forms for the “Check into the Census” campaign would be Individual Census Questionnaires 
(IQCs) developed to resemble the familiar style of registration forms popular in the country. 
Experienced travelers are accustomed to filling out registration forms. Like enumeration 
operations at the Census 2000 Service-Based Sites, (but unlike the Census 2000 enumeration 
operations in Transient Quarters where occupants were screened out), every one occupying a 
residential services site, “Transient Quarters” or commercial accommodations, the night before 
or night of “Census Day” (or other set date) would fill out an individual census form. With the 
cooperation and permission of on-site residential facility staff, information to complete missing 
items on Check into the Census forms could be drawn from occupants’ regular registrations. 

“Check into the Census” forms would normally be completed by occupants and new registrants 
and placed in sealed envelopes at a collection point supervised by staff for pick up by Bureau 
personnel the next day. Every person staying in the facility and every person arriving would fill 
out a “Check-in” form. Co-residents who considered themselves a traveling household group 
could return the individual forms enclosed together in the same envelope. 

As in the case of non-residential Service-Based Enumeration sites in Census 2000, every 
occupant in the residential service sites of the Check into the Census campaign would be 
enumerated. There would be no screening, or questioning, or advanced stereotyping of the 
character of their stay. As was the case with the less well attended Be Counted, SBE Individual 
Census Questionnaires, and the Military - Maritime forms, individuals enumerated on a “Check 
into the Census” form who declared a “usual home elsewhere” would be attributed to their usual 
homes as long as their information could be identified with listed housing or Group Quarters. If 
occupants of the residential services did not declare a usual home, or if their address could not be 
verified, their enumeration would be attributed to the census geography of the residential facility 
where the record was collected. 

Travelers away from home are obviously not home to answer the census. The collection, 
geocoding, and census record search for the recreational campers vacationing away from home in 
this research demonstrates that it is feasible to collect information about vacationers’ usual 
homes at the transient locations where they are staying temporarily. This may be more efficient 
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than undertaking multiple follow-up visits, encountering non-response, taking proxies from 
neighbors, or erroneously counting housing units left empty by travelers as vacant. 

Recommendation 5: 

Consider seasonal differences in the distribution of the population of the United 
States when estimating population, and consider the development of the capacity to 
measure seasonal differences in the distribution of the population. 

This recommendation suggests developing survey methods to detect and measure strictly 
seasonal moves and the large differences that accrue in the number of people living in certain 
places during one season of the year. “Seasons” include climatic seasons (winter, summer) and 
institutional calendars such as the traditional Memorial Day to Labor Day resort season, the 
“school” year, academic semester and quarter calendars, and other partial year periods. Seasonal 
differences in the distribution of the population of the United States are a Decennial Census 
concern because the American Community Survey (A.C.S.) is the proposed replacement for the 
census long form sample. The next (2010) and future Decennials will have a different mandate if 
the American Community Survey (A.C.S.) replaces the once a decade collection of the sample in 
the census with a “rolling” survey conducted throughout the year in sample areas. On one hand, 
the A.C.S. is a survey vehicle which can begin to measure seasonal shifts in the population of 
areas; on the other, state and smaller area estimates of population using A.C.S. data collected at 
different times of the year may be affected by seasonal differences in the population of areas. In 
areas subject to seasonal population peaks and lows, the population count should be expected to 
vary by the month the survey is collected. Accurate estimating from samples logically requires 
that in areas subject to seasonal population peaks and lows, seasonal differences in the 
population at the time of the survey need to be taken into account in deriving estimates, rather 
than smoothing or raking. 

Over time, the American Community Survey could collect the data necessary to measure and 
adjust for seasonal differences in the distribution of the population of the United States. This 
data would make it possible to develop a capacity to make “seasonal adjustments” in estimating 
the distribution of the population in the United States. 

Seasonal adjustment is a pillar of the statistical interpretation of economic data in the United 
States. Weather and climate seasons and holiday seasons influence many economic activities. 
Economists do not expect (or worry) if construction starts are lower in the month of January than 
in June or if fewer toys are sold in August than December. 

Millions of residents of the United States routinely relocate to spend a season away from their 
“usual residence.” Agricultural and recreational areas are notable receiving areas. Foreign 
workers enter the United States to perform seasonal agricultural work and many leave the 
country at other times in the year. Students seasonally move to colleges and boarding schools as 
the academic year begins and leave when it ends. 
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In designing questions to measure seasonal relocations and other mobility information, it is 
important keep in mind that mobility is highly individualized, so questions need to be asked 
person for person. As on the Census 2000 long form, questions to identify part-year residents, 
addresses one or five years before, birthplace, or other information related to mobility and 
migration make sense for individuals. Individuals’ mobility breaks up “households” or sets of 
co-residents. Questions about the dates, destinations, origins, motives and the like are best 
answered and best understood person for person: asking a respondent to characterize globally the 
multiple mobility histories and situations in one household could be confusing. If the general 
population resembles the individuals examined in this research, whole households moving from 
house to house – the only type of residential mobility for which the Census Bureau has collected 
survey data – appear to be far less common than individual moving among households and other 
types of domiciles. 

Measurements of seasonal differences in distribution of the population can provide important 
information for planning social service infrastructure, economic strategies, and security. In areas 
which receive seasonal population influxes at times of year other than around Census Day, the 
static Census Day “snapshot” population counts are lower than the maximum population for 
which jurisdictions need to provide services. In other areas, the Census Day snapshot includes 
seasonal part-year residents who relocate elsewhere later in the year. Measurement of seasonal 
differences in the distribution of population will permit jurisdictions to plan for seasonal 
differences in the population and population apices, rather than population as of Census Day or 
on the average. 

Demographers currently measure the contribution of net migration (in or out) using estimates of 
the population in an area for the same month at least one year apart. In areas subject to 
population annual peaks and lows, the figures for net migration will vary according to the month 
of the measure. 

Seasonal flows may result in net migration, as in the case of the Midwest Mexicans, who began 
settling out around one stop along their former Midwest Stream migrant farm work circuit. This 
suggests the hypothesis that the long distant moves detected in existing surveys interpreted as net 
migration measure settlement, but migration flows are higher. Seasons can trigger an exodus, as 
in the case of the Haitians who left their local winter base community in the spring. 
Opportunities for farm work clearly fluctuate by climatic seasons. The Department of 
Agriculture quarterly farm surveys of hired workers by region have reported fluctuations in the 
numbers of hired farm workers since the early 1970s. In 2000 for example, this National 
Agricultural Statistical Service survey estimated there were 1.05 million workers on the nation’s 
farms and ranches the week of April 9-15 – more people than the Census 2000 reported were 
employed in farming, forestry and fisheries occupations combined for the same period-- and 1.37 
million the week of July 9-15 (Department of Agriculture, NASS:2001; American Fact Finder SF 
3 Table P50). 

Climatic seasons can set the parameters for inhabiting areas. The survival campers headed to the 
Northwest in the spring from Southwest camps warmer during winter. Seasonal workers 
relocated to operate recreational areas for the swell of guests vacationing between March through 
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October. Among younger participants and co-residents in the social networks of the fishermen 
and former migrant workers, students and their caretakers remained sedentary during the “school 
year” but soon after school ended and before sessions began again, students dispersed away from 
their school year (and Census Day) residences, or moved with their families. As seasons trigger 
migrations and relocations, seasons time event congregations. American Indians in the men’s 
society traced, as many others, intensified travels to the more numerous pow wow gatherings 
held during the summer. 
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Participant Social Network: survival and recreational campers in the Northwest

(Participants are numbered P02 - P39.  This graph shows which participants interacted at
least once.) Source: Templin and Wasserman, Southard 2001s
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Matrix of Co-Residents: survival and recreational campers in the Northwest

(Participants are numbered P02 - P39; non-participating co-residents are numbered
CR01-CR32. This graph connects  reported co-residents; those listed on right had no
reported co-residents.) Source: Templin and Wasserman 2001s
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Participant Social Network: seasonal workers

Source: Templin and Wasserman 2001m
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                                  Matrix of Co-Residents: Seasonal workers

Source: Templin and Wasserman 2001m
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 Participant Social Network: Mexicans settling in the Midwest

Source: Templin and Wasserman 2001c
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            Matrix of Co-Residents: Mexicans settling in the Midwest
  

Source: SRD staff, based on Netminer Visualization Software
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Participant Social Network: Haitian farm workers 
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Matrix of Co-Residents:  Haitian farm workers 

Source: Templin and Wasserman 2001m2
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Participant Social Network: Commercial fishermen
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Matrix of Co-Residents:  Commercial fishermen 

Source: Templin and Wasserman 2001k
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Participant Social Network: An American Indian men's society 
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Matrix of Co-Residents:  An American Indian men's society

Source: Templin and Wasserman 2001g
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EXECUTIVE SUMMARY 

This report provides results from four commissioned ethnographic studies conducted by social 
scientists with extensive knowledge of specific subpopulations that are typically residentially 
mobile. Each researcher had previously conducted research within his/her population of interest 
and was known, in most cases, as a trusted individual by the community he/she studied. 

These four ethnographic studies took place before, during and after Census 2000 in order to 
evaluate the lifestyles of the groups and to observe residential mobility activities during these 
time periods. All researchers used a combination of observation and unstructured interviews in 
their field works. 

The four transient populations examined in the ethnographic studies are: urban gang members, 
Irish Travelers in Mississippi and Georgia, seasonal residents or "snowbirds" in Arizona, and 
American Indians residing in the San Francisco Bay Area. 

Across these four distinct populations, many common barriers to enumeration were found. Many 
of these barriers have been studied and documented in previous ethnographic studies of hard-to-
enumerate populations (see de la Puente, 1993). 

The barriers to enumeration identified in the current study include: 

•	 Residential mobility. Residents may be hard to contact (i.e. not reached by traditional 
enumeration methods – in person or by mail), or they may have difficulty providing a 
specific place of usual residence. Most individuals in the study who were aware of the 
census residence rules, as presented on the census form, did not find them helpful in 
reporting a usual residence. 

•	 Distrust and/or fear. There are two related reasons why there is reluctance to provide the 
Census Bureau with personal information. The first is applicable to persons who engage 
in illegal or unconventional activities. This can range from the violation of a civil or 
criminal law to involvement in living arrangements that violate either public or private 
housing rules. Underlying this phenomenon is the fear that information provided to the 
Census Bureau is not kept confidential by the agency and that divulging such information 
may result in some penalty or prosecution if it fell into the wrong hands. The second and 
related reason for the reluctance to provide personal information in the census is a 
broader sense of distrust in government coupled with the unwillingness to provide 
personal information to an entity whose intentions are questioned. This observation has 
also been documented in other related research (see Gerber, 2001). 

•	 Irregular and complex household arrangements. In some cases, violation of housing 
rules and distrust in government may prevent honest responses. In others, it is unclear to 
respondents whom to classify as a household member when some of those living in the 
house are transients. 
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•	 Disinterest. In some cases the Census Bureau's extensive outreach effort did not resonate 
for some mobile groups. Either they were not exposed to the campaign or they chose not 
to listen to it or believe the claims made in it. It is believed that this segment of the 
population is also unresponsive to mass marketing strategies. Consequently, some 
members of these communities do not understand why the census is necessary nor do they 
understand the process. 

Some of the key recommendation made by the ethnographers who conducted the fieldwork are 
listed below. Additional recommendations are discussed in the report. 

•	 Enlist support from community organizations. A feature of Census 2000 that all 
ethnographers found appealing and valuable was the use of community organizations to 
promote census awareness and encourage census participation. Therefore, continued and 
increased use of community-based organizations is high on the list of recommendations 
for 2010 Census. 

•	 Direct outreach programs to specific transient groups. Specific recommendations 
included the use of ethnic art and advertisements on local radio and television programs 
that target certain populations. Advertise places that hard-to-enumerate individuals are 
likely to frequent on a regular basis, including supermarkets and Laundromats (to target 
low income women). 

•	 Clarify residence rules for transients. Make instructions for inclusion in household 
explicit. For instance, residence rules state “People without a usual residence, however, 
will be counted where they are staying on Census Day” (U.S. Census Bureau, 2003). This 
should be made clear to those populations likely to house transient people and to those 
who claim no permanent residence (e.g. full-time Snowbirds). 

•	 Enumerate in non-traditional sites. The continued and extended use of non-traditional 
enumeration sites is encouraged. Such sites may include: Hotels and motels where people 
reside; RV sites – commercial and undeveloped; Community centers; Outdoor sleeping 
locations (i.e. parks); Prisons and jails; Substance abuse treatment centers; Soup kitchens 
and shelters; Community based organizations (e.g. American Indian social service 
organizations). 

•	 Make sure that all undeveloped and public land campsites are designated for 
enumeration. In the report on Snowbirds, Mings expressed concern that some of the 
campsites in his study were not visited by enumerators. Mings recommends that more 
attention be paid to public land campsites since his data indicate that some individuals 
live in these areas year round and have no other residence. 
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1. BACKGROUND 

Americans are considered among the most mobile people of the world’s industrialized nations. In 
recent years, about 17 percent have been moving at least once each year (Hansen, 1995). Based 
on the estimated size of the United States population, close to 50 million Americans may have 
changed residence at least once, and many may have moved far more often, during the census 
year. The number of moves ranges from continuous nomadism to a single change of residential 
location. 

There are many reasons why mobility is so prominent in the United States. Some Americans 
have unstable living conditions due to economic factors (i.e. unemployment, low income, high 
rent). These individuals are continuously on the move taking temporary refuge with friends, 
family or in shelters. In some communities this is common practice. When a family falls down on 
its luck, its neighbors will take the family members in until the time comes when they can afford 
to get into a place of their own or until they move on to stay with someone else. In these 
communities it is not unusual to find multiple families in one household, sometimes with as 
many as five or six people per bedroom. During the census, individuals living in these complex 
households can be erroneously enumerated. If forms are completed at all in these households, 
they often only include a subset of the individuals that are actually staying at the residence. 

Other Americans choose a life of mobility, traveling for business or pleasure. Some of these 
people choose to live in recreational vehicles (RVs) to travel the country. Some spend a large 
amount of time visiting family and friends across the nation. For example, spiritual activities and 
duties take some American Indians across the country many times within the year. Some of these 
individuals may be en route during the census enumeration period, may not receive census forms 
and might not be enumerated. Others may have a difficult time listing a place of permanent 
residence. This could lead to erroneous enumerations or even omission if the task is deemed too 
difficult. 

From the perspective of the transients, enumeration procedures have not been adequately tailored 
to their circumstances. The chief obstacle of this has been the lack of accurate current 
information about the characteristics and behaviors of the known mobile groups that is necessary 
to apply successful enumeration methods. Mobile groups share in common the lack of awareness 
of the purposes of the census, deep distrust of the government and its information gathering 
strategies, and a lifestyle that very easily allows them to slip through the census operations. 

This report summarizes findings and insights from ethnographic studies of four types of mobile 
populations. These are: urban gang members, Irish Travelers in Mississippi and Georgia, 
seasonal residents or "snowbirds" in Arizona, and American Indians residing in the San 
Francisco Bay Area. 

The overall aim of this report is to increase our understanding of why such mobile groups are 
difficult to enumerate in a census. Based on the insight provided by the ethnographers who 
conducted the field work, this report provides suggestions for how to best tailor census 
enumeration methods to highly mobile population groups. 
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2. METHODOLOGY 

The research methods used in this report are qualitative and not quantitative. While qualitative 
methods are used in the social sciences for a variety of research objectives (Gubrium and 
Holstein,2002), the qualitative data collection techniques used in this report (e.g., ethnographic 
interviews, unobtrusive observation, and participant observation) were used for the purpose of 
obtaining insight or an understanding of why some transient populations are difficult to census. 
Thus, the methods used to obtain the information presented in this report cannot be used to 
quantify census coverage or gauge, with any degree of certainty, the magnitude of a given event 
or phenomenon. The value of the information presented in this report lies in the insight that can 
be gained and not in the extent to which the information can be generalized to a larger 
population. 

2.1 Choice of mobile populations 

The four groups were chosen primarily for their excessive mobility. However, each group also 
has other characteristics that make the members hard to enumerate using traditional methods. 

Gang members often do not have a place of their own. They frequently stay with a variety of 
different people including friends, family and other gang members. They also have a strong 
aversion to the government that makes gaining their cooperation with the census very difficult. 

Irish Travelers are historically nomadic people that have more recently settled, to some extent, 
into permanent communities. Their amount of itinerancy and their level of secrecy have made 
them traditionally a difficult to enumerate group. This group was selected because its members 
tend to have aliases. This coupled with their tendency to change their living location on a regular 
basis makes them particularly challenging to census. Moreover, much like gang members, Irish 
Travelers are typically engaged in unconventional activities thus increasing their suspicion of non 
community members and institutions such as government. 

Arizona Snowbirds are seasonal residents in the Sunbelt who are known for their mobility. 
Typically, they travel and camp during the winter months in the southwestern United States. 
Most have a permanent place of residence that they return to during the summer, but some do 
travel year-round in RVs. Seasonal residents were selected because historically this group has 
presented census takers with challenges. Not only do their multiple residences present a 
challenge but establishing residency status between living locations according to census 
residence rules can also be problematic. 

American Indians living in the urban San Francisco Bay area are also a highly mobile population. 
The households are often fluid in composition and many suffer, at least temporarily, from 
homelessness. Other members of the community choose to live a mobile life either for work or 
pleasure. This group is highlighted because very little is known about the residence patterns of 
urban American Indians mainly because, unlike their counterparts on Indian reservations, urban 
American Indians tend not to be geographically concentrated. 
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2.2. Methods 

Four ethnographic studies by social scientists who each had extensive knowledge of a specific 
subpopulation were commissioned for this study. Each researcher had previously conducted 
research within his/her population of interest and was known, in most cases, as a trusted 
individual by the community. This is important because many of these groups of transient people 
are notoriously untrusting of outsiders, so the aid of researchers that are known and trusted 
within the community is crucial to obtain the true attitudes of the group members. 

In most cases, the ethnographers were involved in the study site for a period of months 
surrounding enumeration. This allowed the observation of the day-to-day lives of the community 
members and also the opportunity to examine the extent of the mobility of the residents. 

This ethnographic fieldwork took place before, during and after Census 2000 in order to evaluate 
the lifestyles of the groups and to observe residential mobility activities during these time 
periods. All researchers used a combination of observation and unstructured interviews in their 
field works. Each ethnographer created his or her own protocol for interviewing which varied 
depending on the nature of the population. 

Dr. Mark Fleisher researched gang members in two urban sites. Gang members pose several 
problems to enumeration. They are highly mobile and have a strong aversion to the government.1 

Fleisher conducted extensive community-based participation-observation along with a set of 
semi-structured interviews with a total of 59 male gang members and 17 female members of the 
gang social network. 

Dr. Maribeth Andereck conducted an ethnographic study of Irish Travelers in Mississippi and 
Georgia. Irish Travelers are historically nomadic people that have more recently settled, to some 
extent, into permanent communities. Their amount of itinerancy and their level of secrecy have 
made them a difficult to enumerate group. At the Mississippi site, there were approximately 260 
trailers of Irish Traveler families that were observed. With the cooperation of school officials and 
her trust from the Traveler families due to her past research within the community, Andereck was 
able to conduct extensive personal interviews with 49 families. In Georgia, with the aid of a 
research assistant that was a member of the Traveler community, the census data from 333 
families was traced from 1970 to 2000. 

Dr. Robert Mings investigated a population of Arizona Snowbirds. These are seasonal residents 
in the Sunbelt who are known for their mobility. His research included observations and 
structured interviews with 32 Snowbirds on five undeveloped public lands that were used as RV 
sites in Arizona. 

1 In fact, Fleisher noted that he was not able to directly discuss census participation with many of his informants 
because of their aversion to the government and those who act on its behalf. Any inquiries that were too detailed had 
the potential to raise suspicion of him in the community, an act that would have ended his study prematurely. 
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Dr. Susan Lobo researched American Indians living in the urban San Francisco Bay area. During 
her study, she interviewed 27 highly mobile Indian people and observed many members of the 
large Indian community. In the text of her study, she presents 12 case studies that illuminate 
specific problems found in trying to enumerate this population. 

The general goals of each of these researchers were to outline patterns of and causes for 
residential mobility among these groups, to observe these transient groups during the conduct of 
Census 2000, and to provide recommendations for improving the enumeration of transient 
populations in the 2010 Census. 

3. FINDINGS 

The results of these studies are organized and presented according to barriers to census 
enumeration. These are: residential mobility, distrust and/or fear, irregular and complex 
household arrangements, and disinterest. This section discusses barriers to enumeration and 
Census Bureau efforts for Census 2000. 

3.1 Barriers to census enumeration 

Across these four distinct populations, many common barriers to enumeration were found. Many 
of these barriers have been studied and documented in previous ethnographic studies of hard-to-
enumerate populations (see de la Puente, 1993). However, this prior ethnographic research 
conducted in conjunction with the 1990 Census did not focus on the specific mobile groups 
discussed in this report. 

The fact that similar barriers to enumeration have been identified by both the 1990 studies and 
the current research is both reassuring and daunting. Its encouraging that similar processes vis-a-
vis census taking appear to be present across a variety of hard-to-enumerate populations because 
addressing a given barrier to enumeration will likely have an impact across population groups. It 
is somewhat disappointing from the standpoint that measures taken to address the barriers 
identified in the 1990 Census appear to have not fully addressed the circumstances encountered 
in Census 2000 by the four mobile populations that are the focus of this report. 

3.1.1 Residential mobility 

Snowbirds are particularly mobile, perhaps the most of any of the groups. In fact, approximately 
20 percent do not have a permanent residence. While on the road, Snowbirds may stay in RVs, 
luxury resorts, hotels, motels, rental apartments or townhouses, mobile home parks, or with 
relatives and/or friends. Dr. Mings' (2001) ethnographic study focused on those who travel in 
RVs, which are sometimes parked in commercial RV resorts, family-owned & operated 
campgrounds or undeveloped public lands. While mail may be available to those camping in 
resorts or even in small campgrounds, it is generally unavailable on public lands. Some 
Snowbirds do not get mail at all and others get it in an untimely fashion (when they return home, 
or through a friend or family member that they visit occasionally). This could cause immense 
problems in the receipt of census forms. 
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Many Snowbirds enjoy traveling around the southwest, not simply staying in one site for an 
extended period. In fact, there is a 14-day stay limit on most public grounds, which enforces the 
mobility of these individuals. Not only does the lack of mail cause problems with the receipt of 
forms, but the mobility also causes a problem with listing a place of usual residence. While the 
majority of Snowbirds do maintain a permanent address, they may spend more than half the year 
traveling away from this address. To exacerbate the condition, those who do maintain a home 
further north are often en route between late March and May. This means that on census day they 
may be 1) incommunicado and/or 2) residing in a place that they do not consider their permanent 
residence. Thus the inability to contact these individuals and their reported confusion concerning 
the residence rules can pose difficulties in enumeration. 

Like the Snowbirds, urban American Indians often travel for pleasure. According to Dr. Lobo 
(2001) many families enjoy participating in the pow-wow circuit during the summer. Throughout 
the year, they make visits to their reservation and/or travel for spiritual work. However, not all 
moves are for pleasure. The high cost of rent and poor living conditions in the urban 
communities where they reside force continuous movement to find a safer and/or cheaper place 
to live. In some cases, Indian people observed by Dr. Lobo ended up living on the streets, in 
shelters or in institutions (e.g. prisons, health facilities, substance abuse treatment programs). 

Homelessness is a problem according to Lobo. Many of the transient families that Lobo 
interviewed were homeless and lived either temporarily, or permanently, on the streets, in parks 
or in parked cars. Others frequented transient quarters such as hotels, motels, shelters and soup 
kitchens. 

Children in the community are often mobile as well, and not necessarily in connection with their 
parents. Some stay with other family members, in foster care or are “adopted out” of the tribe if 
social services deem their living conditions unfit. 

The combination of conditions listed above can make the enumeration of American Indians who 
live under these conditions in the San Francisco Bay Area especially difficult to achieve. During 
the census some members could be traveling and therefore not receive census forms. Others may 
be without a permanent residence. Children may or may not be living with their parents and this 
could be either a temporary or permanent living arrangement. Given these living situations the 
concept of “usual residence” is not clear for many of these people. Thus, the same problems that 
were listed for the Snowbirds apply; some families cannot be reached during this time due to 
travel while other families stand the chance of being erroneously enumerated due to 
misunderstanding of the residence rules. 

Fleisher (2001) noted that gang members most often stay with their mothers (youths) or 
girlfriends (adults).2 In fact only about one quarter of those interviewed reported renting property 
and only 10 percent owned property. The remaining 65 percent stayed with various different 

2 Fleisher believes that reporting of young male gang members (by their family or girlfriend’s family that they live 
with) is more likely than the reporting of older male members because the older members severed ties with family 
and actively avoid authorities. 
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people in various different places. Only 61 percent of the sample of gang members was legally 
employed. This can have a negative impact on one’s ability to buy or rent property. Although 
gang members often report staying with girlfriends or family, in many cases, they do not stay at 
any one place for the majority of the month. Instead, they choose to stay in different “spots” 
throughout the month. Reasons for their mobility extend from criminal activity (i.e. desire to not 
be found) to having a desire to live with many different women. 

Gang members cite the following reasons for changing residences: unemployment; criminal 
behavior; domestic violence/problems; and boredom (either with the relationship or with the 
living conditions). This mobility makes it difficult to report a place of usual residence when it 
may change from day to day or week to week. 

Andereck (2001) reports good news on issues of mobility from the study of the Irish Travelers. 
She states, “The issue of mobility patterns for itinerant populations such as Irish Travelers should 
not be as a serious concern for the Census Bureau as may have been in the past.” Particularly for 
the Travelers in Mississippi, traveling is no longer very prominent. Those who do travel are 
usually the fathers of the households, while the mother and children stay home during the school 
year. During the month of April, when the census is conducted, there is usually someone residing 
in the household. There should be little confusion about the residency of those who do travel, 
because their travel is not extended, usually lasting only a few days at a time. 

3.1.2 Distrust and/or fear 

However, as a group, the Travelers do still have an aversion to outsiders in general. Though their 
willingness to comply with the government has increased, they still do not trust or welcome 
outsiders into their homes. Andereck (2001) notes that “A follow-up by a census fieldworker 
would not be successful with the Mississippi Travelers due to the suspicion of government 
employees.” She stresses promoting compliance with the mail-in forms through the schools and 
church, which are trusted by members of this group.3 

Like the Travelers, the American Indians that Lobo (2001) interviewed were often distrustful of 
the government and non-Indians. Some of the homeless people she interviewed would not accept 
food or shelter from non-Indian organizations, even if in need. These are the people most likely 
to simply refuse to comply with census procedures, regardless of the method of solicitation. More 
optimistically, Lobo comments that most Indian people are not this distrustful. Other reasons for 
lack of compliance with the census are based on practicality rather than principle. For instance, 
complex and irregular household arrangements often violate housing regulations that limit the 
number of residents per household. Fear of eviction may keep them from answering honestly. 

3 Another, less critical barrier to Traveler enumeration is the frequent use of nicknames in the community. Many 
Travelers may have the exact same legal name and prefer to use nicknames within their group of trusted individuals. 
This emphasizes barrier between insiders and outsiders and makes verification difficult in these already hard-to-
enumerate communities. 
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Gang members are also known to fear the government. Gang members are often criminals, who 
are accustomed to hiding from officials. Given the police presence in their neighborhoods, they 
often view outsiders as possible undercover officers or informants. Census field representatives 
would likely not be trusted enough to engage in polite conversation, much less to be trusted with 
confidential information. 

According to Fleisher anonymity is a way of life among gang members. In fact, members refer to 
each other with code names and often do not know the legal names of their acquaintances, or 
even friends. This protects them from being forced to give up information on someone in case of 
arrest. The code of anonymity stretches to the female members of the society. They respect the 
need for anonymity and are reluctant to give up any information that they might know about their 
family or friends. Even giving out someone’s legal name may be seen as a violation of this code 
of secrecy. Compliance with the census would directly violate it. For this reason, the females 
with whom gang members reside may not be willing to provide the names of all the residents that 
should be included on her form. 

The females that do rent housing in these gang communities may be reluctant to report the actual 
residents in her household because her living arrangements may be against housing management 
rules. In low income housing the amount of rent one pays depends on the reported income of all 
those residing in the house. Sometimes, one or more members of the household are not reported 
to management so that their income is not included. Because some apartments do not allow 
felons to reside, they may be excluded from the list of household members as well. For these 
various reasons (i.e. anonymity, criminal past, illegal living conditions), a gang member may 
report an inaccurate address (e.g. mother or grandmother’s address) if he reports an address at all. 
In many cases, income reports are also inaccurate because they fail to include illegally earned 
income. All of these factors may contribute to inaccurate reports of census data. Reports may be 
in line with the information given to the housing management, but contrary to reality. 

On a more encouraging note, according to Mings, Snowbirds display explicit lack of fear or 
distrust in the government or outsiders. If they can be contacted and if questions about what is 
meant by “usual residence” are answered, they would be most likely to participate. 

3.1.3 Irregular and complex household arrangements 

Lobo (2001) observed that American Indians living in urban communities often have households 
with a fluid composition. Extended family or tribal community members may stay for a few 
nights, or indefinitely, when they have no place else to go. Certain “key” households in the 
community are known for taking in those who need a place to stay. Oftentimes, these are the 
homes of female members of the community who serve maternal roles by providing shelter and 
food to family and friends of the Indian community. These house guests, however long their stay, 
are not likely to be enumerated as household members. Even among relatives residing in the 
same household, not everyone is enumerated consistently. According to Lobo, reasons for this 
remain unclear; possibly, respondents are unsure whom to list as a usual resident. Alternatively, 
respondents may be listing only a subset of the residents for ease of completing the questionnaire 
or for ulterior motives that have been discussed previously (i.e. violations of housing authority 
rules). 
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3.1.4 Disinterest 

Another key reason for not participating in the census is disinterest in the government in general, 
and in Census Bureau efforts more specifically. For example, many of the Travelers in 
Mississippi that were studied, claimed not to have completed the Census 2000 forms; the 
ethnographer cited disinterest as the primary cause. Many of those who did complete the forms 
gave incomplete information. Andereck (2001) stated, “The Travelers interviewed felt they had 
performed their duty in identifying the household and a few of the members.” 

Fleisher (2001) also noted that gang members have an explicit disinterest in the Census Bureau 
activities because they do not see any personal benefit from participating. Many of the young 
gang members that were interviewed did not know what type of agency the Census Bureau is, 
even after the Census 2000 campaign. They connected the Census Bureau with negative attitudes 
towards police, housing authorities and the IRS. Many gang members, or the women they live 
with, use the welfare system; however, they do not connect participation in the census with the 
gain of welfare support. If they receive no direct benefit from completing the forms, they are 
likely not to do so. Disinterest intermingled with ignorance of the goals of the census will most 
certainly lead to failure to comply. 

3.2 Census Bureau efforts for Census 2000 

Placing the ethnographers in the midst of their target community during the Census 2000 
operation provided us with an insiders’ view of the outreach programs that were aimed at 
targeting the transient population. Ethnographers reported outreach programs that were evident in 
the community, and, of equal interest, programs that seemed to be missing. 

The ethnographers who conducted the fieldwork did report some good news. For example, 
Andereck (2001) reported an optimistic outlook towards future data collection: 

The information requested on the census forms is not threatening to the Travelers and is 
adequate for gaining the information sought. The style of writing is not confusing to the 
Travelers and the dates for the census correspond with the settled period in the Traveler 
seasonal schedule. (p. 11) 

Thus, if the problem of disinterest can be resolved within the Traveler population, they are likely 
to comply. 

According to the ethnographers, the involvement of community organizations in the efforts of the 
Census Bureau was particularly effective for these populations. Specifically, the urban American 
Indian population and the Traveler population benefitted from local community residents 
promoting the census. 

Based on her systematic observations Lobo reported that among the American Indian population, 
enumeration in soup kitchens and transitional housing was successful in some cases. However, 
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Lobo contends that the enumeration of these facilities could have been more successful and she 
elaborates and provides detailed suggestions in her report (Lobo 2001). 

The ethnographers also pointed to areas where improvements are needed. For instance, according 
to Fleisher (2001) the gang members in this study were not reached by the census. That is, most 
were not aware of the messages put forth in the census outreach and promotion efforts, most did 
not see the value of participating in the census, and, according to Fleisher most were not 
enumerated in Census 2000. 

Fleisher (2001) cites “gaps [that] exist between the dominant community and the minority 
community” as the major problem (p.29). 

Few residents knew anything about Census 2000. In short, the minority community does 
not have a metaphorical ear placed at the edge of the dominant community listening for 
opportune times to move ahead. Community isolation is an effect of poverty and an effect 
of the dominant community not reaching into the minority community in a sustained 
proactive manner, offering material benefits. (Fleisher, 2001, p. 29) 

Most members of the gang community do not read newspapers or watch news on television. 
Other means of advertising must be used to reach them. 

Similarly, the younger generation of Georgia Travelers was not reached, according to Andereck 
(2001). Based on Andereck's research it is apparent that the Census Bureau's outreach and 
promotion strategies did not increase census awareness or the desire to participate in Census 
2000 among the Georgia Travelers she studied. 

Not providing full and complete information on the census form was also a problem, according 
to Andereck. In her interviews Andereck noted that, among the Georgia Travelers who reported 
participating in Census 2000, many stated that not all items on the form were completed. 
Andereck (2001) indicated that this might be because they felt that giving some information on 
their households satisfied their duty. 

3.3 Summary of findings 

The findings from the ethnographic studies of the four transient groups (urban gangs, Irish 
Travelers, snowbirds, and urban American Indians) combined, has provided information on how 
previously documented barriers to enumeration were manifested among these groups during 
Census 2000. 

Briefly, these include: 

·	 Residential mobility. Residents may be hard to contact (i.e. not reached by traditional 
enumeration methods – in person or by mail), or they may have difficulty providing a 
specific place of usual residence. Most individuals in the study who were aware of the 
census residence rules did not find them helpful in reporting a usual residence. 
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·	 Distrust and/or fear. There are two related reasons for why there is reluctance to provide 
the Census Bureau with personal information. The first is applicable to persons who 
engage in illegal or unconventional activities. This can range from the violation of a civil 
or criminal law to involvement in living arrangements that violate either public or private 
housing rules. Underlying this phenomenon is the fear that information provided to the 
Census Bureau is not kept confidential by the agency and that divulging such information 
may result in some penalty or prosecution if it fell into the wrong hands. The second and 
related reason for the reluctance to provide personal information in the census is a 
broader sense of distrust in government coupled with the unwillingness to provide 
personal information to an entity whose intentions are questioned. This observation has 
been documented in other related research (see Gerber, 2001). 

·	 Irregular and complex household arrangements. In some cases, violation of housing 
rules and distrust in government may prevent honest responses. In others, it is unclear to 
respondents whom to classify as a household member when some of those living in the 
house are transients. 

·	 Disinterest. In some cases the Census Bureau's extensive outreach effort did not resonate 
for some mobile groups. Either they were not exposed to the campaign or they chose not 
to listen to it or believe the claims made in it. It is believed that this segment of the 
population is also unresponsive to mass marketing strategies. Consequently, some 
members of these communities do not understand why the census is necessary nor do they 
understand the process. 

4. RECOMMENDATIONS 

Recommendations from the ethnographers are summarized in this section. When evaluating these 
recommendations it is important to understand that these recommendations are based on the 
fieldwork (i.e., unstructured in-depth interviews, unobtrusive observation, and participant 
observation) conducted by the ethnographers. Additionally, the ethnographers did not necessarily 
know or understand all the routine and special operations that were mounted as part of Census 
2000. For these reasons some recommendations may include suggestions for activities that the 
Census Bureau did actually employ during the conduct of Census 2000 while other suggestions 
may not be feasible in a census environment. 

Nonetheless, the recommendations are presented here because we believe that they provide a 
valuable perspective. This is the perspective of trained ethnographers who conducted systematic 
observations for a period of time surrounding Census 2000 of specific types of transient groups 
for which little is known with respect to the extent of their awareness and participation in Census 
2000. The fact that these ethnographers were not aware of some of the Census 2000 outreach 
programs, despite being immersed in the target community during Census 2000, indicates that 
the outreach programs might not have been as effective as we had hoped. We can learn from this 
to better prepare for the 2010 Census. 
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4.1 Local level – Community involvement 

·	 Enlist support from community organizations. A feature of Census 2000 that all 
ethnographers found appealing and valuable was the use of community organizations to 
promote census awareness and encourage census participation. Therefore, continued and 
increased use of community-based organizations is high on the list of recommendations 
for 2010 Census. Specific community organizations mentioned by the ethnographers 
include: churches, schools, and American Indian and tribal organizations. 

·	 Hire enumerators from the target population. All of the ethnographers recommended 
enlisting the aid of members of groups that are difficult to enumerate. If members of the 
community could be hired as enumerators, some of the issues of distrust would be 
alleviated.4 

·	 Gain the aid of local non-government leaders. Along the same lines, enlisting aid of 
key community members (e.g. the clergy, community activists, and school officials) to 
promote census awareness and participation would be very beneficial. For example, in 
urban Indian communities there are key households, which often house highly respected 
members of the community and serve as meeting places. These households could provide 
instrumental connections to the community and offer a way to gain the trust of the people. 

4.2 Outreach Programs 

·	 Direct outreach programs to specific transient groups. Develop and use outreach 
programs that target hard-to-enumerate groups. Specific recommendations included the 
use of ethnic art and advertisements on local radio and television programs that target 
certain populations. 

· Publish census success stories. 

o	 Provide examples of schools or churches that promoted census participation and 
added their own incentives. These articles/commercials would be aimed at 
encouraging other organizations to actively participate. 

o	 Publicize governmental efforts in the community that resulted from use of census 
data (e.g. remodeling of government supported housing) and public involvement 
of the Census Bureau in community events. 

·	 Promote long-term community involvement. High-visibility involvement in the 
community with local agencies may promote trust and a feeling of social support. 

4 Fleisher did note that while it would not be wise to enlist gang members (who are often criminals) to work for the 
Census, members of the community of the same race and socioeconomic class might be more likely to be trusted than 
white, middle class males. 
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·	 Inform, inform, inform. Emphasize importance of listing all household members and 
the importance of having every American counted, even those with no permanent 
residence. Provide explicit instructions for those who do not have a usual residence. 

4.3 Procedures for 2010 Census 

·	 Emphasize confidentiality. Highlight that information provided to the Census Bureau is 
confidential by law. This point needs to be emphasized for members of the community 
that feel as though they have something to hide (i.e. from the IRS or from their housing 
management). 

·	 Clarify residence rules for transients. Make instructions for inclusion in household 
explicit. For instance, residence rules state “People without a usual residence, however, 
will be counted where they are staying on Census Day” (U.S. Census Bureau, 2002). This 
should be made clear to those populations likely to house transient people and to those 
who claim no permanent residence (e.g. full-time Snowbirds). 

·	 Enumerate in non-traditional sites. The continued and extended use of non-traditional 
enumeration sites is encouraged. Such sites may include: Hotels and motels where people 
reside; RV sites – commercial and undeveloped; Community centers; Outdoor sleeping 
locations (i.e. parks); Prisons and jails; Substance abuse treatment centers; Soup kitchens 
and shelters; Community based organizations (e.g. American Indian social service 
organizations).5 

·	 Distribute materials from a variety of locations. Distribution of materials should be 
increased to include more sites. Places mentioned in the previous recommendation could 
be used to distribute materials for those members of the community who frequent the 
sites, but may be absent on the day of enumeration. Mings noted that for Snowbirds, 
“Personal effort on the part of commercial campground management to deliver census 
materials to individuals and offer support for prompt compliance likely will have a strong 
positive impact on results” (p.23).6 

·	 Broaden outreach locations. Advertise places that hard-to-enumerate individuals are 
likely to frequent on a regular basis. These include supermarkets and Laundromats (to 
target low income women). 

·	 Educate children about the census. By informing children of the process at schools, 
two goals can be met. Children can inform their parents (i.e. information can be sent 
home with them) and they will be better informed about the process and more likely to 
comply when they become adults. This is particularly important in low-income school 
districts where non-response is high. 

5 Although people do not reside at some of these places, transients often frequent them. Particularly in these venues,

enumerators should inquire as to whether the person has been enumerated elsewhere.

6 Again, emphasis should be placed on completing the census once and only once.
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·	 Advocate year-round community support. Continuous outreach during off-census 
years is recommended. Having a member of the community who works part time for the 
Census Bureau continually conveying the message of the importance of involvement in 
Census Bureau activities would build trust within the community. This person should 
emphasize the benefits that come from participation in the census. A person matching the 
background of the hard-to-enumerate population would be ideal. 

·	 Be flexible in the timing of enumeration interviews. Be sensitive to time of day when 
members of the community are most likely to be home and receptive to visitors. 
Enumerate campsites in the evening, when campers are most likely to be home. 
Generally, late in the evening is when female members of the gang community would be 
home and most likely to comply. 

•	 Make sure that all undeveloped and public land campsites are designated for 
enumeration. In his report Mings (2001) expressed concern that some of the campsites in 
his study were not visited by enumerators. While this concern is debatable, Mings 
recommends that more attention be paid to public land campsites since his data indicate 
that some individuals live in these areas year round and have no other residence. 

4.4 Other recommendations 

·	 Be sensitive to cultural differences. In communities that are particularly sensitive to 
strangers (i.e. Mississippi Travelers) avoid sending enumerators unless they are members 
of the community. Sending “suspicious” individuals could cause more harm than good 
bringing issues of confidentiality into question. 

·	 Verify count later in the year. Re-count hard-to-enumerate populations in the winter of 
a census year. This would increase the likelihood of capturing those who were traveling 
during April and couldn’t be contacted. 

·	 Match data to records. To verify enumeration of hard-to-enumerate populations, match 
data with records from church or school.7 

5. RECOMMENDED RESEARCH PRIOR TO THE 2010 CENSUS 

Some of the observations noted in the ethnographic reports should be researched further prior to 
recommendation for 2010 Census procedures. 

7 This would only be applicable when community member are formally associated with these groups. This technique 
would not be applicable to gang members or Snowbirds who are often not members of formally recognized groups. 
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5.1 Female heads-of-households 

One common theme through this set of reports was that females tend to be the heads-of-
households among transient populations. In the Traveler community, for example, females most 
often filled out census forms and provided more complete data than males (Andereck, 2001). In 
the gang community, females are usually those with permanent residences. Regarding females 
who reported a permanent residence, Fleisher made the following statement: 

No woman reported ever seeing census forms. No woman said she had ever completed 
census forms or recalled having had a census enumerator interview her. Most women said 
they would complete census forms, however. (p.54) 

Finally, in the urban American Indian population, females are often those who own the key 
households (i.e. places where the community gathers, or households that take in those who need 
a place to stay). 

Research questions: If so, does the census campaign specifically target females? What strategies 
are most effective for targeting females? 

5.2 Residence rules for transients 

Another issue for which research is needed before the conduct of 2010 Census concerns 
residence rules and the extent to which these rules are appropriately understood and applied by 
respondents, particularly respondents with unconventional living arrangements (e.g., transient 
populations). 

Is the following rule clear to respondents: “People without a usual residence, however, will be 
counted where they are staying on Census Day” (U.S. Census Bureau, 2002)? It may not be 
obvious to the head of the household that someone should be included on their form who only 
stays there a few nights a month. However, if that person has no usual residence (“stays in 
different spots” throughout the year), they are to be included where they stayed the night of April 
1st of the Census year. 

Research questions: Are the residence rules presented clearly? Do respondents understand how 
transients are to be enumerated? Are respondents comfortable listing transients along with usual 
residence? Is there an alternative method to listing them that may cause less confusion? 
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EXECUTIVE SUMMARY 

Colonias are generally unincorporated and low income residential subdivisions, lacking basic 
infrastructure and services along the border between the U.S. and Mexico. These settlements 
have been in existence for decades, but the exodus of the poor to colonias began in full force 
during the 1980s and 1990s. The low cost of land in colonias provided opportunities for home 
ownership and relief from higher housing costs in border cities such as El Paso, Texas and 
Brownsville, Texas. 

The aim of this report is to provide qualitative information on how Census 2000 was conducted 
in selected colonias. This information comes from two sources. The first source is four 
ethnographic studies conducted by ethnographers with field work experience in colonias and 
with knowledge of these settlements working under contract for the Census Bureau. The second 
data source includes the results of focus groups with census enumerators and crew leaders who 
worked in the selected colonias studied by the ethnographers. These focus groups were 
conducted by staff from the Statistical Research Division and the Planning, Research and 
Evaluation Division. 

Important findings include the following: 

!	 Ethnographers from all four colonias or sites identified and documented the presence of 
four major barriers to census enumeration. These are: irregular housing, little or no 
knowledge of English and limited formal education, concerns regarding confidentiality, 
and complex and fluid households. However, the extent to which these barriers posed 
problems for Census 2000 enumeration and the Census Bureau's success in dealing with 
these obstacles varied across the four colonias. 

!	 Irregular housing appeared to be an obstacle in all four colonias. However, ethnographic 
observations revealed that, for the most part, census enumerators were able to 
successfully negotiate the obstacles presented by irregular housing. Ethnographic data 
reveal that this is especially the case in the colonia in El Paso County, Texas where 
cultural facilitators were used and where update/enumerate procedures were 
implemented. Focus groups with census enumerators and crew leaders corroborate this 
ethnographic finding. 

!	 Limited reading skills and little or no knowledge of English was cited as an obstacle to 
enumeration in all four colonias. Regardless of site, the need for a Spanish language 
census form that can be easily administered by enumerators and readily understood by 
respondents was documented by all ethnographers. For the most part, the Spanish 
language guide had limited use and in-depth interviews revealed that respondents did 
not successfully use the 1-800 number to request Spanish language census forms. 
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!	 All ethnographers reported that colonia residents expressed concerns regarding the 
confidentiality of census data. Lack of trust in government and leeriness of non-colonia 
residents prevailed across all four sites. However, it appears that, for the most part, these 
concerns were counterbalanced by Census Bureau efforts to promote Census 2000 via 
paid advertizement in the Spanish language media. According to ethnographic accounts 
these efforts by the Census Bureau were very well received in all four colonias. All 
ethnographers claim that Census Bureau outreach efforts targeted at Spanish speakers 
contributed to the success of Census 2000. This finding was substantiated by data from 
focus groups with census enumerators and crew leaders. 

!	 Complex households and households with mobile and ambiguous members were 
prevalent in all four colonias. However, this situation was particularly pronounced in the 
colonia situated in Riverside County because of the sizeable number of migrant workers 
residing in this county. While this report cannot make definitive statements about 
coverage, it appears, based on ethnographic observations, that census enumerators were 
for the most part successful in identifying members residing in these complex and 
highly mobile households. Focus groups with Census Bureau enumerators and crew 
leaders also suggest that these tenuous household members were identified on the form. 
This success can be largely attributed to the persistence of census enumerators and the 
Census Bureau's promotion efforts targeted at Spanish speakers. 

!	 Although colonias on the U.S./Mexico border are, for the most part, ethnically 
homogeneous there is consensus among ethnographers that it is inappropriate to assume 
the same degree of homogeneity on other key dimensions such as language, the extent 
of social cohesion (i.e. community) among colonia residents and the level of 
infrastructure development. 

Recommendations based on this research include: 

!	 Consider revising the training method and training materials for enumerators and crew 
leaders working in colonias. Emphasize classroom training less and emphasize on-the-
job training or training in the field. Make training materials more user-friendly by 
compiling materials in one, two or more binders that could be used easily as a reference 
guide. 

!	 Use the initiative of employing cultural facilitators and promotoras developed by the 
Dallas Regional Office, Texas and implemented in the El Paso County, Texas site as a 
starting point and initiate research that will inform the Census Bureau on how to best 
use these initiatives in colonias in all four border states. 
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! Continue and expand the practice of hiring Spanish speaking enumerators who are 



familiar with colonias. However, don't assume that this measure alone, without training 
on how to enumerate in Spanish, will be adequate in addressing language issues 
associated with enumerating Spanish speakers with relatively low levels of education 
and limited or no knowledge of English. 

! Continue to use targeted paid advertizing in both English and Spanish. 

!	 Initiate research that will help the Census Bureau determine if mailing out Spanish 
language census forms in 2010 is a viable strategy. 

. 
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1. BACKGROUND 



Colonias are generally unincorporated and low income residential subdivisions, lacking basic 
infrastructure and services along the border between the U.S. and Mexico. These settlements 
have been in existence for decades, but the exodus of the poor to colonias began in full force 
during the 1980s and 1990s (Chapa and del Pinal, 1993). The low cost of land in colonias 
provided opportunities for home ownership and relief from higher housing costs in border cities 
such as El Paso and Brownsville. 

The report uses data provided by experienced ethnographers in their field reports to identify and 
describe barriers to the census enumeration of colonia residents. The report also relies on the 
views and opinions regarding the conduct of Census 2000 obtained from census enumerators and 
crew leaders whose assignment areas included one of the four colonias studied by the 
ethnographers. This information was collected through focus groups conducted by staff from 
Statistical Research Division and Planning, Research and Evaluation Divisions. 

A total of four ethnographic studies (Campbell 2001; Coronado and , 2001, Du Bry and Palerm, 
2001; and Velez-Ibanez and Nunez, 2001) were conducted during the conduct of Census 2000. 
Each study focused on one colonia which we refer to as sites in this report. Two sites were 
situated in Dona Ana County in New Mexico, one site was located in El Paso County, Texas and 
the fourth and last site was situated in Riverside County, California. 

In order to preserve the confidentiality of the site and the privacy of site residents, each 
ethnographer gave a pseudonym to the colonia or site in their study. These pseudonyms will be 
used in this report. The colonia in El Paso County is known as "Cotton." One of the colonias in 
Dona Ana County is named "Nueva Esperanza" and the second is known as "El Recuerdo." The 
last and fourth colonia in Riverside County is called "Date Grove." 

These four ethnographic studies were conducted in order to better understand the barriers to 
census enumeration in the selected colonias. This information was obtained by professional 
ethnographers through unobtrusive observation, ethnographic interviews and focus groups with 
community residents. The ethnographic studies identified four major barriers to Census 2000 in 
the four sites. These are: irregular housing, little or no knowledge of English and limited formal 
education, concerns regarding confidentiality, and complex and fluid households (including 
residential mobility). 

To obtain a more balanced and complete picture of how Census 2000 was conducted in the four 
sites or colonias SRD and PRED staff traveled to the local census offices (LCOs) in Riverside 
County, California, Dona Ana County, New Mexico, and El Paso County, Texas and conducted 
a total of nine focus groups with census enumerators, four focus groups with crew leaders and 
crew leader assistants, and two focus groups with cultural facilitators were conducted during 
summer 2000. In all, over 50 enumerators, more than 20 crew leaders and crew leader assistants, 
and about 10 cultural facilitators participated in these focus groups. The major objective of these 
focus groups was to obtain the views and opinions of census enumerators and crew leaders on 
how Census 2000 was conducted in the four sites. 
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Nueva Esperanza and El Recuerdo situated in Dona Ana County in New Mexico and Date Grove 
located in Riverside County in California were update/leave1 areas, while Cotton in El Paso 
County in Texas was enumerated using update/enumerate.2 Thus enumerators and crew leaders 
from New Mexico and California who participated in the focus groups described their 
experiences with update/leave and non response follow up, while their counterparts from Texas 
shared their experiences with the update/enumerate method. Moreover, the Texas site was the 
only site where cultural facilitators were available thus the only two focus groups with cultural 
facilitators were conducted with individuals in Texas who served in this capacity. 

2. METHODS 

2.1 Site Selection 

A number of factors were considered in selecting the four colonias in this study. Because we 
wanted geographic representation at least one site was established in three of the four border 
states (California, New Mexico, and Texas). Local ethnographers with a Ph.D. in one of the 
social sciences and with substantial ethnographic field work and experience in colonias were 
consulted in order to identify colonias that differed along key dimension such as, infrastructure 
development and location in or near urban areas versus location in the outskirts of the city. The 
ethnographers we consulted offered colonias as candidates for the study. Included in this 
submission was a physical and sociological description of the colonia along with documentation 
of the qualification of the ethnographer to do the work. Based on these submissions and 
consideration of the aforementioned factors Census Bureau staff in SRD and PRED selected four 
sites. These four sites are not intended to be statistically representative of colonias in the 
aforementioned border states (see Limitations section below for more information). 

2.2 Data collection 

2.2.1 Ethnographic fieldwork 
Four ethnographic studies, one for each site, were conducted independently and by four 
different teams of ethnographers, however, the methodology used in all four sites was the same. 
In addition to ethnographic observations of how the Census 2000 enumeration was conducted, 
ethnographers conducted ethnographic interviews and more structured in-depth interviews with 
individuals from at least 25 different households per site. In each site ethnographers were asked 
to conduct four to five focus groups with community residents in order to gauge census 

1 Update/leave is a method of enumeration which the enumerators deliver decennial census forms for return 
by mail and at the same time update the census mailing list. 

2  Update/enumerate is a method of enumeration which enumerators canvass the areas, using and updating 
census maps and address registers and completing census questionnaires for all occupied and vacant housing units. 
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awareness and views and opinions about Census 2000. 

The objective of this data collection effort was to obtain, for each of the four sites, information 
on how the census enumeration was conducted and gauge the level of census awareness and 
attitudes about the Census 2000 among community residents. 

2.2.2 Focus groups with census enumerators and crew leaders 

SRD and PRED staff traveled to the local census offices (LCOs) in Riverside County, California, 
Dona Ana County, New Mexico, and El Paso County, Texas and conducted a total of nine focus 
groups with census enumerators, four focus groups with crew leaders and crew leader assistants, 
and two focus groups with cultural facilitators during summer 2000. 

Focus group participants were identified by the local census offices in Las Cruces, NM, El Paso, 
TX and Palm Springs, CA. These local census offices were responsible for the enumeration of 
our four sites situated in their respective states. Eligibility for focus group participation required 
that enumerators and crew leaders had been assigned to one of the four sites. These enumerators 
and crew leaders had to be involved in the enumeration of other areas as well as the enumeration 
of one of the study sites as a prerequisite for participating in the focus groups. 

Focus group participants were paid their regular hourly wage. Participation was voluntary and 
participants were assured confidentiality. All focus groups were audio taped with the permission 
of the participant. Most focus groups were conducted in English but some were conducted in 
both English and Spanish. 

The focus groups had three major objectives. The first objective was to obtain feedback from 
enumerator and crew leaders on the training they received before they were assigned to the field. 
Our interest was to determine the adequacy of the training, from the point of view of both the 
enumerators and crew leaders, and to determine what aspects of the training can be improved. 
Our second objective was to capture the reactions, views, and opinions of the enumerators and 
crew leaders regarding the study sites. We had already obtained this information from the 
ethnographers and we wanted to get comparable information from enumerators and crew leaders. 
And the third and last major objective was to obtain information that the Census Bureau can use 
to improve its enumeration of colonia residents in its surveys and future censuses. 

3. LIMITS 

Because this research is not based on probability samples, the findings reported herein are not 
statistically generalizable. This research is an exploratory study designed and intended to provide 
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insights, not ordinarily available in statistical studies, on the potential obstacle to enumeration in 
the selected colonias in Census 2000. Views and opinions from community residents and census 
enumerators were obtained through qualitative research methods such as ethnographic 
interviews, in-depth interviews, and focus groups. These approaches provide rich qualitative 
information but not statistically generalizable results. 

The aim of this research is not to draw statistical conclusions but rather to identify barriers to 
census enumeration in the selected colonias and provide insight into how these barriers were 
addressed during Census 2000. The views and opinions obtained from community residents are 
intended to portray how Census 2000 was perceived by these residents and gauge the level of 
awareness of Census 2000. 

The information obtained through focus groups from census enumerators and crew leaders was 
collected to better understand how Census 2000 was conducted in these communities from the 
point of view individuals who worked as enumerators in these communities. These data are not 
intended to be used to draw statistical conclusions (and in fact we have not portrayed our 
findings in this way.) 

4. FINDINGS 

4.1 Findings From Ethnographic Research 

4.1.1 Irregular housing 

Ethnographers from all four sites reported the presence of irregular housing. However, the extent 
to which irregular housing posed problems for Census 2000 enumeration varied across sites. 
Characteristics of irregular housing include: conflicting or non existent housing unit number or 
designation; housing units that may look like single units but are really more than one housing 
unit; and housing units that are hidden from view. In colonias, irregular housing also include 
occupied housing units that are in stages of construction and many appear unfinished and 
uninhabited. 

Irasema Coronado and Duncan Earle describe the housing in Nueva Esperanza in Dona Ana 
County as follows: 

Residents in this colonia generally live on one-acre lots. However, there are many 
trailers and campers on one-acre lots. What is happening in some cases is that a person 
owns the acre and is now selling parts of it to other relatives. However, this is an 
informal arrangement and there is only one address on the acre lot regardless of how 
many trailers and campers there are. We noticed that many families were dividing up 
their acre to make room for their children's trailers and campers in the same place. 
Interestingly, young people see this as a real advantage, living next to parents and in 
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some cases living rent-free. Obviously, multiple residences with a single address 
represent a possible barrier to census enumeration. (Coronado and Earle, 2001: 13). 

Howard Campbell also describes a similar situation in Cotton in El Paso County. 

It is not uncommon to find housing added on to a trailer or housing units that are 
occupied and also in the process of being completed or renovated. The ethnographers 
also observed housing units that appeared to be unoccupied but were occupied. In some 
cases there were multiple housing units on the same lot but only one address. Also 
common were smaller housing units hidden behind a large housing unit or hidden 
behind bushes or other obstacles. (Campbell, 2001: 11). 

Coronado and Earle noted in their report that irregular housing presented difficulty for the census 
enumerators they observed. However, they believe that these difficulties can be overcomed by 
the Census Bureau. 

We contend that the physical obstacles to enumeration can be easily overcome if 
enumerators are familiar with the region and the population. Moreover, the willingness 
of the census to transcend physical obstacles is a function of attitude, political will, and 
allocation of resources. (Coronado and Earle, 2001: 25) 

This indeed appears to have been the case in Cotton in El Paso County where "cultural 
facilitators" were used to work with census enumerators. Campbell describes how the 
difficulties presented by irregular housing in Cotton were addressed by using cultural facilitators. 

Often two houses built by the owner are located on the same lot but it is not clear 
whether both are inhabited at any given time. The pattern of building or placing a 
second dwelling behind the home is an especially difficult problem for enumeration 
because of the lack of visibility of the second structure. This occurred several times 
during our observations of enumerators. In several cases the cultural facilitator (a native 
of Cotton) noticed a second house on a lot that was ignored by the enumerator. 
(Campbell, 2001: 11) 

In his report Campbell provides other examples of how cultural facilitators successfully assisted 
census enumerators with the enumeration process. For example in one situation the cultural 
facilitator assisted the census enumerator during the interview. According to Campbell the result 
was more accurate data for the household (Campbell, 2001: 16). 

Irregular housing was also a feature of the Date Grove site in Riverside County. Although this 
area had a large migrant farm worker population, to the casual observer, the community 
appeared to be a residential area with easily identifiable housing units. Travis Du Bry and Juan-
Vincente Palerm describe their site as follows: 
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In summary, what may appear as a place where simple enumeration can take place is not 
what it seems. There are the easily identified residential houses and apartments, but 
there are also dwellings to be found throughout the Date Grove area. In Date Grove 
itself there are the residential homes, but behind and within each are extra dwellings that 
are easily overlooked or hidden from view. In the hinterlands, there are dwellings in 
trailer parks, isolated compounds, agricultural equipment yards, and hidden away in 
fields and groves. (Du Bry and Palerm, 2001: 26). 

4.1.2 Little or no knowledge of English and limited formal education 

Little or no knowledge of English and limited formal education was identified by all 
ethnographers as a key barrier to enumeration during the conduct of Census 2000. However, 
the extent to which this barrier was successfully negotiated differed across sites. All 
ethnographers observed census enumerators in the colonias studied. However, it is important to 
put these observations in context with the enumeration procedures used in each site. Nueva 
Esperanza and El Recuerdo situated in Dona Ana County in New Mexico and Date Grove 
located in Riverside County in California were update/leave3 areas, while Cotton in El Paso 
County in Texas was enumerated using update/enumerate.4 Thus ethnographers conducting 
fieldwork in Nueva Esperanza, El Recuerdo and Date Grove observed the update of Census 
Bureau address lists and maps and the delivery of census forms. These ethnographers also 
observed nonresponse follow up in these sites. 

In Cotton, the fourth colonia in El Paso County, the enumeration procedure was 
update/enumerate. Thus in this site ethnographers observed this procedure and had the 
opportunity to see the initial enumeration conducted in-person by census enumerators whereas in 
the other three colonias nonresponse follow-up interviews were the only formal enumerator-
respondent interaction observed. 

With this background in mind, all ethnographers reported that little or no knowledge of English 
was a barrier. However, this barrier was successfully overcome in some cases and not dealt with 
appropriately in others. 

The language barrier was relatively more successfully addressed in Cotton, where 
update/enumerate and cultural facilitators were used, then in the other three colonias where 
update/leave was conducted and cultural facilitators were not used. However, Campbell's 
observations indicate that the absence of a Spanish language form posed problems, even if the 
Spanish language guide was made available. Campbell observed the following: 

3 Update/leave is a method of enumeration which the enumerators deliver decennial census forms for return 
by mail and at the same time update the census mailing list. 

4  Update/enumerate is a method of enumeration which enumerators canvass the areas, using and updating 
census maps and address registers and completing census questionnaires for all occupied and vacant housing units. 
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In the cases we observed, the respondents were questioned in Spanish. The enumerators 
used the English census form questions and translated them into Spanish. Although the 
enumerators carried a job aid with Spanish equivalents of the questions, they seldom 
consulted it and relied on their own Spanish abilities. This created a number of problems 
that could be considered barriers to enumeration. (Campbell, 2001: 13). 

It is important to note that Cotton residents have very low levels of education. Campbell states 
that in the course of his fieldwork he interviewed over 80 Cotton residents and only four of these 
residents had attended college and half of the residents he interviewed had not completed high 
school. It appears that with this population having a Spanish language instrument that can be 
easily administered is essential. 

Campbell observed both English and Spanish-speaking enumerators and discovered that both 
had some difficulties with Spanish-speaking respondents. Campbell's noted: 

Our observations covered both an Anglo-American enumerator and a Hispanic 
enumerator. Contrary to what might be expected, both enumerators had difficulties 
communicating with the respondents. In the case of the Anglo enumerator, the major 
problem was incomplete knowledge of Spanish and the consistent commission of 
linguistic mistakes.....The Hispanic enumerator's communication problems were 
somewhat different and are related to what I call the "my people" syndrome, that is the 
enumerator felt (incorrectly) there would be no linguistic misunderstandings because 
she was dealing with members of her own ethnic group. Unfortunately, as has been 
amply documented in a new book by sociologist Pablo Vila (Crossing Borders, 
Reinforcing Borders), Mexicans and Mexican-Americans, though sharing many 
common characteristics, are often divided by political, cultural, and linguistic barriers. 
In this case, the enumerator relied strictly on her native language abilities and ignored 
the Spanish job aid. But her Spanish vocabulary was often insufficient so she would 
revert to English terms in some cases. (Campbell, 2001:14) 

Campbell's observation addresses a number of common misconceptions about Spanish-speaking 
enumerators. Because an enumerator speaks Spanish it does not necessarily mean that he or she 
can adequately conduct interviews in Spanish with respondents who do not speak English well or 
at all.(This same observation can be extended to other non-English languages.) Furthermore, 
training specifically targeted at conducting interviews with non-English speakers is needed. And 
lastly, we need to provide enumerators appropriate tools in order for them to do their jobs well. 

As we will see later in this report when findings from focus groups with census enumerators are 
presented, the Spanish language guide was not regarded as useful and therefore was not used as 
intended in most cases. 

Despite these observed difficulties Campbell notes that having Spanish speaking enumerators 
and cultural facilitators (many of whom performed as translators) was a step in the right 
direction with positive results. Campbell states: 
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The use of Spanish in enumeration in Cotton, however, made it possible for most of the 
residents to be counted by the Census Bureau. If, on the contrary, the Census had sent 
monolingual English enumerators only to the neighborhood, the census workers' ability 
to take the census adequately would have been greatly reduced. The participants in our 
three focus groups repeatedly told us that if Cotton residents had only been sent the 
English census form in the mail, the response rate would have been very 
low...Additionally, the use of cultural facilitators selected from the population of Cotton 
increased effective communication between the enumerators and the respondents. In the 
case of the Anglo enumerator discussed above, the cultural facilitator frequently served 
as a translator for the enumerator and thereby overcame communication barriers. 
(Campbell, 2001: 16) 

As stated above, little or no knowledge of English was also a barrier in the other three sites and 
because respondents were left with an English language form (update/leave) and cultural 
facilitators were not used, some respondents put much effort and, in some cases expense, in 
order to respond to Census 2000. 

A notary public was helping people fill out the census forms in [the site].  We learned 
from five respondents that this notary public helped people fill out immigration forms, 
tax forms, and other documents for a nominal fee. The notary public translated the 
questions and filled out the forms for the respondents. When we asked if they paid a fee 
for this service we were never given a direct answer. Perhaps, people were ashamed to 
admit that they had paid for the service of having their census form filled out. 
(Coronado and Duncan, 2001:16) 

Noteworthy here is the apparent desire for colonia respondents to participate in Census 2000. 
This desire to "be counted" came across loud and clear in all four ethnographic reports. Reasons 
for this are complex and the authors offer a number of explanations including the need for 
empowerment (Coronado, 2001) and validation (Campbell, 2001). Nonetheless, the positive role 
of the Census Bureau's paid advertizing cannot be ignored as a contributing factor. This point 
came across clearly in all four ethnographic studies. Information on the success of the Census 
Bureau in these communities is provided in the section on concerns regarding confidentiality. 

It is important to note that the ethnographic sites were distributed across three Census Bureau 
Regional Offices (RO).5 While the Census Bureau has standardized and uniform procedures to 
guide the conduct of the census, ROs often tailor procedures issued by Headquarters to better 
serve local needs and circumstances. This factor played an important role in how language and 

5 The Dallas RO was in charge of census operations in the El Paso site, staff from the Denver RO 
conducted all census operations in the two Dona Ana County sites, and the Los Angeles RO oversaw all census 
operations in the Riverside County site. 

8 



literacy barriers were handled in these sites. 

Census operations for the site in El Paso were conducted by the Dallas RO. This RO, in 
particular, took outreach and promotion measures that were above and beyond those employed at 
the national level. For example, the Dallas RO requested and received funding from 
Headquarters to hire promotoras or community outreach workers who were familiar with 
specific colonias and known by many colonia residents because of these individuals were also 
active in promoting public health in these communities. Moreover, the Dallas RO conducted 
their own Spanish language translations of selected documents provided by headquarters such as 
the notice of visit form. 

In order to address the needs of some respondents, the Census Bureau made Spanish language 
census forms available to respondents who called the 1-800 number listed on the English 
language form. This was indeed the case in Nueva Esperanza, El Recuerdo, and Date Grove 
where update/leave was used. It appears that this approach to making Spanish language forms 
available to those who needed them did little to address the language barrier in these three 
colonias. 

In-depth interviews conducted by all ethnographers in all four colonias indicate that the strategy 
of using the 1-800 number was not very successful. For example, in Date Grove Du Bry and 
Palerm report the following regarding their in-depth interviews with Date Grove residents: 

None of the interviewees noticed the Spanish language message for assistance at the 
bottom of the first page. Careful attention was paid to see if anyone saw it, but no one 
even glanced at the bottom after filling Question #2. Because it lies at the end of a page 
written in English, we suspect most interviewees would not expect to find any part of 
the questionnaire to be in Spanish, and therefore overlook the message. Coupled with 
furtive glancing between the guide and questionnaire, it was possible that it became 
easily overlooked. (Du Bry and Palerm, 2001: 40) 

Similarly, the use of the guide by respondents was not very successful. For example, in their 
interviews with residents of El Recuerdo, Velez-Ibanez and Nunez report: 

First, the strategy of using an English questionnaire with primarily Spanish-speaking 
respondents is a basic error. Second, the use of a Spanish Guide often led to eye-
response line confusion. The Spanish Guide had a significant mismatch in enumeration 
as well as specific omissions such as Question 2 of P1 (not translated in the Guide ), 
confusing the respondents. Third, errors caused by the transfer of attention from the 
questionnaire to the Spanish Guide were frequent and led to tedium and to longer 
sessions than necessary. (Velez-Ibanez and Nunez, 2001: 6) 

Although most colonia residents across all four sites are Spanish speakers, making 
generalizations and decisions on the language needs of these communities exclusively on this 
fact is not appropriate. Ethnographic data indicate that some colonia residents who self-identify 
as "Mexican" are not fluent in Spanish or do not speak Spanish at all. While most are Spanish 
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speakers their ability to understand and communicate in this language is varied because of low 
educational attainment, length of time in the U.S. and literacy level. 

Although colonias on the U.S./Mexico border are, for the most part, ethnically homogeneous 
there is consensus among ethnographers that it is inappropriate to assume the same degree of 
homogeneity on other key dimensions such as language, the extent of social cohesion (i.e. 
community) among colonia residents and the level of infrastructure development. 

A case in point is Cotton in El Paso County. Campbell states: 

The ethnic homogeneity of a colonia should not be interpreted as de facto social 
cohesion anymore than would be the case in a predominantly white suburban 
neighborhood. Most colonias are not barrios per se. Barrios are Hispanic communities 
which have developed a common identity and tightly woven social networks over time. 
Since many colonias are brand new, such characteristics are often not fully developed. 
(Campbell, 2001: 13) 

Regarding language, Coronado and Earle note that in focus groups that they conducted with 
residents of Nueva Esperanza some colonia residents who identified as "Mexican" did not speak 
Spanish. Thus, these focus groups were conducted in both English and Spanish. 

Coronado and Earle state the following regarding linguistic diversity: 

Linguistic diversity in colonias can be a divisive issue. One can innocuously offend a 
person by speaking to them in English when they only speak Spanish or by addressing 
them in Spanish when they prefer to speak English. This linguistic diversity should be 
addressed by the Census by providing the enumerators with bilingual forms. (Coronado 
and Duncan, 2001: 14) 

Similarly Campbell reports that in his observations of Census 2000 enumerators he noticed that 
some enumerators in Cotton spoke to respondents in Spanish without first determining if the 
respondent spoke the language. In some cases respondents did not speak Spanish and the use of 
this language was not appropriate. 

In sum,  although ethnically homogeneous, colonias differ along other important dimensions that 
are important for census enumeration. In the four colonias in this study little or no knowledge of 
English was identified as a clear barrier. The extent to which this barrier was addressed is mixed. 
In Cotton the update/enumerate procedure and the use of cultural facilitators went a long way in 
addressing this problem. 

4.1.3 Concerns regarding confidentiality 

An unknown number of colonia residents are undocumented immigrants. Although the 
ethnographers did not ask site residents to disclose their legal status, ethnographic interviews and 
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the ethnographers' knowledge of the site reveal that there are undocumented immigrants living in 
these communities. For this reason we hypothesized that there would be apprehension on the part 
of site residents to participate in Census 2000. 

Although the ethnographers did indeed find that there was concern among many residents across 
all four sites that the Census Bureau would share individual level data with other government 
agencies such as the Immigration and Naturalization Service (INS), they found that most colonia 
residents were willing to provide the information requested by their census form. 

Coronado and Earle maintain that participating in Census 2000 provides colonia residents a 
sense of empowerment. Campbell notes a desire of colonia residents to participate in Census 
2000. He states: 

.....the generally positive reaction to the census by Cotton members was the issue of 
validation. It was obvious to the researchers that many Cotton households viewed the 
enumeration and research interview process as an opportunity to express pride in their 
families and their desire to be recognized by the larger society (Campbell, 2001: 18). 

It is clear from ethnographic data that the Census Bureau's paid advertizing campaign, 
particularly efforts targeted at persons of Hispanic origin and those whose primary language is 
Spanish, fueled the desire among most colonia residents to be part of Census 2000. For example, 
in Date Grove Du Bry and Palerm noted the following regarding findings from his in-depth 
interviews with Date Grove residents: 

All but two interviewees liked the Census advertisements. Reasons for liking them vary 
but they all echo the sentiment that the Census was trying to explain why and how 
Census 2000 was to be carried out. They appreciated the spirit of inclusiveness that the 
Census was conveying. Says one interviewee, "They were good because they inviting 
our people to participate in the Census, that it was a good thing." Another said "They are 
good for the people to know that the form is nothing to fear." And another said "I liked 
them because they talked about getting everyone to participate." One interviewee was 
particularly happy with the slogan the Census used in its Spanish advertisements: "We 
liked the message they had - Hagase Contar-Es Su Futuro." Others simply liked the idea 
that participating in the Census could bring much-needed assistance to their community, 
in the forms of help for schools and housing issues. One interviewee said she could 
relate to the advertisements "because they were like real-life. (Du Bry and Palerm, 2001: 
66). 

These sentiments were echoed by residents of the other three colonias. For example, Coronado 
and Earle report the following regarding focus groups that they conducted with residents of 
Nueva Esperanza: 

Every single respondent was pleased with the commercials that they heard on the radio 
or saw on television. “Dan ganas de llenar las formas” (“It makes us want to fill out the 
forms”) a respondent told us when we asked her about the commercials on television. 
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Respondent's felt that the commercials directly appealed to them personally and that 
they had an inspiring message about participating in the census. People would repeat 
the messages that they heard on the commercials, “hagase contar”(“make yourself 
count”), “para saber donde poner escuelas y hospitales” (“so we can know where to put 
schools and hospitals”), etc. Television commercials were referred to more often than 
the ones on the radio. However, some people indicated that they heard the 
announcements on the radio, especially on KBNA, known as the “que buena” (how 
good!) in the community. People also commented on the number of fliers and posters 
around the community that promoted the census. Others added that it was nice that the 
information was provided in big print. Overall, the outreach effort had a powerful effect 
on people’s willingness to participate and on informing people about the census process. 
(Coronado and Earle, 2001: 21). 

The desire to participate in the Census, however, was tempered by concerns related to a lack of 
trust of government representatives and non-community members in general. Campbell makes 
the following observation in his report: 

....many residents of Cotton are suspicious of government representatives because of 
concerns about taxation, zoning ordinances, health regulations, and immigration matters. 
Besides government officials and religious proselytizers, few outsiders, other than 
visiting friends and family, enter Cotton colonia....During our fieldwork we encountered 
at least six households that actively avoided contact with enumerators or ourselves. Two 
of the people we approached about interviews appeared extremely anxious about our 
presence and one was openly hostile. Others simply refused to answer the door bell or 
used evasive excuses to avoid contact with census representatives or researchers. 
(Campbell, 2001: 17) 

While the presense of distrust among community residents cannot be ignored, it appears that 
Census Bureau outreach efforts did a good job at counterbalancing this belief. Later Campbell 
states: 

Nonetheless, most Cotton residents were very cooperative with the Census and 
researchers. Furthermore, most respondents seemed quite knowledgeable about the 
Census, had seen signs, television or radio advertisements for it, and trusted that the 
information they provided was kept confidential. Several Cotton children learned about 
the census at school. In one case, as we entered a respondent's house, her son said "Oh, 
cool, it's the census, I heard about this at school. (Campbell, 2001: 17). 

There is some indication that while colonia residents took part in Census 2000 the information 
provided by some may not have been accurate. In Cotton Campbell also reports the following 
based on his observation of interviews conducted by census enumerators. 

The residents gave ambiguous information about the ownership and occupancy of the 
dwellings. Respondents are reluctant to report such dwellings because of fear of being 
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punished for breaking zoning laws. (Campbell, 2001: 11). 

Thus it appears that, for some, their willingness to participate in Census 2000 coupled with 
concerns regarding the confidentiality of census data resulted in reporting false or misleading 
information to the Census Bureau. Although it is not possible from these studies to get an 
indication of the prevalence of this practice, it is possible to note that this practice was 
circumvented on a number of occasions in Cotton where cultural facilitators accompanied census 
enumerators. 

Reporting on his observations of the enumeration process in Cotton Campbell notes: 

Additionally, the use of cultural facilitators selected from the population of Cotton 
increased effective communication between the enumerators and the respondents...the 
facilitator clarified that a male occupant of a trailer was actually the common-law 
spouse of the respondent and not her cousin as she had stated to the enumerator. The 
facilitator was able to clarify this in a way that was not embarrassing or offensive to the 
respondent. (Campbell, 2001: 16) 

Despite suspicion of government in general (including the Census Bureau) there is indication 
that Census Bureau paid advertizing campaign targeted at Hispanics had a positive impact. For 
instance in El Recuerdo Velez-Ibanez and Nunez reports: 

Yet, even with this awareness and willingness to participate in the Census, many were 
still of the opinion that there needed to be even greater effort in dispelling fear and 
suspicion. The former is a consequence of the ever present threat of federal authorities 
such as the INS....Nevertheless few were convinced that the Census Bureau would share 
information with either the INS or other authorities and this conviction mainly arose 
from the comments made on the Cristina Show and other television programs. (Velez-
Ibanez and Nunez, 2001: 10). 

4.1.4 Complex and fluid households 

Despite the presence of large households, many with unrelated individuals, complex households 
and mobile household members do not appear to have been a major barrier according to the 
ethnographers. This does not mean that problems were not encountered. Ethnographic data 
indicate that complex household arrangements were prevalent. However, these data also show 
that, for the most part, census enumerators were able to appropriately handle the enumeration of 
complex households and mobility of household members. 

Overall, it appears that, although complex and fluid households were clear obstacles to 
enumeration, this feature of these communities was a relatively less important matter than the 
obstacles presented by irregular housing, little or no knowledge of English and low levels of 
education, and concerns regarding confidentiality. 
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The existence of complex household structure was clear in Cotton. Campbell describes this 
situation as follows: 

Extended families are fairly common in Cotton. The most common pattern is for a 
nuclear family to be joined by the elderly parents of one of the spouses. Several families 
have relatives living in other houses in Cotton. In one particular case, at least 4 adjacent 
households are made up of close kin. In another case, a respondent noted that she lived 
with her male cousin, who later turned out to be her common-law husband. The fact that 
the man was actually her de facto spouse and not her cousin was clarified by the cultural 
facilitator who lived close by. Other than minor problems for enumeration such as this 
one, the only other relevant factor related to complex and fluid households in Cotton 
were relatives (usually the grandparents), often without residency papers, who lived in 
Mexico for part of the year and with their children and grandchildren in Cotton for 
several months at a time. Such people may not have been present on census day or may 
have been omitted by respondents due to concerns about confidentiality. (Campbell, 
2001: 20) 

Because of the large migrant worker population in Date Grove, Du Bry and Palmer observed 
that the second most common household type in this site were households composed of unrelated 
individuals. Du Bry's and Palerm's in-depth interviews revealed that respondents in these 
households often had problems deciding who to list on the census form since many members 
were not part of the household year-round. However, based on field observations it appears that 
enumerators were able to handle complex household situations. For example, Du Bry and Palmer 
reports the following based on his observation of a census enumerator that he calls Rosa: 

Rosa walked up and explained to her that she was from the Census and she was here to 
enumerate this household. Nervously, the woman said that she did not understand why 
they wanted to enumerate her and her family. Rosa went on to explain that everyone is 
to be counted and that all information is confidential, trying to ease the woman's 
nervousness. Even though this did not reduce the woman's anxiety, she said she would 
answer the questions. The woman reported that there were four people living at the 
trailer. Looking over at the four cars parked in one of the grove rows, Rosa asked her if 
she was sure there were only four people at the trailer. The woman said shyly that her 
cousin's family was living in an addition to her trailer, and altogether there were nine 
people living at this residence. (Du Bry and Palerm, 2001: 29) 

4.2 Findings From Focus Groups With Enumerators and Crew Leaders 

4.2.1 Enumerator and crew leader training 
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Enumerator6 and crew leader training consisted of classroom training and on-the-job training. 
The duration of this training was about three days. In addition to lectures, participants were 
asked to complete in-class exercises and were provided with additional take-home assignments. 
Typically, crew leaders trained their own crew of enumerators. It was not unusual for a crew 
leader to have worked as an enumerator before taking on the responsibilities of a crew leader. 

Enumerators and crew leaders did not report receiving specialized training relating to the 
enumeration of colonias.7 However, most respondents felt that the generic instruction provided 
addressed how to deal with the problems they encountered in colonias. These included, hidden 
housing units, irregular housing, rural style addresses, large households some with unrelated 
individuals, and respondents with little or no knowledge of English. 

We believe that it was also helpful that most enumerators and crew leaders were assigned to 
areas with which they were familiar. Although not necessarily recognized as neighbors by 
colonia residents, some of these enumerators lived in colonias or were familiar with these 
settlements because friends or relatives lived in them. 

Most focus group participants disliked the fact that trainers read the training lectures verbatim. It 
was noted that this mode of delivery was boring. However, some participants also reported that 
their trainer was able to keep the class interested in the material and motivated. In short, the 
delivery of the information was well received if the trainer was perceived as knowledgeable and 
able to adequately address questions raised by the participants. 

When asked how the training they received could be improved, participants called for less 
lecture time and more time devoted to exercises. Almost all noted that on-the-job training should 
be expanded with a decreased amount of time in the classroom. 

Regarding the training materials provided, a common assertion was that the training materials 
could have been better organized in one or two loose leaf binders with tabs for easy reference. 
Most focus group participants felt that too many separate documents were provided and 
consequently some felt overwhelmed and believed that there is a better way to organize and 
present this information. 

Focus group participants reported not receiving any training on conducting Spanish language 

6 As noted earlier, over 50 enumerators and more than 20 crew leaders and crew leader assistants 
participated in these focus groups. The major objective of these focus groups was to obtain the views and opinions of 
census enumerators and crew leaders on how Census 2000 was conducted in the four ethnographic research sites. 

7 It is important to note that Regional Offices (RO) often augment or tailor enumerator training to fit local 
needs. For example, the Denver RO prepared extensive information on the physical layout of colonias for 
enumerators to use as reference material. The Dallas RO decided to implement update/enumerate in selected 
colonias instead of update/leave (the usual enumeration procedure for rural areas) and incorporated the use of 
cultural facilitators to better meet the needs selected border communities in Texas. These and other efforts are 
developed and initiated by ROs and implemented selectively, if resources are made available. Thus not all focus 
group participants were exposed to these specialized efforts. 
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interviews. Most said that training on how to conduct Spanish language interviews would be 
useful. A notable exception was enumerator training provided by the Dallas RO. In this RO 
cultural facilitators and promotoras worked along side enumerators in selected colonias. This 
added feature was reflected in the training and other preparation provided to enumerators in that 
RO. 

4.2.2 Census materials 

Census materials include documents such as census maps, notice of visit, and address lists as 
well as tools such as pencils, paper, and tote bags. 

Most enumerators reported that the Topologically Integrated Geographic Encoding and 
Referencing (TIGER) maps were not useful in locating their assignment areas. Once in their 
assigned areas, most focus group participants noted that the TIGER maps contained inaccurate 
information and some noted that map updates provided during the precanvassing phase were not 
incorporated onto the maps they received for use in the conduct of the enumeration. Most focus 
group participants reported using personal funds to buy commercial maps in order to conduct 
their work. 

Another census document that posed a problem was the notice of visit.8 When enumerators find 
that no one is home they are instructed to leave a notice that states that the household was visited 
by the Census Bureau and that a follow-up visit will occur. According to focus group 
participants there were two major problems with this material. It was only in English, so 
respondents who did not read English ignored the message or had to bring it to someone who 
could translate it. And the notice of visit did not have any adhesive or other devise to secure it to 
the door. 

Consequently, it was reported that it was difficult to secure notices on doors and many believed 
that the notices were lost. 

There was unanimous agreement among focus group participants that the pencils provided were 
not very good. Consequently, many had to use their own resources to secure writing 
instruments. 

4.2.3 Enumeration areas 

8 Although this was a problem reported by focus group participants who were assigned to predominately 
Spanish-speaking areas, it is important to note that in the El Paso County site, the Dallas RO did its own translation 
of the notice of visit and other forms. Since this RO decided to use update/enumerate instead of update/leave in 
selected colonias (including Cotton) it had a special staff dedicated to this effort. In the other sites update/leave was 
the enumeration procedure of choice. 
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Not surprisingly, the potential barriers to enumeration identified in the ethnographic studies were 
also noted by focus group participants. According to focus group participants they were able to 
persevere and conduct the enumeration despite these barriers. 

Unpaved roads was cited as a problem by many participants. Some reported getting flat tires and 
experiencing other car problems. However, no one reported abandoning an assignment because 
of these difficulties. Some suggested that, in the future, enumerators working in these difficult 
areas should be on a higher pay scale to compensate for the wear and tear on the car. 

Dogs were also cited as problems or more of a nuisance. Again, focus group participants noted 
that they were able to negotiate these difficult situations. Some participants reported dog biting 
incidents but no one in the focus groups had experienced this situation. 

Irregular housing was also a concern. Focus group participants provided numerous examples of 
hidden housing units and ambiguous housing arraignments. Along with these examples were 
descriptions of how this obstacle was successfully handled. 

Little or no knowledge of English on the part of colonia residents was noted in the focus groups 
but not cited as a problem. Most enumerators in the focus groups who reported being able to 
speak Spanish, although the level of fluency varied from poor to excellent. Those who lacked the 
necessary language skills reported obtaining assistance from cultural facilitators or other 
Spanish-speakers. No one in our focus groups reported a language barrier that they could not 
overcome. 

However, it was clear from focus group discussions that the ability to speak Spanish varied 
greatly among focus group respondents who reported to be Spanish speakers. Moreover, it was 
common for Spanish-speaking focus group participants to exhibit difficulty in explaining census 
concepts and other information necessary for the conduct of a successful enumeration in 
Spanish. Since Spanish language census forms were not readily available and since the Spanish 
language guide was perceived to be of limited use, focus group participants who claimed to have 
knowledge of Spanish reported translating census questions "on the fly." 

4.2.4 Colonia residents 

Virtually all focus group participants reported that colonia residents were aware of Census 2000 
and realized the importance of their cooperation with this effort. Focus group participants 
credited this awareness to the paid Spanish language advertising television and radio campaign 
sponsored by the Census Bureau. Focus group participants attributed the overwhelming 
willingness to participate in Census 2000 was attributed to the paid advertising campaign and to 
the use of Spanish speaking census enumerators who were familiar with the population. 

Although focus group participants reported that virtually all colonia residents they encountered 
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were willing to provide the necessary information, some focus group participants reported 
feeling that some household members were not declared as members of the household. When we 
questioned why they thought this was the case, many said that these unreported household 
members were not legal residents of the U.S. This assertion cannot be proven without doubt and 
the extent of this under reporting is not documented, but it is clear that this practice did occur. 

Thus assurances of confidentiality were not always believed. The enumerators did hand out 
confidentiality statements in both English and Spanish, although some reported that respondents 
did not read the notice. Rather, enumerators had to explain the confidentiality assurance to the 
respondent. 

4.2.5 The census questionnaire 

As mentioned earlier, the El Paso County site was update/enumerate while the other three sites 
were update/leave. Thus enumerators visited only nonresponding households in these latter three 
sites and visited all households in the El Paso County site. It is also important to recall that in the 
update/leave procedures enumerators left an English language questionnaire for respondents to 
complete and return by mail. Respondents who wanted a Spanish language questionnaire would 
need to call the 800 number listed on the English language questionnaire and request one. There 
were also no Spanish language enumerator forms but rather a language guide for the enumerator 
to use as needed. 

Most focus group participants who conducted an enumeration in Spanish reported not using the 
Spanish language guide provided by the Census Bureau. When asked why the guide was not 
used participants cited two major reasons. First, the Spanish translation of the English form 
contained words and phrases that most respondents found difficult to understand. It was 
therefore necessary to deviate from the translated text and improvise or just "translate on the 
fly." And second, focus group participants reported that the Spanish language guide was too 
cumbersome to use since enumerators also needed the English language census form to record 
responses. 

Virtually all focus group participants reported that the census long form was difficult to 
administer. When asked to elaborate participants noted that the form was too long and took a 
long time to complete, especially in large households. Equally important, participants indicated 
that some respondents found some the long form questions sensitive and intrusive. For example, 
the income question was viewed as intrusive and, although conclusive evidence is not available, 
many enumerators noted that income was under reported. Other questions such as housing 
questions related to rooms in the home and plumbing were cited as questions that respondents 
did not want to address because they did not know the need for this information. 

5. CONCLUSIONS 

Overall, this research indicates that the Census 2000 enumeration of the four selected colonias 
identified areas where the enumeration process appears to have gone well as well as areas where 
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improvements are needed. Ethnographic observations and in-depth interviews and focus groups 
with colonia residents revealed that irregular housing, little or no knowledge of English coupled 
with limited formal education, lack of trust of government and outsiders by colonia residents, 
and complex households with mobile members presented significant challenges to the 
enumeration of the four selected colonias. These data also show that census enumerators were, 
for the most part, able to negotiate these obstacles with varying degrees of success. 

Ethnographic observations indicate that, in general, census enumerators were able to address the 
situations they faced as a result of irregular housing. The most successful appear to be 
enumerators who worked along side cultural facilitators who knew the community and in many 
cases were members of the community being enumerated. Unfortunately, cultural facilitators 
were available only in the El Paso County site and not in the other three sites. The prevalence of 
irregular housing in colonias is well known and it appears, based on ethnographic observations 
and on focus group data, that enumerators felt that they were able to work in this environment. 
These data also show that hiring enumerators who were familiar with their assignment areas 
because they lived in or near these areas contributed to the ability of these enumerators to 
successfully negotiate the challenges posed by irregular housing. 

This research suggests that new measures should be taken to facilitate the enumeration of 
persons who are solely or primarily Spanish speakers and who have little or no knowledge of 
English and low levels of educational attainment. While participants in focus groups conducted 
with enumerators and crew leaders who self-identified as Spanish speakers reported not having 
difficulty in enumerating Spanish speaking respondents, ethnographic observations and focus 
group discussions indicate that the ability of enumerators and crew leaders to communicate in 
Spanish varied greatly. 

It was common for these Spanish-speaking enumerators to exhibit difficulty in explaining census 
concepts and other information necessary for the conduct of a successful enumeration in 
Spanish. Since Spanish language census forms were not readily available and since the Spanish 
language guide was perceived to be of limited use, focus group data as well as ethnographic 
observations indicate that translation "on the fly" was common. While this study did not evaluate 
the impact of this practice on data quality and other outcomes, the lack of consistency and 
standardization introduced by this practice is not desirable when conducting standardized data 
collection. 

All ethnographers maintain that a Spanish language instrument that can be easily understood by 
respondents and smoothly administered by census enumerators would have improved the 
enumeration process in the four selected colonias. In focus group discussions enumerators and 
crew leaders expressed the desire to have a Spanish language instrument that can facilitate the 
conduct of Spanish language interviewers and decrease the time that it takes to conduct an 
interview in Spanish. 

Ethnographic data also showed that the use of cultural facilitators and promotoras  in the El Paso 
County site coupled with the use of update/enumerate helped mitigate the difficulties associated 
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with the enumeration barriers identified in this report. Unfortunately, the remaining three 
colonias discussed in this report did not benefit from these measures. 

There is clear and consistent indication from all information sources examined for this study 
(ethnographic data, informal interviews, in-depth interviews, and focus groups) that the paid 
Spanish language Census 2000 advertizing significantly enhanced awareness of Census 2000 in 
the four selected colonias. Although the data do not allow us to make a definite link between 
census awareness and response, there is qualitative information that supports the assertion that 
the Spanish language Census 2000 paid advertizing campaign enhanced the motivation of 
colonia residents to support Census 2000 through their participation in the census. 

Moreover, because one of the key themes of Census 2000 outreach and promotion messages 
was the importance of census participation to the improvement of a community's infrastructure, 
residents of the four selected colonias embraced and supported Census 2000. In fact, the data 
indicate that despite concerns of some colonia residents regarding the confidentiality of the 
information provided to the Census Bureau, information required by the census form and sought 
by census enumerators was provided. 

While the message that participation in Census 2000 will benefit the community appears to have 
been effective in the four border communities discussed in this report, ethnographers who 
conducted the fieldwork expressed concern that if improvements in community infrastructure do 
not follow Census 2000 the Census Bureau will find it very challenging to repeat its success in 
outreach and promotion in future censuses. 

This report also shows that of the of the three regional offices (ROs) represented in this study, 
the Dallas RO appears to have been relatively more aggressive in its outreach and promotion 
efforts with the use of promotoras and cultural facilitators. The ethnographer in the El Paso 
County site observed that these tailor-made efforts were very well received by community 
residents and appeared to be effective and complementary to broader paid Spanish language 
Census 2000 advertizing campaign. Despite the challenges identified and described in this 
report, there are aspects of the Census Bureau's enumeration of the four colonias in our study 
that worked well. 

The use of Spanish speaking enumerators and the assignment of these enumerators to areas that 
were familiar to them was a strategy that seemed to have worked well. Focus groups with census 
enumerators and crew leaders revealed that knowledge of Spanish was key in gaining 
cooperation. Further, familiarity with colonias was an essential element that seemed to have 
enhanced job performance. 

Local census offices also initiated activities to ensure a successful census in colonias. The local 
census office (LCO) in Las Cruces, NM developed an action plan specifically for colonias in 
NM. Prior to the census enumeration the Las Cruces LCO sent out census staff to colonias in the 
area to document conditions that may make enumerating in Census 2000 difficult. This 
information was systematically collected and compiled so that when Census 2000 was underway 
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the LCO could send the appropriate enumerators to these hard to enumerate areas. 

Additionally, the Dallas Regional (RO) entered into a partnership with Texas A&M University 
to enlist the assistance of health promoters who worked in Texas colonias as outreach workers or 
promotoras. Focus groups with census enumerators and crew leaders working in El Paso County 
noted that promotoras played a key role in promoting awareness of Census 2000 in the colonias. 
Other notable successful efforts attributable to the Dallas RO included the decision to use the 
list/enumerate procedure in colonias where local knowledge indicated that community residents 
may have difficulty with an English language census form and the translation of selected census 
materials into Spanish. 

6. RECOMMENDATIONS 

Based on the research reported here, we have the following recommendations: 

!	 Build on the successful efforts employed during Census 2000 in the El Paso County 
colonia (Cotton) in the conduct of future censuses. That is, use cultural facilitators with 
local knowledge to work alongside census enumerators. Use this model in selected test 
sites before 2010 Census in order to better understand this approach and formalize it 
through the establishment of standardized training and procedures. These efforts will 
facilitate exporting this approach to communities along the U.S./Mexico border where 
irregular housing, limited knowledge of English, and suspicion of government and non-
community members are prevalent. 

!	 Learn from the experience of not making Spanish language census forms readily 
available in colonias and gain knowledge from not providing census enumerators with a 
Spanish language instrument that can be easily used. This research indicates that in 
border communities, such as the four discussed in this report, a Spanish language census 
form and a Spanish language data collection instrument for census enumerators can 
greatly facilitate the enumeration process. Conduct research on these approaches in 
selected test sites before 2010 Census in order to fine tune the ways in which this 

approach can be applied across all border communities, while taking into account the 
unique features and needs that some of these settlements have. 

!	 Revise and augment the training used to train enumerators and crew leaders assigned to 
colonias to more appropriately address the concerns raised in the focus groups with 
census enumerators and crew leaders. For example, reduce the volume of paper and 
other materials distributed during the course of the training by digitizing much of this 
information and developing automated self-study modules. Train census enumerators 
who will be assigned to list/enumerate and nonresponse follow up in border 
communities to conduct interviews with respondents who are Spanish speakers and have 
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little or no knowledge of English. 

!	 Build on the apparent success of the Spanish language Census 2000 outreach and 
promotion campaign. Conduct further research to examine one of the key messages of 
this campaign. Namely, participating in Census 2000 will benefit your community. 
While this message appears to have been effective in Census 2000 in the four border 
communities discussed in this report, ethnographers who conducted the fieldwork 
expressed concern that if improvements in community infrastructure do not follow 
Census 2000 the Census Bureau will find it very challenging to repeat its success in 
outreach and promotion in future censuses. Conduct further research to develop new 
messages that will motivate border community residents to participate in 2010 Census 
without the risk of raising expectations. 
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EXECUTIVE SUMMARY 

This evaluation looked at results from Data Capture Audit Resolution. Data Capture Audit 
Resolution identified errors in interpreting scanned questionnaires. 

The Data Capture Audit Resolution consisted of the following three phases: 

1. an automated review of data used to set person panel and roster entry statuses; 

2. an edit to compare respondent or enumerator responses on household size to a household 
population count derived from a tally of person panels and roster entries; and, 

3. a clerical review of images and an update of data for questionnaires whose response 
records had conflicting household size information. 

In the first phase, the Data Capture Audit Resolution identified person panels with sufficient data 
(data-defined persons) and roster entries with three or more legal characters. We considered 
these person panels and roster entries to be valid persons and counted them in the household 
population. It also identified duplicate person panels based on name and age data and duplicate 
roster entries. We counted only non-duplicate persons in the household population. 

We compared the household population based on the count of valid persons to the respondent or 
enumerator household size responses. Cases with conflicting household size information failed 
the edit in the second phase of the Data Capture Audit Resolution. 

In the third phase, clerks reviewed computer images of questionnaires that failed the edit. There 
were two types of review: the Audit Count Check and the Audit Status Review. 

The Audit Count Check required that clerks review and correct the Optical Character 
Recognition interpretation of respondent or enumerator responses on household size only. They 
did not make corrections to the Optical Character Recognition fields based on a review of person 
panels or roster entries. 

The Audit Status Review also required that clerks review and correct the Optical Character 
Recognition fields. In addition, they required the review and correction of the status of person 
panels and roster entries. (We did not alter response data in the process of correcting the status 
of person panels or roster entries.) The clerical staff could only correct the statuses set in the 
first phase of the Data Capture Audit Resolution. The Data Capture Audit Resolution process 
did not require that a questionnaire meet the criteria to pass the edit applied in the second phase 
in order for the third phase to be complete. 
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Conclusions -

•	 The DCS 2000 successfully captured the response data that was input to the determination of 
household size. It successfully captured numeric responses and accurately identified the 
presence of responses in check boxes. 

•	 Of the 126,866,759 returns that were sent to DCAR, 124,194,637 returns, or 97.89 percent, 
passed the edit. Of the 2,672,122 failed edits, the Count Check process included 
882,555 returns, or 33.03 percent, and the Status Review process included 1,789,567 returns, 
or 66.97 percent. 

• The rate of edit failures varied only slightly across Data Capture Center within form type. 

•	 The rate at which mail returns passed the DCAR edit varied greatly by household size. 
Vacant mail returns passed the DCAR edit at rate only about 8 out of 100. It is possible that 
many of the vacant mail returns represent occupied housing units. About 98 percent of mail 
returns with a household size between 1 and 9 passed the DCAR edit but only about 
61 percent of the mail returns with a household size of 10 or more passed the edit. This may 
be due in part to the limit of 12 names that could be reported on a mail return. 

The rate at which enumerator returns passed the DCAR edit varied only slightly by 
household size. The rate decreased slightly as household size increased. It is curious that the 
rate for households with 10 or more persons is so much larger for enumerator returns 
compared to mail returns, 96 percent versus 61 percent. 

•	 As the check-in date of the return became further removed from Census Day, the percent sent 
to Count Check and Status Review increased for mail returns faster than for enumerator 
returns, indicating more consistent quality for enumerator returns over time. 

•	 The status of pre-audit duplicates among person panels and among roster entries on mail 
returns were compared to their post-Status Review status. There were 52,406 pre-audit 
duplicate person panels and 41,562 pre-audit duplicate roster entries. Only 507, or 
0.97 percent of the person panels were determined to not be a duplicate and only 1,233, or 
2.97 percent of the roster entries were determined to not be a duplicate by the Status Review 
process. The lower rate of change for person panels may indicate that without associated 
demographic characteristics, which roster entries lack, it is more difficult accurately to 
identify duplicates. 

• The Status Review changed only a small percentage of pre-audit statues. 

−	 The Status Review process changed about 12 percent of the statuses for person panels 
with a pre-audit status of valid. The Status Review process changed about 13 percent 
of the statuses for person panels with a pre-audit status of invalid. 
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−	 The Status Review process changed about 29 percent of the statuses for short form 
mail return roster entries with a pre-audit status of valid. The Status Review process 
changed less than 0.5 percent of the statuses for short form mail return roster entries 
with a pre-audit status of invalid. 

−	 The Status Review process changed about 10 percent of the statuses for long form 
mail return roster entries with a pre-audit status of valid. The Status Review process 
changed about 4 percent of the statuses for long form mail return roster entries with a 
pre-audit status of invalid. 

•	 When the DCAR edit is applied to the post-DCAR data (i.e. the data after Status Review 
and Count Check edits), about one-third of the mail returns that originally failed the 
DCAR edit, meet the criteria to pass the DCAR edit. This is about 35 percent of those 
included in the Status Review process and about 32 percent of those included in the 
Count Check process. When the DCAR edit is applied to the post-DCAR data about 
63.97 percent of the enumerator returns that originally included in the Count Check 
process, meet the criteria to pass the DCAR edit. 

The Count Check process only made changes only to the respondent filled or enumerator 
filled population counts. These results imply that the DCS2000 had much more success 
interpreting the numeric characters written by mail respondents than those written by 
Census enumerator 

Recommendation -

A process similar to the DCAR should be incorporated into the 2010 Census. The DCAR 
corrected the data on a large number of cases that would have been included in the Coverage 
Edit Followup (CEFU) without the corrections made by the DCAR process. Without the 
DCAR process, CEFU in the Census 2000 would have included as many as 
369,000 additional cases. 
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1. BACKGROUND 

1.1 The 1990 Census 

The data capture system for the 1990 Census used FOSDIC (film optical sensing device for input 
to computers) technology to capture and process data from census questionnaires. We filmed 
questionnaires and then created electronic data files from the microfilm images as follows: 

�� We converted filled answer circles directly to electronic data by scanning the 
microfilm images. 

��	 We captured character data as electronic data using microfilm images and by 
keying data in a data entry process. 

Prior to filming, clerks reviewed each mail return and recorded the maximum possible household 
population count on the questionnaire, based on the number of person panels with at least one 
item filled and the number of names on the household roster. A return represented a single 
household enumeration. 

After producing the electronic data, we performed an edit on the questionnaires comparing the 
number of data-defined person panels to the maximum population count recorded on the 
questionnaire in the clerical review. 

We then performed another clerical review and update on all questionnaires that failed the edit 
(i.e., questionnaires for which the counts differed). Clerks reviewed the person panels and roster 
entries and recorded the correct household size. They filled cancellation circles of questionnaire 
person panels if marks on the questionnaire showed that the respondent or the enumerator meant 
to invalidate the response. They also filled in pre-coded answer circles for answers that only had 
been circled or underlined. 

We recycled the updated questionnaires through the data capture process and created a new 
response record. 

1.2 Census 2000 Dress Rehearsal 

In the Census 2000 Dress Rehearsal, we captured the questionnaire data using the Data Capture 
System (DCS) 2000. This system consisted of scanning the questionnaires and producing 
electronic images of the questionnaires and electronic data files. Optical Character Recognition 
(OCR) and Optical Mark Recognition (OMR) interpreted the questionnaire entries, converting 
the filled answer circles and character data into an electronic data file. 

The OMR and OCR systems do not capture data perfectly. Errors can occur for many reasons, 
including the following: 
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� answer circles not completely filled,

� stray marks on the questionnaire,

� character data not clearly written, and

� the respondent not following instructions for recording the answers.


We implemented the DCS 2000 Data Capture Audit Resolution (DCAR) to identify these errors 
when they affected the count of persons for a household. We conducted DCAR only on mail 
return records for the Census 2000 Dress Rehearsal. 

The DCAR assigned a capture status to person panels and roster entries based on the content of 
data captured. Using these capture statuses, we derived a household population count. We 
compared this derived population count to the household size response provided by the 
respondent. When the two counts differed, clerks reviewed the questionnaire images and made 
corrections to any data misinterpreted by the OCR and OMR systems. 

1.3 Census 2000 

The Census 2000 DCAR process was similar to the dress rehearsal DCAR process but was 
restructured to include all mail returns and enumerator returns. 

The DCAR process consisted of the following three phases: 

1. an automated review of data used to set person panel and roster entry statuses; 

2. an edit to compare respondent or enumerator responses on household size to a household 
population count derived from a tally of person panels and roster entries; and, 

3. a clerical review of images and an update of data for questionnaires whose response 
records had conflicting household size information. 

In the first phase, the DCAR identified person panels with sufficient data (data-defined persons) 
and roster entries with three or more legal characters. We considered these person panels and 
roster entries to be valid persons and counted them in the household population. It also 
identified duplicate person panels based on name and age data and duplicate roster entries. We 
counted only non-duplicate persons in the household population. 

We compared the household population based on the count of valid persons to the respondent or 
enumerator household size responses. Cases with conflicting household size information failed 
the edit in the second phase of the DCAR. 

In the third phase, clerks reviewed computer images of questionnaires that failed the edit. There 
were two types of review: the Audit Count Check and the Audit Status Review. 

The Audit Count Check required that clerks review and correct the OCR interpretation of 
respondent or enumerator responses on household size only. They did not make corrections to 
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the OCR fields based on a review of person panels or roster entries. The Audit Status Review 
also required that clerks review and correct the OCR fields. In addition, they required the review 
and correction of the status of person panels and roster entries. (We did not alter response data 
in the process of correcting the status of person panels or roster entries.) The clerical staff could 
only correct the statuses set in the first phase of the DCAR. The DCAR process did not require 
that a questionnaire meet the criteria to pass the edit applied in the second phase in order for the 
third phase to be complete. 

The Census 2000 requirements are described in U.S. Census Bureau, 1999. 

2. METHODS 

2.1 Files used in this evaluation 

The source of data was the Decennial Response File (DRF). The DRF includes data on each 
questionnaire successfully captured in the census including data on the results of the DCAR 
process. These data show the pre-DCAR status of both person panels and roster entries. 

This study is concerned only with stateside census questionnaires to which the DCAR process is 
applied. These include mail questionnaires (D-1, D-2, D-1(UL), D-2(UL)) and enumerator 
questionnaires (D-1(E), D-2(E), D-1(E)SUPP, D-2(E)SUPP, D-1(E)(converted to continuation 
form or ccf), D-2(E)(ccf)). 

Study Variables: 

Listed below are the descriptions of the important variables that enabled us to categorize DCAR 
results. 

RNPOP - the respondent response to inquiry “How many people were living or staying in this 
house, apartment, or mobile home on April 1, 2000?” 

RISPOP - The household size count recorded by the enumerator in Item B of enumerator returns 
at the completion of the interview. 

PCANCEL - The check item used by enumerators to cancel a person panel on an enumerator 
questionnaire. 

RFT - Type of questionnaire. 

Variables derived during the DCAR process 

PDSTAT - The pre-audit resolution person panel status. 

PDVSTAT - The post-audit resolution person panel status. 
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RRSTATn - The pre-audit resolution status of roster position n 

RRVSTATn - The post-audit resolution status of roster position n 

[PDSTAT, PDVSTAT, RRSTATn, RRVSTATn can take on the values Blank, Valid, Invalid and 
Canceled.] 

PDKFIBL & PDKFIBF - The Key From Image (KFI) name blanking status of the person panel 
last and first names fields, respectively. 

RRSTATBLn & RRSTATBFn - The KFI name blanking status of the last and first name fields 
for roster position n, respectively. 

RIDPPOP - The pre-audit resolution count of Valid person panels (See PDSTAT). 

RVDPPOP - The post-audit resolution count of Valid person panels (See PDVSTAT). 

RROSPOP - The pre-audit resolution count of Valid roster entries (see RRSTATn). 

RVROSPOP - The post-audit resolution count of Valid roster entries (see RRVSTATn). 

RTOTPOP - The pre-audit resolution household POP count. 

RVTOTPOP - The post-audit resolution household POP count. 

RDCAREDIT - The DCAR edit results for the household. (Passed, eligible for Audit Count 
Check, or eligible for Audit Status Review.) 

2.2 Applying quality assurance procedures 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures and software, designed and reviewed computer systems, developed computer 
procedures, analyzed data, and prepared this report. 

3. LIMITS 

Information on changes made by the DCAR clerical review and updates to respondent and 
enumerator household size responses are not available. We will not be able to report on the 
number or types of changes that clerical staff made to the OCR interpreted responses (the Audit 
Count Check outcomes). 
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The changes made by the clerical review and update to the statuses of person panels from 
enumerator questionnaires (Forms D-1(E) and D-2(E)) were not recorded on the DRF. We know 
that the variables reflecting the result of these changes were not included in the data output from 
the DCS 2000. As a result, the action taken by the DCAR clerical review and update were not 
used to validate or invalidate person panels on the enumerator forms. We do not know how 
often updates to these person panel statuses were made and ignored. As a result, for enumerator 
returns we will not be able to answer questions on person panels (the Audit Status Review 
outcomes). 

4. RESULTS 

This section presents the results of the DCAR process. 

Table 1 shows that 2.11 percent of the 126,866,759 DRF returns included in the DCAR failed the 
DCAR edit. Of the 2,672,122 failed edits, clerks performed Audit Count Checks on 
33.03 percent, and they performed Audit Status Reviews on 66.97 percent. 

The 1,448,534 mail short-form returns that failed the DCAR edit had 37.16 percent sent to Count 
Check and 62.82 percent sent to Status Review. Similarly, the 196,071 failed mail long-form 
returns had 40.63 percent sent to Count Check and 59.37 percent sent to Status Review. For 
enumerator returns, a lower percent of the failures were sent to Count Check, 25.35 percent of 
enumerator short forms and 26.94 percent of enumerator long forms. 

The mail and enumerator returns failed the DCAR edit based on household size comparisons that 
were specific to each form type. For mail returns, DCAR compared the respondent-reported 
household size and the total persons on the form as determined by the person-panels filled and 
roster entries completed. For enumerator returns, DCAR compared the respondent-reported 
household size, the number of person-panels filled, and the Interview Summary Population. 
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Table 1. Form type by DCAR edit results 

Total Mail short Enumerator short Mail long Enumerator long 
form form form form 

Status Number % Number % Number % Number % Number %


Total 126,866,759 100.00 68,380,897 100.00 36,180,534 100.00 11,926,315 100.00 10,379,013 100.00

DCAR

returns


Pass 124,194,637 97.89 66,932,363 97.88 35,395,272 97.83 11,730,244 98.36 10,136,758 97.67


Count 882,555 0.70 538,604 0.79 199,040 0.55 79,657 0.67 65,254 0.63 
Check 

Status 1,789,567 1.41 909,930 1.33 586,222 1.62 116,414 0.98 177,001 1.71 
Review 

Data source: Decennial Response File 
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Table 2 shows that the DCAR edit results were consistent for each form type across Data 
Capture Centers. Each form type passed the DCAR edit for 97.53 percent to 98.64 percent of the 
total DCAR returns. 

For each Data Capture Center by form type, failed edits were distributed consistently. The 
results were the same as the overall results discussed in Table 1: a lower percent of enumerator 
returns than mail returns failed Count Check relative to Status Review. 

Table 2. Data Capture Center by DCAR edit results 

Data Capture Center Mail short form Enumerator short Mail long form Enumerator long form 
form 

Status Number % Number % Number % Number % 

Total DCAR returns 68,380,897 100.00 36,180,534 100.00 11,926,315 100.00 10,379,013 100.00 

Pass 66,932,363 97.88 35,395,272 97.83 11,730,244 98.36 10,136,758 97.67 

Count Check 538,604 0.79 199,040 0.55 79,657 0.67 65,254 0.63 

Status Review 909,930 1.33 586,222 1.62 116,414 0.98 177,001 1.71 

Baltimore 20,371,811 100.00 8,934,756 100.00 3,573,341 100.00 2,703,590 100.00 

Pass 19,973,603 98.04 8,726,996 97.67 3,518,962 98.48 2,636,712 97.53 

Count Check 146,451 0.72 52,117 0.58 21,133 0.59 17,633 0.65 

Status Review 251,757 1.24 155,643 1.74 33,246 0.93 49,245 1.82 

Jeffersonville 6,413,328 100.00 3,542,523 100.00 1,230,357 100.00 1,155,178 100.00 

Pass 6,294,983 98.15 3,459,270 97.65 1,213,594 98.64 1,127,538 97.61 

Count Check 44,558 0.69 21,700 0.61 6,789 0.55 7,546 0.65 

Status Review 73,787 1.15 61,553 1.74 9,974 0.81 20,094 1.74 

Phoenix 20,984,719 100.00 12,670,924 100.00 3,450,410 100.00 3,245,247 100.00 

Pass 20,486,556 97.63 12,403,130 97.89 3,387,102 98.17 3,169,999 97.68 

Count Check 181,479 0.86 68,061 0.54 25,868 0.75 20,117 0.62 

Status Review 316,684 1.51 199,733 1.58 37,440 1.09 55,131 1.70 

Pomona 20,611,039 100.00 11,032,331 100.00 3,672,207 100.00 3,274,998 100.00 

Pass 20,177,221 97.90 10,805,876 97.95 3,610,586 98.32 3,202,509 97.79 

Count Check 166,116 .81 57,162 0.52 25,867 0.70 19,958 0.61 

Status Review 267,702 1.30 169,293 1.53 35,754 0.97 52,531 1.60 
Data source: Decennial Response File 

7




Tables 3 and 4 show the effect of household size on the DCAR results. The household size is the 
respondent-reported household size, if reported. For mail returns, vacant returns had low pass 
rates, 8.12 percent. This indicates that completing the forms was confusing for these cases. 

For non-vacant mail returns, the DCAR pass rate decreased as the household size increased. For 
the largest households, the respondent may not have been able to list all of the persons in the 
household on the 12-person roster, causing Count Check failures. 

For enumerator returns, the DCAR pass rate decreased as the household size increased, but not 
as precipitously as for mail returns. The enumerators were familiar with how to fill out the 
forms. This is also evidenced by the high pass rate for vacant returns. Confusion in using 
multiple continuation forms may contribute to Status Review failures for the largest households. 

Table 3. Household size for mail returns by DCAR edit results 

No response Vacant 1-4 persons 5-9 persons 10+ persons 

Status Number % Number % Number % Number % Number % 

Total DCAR 4,017,565 100.00 127,501 100.00 68,270,852 100.00 7,702,197 100.00 189,097 100.00 
returns 

Pass 4,007,427 99.75 10,349 8.12 67,080,778 98.26 7,449,018 96.71 115,035 60.83 

Count Check 9,190 0.23 3,078 2.41 412,122 0.60 128,482 1.67 65,389 34.58 

Status Review 948 0.02 114,074 89.47 777,952 1.14 124,697 1.62 8,673 4.59 
Data source: Decennial Response File 

Table 4. Household size for enumerator returns by DCAR edit results 

No response Vacant 1-5 persons 6-9 persons 10+ persons 

Status Number % Number % Number % Number % Number % 

Total DCAR 8,033,804 100.00 6,331,511 100.00 28,204,132 100.00 1,453,446 100.00 2,536,654 100.00 
returns 

Pass 7,930,978 98.72 6,191,283 97.79 27,569,581 97.75 1,415,079 97.36 2,425,109 95.60 

Count Check 12,981 0.16 38,778 0.61 155,239 0.55 21,368 1.47 35,928 1.42 

Status Review 89,845 1.12 101,450 1.60 479,312 1.70 16,999 1.17 75,617 2.98 
Data source: Decennial Response File 
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Figure 1 shows that mail returns had a greater percent of Count Check failures than enumerator 
returns. The percents for mail returns gradually increased as the time from Census Day 
(April 1, 2000) increased, indicating a decrease in quality for later returns. The rates for 
enumerator returns were relatively constant with some degradation of quality for later returns. 

Figure 1. Count Check percent per week 
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Figure 2 shows that mail and enumerator returns initially had similar percents of Status Review 
failures. As the check-in date became further from Census Day, the mail returns had a greater 
percent of Status Review failures. The enumerator returns held relatively steady becoming more 
erratic when there were few returns at the end of the collection of data. 

Figure 2. Status Review percent per week 
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Table 5 compares the pre-audit and post-Status Review statuses of person panels identified as 
duplicates in either pre-audit or post-Status Review. 

For the 52,406 duplicate person panels in the pre-audit, clerks identified 16,527 person panels, or 
31.54 percent, as duplicates. Clerks identified few of the pre-audit duplicate person panels, 507 
or 0.97 percent, as valid. Most of the person panels became blank (or not computed) post-Status 
Review, 33,549, or 64.02 percent. Since few person panels turned valid, the designation of 
duplicate was consistent with the post-Status Review outcome. The clerks may have performed 
no action—the blank result—rather than confirming the duplicate status. 

Of the 40,733 person panels that clerks identified as duplicates in Status Review, 16,527 person 
panels, or 40.57 percent, were pre-audit duplicates. Most of the post-Status Review duplicate 
person panels, 23,697, or 58.18 percent had been valid in pre-audit. Clerks were able to resolve 
some audit cases by identifying valid persons as duplicates. Relying only on the automated 
review would have missed some duplicates. 

Table 5. Duplicate person panels, mail returns 

Post-Status Review Duplicate persons Invalid persons Cancel persons Valid persons Blank 

Pre-audit Number Percent Number Percent Number Percent Number Percent Number Percent 

Duplicate persons 16,527 31.54 1,820 3.47 3 0.01 507 0.97 33,549 64.02 

Short form 14,351 30.42 1,693 3.59 2 0.00 450 0.96 30,673 65.03 

Long form 2,176 41.55 127 2.43 1 0.02 57 1.09 2,876 54.92 

Invalid persons 180 0.11 

Short form 144 0.09 

Long form 36 0.97 

Cancel persons 326 0.13 

Short form 296 0.13 

Long form 30 0.15 

Valid persons 23,697 0.73 

Short form 20,932 0.72 

Long form 2,765 0.83 

Blank 3 0.01 

Short form 3 0.01 

Long form 0 0.00 
Data source: Decennial Response File 
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Table 6 compares the pre-audit and post-Status Review statuses of roster entries identified as

duplicates in either pre-audit or post-Status Review.


For the 41,562 duplicate roster entries in the pre-audit, clerks identified 10,164 roster entries, or

24.46 percent, as duplicates. Most of the pre-audit duplicate roster entries became invalid

post-Status Review, 29,527, or 71.04 percent. Clerks identified 1,233, or 2.97 percent of the

pre-audit duplicate roster entries as valid. A higher percent of the roster entries were identified

as valid post-audit than the person panels 2.97 percent vs. 0.97 percent, respectively.

This may indicate that it is more difficult to create an algorithm to identify duplicate roster

entries than person panels.


Of the 28,196 roster entries that clerks identified as duplicates in Status Review, 10,164 roster

entries, or 36.05 percent, were pre-audit duplicates. Most of the post-Status Review duplicate

roster entries, 17,621, or 62.49 percent had been valid in pre-audit. Clerks were able to resolve

some audit cases by identifying valid roster entries as duplicates. Relying only on the automated

review would have missed some duplicates.


Table 6. Duplicate roster entries, mail returns 

Post-Status 
Review Duplicate persons Invalid persons Cancel persons Valid persons Blank 

Pre-audit Number Percent Number Percent Number Percent Number Percent Number Percent 

Duplicate persons 10,164 24.46 29,527 71.04 102 0.25 1,233 2.97 536 1.29 

Short form 7,638 22.80 24,961 74.51 84 0.25 364 1.09 451 1.35 

Long form 2,526 31.32 4,566 56.62 18 0.22 869 10.78 85 1.05 

Invalid persons 15 0.04 

Short form 10 0.03 

Long form 5 0.16 

Cancel persons 282 0.07 

Short form 163 0.05 

Long form 119 0.28 

Valid persons 17,621 0.03 

Short form 6,001 0.02 

Long form 11,620 0.04 

Blank 114 0.21 

Short form 72 0.15 

Long form 42 0.59 
Data source: Decennial Response File 
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Table 7 compares the pre-audit and post-Status Review statuses of mail return person panels. 
Invalid persons consists of Duplicate, Invalid, and Cancel statuses. 

Of the 464,135 pre-audit invalid person panels, 251,962 person panels, or 54.29 percent were 
post-Status Review invalid. Besides remaining invalid, many of the invalid person panels 
became blank in post-Status Review, 150,695 person panels, or 32.47 percent. 

Of the 3,233,829 pre-audit valid person panels, 2,843,022 person panels, or 87.92 percent, were 
post-Status Review valid. 

Of the 25,451 pre-audit blank person panels, 4,317 person panels, or 16.96 percent, were 
post-Status Review blank. 

Table 7. Validation changes for person panels by Data Capture Center, mail returns 

Post-Status Review Invalid persons Valid persons Blank 

Pre-audit Number Percent Number Percent Number Percent 

Invalid persons 

Baltimore 

Jeffersonville 

Phoenix 

Pomona 

Valid persons 

Baltimore 

Jeffersonville 

Phoenix 

Pomona 

Blank 

Baltimore 

Jeffersonville 

Phoenix 

Pomona 

251,962 54.29 61,478 13.25 150,695 32.47 

60,664 49.22 17,908 14.53 44,670 36.25 

14,121 42.86 5,934 18.01 12,890 39.13 

107,665 60.32 15,199 8.52 55,613 31.16 

69,512 53.69 22,437 17.33 37,522 28.98 

270,726 8.37 2,843,022 87.92 120,081 3.71 

68,717 7.90 773,503 88.92 27,627 3.18 

21,409 8.15 230,083 87.54 11,351 4.32 

96,825 8.57 988,959 87.57 43,552 3.86 

83,775 8.62 850,477 87.52 37,551 3.86 

18,745 73.65 2,389 9.39 4,317 16.96 

5,217 75.86 753 10.95 907 13.19 

1,173 62.16 152 8.06 562 29.78 

6,527 72.83 875 9.76 1,560 17.41 

5,828 75.44 609 7.88 1,288 16.67 
Data source: Decennial Response File 
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Table 8 compares the pre-audit and post-Status Review statuses of mail short-form roster entries. 

Of the 406,267 pre-audit invalid roster entries, 383,760 roster entries, or 94.46 percent were 
post-Status Review invalid. 

Of the 276,845 pre-audit valid roster entries, 194,719 roster entries, or 70.34 percent, were 
post-Status Review valid. 

Table 8. Validation changes for roster entries by Data Capture Center, mail short forms 

Post-Status Review Invalid persons Valid persons Blank 

Pre-audit Number Percent Number Percent Number Percent 

Invalid persons 383,760 94.46 1,786 0.44 20,721 5.10 

Baltimore 96,333 94.60 531 0.52 4,972 4.88 

Jeffersonville 26,333 88.43 105 0.35 3,341 11.22 

Phoenix 139,467 94.17 585 0.40 8,048 5.43 

Pomona 121,627 96.11 565 0.45 4,360 3.45 

Valid persons 80,769 29.17 194,719 70.34 1,357 0.49 

Baltimore 17,604 29.57 41,713 70.06 225 0.38 

Jeffersonville 4,254 22.35 14,447 75.89 335 1.76 

Phoenix 39,136 34.48 73,956 65.16 413 0.36 

Pomona 19,775 23.33 64,603 76.22 384 0.45 

Blank 47,294 98.75 599 1.25 

Baltimore 13,248 98.66 180 1.34 

Jeffersonville 3,007 98.82 36 1.18 

Phoenix 15,430 98.41 250 1.59 

Pomona 15,609 99.16 133 0.84 
Data source: Decennial Response File 

Table 9 compares the pre-audit and post-Status Review statuses of mail long-form roster entries. 

Of the 53,566 pre-audit invalid roster entries, 49,067 roster entries, or 91.60 percent were 
post-Status Review invalid. 
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Of the 330,638 pre-audit valid roster entries, 297,405 roster entries, or 89.95 percent, were 
post-Status Review valid. 

Table 9. Validation changes for roster entries by Data Capture Center, mail long forms 

Post-Status Review Invalid persons Valid persons Blank 

Pre-audit Number Percent Number Percent Number Percent 

Invalid persons 49,067 91.60 2,070 3.86 2,429 4.53 

Baltimore 12,733 90.65 680 4.84 634 4.51 

Jeffersonville 3,323 87.86 207 5.47 252 6.66 

Phoenix 17,016 92.38 450 2.44 953 5.17 

Pomona 15,995 92.36 733 4.23 590 3.41 

Valid persons 32,952 9.97 297,405 89.95 281 0.08 

Baltimore 7,884 8.63 83,405 91.31 54 0.06 

Jeffersonville 5,425 19.17 22,814 80.63 57 0.20 

Phoenix 11,126 10.23 97,531 89.69 83 0.08 

Pomona 8,517 8.33 93,655 91.59 87 0.09 

Blank 6,855 96.92 218 3.08 

Baltimore 1,910 97.40 51 2.60 

Jeffersonville 447 96.34 17 3.66 

Phoenix 2,161 95.92 92 4.08 

Pomona 2,337 97.58 58 2.42 
Data source: Decennial Response File 

Table 10 compares the pre-audit and post-Status Review statuses by household size of mail 
return person panels. 

The lowest percent of returns that switched from pre-audit invalid to post-Status Review valid 
were for vacant returns, 3.13 percent. The highest percent of returns that switched from 
pre-audit invalid to post-Status Review valid were household returns with 5-9 persons, 
27.80 percent. The switch means that the data capture system assigned an invalid status that 
clerks reinterpreted as valid. 

The highest percent of returns that switched from pre-audit valid to post-Status Review invalid 
were household returns with 1-4 persons, 11.52 percent. The lowest percent of returns that 
switched from pre-audit valid to post-Status Review invalid were for household returns with 
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10 plus persons, 0.83 percent. This could be that clerks were able to review more thoroughly and 
identify more easily invalid persons when there were fewer person panels. 

Table 10. Validation changes for person panels by household size, mail returns 

Post-Status Review Invalid persons Valid persons Blank 

Pre-audit Number Percent Number Percent Number Percent 

Invalid persons 

Vacant 

1-4 persons 

5-9 persons 

10+ persons 

No response 

Valid persons 

Vacant 

1-4 persons 

5-9 persons 

10+ persons 

No response 

Blank 

Vacant 

1-4 persons 

5-9 persons 

10+ persons 

No response 

251,962 54.29 61,478 13.25 150,695 32.47 

4,799 40.72 369 3.13 6,618 56.15 

236,609 58.23 48,650 11.97 121,078 29.80 

9,019 21.57 11,626 27.80 21,174 50.63 

1,279 33.48 760 19.90 1,781 46.62 

256 68.63 73 19.57 44 11.80 

270,726 8.37 2,843,022 87.92 120,081 3.71 

4,905 2.38 194,231 94.43 6,547 3.18 

257,525 11.52 1,932,401 86.43 45,885 2.05 

7,724 1.05 674,636 91.68 53,461 7.27 

450 0.83 39,708 73.14 14,129 26.03 

122 5.48 2,046 91.87 59 2.65 

18,745 73.65 2,389 9.39 4,317 16.96 

280 54.69 128 25.00 104 20.31 

18,218 74.66 2,108 8.64 4,075 16.70 

167 42.60 124 31.63 101 25.77 

70 56.91 21 17.07 32 26.02 

10 43.48 8 34.78 5 21.74 
Data source: Decennial Response File 

Table 11 compares the pre-audit and post-Status Review statuses by household size of mail short

form roster entries.


On mail short forms, the respondent completes a roster for persons 7-12. While many roster

entries’ statuses remain unchanged between pre-audit and post-Status Review, changes favor a

greater percent of invalid becoming valid for larger households, 2.88 percent and

5.52 percent for 5-9 person returns and 10 plus person returns respectively vs. 0.33 percent and
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0.27 percent for vacant returns and 1-4 person returns, respectively. Changes also favor a greater 
percent of valid becoming invalid for smaller households, 15.31 percent and 54.87 percent for 
vacant returns and 1-4 person returns respectively vs. 8.34 percent and 1.63 percent for 
5-9 person returns and 1-4 person returns, respectively. 

Table 11. Validation changes for roster entries by household size, mail short forms 

Post-Status Review 

Pre-audit 

Invalid persons 

Vacant 

1-4 persons 

5-9 persons 

10+ persons 

No response 

Valid persons 

Vacant 

1-4 persons 

5-9 persons 

10+ persons 

No response 

Blank 

Vacant 

1-4 persons 

5-9 persons 

10+ persons 

No response 

Invalid persons Valid persons Blank 

Number Percent Number Percent Number Percent 

383,760 94.46 1,786 0.44 20,721 5.10 

7,508 91.87 27 0.33 637 7.79 

355,960 94.70 1,033 0.27 18,908 5.03 

16,806 91.69 527 2.88 996 5.43 

3,185 89.69 196 5.52 170 4.79 

301 95.86 3 0.96 10 3.18 

80,769 29.17 194,719 70.34 1,357 0.49 

508 15.31 2,795 84.21 16 0.48 

69,754 54.87 56,249 44.25 1,107 0.87 

10,050 8.34 110,278 91.48 223 0.18 

419 1.63 25,260 98.33 11 0.04 

38 21.71 137 78.29 0 0.00 

47,294 98.75 599 1.25 

1,284 98.09 25 1.91 

43,786 98.89 490 1.11 

1,722 96.20 68 3.80 

447 96.75 15 3.25 

55 98.21 1 1.79 
Data source: Decennial Response File 
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Table 12 compares the pre-audit and post-Status Review statuses by household size of mail 
long form roster entries. 

On mail long forms, the respondent completes a roster of the entire household. While many 
roster entries’ statuses remain unchanged between pre-audit and post-Status Review, changes 
favor a greater percent of invalid becoming valid for larger households, 9.08 percent and 
6.89 percent for 5-9 person returns and 10+ person returns respectively vs. 1.94 percent and 
2.87 percent for vacant returns and 1-4 person returns, respectively. Changes also favor a greater 
percent of valid becoming invalid for smaller households, 8.31 percent and 11.61 percent for 
vacant returns and 1-4 person returns respectively vs. 5.81 percent and 4.07 percent for 
5-9 person returns and 1-4 person returns, respectively. 

Table 12. Validation changes for roster entries by household size, mail long forms 

Post-Status Review Invalid persons Valid persons Blank 

Pre-audit Number Percent Number Percent Number Percent 

Invalid persons 49,067 91.60 2,070 3.86 2,429 4.53 

Vacant 1,713 90.02 37 1.94 153 8.04 

1-4 persons 39,245 92.70 1,217 2.87 1,874 4.43 

5-9 persons 6,966 86.65 730 9.08 343 4.27 

10+ persons 1,039 88.35 81 6.89 56 4.76 

No response 104 92.86 5 4.46 3 2.68 

Valid persons 32,952 9.97 297,405 89.95 281 0.08 

Vacant 1,115 8.31 12,301 91.64 7 0.05 

1-4 persons 27,046 11.61 205,577 88.27 260 0.11 

5-9 persons 4,519 5.81 73,224 94.17 14 0.02 

10+ persons 257 4.07 6,059 95.93 0 0.00 

No response 15 5.79 244 94.21 0 0.00 

Blank 6,855 96.92 218 3.08 

Vacant 324 97.59 8 2.41 

1-4 persons 5,899 96.93 187 3.07 

5-9 persons 415 95.62 19 4.38 

10+ persons 183 98.92 2 1.08 

No response 34 94.44 2 5.56 
Data source: Decennial Response File 
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Table 13 shows that about one-third of post-DCAR mail returns meet the criteria to pass the edit. 
A slightly higher percent, 35.29 percent, pass the Status Review than the Count Check, 
32.36 percent. 

The enumerator returns had 169,073 returns, or 63.97 percent, post-DCAR that meet the criteria 
to pass the edit. 

The higher percent of enumerator returns passing the edit post-DCAR might be because of 
different reasons for failing the edit. Enumerator returns might have had a simple handwriting 
correction. Mail returns might also have had more complex problems such as skipping questions 
or partially completing questions, which could not be remedied in the edit phase. 

That some of the forms were now able to pass the DCAR edit indicates that the clerical review 
was beneficial. 

Table 13. Whether post-Data Capture Audit Resolution mail and enumerator 
returns now meet the criteria to pass the edit 

Pass 

Total Number Percent 

Mail returns 1,644,605 562,201 34.18 

Count Check 618,261 200,043 32.36 

Status Review 1,026,344 362,158 35.29 

Enumerator returns 264,294 169,073 63.97 

Count Check 264,294 169,073 63.97 
Data source: Decennial Response File 

5. CONCLUSIONS 

•	 The DCS 2000 successfully captured the response data that was input to the determination of 
household size. It successfully captured numeric responses and accurately identified the 
presence of responses in check boxes. 

•	 Of the 126,866,759 returns that were sent to DCAR, 124,194,637 returns, or 97.89 percent, 
passed the edit. Of the 2,672,122 failed edits, the Count Check process included 
882,555 returns, or 33.03 percent, and the Status Review process included 1,789,567 returns, 
or 66.97 percent. 

• The rate of edit failures varied only slightly across Data Capture Center within form type. 
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•	 The rate at which mail returns passed the DCAR edit varied greatly by household size. 
Vacant mail returns passed the DCAR edit at rate only about 8 out of 100. It is possible that 
many of the vacant mail returns represent occupied housing units. About 98 percent of mail 
returns with a household size between 1 and 9 passed the DCAR edit but only about 61 
percent of the mail returns with a household size of 10 or more passed the edit. This may be 
due in part to the limit of 12 names that could be reported on a mail return. 

The rate at which enumerator returns passed the DCAR edit varied only slightly by 
household size. The rate decreased slightly as household size increased. It is curious that the 
rate for households with 10 or more persons is so much larger for enumerator returns 
compared to mail returns, 96 percent versus 61 percent. 

•	 As the check-in date of the return became further removed from Census Day, the percent sent 
to Count Check and Status Review increased for mail returns faster than for enumerator 
returns, indicating more consistent quality for enumerator returns over time. 

•	 The status of pre-audit duplicates among person panels and among roster entries on mail 
returns were compared to their post-Status Review status. There were 52,406 pre-audit 
duplicate person panels and 41,562 pre-audit duplicate roster entries. Only 507, or 
0.97 percent of the person panels were determined to not be a duplicate and only 1,233, or 
2.97 percent of the roster entries were determined to not be a duplicate by the Status Review 
process. The lower rate of change for person panels may indicate that without associated 
demographic characteristics, which roster entries lack, it is more difficult accurately to 
identify duplicates. 

• The Status Review changed only a small percentage of pre-audit statues. 

−	 The Status Review process changed about 12 percent of the statuses for person panels 
with a pre-audit status of valid. The Status Review process changed about 13 percent 
of the statuses for person panels with a pre-audit status of invalid. 

−	 The Status Review process changed about 29 percent of the statuses for short form 
mail return roster entries with a pre-audit status of valid. The Status Review process 
changed less than 0.5 percent of the statuses for short form mail return roster entries 
with a pre-audit status of invalid. 

−	 The Status Review process changed about 10 percent of the statuses for long form 
mail return roster entries with a pre-audit status of valid. The Status Review process 
changed about 4 percent of the statuses for long form mail return roster entries with a 
pre-audit status of invalid. 
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•	 When the DCAR edit is applied to the post-DCAR data (i.e. the data after Status Review 
and Count Check edits), about one-third of the mail returns that originally failed the 
DCAR edit, meet the criteria to pass the DCAR edit. This is about 35 percent of those 
included in the Status Review process and about 32 percent of those included in the 
Count Check process. When the DCAR edit is applied to the post-DCAR data about 
63.97 percent of the enumerator returns that originally included in the Count Check 
process, meet the criteria to pass the DCAR edit. 

The Count Check process only made changes only to the respondent filled or enumerator 
filled population counts. These results imply that the DCS2000 had much more success 
interpreting the numeric characters written by mail respondents than those written by 
Census enumerator 

6. RECOMMENDATION 

A process similar to the DCAR should be incorporated into the 2010 Census. DCAR 
corrected the data on a large number of cases that would have been included in the Coverage 
Edit Followup (CEFU) without the corrections made by the DCAR process. Without the 
DCAR process, CEFU in the Census 2000 would have included as many as 
369,000 additional cases. 
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EXECUTIVE  SUMMARY

The purpose of evaluation K.1.B is to see how well the reading of census forms can be
delegated to automated data capture and imaging technology.  We examine the performance of
the technology during Census 2000.

The raw data for this evaluation consist of a sample of 768,000 short forms and 768,000 long
forms distributed among these types:

• Mailout/Mailback short and long form,

• Enumerator short and long form, and

• Update/leave short and long form. 

The enumerator and update/leave forms include Puerto Rico and continental U.S. versions.  The
mailout/mailback forms include both English and Spanish versions.  We used the following
methods to collect and analyze the data.  The collection method involved the following:

• run the sample of forms through the Census 2000 data capture system,

• key the entire sample after Census 2000 using Key From Image,

• match the Key From Image content with that captured by the automated technology in
Census 2000,

• evaluate the content and determine the most likely intent of the respondent,

• determine whether the automated technology, Key From Image, or both correctly
captured the content from the paper, 

• determine whether the automated technology, Key From Image, or both captured the
intended response, and

• create a file of the fields where the methods disagree on content. 

The data went through a two stage filtering process.  The Key From Image operators entered
what they thought was on the scanned image.  Then an independent group of analysts looked at
the content from KFI and from the automated technology and compared them against what they
judged to be the most likely intent of the respondent.   They determined intent based on a set of
rules they had been trained on.
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Throughout this evaluation we present results and comments based on the analysis of data
capture errors. The automated technology is prone to any one of the following errors:

• failure to read a field on the form,

• picking up content that is not really there, as in trying to interpret a stray mark,

• incorrectly capturing the content on the paper, and 

• correctly capturing what the respondent wrote but this is not what the respondent
intended..

KFI is also subject to the same errors. 

There is more than one way to miss a respondent’s intention:

• in the case of check-box responses, the automated technology or KFI might
report a box other than the one chosen by the respondent, and

• in the case of write-in responses, the automated technology or KFI might
miss characters or add characters not provided by the respondent.

Picking up the wrong check-box is a hard match error.  We determine hard match errors by
placing the content read by the automated technology or by KFI against what the clerical
evaluators judged was the true response.  We compare the two check-box by check-box to see if
they are identical.  The check-box contents must be identical to be considered a match.

Missing characters or dropping or adding characters can lead to soft match errors.  We
determine soft match errors by comparing the write-in content read by the automated
technology or by KFI against what the clerical evaluators judged was the true response.  The
comparison is also character by character.  The write-in contents do not have to be identical to
be considered a match.  The divergence between the contents is scored using a soft match
algorithm.  A soft match error occurs when the divergence score exceeds a threshold. 

The method for analysis was to take the judgements of the people assessing the intent of the
respondent and then to

• classify the fields on the forms into thirteen separate categories,

• classify fields as to whether the automated technology or Key From Image captured the
intent correctly,

• to tabulate the frequency at which the intent was not correctly captured, and

• to break out for the incorrect cases the reasons why.
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• classify a check-box field as to whether it is a hard match error, 

• classify a write-in field as to whether it is a soft match error,

• calculate the overall hard match and soft match error rates by form and field,

• test for statistically significant relationships between error rates and factors such as form
and field category,

• identify error rates for specific fields that are high enough to be considered outliers, and

• show whether the overall error rate for a specific group of fields is high enough to be
considered an outlier. 

When evaluating the performance of the automated data capture and imaging technology in
Census 2000, we ideally wish to answer two basic questions:

• does it accurately record the contents of a field, and
• does it accurately record what the respondent (directly or through an enumerator)

meant?

Content can differ from intent.  This can happen for reasons such as stray marks being read as
characters or if the respondent writes poorly.  The standard for Key From Paper is to capture
content with no more than a 2 percent error rate.  Our answer to the first question is as follows.

• The performance of the automated technology depends on whether its character
recognition algorithm determines the content is clear enough to process.

• If the automated technology determines the content of a write-in field is clear, it 
processes it with a typical error rate of  1.0 percent to 1.1 percent.

• If the automated technology determines the content of a check-box field is clear, it
processes it with a typical error rate of 1.2 percent to 1.5 percent.

• If the automated technology rejects content as unclear, the typical error rate after
remedial keying by human operators is 4.8 percent to 5.3 percent.

We can summarize our answer through these confidence intervals for the median nonblank error
rate, averaged over all fields.  They are constructed to support multiple pairwise comparisons
with 90 percent confidence.

Optical Character Recognition 1.007 percent to 1.128 percent confidence interval
mode of data capture for the soft match error rate
(technology thinks content is good
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and processes it as a write-in field)
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Optical Mark Recognition 1.185 percent to 1.495 percent  confidence interval
mode of data capture for hard match error rate
(technology thinks content is good          
and processes it as a check-box field)

Key From Image 4.781 percent  to 5.319 percent confidence interval 
mode of data capture for theerror rate for check-box and write-in fields
(technology thinks content is not              combined.
good and sends it to keying)

The intervals do not overlap.  We conclude with 90 percent confidence the modes are all
significantly different from one another.  The Key From Image mode tends to deal with content
particularly hard for human or machine to interpret.  Its error rate is not necessarily a poor
reflection on the automated technology.

The error rates reflect effects of multiple sources such as the following: 

• the hardware design of the automated technology
• the design of the software used by the automated technology
• the complexity of the editing rules used in this evaluation’s keying operation
• general typing errors in this evaluation’s keying operation
• collection of our data before all in process Census 2000 QA checks were complete
• color choices for some fields that made it harder for the automated technology to work.

Unfortunately, the design of our data collection did not allow us to determine the contribution of
these various causes to the overall error rates.  The error rates shown in K.1.B should be
considered conservative upper limits for the true rates attributable solely to the hardware and
software configuration of the automated technology.
  
The error rates for OCR and OMR are significantly below the target for KFP by a considerable
margin.  Although good news, this performance is after the automated technology recognizes and
accepts content.  Not all content is accepted.  In the case of the write-in fields in our data, only
24,857,562 of  31,523,300 were accepted.  The rest were sent to KFI.  The percent accepted was
78.9. Although the automated technology brought increased speed and efficiency to Census 2000
processing, considerable human resources were still required to handle the many millions of
write-in fields that posed a problem for it. 

We now turn to the questions in the study plan for this evaluation.

• Is there a statistically significant difference in data quality by field, form, Census 2000
regional census center, data capture center or  race categories?

• Is there a statistically significant difference in data quality between Optical Mark
Recognition, Optical Character Recognition, and Manual Inspecting and Keying?
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• Does Key From Image affect our ability to capture intent at the risk of a
higher soft match error rate?

• Are some fields sent unnecessarily to Key from Image more often than
others?

• Across modes of data capture, what are the reasons for not capturing the intended
response?

Here are our answers.  At several points in the following, we refer to “fields filled out for
multiple persons on a form.”  These are fields like name, age, and sex which appear more than
once on a decennial census form.  They are repeated so information can be recorded for every
member of a household.  For other fields, we use the phrase “fields filled out for only one person
on a form.” 

The statements about statistical significance frequently refer to form type and field category. 
Form type means one of the long or short forms included in our sample of raw data.  Field
category means one of thirteen categories into which the fields on the various forms were
classified for analysis purposes.  The specific form types in our raw data consisted of

• Short Form, Mailout/Mailback (d1),

• Short Form, Enumerator (d1e),

• Short Form, Enumerator, Puerto Rico (d1er),

• Short Form, Mailout/Mailback, Spanish (d1s),

• Short Form, Update/Leave (d1u),

• Short Form, Update/Leave, Puerto Rico (d1ur),

• Long Form, Mailout/Mailback (d2),

• Long Form, Enumerator (d2e),

• Long Form, Enumerator, Puerto (d2er),

• Long Form, Mailout/Mailback, Spanish (d2s),

• Long Form, Update/Leave (d2u), and

• Long Form, Update/Leave, Puerto Rico (d2ur).
The thirteen categories used to classify the fields for analysis were



xx

• Coverage (Household coverage questions on enumerator form),

• Form Management (Contact data, persons added or canceled on enumerator form),

• POP–Demographic (Age, marital status, ancestry, and similar demographic data),

• POP–Disability (Existence and extent of personal disability of household members),

• POP–Education (Educational attainment of household members),

• POP–Ethnic (Ethnic data of household members, including Hispanic origin),

• POP–Income (Income characteristics of household members),

• POP–Military (Military service characteristics of household members),

• POP–Name (First, middle, and last names of household members),

• POP–Occupation (Occupational characteristics of household members),

• POP–Race (Racial data of household members), 

• Residential Profile (Features, expenses, age and similar data of residential structure), and

• Special Housing (Special Place, Usual Home Elsewhere, and related designations).

Is there a statistically significant difference in the percentage of erroneously captured fields
by form?

• Respondent-returned forms have statistically significantly higher nonblank hard
or soft match error rates for ethnic,  name, and race fields compared to
enumerator-returned forms.

• Although enumerator-returned forms have lower soft match error rates for
name related fields compared to respondent-returned forms, the rates for
name related fields are higher compared to rates for other fields on forms
returned by enumerators.
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Is there a statistically significant difference in the percentage of erroneously captured fields
by field?

• For fields filled out for only one person on a form, the hard or soft match error
rate is significantly affected depending on the specific field being considered; 
form type or field category do not have a significant influence.

• For fields filled out for multiple persons on a form, the soft match error rate is
significantly affected by form type and field category.

Is there a statistically significant difference in the percentage of erroneously captured fields
by Census 2000 regional census center?

• Census 2000 regional census center is a significant influence on the hard or soft
match error rate.

• The soft match error rate for name related fields in Census 2000 regional census
centers  22, 23, 27, 29 and 32, centers covering areas of traditional immigrant
concentration in Florida, Los Angles, and New York City is significantly
higher compared to other regional census centers.

Is there a statistically significant difference in the percentage of erroneously captured fields
by data capture center?

• For fields that are filled out for only one person on a form, the largest significant
factor affecting the nonblank error rate is form.  There is a significant
secondary contribution from field category.  The structure of the data set did
not allow us to test field for significance.

• For fields that are filled out for multiple persons on a form, the largest
significant factor affecting the nonblank error rate is field category.  There is a
significant secondary contribution from form.  The structure of the data set did
not allow us to test field and person number for significance.

• Although not outliers in all four data capture centers, the categories Form
Management and POP–Name have the highest nonblank error rates in all.  
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Is there a statistically significant difference in the percentage of erroneously captured fields
by race?

• The race response has a statistically significant effect on the nonblank error
rate.  Within our limited data set for race, we are not able to find individual
error

 rates that are outliers.  The effect of race may be part of other significant
factors time did not permit us to include in our models.  It would be helpful
to include other factors with race in a future evaluation.

Is there a statistically significant difference in the percentage of erroneously captured fields
between Optical Character Recognition, Optical Mark Recognition, and Key From
Image, the modes of data capture?

• For fields filled out for only one person on a form, the error rate is not
significantly affected by data capture mode.

• For fields filled out for multiple persons on a form, the specific field being
considered and the data capture mode interact to significantly affect the
error rate.

• As can be seen in the confidence intervals stated above, for all fields, Optical
Character Recognition has the lowest error rate, followed by Optical Mark
Recognition, and then Key From Image.  All three rates are statistically
different.

Does Key From Image improve our ability to capture intent at the risk of a
higher soft match error rate?

• When content is sent to Key From Image, we do not capture
respondent intent better at the expense of a higher soft match error rate.

• For fields filled out for only one person on a form, there is not a statistically
significant relationship between the impact of Key From Image and the soft
match error rate.

• For fields filled out for multiple persons on a form, there is a significant
relationship between Key From Image impact and the soft match error rate,
but it changes depending on what specific field is being considered.

Are some fields sent unnecessarily to Key From Image more often than others?

• Compared to other fields, name related fields are more likely to go to Key From
Image unnecessarily, particularly for the middle initials of higher numbered
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persons in the household.
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• For fields filled out for only one person on a form, the redundancy rate is
significantly affected depending on the specific field category being
considered.

• For fields filled out for multiple persons on a form, the redundancy rate is
significantly affected depending on the specific form and field category being
considered.

Across modes of data capture, what are the reasons for not capturing the intended response? 

• The most frequent ways we fail to capture the intended response are

Extra check-box--the output from the automated technology output shows
more check-boxes marked than are on the scanned image,

Missing characters, the output from the automated technology has fewer
characters than the scanned image, and 

 Wrong character, the output from the automated technology and the
scanned

image have the same number of characters, but output from the
technology disagrees with the image in one or more characters.

• The most common reasons our clerical evaluators found for these problems are

Poor handwriting--the respondent’s handwriting makes one letter look like
another, but one can tell what the respondent meant,

No reason found--the response is written clearly and there is nothing to
suggest why it was not captured correctly, and

Rules not followed, the  rules used during the KFI after Census 2000
processing in an attempt to edit the content on the fly were not followed.  

The preceding results support strategic and tactical comments about the future of automated data
capture and imaging technology in the decennial census.  At the strategic level, the future role of
the automated technology reduces to two possibilities.

• The automated technology has a supporting role in decennial census processing.  It is
used to rapidly complete the clear and easy responses.  Traditional methods claim the
majority of resources for especially difficult responses.

• The automated technology has a dominant role in decennial census processing.  Census
forms are dramatically streamlined and redesigned to eliminate the long form’s vast
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sea of handwritten responses requiring interpretation.
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Which role it will have depends on whether we retain the long form.  As long as we gather huge
numbers of write-in responses in the decennial census, a supporting role is far more likely.  At
the tactical level, several possible research questions exist for tests leading up to the 2006
Census test.

• Should the Census Bureau expand efforts to make certain groups of fields
easier for respondents to understand and fill out?

• Do the outlier error rates for the long form Puerto Rico update leave form 
suggest challenges to the automated technology that require increased attention?

• Do the outlier error rates for name related fields on the 

English language enumerator short form,
Spanish language mailout/mailback short form,
English language enumerator long form, and
English language update leave long form for Puerto Rico

suggest challenges to the automated technology that require increased attention?

• Is the disproportionately higher number of outlier error rates on the English language
mailout/mailback long form an issue?

• Is it necessary to explain why the nonblank error rate for name related fields occupies
one

of the top two positions in all four data capture centers? 

• Is the especially high nonblank error rate for name related fields in Census 2000 regional
census center of traditional immigrant concentration something that requires more
investigation?

• Should certain fields sent automatically to KFI be allowed to go through the
automated technology for processing?

• If the present long form data collection process is retained for the 2010 census in
is it worthwhile to improve the quality performance of the automated technology?
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1.  BACKGROUND

In the discharge of its Constitutional and statutory obligations, the Census Bureau takes the
paper responses from the decennial census and converts them to electronic files that are stored
on computers.  In this way, the files are readily edited, tabulated, and analyzed.  One medium for
converting responses to stored electronic files is Key From Paper (KFP). In KFP, keying is done
directly from the census form.

Because the Census Bureau employs a wide array of forms to enumerate the population, the
success of KFP or any other medium depends on complex procedures and tight controls.  While
these procedures and controls operate on many levels of detail, at the most basic level there are
two essential challenges.

The responses to a form can be indicated by checking a box or by writing an answer in the
spaces provided for this purpose.  The first challenge consists of distinguishing the check-box
and write-in responses and accurately transcribing the contents of each.

All the varieties of forms reduce to two basic types: short and long.  Most households receive the
short form.  It asks for information on household size and on the gender, race, and Hispanic
origin characteristics of the members.  The long form asks for this and for additional information
on income, education, occupation, and other characteristics.  Separate processes are needed to
handle each type of form.  The second challenge consists of matching the type of form to the
right process.

Automated data capture and imaging technology has tremendous potential to increase accuracy,
efficiency, and speed beyond the capabilities of the traditional media. This technology was part
of the 1995 Census Test.  It worked well enough to be part of the Census 2000 Dress Rehearsal.
Its performance in the Census 2000 Dress Rehearsal was covered in, H3: Quality of the Data
Capture System, an evaluation issued in July 1999.   That evaluation reported the overall
percentage of erroneously captured check-box fields was 0.81 percent.  The corresponding
percentage for write-in fields was 3.01 percent.  Several recommendations for the next
application of the technology were accepted:

• modify the definition of an error for write-in text responses to include
only significant deviation from what is present on the form, as long as it does not impact
the usage of the data,

 
• include more content edits as a way of improving the data capture quality,

• add a check-out function to ensure that data are captured for all scanned forms, 

• and use the Data Capture Audit and Resolution process during Census 2000.
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The contractor developing this technology for the Census Bureau continued to refine it after the
Census 2000 Dress Rehearsal.  The evaluation issued in 1999 anticipated a need to once again
evaluate its use in light of these refinements.  With the conclusion of Census 2000, we now have
the data to carry this evaluation to the next stage of currency and depth.

Evaluation K1.B, Evaluation of the Quality of the Data Capture System and the Impact of the
Data Capture Mode on the Data Quality, presents the next detailed stage in our understanding of
what automated data capture and imaging technology means for data quality in the decennial
census.   The study plan for this evaluation was issued in December 2000 and encompasses these
questions.

• Is there a statistically significant difference in the percentage of erroneously captured
fields by field, form, Census 2000 regional census center, data capture center, or  race
categories?

• Is there a statistically significant difference in the percentage of erroneously captured
fields between optical mark recognition, or OMR mode, optical character recognition,
or OCR mode, and fields resolved by manual inspecting and keying, or KFI mode?

• Does KFI improve our ability to capture intent at the risk of a higher soft match error
rate?

• Are some fields sent unnecessarily to KFI more often than others?

• Across modes of data capture, what are the reasons for not capturing the intended
 response?

The methods used to answer these questions, with the subsequent results and conclusions, appear
in subsequent sections.   For definitions of common or special terms in this section, see the
glossary in Appendix M.
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2.  METHODS

2.1  Collecting the Raw Data to Measure the Quality of Data Capture 

The method for collecting the raw data worked as follows:

• determine the forms to be included,

• determine the number of each form to sample,

• collect the required types and numbers of forms after Census 2000 processing,

• and have keying personnel at Jeffersonville, IN,  record the form content by KFI.

Following this work, clerical evaluators at Jeffersonville, IN, 

• matched the KFI content with that captured by the automated technology in Census 2000,

• studied the content and judged what was the most likely intent of the respondent using
the

 rules they were trained on,

• determined whether KFI or the automated technology correctly captured the content on
the paper, and

• determined whether the KFI content or the content captured by the automated technology
was the intended response, and

• if the content captured by the automated technology was determined to be in error, they
made a determination as to the reason for the incorrect value.

The final phase required the coordinated effort of an outside contractor and personnel from the
Decennial Systems and Contracts Management Office (DSCMO) to create a file of the fields
where the clerical evaluators determined the automated technology and KFI disagree on the
content.

The raw data for this evaluation consist of 768,000 short forms and 768,000 long forms
distributed among these types:

• Mailout/Mailback short and long form,

• Enumerator short and long form, and

• Update/leave short and long form.
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The enumerator and update/leave forms include Puerto Rico and continental U.S. versions.  The
mailout/mailback forms include both English and Spanish versions.  Four forms included for
sampling were later dropped.  It turned out either they did not go to automated capture or they
were of too low a volume to justify the effort needed to match them.  A list of the forms
ultimately included in the sample can be found in Appendix A.  The KFI and matching
operations were concluded by the end of 2001.  The finished files were delivered for analysis in
the first quarter of 2002. 

2.2  The Varieties of Data Capture Errors

Throughout this evaluation we present results and comments based on the analysis of data
capture errors.  At first thought, “What is a data capture error?”, is a simple question.  Depending
on the context, several possible answers exist.

In the later sections of this evaluation, we will identify in context exactly what we mean by a
data capture error.  For purposes of general understanding, we summarize the various
possibilities.

The automated technology is prone to any one of the following errors:

• failure to read a field on the form,

• picking up content that is not really there, as in trying to interpret a stray mark,

• incorrectly capturing the content on the paper, and 

• correctly capturing what the respondent wrote but this is not what the respondent
intended..

KFI is also subject to the same errors. 

There is more than one way to miss a respondent’s intention:

• in the case of check-box responses, the automated technology or KFI might
report a box other than the one chosen by the respondent, and

• in the case of write-in responses, the automated technology or KFI might
miss characters or add characters not provided by the respondent.

Picking up the wrong check-box is a hard match error.  We determine hard match errors by
placing the content read by the automated technology or by KFI against what the clerical
evaluators judged was the true response.  These are the evaluators mentioned in section 2.1. We
compare the two check-box by check-box to see if they are identical.  The check-box contents
must be identical to be considered a match.
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Missing characters or dropping or adding characters can lead to soft match errors.  We determine
soft match errors by comparing the write-in content read by the automated technology or by KFI
against what the clerical evaluators judged was the true response.  The comparison is also
character by character.  The write-in contents do not have to be identical to be considered a
match.  The divergence between the contents is scored using a soft match algorithm.  A soft
match error occurs when the divergence score exceeds a threshold.   Pseudocode for the soft
match algorithm appears in Appendix G.

This evaluation is mainly, but not exclusively, focused on hard match and soft match errors.

2.3  General Comments About Data Editing Methods

Before generating the results and recommendations of this evaluation, we first edited the raw
data.  We did this to unduplicate the data and to separate them into logical portions for analysis.   

The raw data consist of two groups of files.  One group has a separate file for each of the twelve
Census 2000 regional census centers.  These twelve files hold all the contents originally read by
the automated data capture and imaging technology.  There are a total of 69,701,287 records in
the twelve files, each record corresponding to a field on a Census 2000 form.  

The second group is a stand alone file that holds all the data from the first set where the
automated technology and KFI disagree on the contents of a field.  There are 1,725,518 records,
each record also corresponding to a Census 2000 field on an individual form.  

We were prepared to use the combination of form, field, and Census ID number in a data record
as a unique key.  However, examination of the raw data showed records where combinations of
these variables were repeated among records.  Two possible ways duplicates can enter the raw
data are

• for the same form to be run through the automated technology more than once by
mistake, and

• for two or more Census 2000 enumerators to return forms for the same Census ID that are
inadvertently processed as if they were distinct households.

Unfortunately, the limits of time did not allow us to verify whether these two possibilities or
some others were the actual reasons for the duplicates.

Our policy for handling duplicate records was to retain the one with the most completed fields. 
If two or more duplicate records had the same number of completed fields, we randomly selected
one to retain.  The file consisting of 1,725,518 disagreements between the automated technology
and KFI reduced to 1,715,967 after unduplication.
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After unduplication, we initially broke the file further into one set of 1,049,256 records we were
able to match successfully against the twelve regional census center files mentioned above.  The
residual set of 666,711 records are those we were not able to match.  Near the end of writing the
initial draft of this evaluation, we discovered the reason why they did not match.  The details can
be found in section 3, the limits section.  For the final draft, we are able to analyze the file of
disagreements between methods as a single data set using all 1,715,967 unduplicated records.

We next summarize how we analyzed the data, leaving more detailed descriptions to the results
section of this evaluation.   The highlights of the results can be found in section 4.1.  For
definitions of common or special terms in this section, see the glossary in Appendix M.

2.4  General Comments About the Data Analysis Methods

The general strategy for analysis is to take what is judged to be a respondent’s intent and then to

• classify the fields on the forms into thirteen separate categories,

• classify the fields as to whether the automated technology or KFI captured the intent
correctly,

• to tabulate the frequency at which the intent was not correctly captured,

• to break out for the incorrect cases the reasons why,

• classify a check-box field as to whether it is a hard match error, 

• classify a write-in field as to whether it is a soft match error,

• calculate the overall hard match and soft match error rates by form and field,

• test for statistically significant relationships among error rates and factors such as form
and field category,

• identify error rates for specific fields that are high enough to be considered outliers, and

• show whether the overall error rate for a specific group of fields is high enough to be
considered an outlier.

2.5  Applying the Quality Assurance Procedures

We applied quality assurance throughout the creation of this report.   They encompassed how we
determined evaluation methods, created specifications for project procedures and software,
designed and reviewed computer systems, developed clerical and computer procedures, analyzed
data and prepared this report. 
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3.  LIMITS

3.1  Raw Data are Not a Random Representative Sample of the U.S. Population

Some Census 2000 personnel have used the raw data from this evaluation for their own special
queries.  We are aware of analysis to understand trends in responses to some of the  personal
disability questions on the long form.  We are also aware of analysis to understand patterns in the
Hispanic origin write-ins.  After this evaluation, we will issue an evaluation examining
exclusively the industry and occupation fields.

All users of the data in this evaluation should not treat them as if they are a random,
representative sample of the U.S. population.  Although we strove to include the more frequently
occurring forms, a representative sample of the population was not a goal of the data collection
plan.

3.2  Failure to Obtain All Data Originally Planned

The road from form collection to data capture to KFI  to matching and to assessment for
respondent intent had some bumps.  Setting up the network server to support KFI took two and
one-half weeks longer than expected.  Loading the form data to the server was planned for
March 2001 but was not completed until July 2001. Some of the CD-ROMs holding the form
data for KFI became corrupted.  As a result, approximately 10 percent of the data had to go to
KFI a second time.

The computer program to perform the matching took three weeks longer than expected to
complete and test.  We relied on internal Census Bureau resources for matching.  Obtaining all
the data required adhering to a tight schedule before these resources were needed for urgent
Census 2000 processing activities.  We discovered a separate matching program was needed for
each of the twelve forms.  This introduced more delays which made adhering to the schedule
impractical.

Also, for various reasons, we were unable to provide in one installment all the form data that
needed matching.  Some of the long form data arrived after the matching for these forms had
started.  Additional time was needed after this happened to figure out how to align the new data
with what had already been matched.  

The net result was we lost the chance to match the 10 percent of the data that went through KFI
twice.  The experience pointed to the desirability of placing a project of this scope and
complexity under the responsibility of a single contractor.   We paid a price by attempting to
accomplish ourselves certain things we were not in the best position to perform.

How does the failure to match 10 percent of the data affects this evaluation?  We believe results
are not significantly affected.  We conclude this for two reasons.  First, the problems we 
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 encountered occurred after processing by the automated technology.  It does not change how it
captures data depending on how well we perform KFI or matching afterwards.

Second, our understanding of how CD-ROMs are corrupted makes it more likely than not the
unmatched data were randomly distributed between forms, Census 2000 regional census centers,
and all other relevant factors conducive to distortion by clustering.  Unfortunately, time
constraints have prevented us from reviewing our documents in a manner to establish this
position beyond a reasonable doubt.

In sum, we have an extra, unanticipated reason for treating the results of this evaluation as
provisional.  However, they still hold some meaning and value for understanding the
implications of the automated technology for data quality.

3.3 Resolution of 666,711 Records Not Matched to the Twelve Regional Census
Center Files

In mid-2002, we worked with our contractor to find out why we did not match 666,711 records. 
We discovered our February 2002 request to the contractor to exclude from the twelve regional
census center files the records existing in the file of disagreements between methods.  That was
why they could not be matched.  In February 2002, we hoped to combine all the files during
analysis.  Excluding the records prevents duplicated data from contaminating the analysis.

We found computer memory limits made combining files impossible.  Solving this problem and
working out the analysis of the data took four months.   By then we had forgotten our February
2002 request.  We should not have been able to match any records, but for reasons still unknown,
we were able to match some.  This proved harder to explain than matching none.  With what we
know now, the 666,711 records can be included as valid cases.  We do so in this final draft.        

3.4  Subjectivity in Interpreting the Most Likely Intent of the Respondent

The data for this evaluation are the product of a two stage filtering process.  The KFI operators
entered what they thought was on the scanned image.  Then an independent group of analysts
looked at the content from both methods and compared them against what they judged to be the
most likely intent of the respondent.

We do not have an absolute standard of correct content to measure against.  When responses are
written outside of boxes, crossed out on a page, squeezed so that more than one letter appears in
a single write-in box, and so on, then judging intent is difficult and the possibility for subjective
error is the greatest.  Also, judging the intent of the respondent is a subjective activity in and of
itself.  Fortunately, we believe there are enough correctly judged cases to support a good
approximate understanding of how the data quality of the automated technology compares to that
of the benchmark method, KFI.  We now turn to building that understanding.  For definitions of
common or special terms in this section, see the glossary in Appendix M.
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3.5 Data Reflect Multiple Sources of Error Beyond Those Attributable to System Design

From section 3.4 it is clear the data on which evaluation K.1.B are based are not pure in the
sense of reflecting errors that arise solely from the hardware and software design of the
automated data capture and imaging technology.  As with many complex projects, several
compromises were made in the course of implementing the technology that affected the nature of
the data available from our data collection process.  The compromises induced additional
limitations that are worthy of separate mention.  We summarize these here and strongly
encourage readers to keep them in mind when perusing this report.

When the keyers reproduced the contents of our QA sample after Census 2000 processing, they
were asked to key and edit at the same time.  The rules for the keyers required them to edit the
content if any one of a large number of special circumstances arose.  One example of an editing
rule is one that said to key in a string of 8's if certain fields were blank.  Other rules required
keyers to adjust the formatting of certain numeric values supplied by respondents.  These cases
were counted as errors if our analysts concluded the resulting content did not properly capture
the respondent’s intent.

It proved difficult in many cases for the keyers to keep the built up habit of exact reproduction
from clashing with the editing rules.  In the course of implementing data capture, the editing rule
set was modified in an attempt to lessen this problem.  The data for evaluation K.1.B were
collected after this modified rule set was put in place.  Even after modification ample
opportunity for confusion remained.  Obviously, errors caused by the keyers’ confusion with this
rule set are not the fault of how the technology was designed.  In this evaluation what we are
counting as an error is whether our analysts thought what was captured during the census
differed from the respondent’s intent.  It is possible, therefore, that a census keyer’s product was
correct under the requirements of the automated technology but incorrect in this evaluation. 

The processes for Census 2000 forms included several in-stream quality checks to maximize the
probability of correctly recording the responses.  We could have collected our data at any point
in Census 2000 processing.  The point we thought was the most practical choice turned out to be
where some but not all of these quality checks were completed.  It is likely some of the errors in
our data would have been removed if they had gone through the entire battery of checks.  To the
extent this happened, we are left with a certain number of errors that should not be charged to the
design and implementation of the automated technology.

The outline color for check-box fields on the Census 2000 forms was black.  While intended to
make the forms more readable to the human eye, it made it harder for the automated technology
to detect the degree of contrast necessary to trigger recognition of a character.  Characters lost or
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garbled as a result of inadequate contrast therefore are a function of form design rather than the
design of the automated technology.  Besides the issue with the black background color, other
aspects of form design made it harder for the automated technology to perform optimally. 

Unfortunately, we are not able to separate these various effects from our data.  As a result, we
probably have a picture of the automated technology’s performance that while useful is
somewhat harsher than what a purer data set would reveal.  The error rates shown in K.1.B
should be considered conservative upper limits for the true rates attributable solely to the
hardware and software configuration of the automated. 
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4.  RESULTS

4.1  Contents of This Section (Highlights of Results)

In this section, we place the highlights of the results.  We believe readers will more easily
understand the logic underlying our suggestions for possible future research if they can find the
highlights of the results in one place.  This section should also serve those readers needing only a
summary view of the results.

At several points in this section, we refer to “fields filled out for multiple persons on a form.” 
These are fields like name, age, and sex which appear more than once on a decennial census
form.  They are repeated so information can be recorded for every member of a household.  For
all other fields, we use the phrase “fields filled out for only one person on a form.”

We have framed the highlights as answers to questions readers may have about the quality of 
automated data capture and imaging technology.   The questions form the section titles.  For
definitions of common or special terms in this section, see the glossary in Appendix M.

4.1.1  How do the soft and hard match error rates compare for the modes of capture?

We begin by describing how we determine hard and soft match errors. We compare the Census
2000 context value against the evaluation truth value.  The context value is the characters
returned by the automated technology after special editing.  The editing removes extra characters
inserted by the automated technology that are needed to execute its program.  The evaluation
truth value is the content that was judged to be the most likely intent of the respondent. This
judgement was performed by the clerical evaluators in Jeffersonville, IN, mentioned in section
2.1.

For check-box fields, we compare the context value to the evaluation truth value check-box by
check-box.  If the sequence of marked and unmarked check-boxes fails to match exactly, the
context value is a hard match error.  We do not compare check-box fields that are trailing blanks.

For write-in fields, we take all the characters in the context value and the evaluation truth value
and count how many times each appears.  Then we pass this information to the soft match
algorithm to score the degree to which context and truth diverge.  If the returned score exceeds a
threshold, the context value is soft match error case.  The algorithm does not count trailing
blanks in the scoring. 

To compare hard and soft match error rates by mode of data capture, we display Table One. 
Table One contains approximate 96.5 percent confidence intervals for the median nonblank error
rates.  These are combined rates for hard and soft match errors, averaged across all forms and
fields, and broken out by capture mode.  The reason for 96.5 percent confidence intervals is in
Appendix E.  This way we have 90 percent confidence about how the modes compare. 
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If the confidence intervals for a pair of modes overlap, we conclude the median error rates are
not significantly different.  None of the confidence intervals overlaps with the other two.  We
conclude the error rates by mode are all significantly different from each other.  OCR is the
lowest.  KFI is the highest.  Since KFI occurred for fields the automated technology considered
too hard to read, we are not surprised to see it associated with a significantly higher rate for hard
and soft match errors. 

Table 1.  Approximate 96.5 Percent Confidence Intervals for Median Nonblank Error
Rates By Data Capture Mode, Consolidating Hard and Soft Match Errors Across All           
 Fields and Forms

Data Capture Mode Lower Confidence Interval Bound Upper Confidence Interval Bound

KFI 4.781% 5.319%

OCR 1.007% 1.128%

OMR 1.185% 1.495%

4.1.2  How do the above error rates compare to the Census 2000 Dress Rehearsal?

Our source for the Census 2000 Dress Rehearsal error rates is evaluation H3: Quality of the Data
Capture System, issued in July 1999.   It reported the overall error rate for check-box fields was
0.81 percent, with a standard error of 0.04 percent.  The overall error rate for write-in fields was
3.01 percent, with a standard error of 0.05 percent. 

Unfortunately, our error rates are not directly comparable to the Census 2000 Dress Rehearsal
for four reasons:

• the raw data were restricted to forms mailed back by respondents,
• the raw data were restricted to short forms, 
• the raw data were not broken out by mode of data capture, and
• the automated technology was still being designed before and immediately after the

Census 2000 dress rehearsal.
 

We can compute error rates restricting ourselves to the same forms as were used in evaluation
H3.  Even after this, to achieve a nearly direct comparison, we must blend the KFI error rate with
the OCR and OMR error rates to duplicate evaluation H3's failure to break out by data capture
mode.  We do not believe this exercise is worth the effort involved.  Evaluation H3 does say the
Census Bureau’s maximum threshold for errors under the traditional data capture methods is 2.0
percent.  The performance of the automated technology in Census 2000, as reflected in the OCR
and OMR error rates, is significantly better than 2.0 percent by a considerable margin.   We
consider this insight the most valuable of any we can draw from comparisons to evaluation H3.

Although the error rates are not directly comparable, the spread between the OMR and OCR
rates in H3 and the corresponding rates in K.1.B is large enough to deserve some comment.  In
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fact, in
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K.1.B, the overall OCR error rate is lower than the overall OMR error rate, the exact opposite of
the results in K.1.B.  An answer is suggested by studying the different ways we can misinterpret
respondent intent.  A full discussion of misinterpretation and misinterpretation rates is in section
4.11.  For purposes of discussion here, we note the misinterpretation rate correlates with the hard
or soft match error rate.  The behavior of the former sheds light on the latter.

The OMR misinterpretation data show 90% of the cases are for “extra check boxes.” This type of
misinterpretation occurs when the automated technology shows more boxes checked than
actually occur on the form.  The length of the captured content is longer than the content on the
paper.  This makes it impossible to meet the character for character correspondence requirement
which avoids a hard match error.

The OCR misinterpretation data show 86% of the cases are for “wrong character.”  This type of
misinterpretation occurs when the automated technology preserves the length of the content but
alters one or more characters.  As explained in section 4.1.1, the error measure we use for
write-in fields is the soft match error rate.   The soft match error condition has a looser criterion
compared to the one for hard match error.  The automated technology can alter some of the
characters in the content, but as long as the alternation preserves the length and does not violate
the threshold in the soft match algorithm, it is possible to avoid a soft match error.

We conclude the OCR median error rate is benefitting from a relatively more charitable criterion
for error, and this explains the reversal in magnitude between OCR and OMR compared to the
1998 Dress Rehearsal.  This more charitable criterion was adopted after then.

4.1.3  How do the hard and soft match nonblank error rates compare for Respondent-Returned
vs. Enumerator-Returned Forms?

As we can see from section 4.2, the two groups are statistically equal for fields in the Housing
Profile, POP–Demographic, POP–Disability, POP–Education, POP–Income, POP–Military, and
POP–Occupation categories.  The automated technology performs better for enumerator-returned
forms in the POP-Ethnic, POP–Name, and POP–Race  categories.   Although not the source for
the majority of the data in Census 2000, it is helpful the enumerator- returned forms show lower
error rates for the critical variables of ethnicity and race.

4.1.4  What forms have particularly high hard or soft match nonblank error rates?

As we can see from section 4.3, high outliers appear in the field category POP-Name for forms

 • d1e, the English enumerator short form,
• d1s, the Spanish mailout/mailback short form,
• d2e, the English enumerator long form, and
• d2ur, the English update/leave long form. 
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After averaging across all data capture modes and fields, the form with the most high or very
high outliers is d2ur.  The capture of name and ethnicity fields on this form is a challenge for the
automated technology. 

4.1.5  What can we say about the association between form, field, and field category and
the hard or soft match nonblank error rates?

These factors are nested.  The individual fields nest within the categories, and the categories nest
within the forms.  In terms of the variation in the nonblank error rate, it is possible to have a
significant contribution by the individual fields.  There may be a significant marginal
contribution of field category above and beyond the individual fields, and a like possibility exists
for the marginal contribution of form beyond field category.

As we can see in section 4.4, for fields that are filled out for only one person on a form, the only
significant factor affecting the nonblank error rate is field.  There is no significant contribution of
form or field category.  In the other words, differences in the nonblank error rate are driven more
by which field one chooses to look at.  The choice of form or field category is not a significant
influence. 

Section 4.4 also shows for fields that are filled out for multiple persons on a form, the largest
significant factor affecting the nonblank error rate is field category.  The structure of the raw
data did not allow us to estimate the contribution of field.

4.1.6  In addition to the factors in the above question, what can we say about the impact
of person number for fields that have them?

The structure of the raw data does not allow us to estimate the effect of person number on the
variation in the nonblank error rate.  Another way to assess the impact of person number is to
examine error rates that are considered high and very high outliers.  Using the information
available in Appendix H, within this restricted set, we do not detect a significant difference in
how error rates are distributed by person number.

4.1.7  In addition to the factors in the above two questions, what can we say about the
impact of data capture mode on hard or soft match nonblank error rates?

The three data capture modes are OCR, OMR, and KFI.  The results of including data capture
mode in the analysis can be found in section 4.5.  For fields that are filled out for only one
person on a form, the only significant factor affecting the nonblank error rate is form.  There is
no significant contribution of field category, data capture mode, or the interaction of field
category and mode.  The structure of the data set did not allow us to test field for significance.

For fields that are filled out for multiple persons on a form, the largest significant factor affecting
the nonblank error rate is the interaction of field and mode.  Interaction means that the effect of
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field will change depending on the mode.   The field and mode do not operate independently in
their effect on the nonblank error rate.  There is a significant secondary contribution of field
category.  The structure of the data set did not allow us to test field and person number for
significance.

Outlier error rates by data capture mode do not appear when the data are analyzed at the field
category level.  They appear at the field level, and we see different issues highlighted for
different forms.  For the d1s, the Spanish mailout/mailback short form, name related fields is a
dominant issue.  For the d2, the English mailout/mailback long form, and the d2u, the English
update/leave long form, the write-in fields for other race or ethnicity appear many times as
outliers.  The d2e, the English enumerator long form, shows several outliers for occupation
related fields.

4.1.8  If we replace data capture mode with data capture center in the factors in the above
question, what can we say about the impact of data capture center on hard or soft match
nonblank error rates?

The four data capture centers are Baltimore, Jeffersonville, Phoenix, and Pomona.  The results of
including data capture center in the analysis for data capture center are covered in section 4.6. 
For fields that are filled out for only one person on a form, the largest significant factor affecting
the nonblank error rate is form.  There is a significant secondary contribution from field
category.  The structure of the data set did not allow us to test field for significance.

For fields that are filled out for multiple persons on a form, the largest significant factor affecting
the nonblank error rate is field category.  There is a significant secondary contribution from
form.  The structure of the data set did not allow us to test field and person number for
significance.

Although not outliers in all four data capture centers, the categories Form Management and
POP–Name have the highest nonblank error rates in all.  Form Management covers the 
person added and person canceled fields on enumerator forms.  It is encouraging to note only one
of 52 outliers for Form Management was for adding or canceling persons. 

4.1.9  If we replace data capture center with Census 2000 regional census center in the
factors in the above question, what can we say about the impact of Census 2000 regional
census center on hard or soft match nonblank error rates?

There were twelve Census 2000 regional census centers:

• 21 covered Connecticut, Maine, Massachusetts, New Hampshire, upstate New York,       
Puerto Rico, Rhode Island, and Vermont;

• 22 covered northern New Jersey and metropolitan New York City;
• 23 covered Delaware, the District of Columbia, Maryland, southern New Jersey, and

Pennsylvania;
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• 24 covered Michigan, Ohio, and West Virginia;
• 25 covered Illinois, Indiana, and Wisconsin;
• 26 covered Arkansas, Iowa, Kansas, Minnesota, Missouri, and Oklahoma;
• 27 covered Alaska, northern California, Idaho, Oregon, and Washington state;
• 28 covered Kentucky, North Carolina, South Carolina, Tennessee and Virginia;
• 29 covered Alabama, Florida, and Georgia;
• 30 covered Louisiana, Mississippi, and Texas;
• 31 covered Arizona, Colorado, Idaho, Montana, Nebraska, Nevada, New Mexico, North

Dakota,South Dakota, Utah, and Wyoming; and
• 32 covered southern California and Hawaii.

We carried out the significance testing for Census 2000 regional census center in two ways.  The
main analysis was restricted to the 18,183 combinations of form, field, and regional census
center used in the initial draft of this evaluation.  This appears in sections 4.7.3 and 4.7.4.  

The analysis on the full set of 27,254 combinations is in Appendix K.  As discussed in
section 4.7.1, we believe including all 27,254 combinations in the main analysis leads to major
distortions.  Our comments here are based on the discussion in section 4.7.

For fields that are filled out for only one person on a form, the largest significant factor affecting
the nonblank error rate is form.  There is a significant secondary contribution of field category. 
The structure of the data set did not allow us to test field for significance.  

For fields that are filled out for multiple persons on a form, the largest significant factor in the
nonblank error rate is field category.  There is a significant secondary contribution of Census
2000 regional census center.  The structure of the data set did not allow us to test field and
person number for significance.  

Field categories that are high outliers occur in regional census centers 22, 23, 26, 27, 29, 30, and
32.  The outlying categories are consistently Form Management and POP–Name.  Form
Management includes the contact information and person added/canceled fields on the
enumerator forms.  We find the outliers in this category are concentrated in the contact
information fields.  Fields for information on the addition or cancellation of persons do not
appear.  We find this encouraging. 

Regional census centers 22, 23, 27, 29, and 32 span Florida, Los Angeles, and New York City. 
These are areas with above average concentrations of immigrants.  Immigrants of non-European
extraction tend to have names with unusual spellings.  Limited English skills of first generation
immigrants may lead to poor handwriting.   Either condition could present a challenge to the
automated technology and might account at least partly for high error rates in POP–Name fields
from these regional census centers.
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4.1.10  If we replace Census 2000 regional census centers with KFI impact in the factors
in the above question, what can we say about the impact of KFI on soft match nonblank
error rates for fields that went to KFI?

The possible ways KFI can affect fields going through it is

• it can improve our ability to capture respondent intent,
• it can worsen our ability to capture respondent intent,
• it can be redundant in two ways, and
• we may not be able in a specific case to determine an effect.

We want to be sure KFI does not improve our ability to capture intent at the cost of a higher soft
match error rate.  The results of including KFI impact in the analysis are covered in section 4.8.

For fields that are filled out for only one person on a form, the largest significant factor affecting
the nonblank error rate is form.  There is a significant secondary contribution of field category. 
The structure of the data set did not allow us to test field for significance.  For fields that are
filled out for multiple persons on a form, the largest significant factor affecting  the nonblank
error rate is the interaction of field and KFI impact.  Interaction means that the effect of field will
change depending on the impact of KFI.   Field and KFI impact do not operate independently in
their effect on the nonblank error rate.  There are significant secondary contributions of form and
field category.  The structure of the data set did not allow us to test field and person number for
significance.

We find no evidence KFI improves the capture of intent at the cost of higher soft match errors.  
There are clues to partly explain the interaction of field and KFI impact on the error rate.  First,
the most frequent category of KFI impact is “Cannot be determined”.  The automated technology
rejected the content, and the entry keyed by the operator was not judged to be the respondent
intent, character for character.  Such content tends to be especially hard to interpret.

Second, many of the outliers on the d1s, the Spanish mailout/mailback short form, are for name
fields.  It is possible these outliers reflect limits on the capability of the automated technology to
understand special Spanish language characters.

Third, many of the outliers on the d2, the English mailout/mailback long form, and the d2u, the
English update/leave form, are for fields in which respondents write in a race or ethnicity other
than the ones provided.   This might reflect the increased challenge of interpreting characters
written by hand instead of checked off in a box, especially when the handwriting is poor. 
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4.1.11  If we consider the same factors as in the above question but restrict ourselves to
fields that were sent to KFI unnecessarily, which factors significantly affect in the
nonblank KFI redundancy rate?

The KFI redundancy rate is the rate at which fields are sent to KFI unnecessarily.  Since KFI
redundancy can occur in two varieties, we want to include it as a fixed factor in our testing.  This
would answer whether the effect of the other factors on the KFI redundancy rate depends on
which variety of redundancy is being considered.   However all of the occurrences of KFI
redundancy in our raw data are for only one variety.  We cannot test for statistical significance of
a fixed factor when it appears at only one level in the data set.  Therefore, we do not include KFI
redundancy as a factor.

We test form, field category, field, and person number for their effects on the nonblank KFI
redundancy rate.  The results are discussed in section 4.9.  For fields that are filled out for only
one person on a form, the only significant factor affecting the nonblank redundancy rate is field
category. The structure of the data set did not allow us to test field for significance.  

For fields that are filled out for multiple persons on a form, the largest significant factor affecting
the nonblank redundancy rate is field category.  There is a secondary significant association with
form. The structure of the data set did not allow us to test field and person number for
significance.

The category POP–Name is the only one flagged a high or very high outlier.  The specific fields
in the POP–Name category that are high or very high outliers are for forms d1s and d2u,
specifically the middle initial for higher numbered persons.  

While we do not propose it as the only explanation, respondent fatigue is a possible one for the
POP–Name outliers.  By the time respondents supply name information for the fifth or sixth
person in a household, it is reasonable to suppose accuracy or neatness in the middle initial is not
a high priority.  Ideally, no field should be sent to KFI redundantly.  For a field consisting of
single character, it is not clear to us the benefits of achieving the ideal is worth the cost.

4.1.12  If we consider the same factors as in the above question but replace KFI impact with the
Person 1 Race check-box field, what can we say about the impact of this race field on the
nonblank hard match error rate?

The results of including the Person 1 race response in the analysis are discussed in section 4.10. 
Restricting ourselves to the Person 1 Race check-box field eliminates the factors of field
category and person number.  We are left with form and race response.   Both significantly affect
the nonblank hard match error rate.  Of the two, the race response has the larger effect.  Within
our limited data set, we cannot find any error rates for specific race response fields that are
outliers.  The effect of race may be tied up with other factors that still need to be identified and
tested. 
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4.1.13  What were the major reasons for failure to capture respondent intent?

The intent of the respondent was based on the judgement of analysts who examined the content
of the forms after they were captured first by the automated technology and then by KFI.
Sometimes the analysts concluded the captured responses misinterpreted what was meant.  The
ways and reasons for misinterpreting intent are analyzed in section 4.11.  At the level of field,
the high or very high outliers in terms of misinterpreting respondent intent are for the reason
Extra check-box.  Extra check-box occurs when the output from the automated technology
output marks more check-boxes than are marked on the scanned image.   

At the more general level of field category, the errors

• Extra characters (the output from the automated technology output shows more check-
boxes marked than are on the scanned image),

 
• Missing characters (the output from the automated technology has fewer characters than

the scanned image), and 
 
• Wrong character (the output from the automated technology and the scanned image have

the same number of characters, but the output from the automated technology
disagrees with the scanned image in one or more characters)

appear in seven or nine of the 13 categories.  These problems are not confined to a particular
field or field category but rather exist across a wide swath.   The major reasons for the errors are 

• poor handwriting (the respondent’s handwriting makes one letter look like another, but
one can tell what the respondent meant), 

• no reason found (the response is written clearly and there is nothing to suggest why it
was

not captured correctly), and 

• rules not followed (the rules for keying the response after Census 2000 processing were
not followed).

These reasons cut across the most forms and fields. 

4.1.14  What is the best single number to sum up the performance of the automated data
capture and imaging technology in Census 2000?

We have placed this question next to last rather than first because we believe any single number
answer provides the least useful information for our readers.  Given that some may desire one,
we propose the probability that write-in fields are captured with no soft match errors and as the
respondent intends.  We feel this task is the most challenging one for the technology.   
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For the automated technology to capture write-ins as intended, it must first read any intelligible
write-in content in the field.  Second, once read, the write-in content must be accepted, that is not
sent to KFI.  Third, once accepted, the write-in content must capture the intent of the respondent. 
Fourth, once write-in intent is correctly captured, there must be no soft match errors.  

We can write this as a  chain of conditional probabilities:

Probability that write-in fields are captured with no soft match errors and as the respondent
intends = 

P(write-in content is read by the automated technology|write-in content exists in field) x
P(write-in content is accepted by the automated technology|write-in content exists and is read) x
P(automated technology captures intent correctly|write-in content exists, read, and is accepted) x
P(no soft match error|have intended response; and write-in content exists, read, and is accepted).
For convenience, we adopt the following symbols:

• A = write-in content is read in field and write-in content exists 
• B = write-in content is read in field
• C = write-in content is accepted
• D = write-in content is read in field and write-in content exists
• E = technology correctly captures write-in content
• F = write-in content exists, is read, and is accepted
• G = no soft match error
• H = have intended response; and write-in content exists, is read, and is accepted

So we can rewrite the probability as P(A|B) x P(C|D) x P(E|F) x P(G|H).

We estimate P(A|B) in part by using of the file consisting of the cases in which the clerical
evaluators determined the automated technology and KFI disagreed on content and by 

1. taking the number of unduplicated write-in records in all of our data files,
2. taking the number of unduplicated write-in records in the file where the automated

technology and KFI disagree and for which the error code is Blanked Response (see
Table 43) and,

3. computing (1)/[(1)+(2)].

We estimate P(C|D) by

1. taking the number of unduplicated write-in records in our data files with a data capture
mode of OCR (see section 4.5.2 for explanation),

2. taking the number of unduplicated write-in records in our data files and,
3. computing (1)/(2).

The value for (2) is the same as the value for the numerator in our estimate of P(A|B). 
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P(E|F) is the most uncertain quantity to estimate.  The only records for which the analysts judged
the intent of the respondent are the ones for which the content read by the automated technology
disagreed with the content read by KFI.  Unfortunately for our purpose, these are exactly the
kind of records in which we should expect to find more than the usual proportion of cases that
are hard to interpret under any technology, mechanical or human.  We should estimate P(E|F)
with cases reflecting a mix of low, moderate, and high difficulty of interpretation.

Besides judging the intent of the respondent, the analysts also judged whether the automated
technology, KFI, or both failed to capture the intent of the respondent.  This opens up a next best
strategy for estimating P(E|F).  We can focus on the subset of records for which the analysts
concluded the automated technology was not responsible for failure to capture intent.  We can

1. take the number of unduplicated records in the file where the automated technology and
KFI disagree and for which the automated technology was not responsible for a failure to
capture intent,

2. within the write-in records contained in (1) take the number which have a capture mode
OCR, and

3. compute P(E|F) as (2)/(1).

The next best strategy has two drawbacks we should note:

1. The records used to estimate P(E|F) may still not reflect a balanced mix between cases of
low, moderate, and high difficulty.

2. The records may be such a small sample that the estimate has poor precision.

We estimate P(G|H) by 

1. taking the number of unduplicated write-in records in the file where the automated
technology and KFI disagree and for which the automated technology was not
responsible for a failure to capture intent,

2. taking the number of write-in records contained in (1) which have a capture mode OCR, 
3. taking the write-in number of records contained in (2) without a soft match error

according to the soft match algorithm (see Appendix G for an explanation), and

4. computing P(G|H) as (3)/(2).

The value for (2) is the same as the value for the numerator in our estimate of P(E|F).  This
strategy for estimating P(G|H) has the same two drawbacks noted above for P(E|F).
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Substituting the appropriate values from our raw data, our best single number works out as
follows.  For P(A|B), P(write-in content is read in field and write-in content exists|write-in
content is read in field),

• (1) = 31,523,300
• (2) =          1,614.

So, the estimate of P(A|B) = 31,523,300 / (31,523,300+ 1,614) = 0.999949.

For P(C|D), P(write-in content is accepted|write-in content is read in field and write-in content
exists),

• (1) = 24,857,562 and
• (2) = 31,523,300.

So the estimate of P(C|D) = 24,857,562 / 31,523,300 = 0.788546.

For P(E|F), P(technology correctly captures write-in content|write-in content exists, read, and is
accepted),

• (1) = 565,371 and
• (2) = 149,685.

So the estimate of P(E|F) = 149,685 / 565,371 = 0.264755.

For P(G|H), P(no soft match error|have intended response; and write-in content exists, read, and
is accepted),

• (1) = 565,371,
• (2) = 149,685, and
• (3) = 59,808. 

So the estimate of P(G|H) = 59,808 / 149,685 = 0.399559.  Our estimate for the probability the
automated technology will accept and capture write-in fields without soft match errors and as the
respondent intends is 0.999949  x  0.788546  x  0.264755  x  0.399559 = 0.083412.

4.1.15  What are the implications of the probability the automated technology will accept
and capture write-in fields as the respondent intends?

First, since we did not design this evaluation with the goal of generating this probability, we
concede the strong likelihood of serious limitations with respect to our assumptions and
precision in the preceding calculations.
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Second, if there is intelligible content in a field, the automated technology will detect it with
nearly perfect certainty.

Third, although the probability is lower than we would like, applying that probability over the
many millions of responses in the decennial census still means a sizeable portion of those
responses will be captured and interpreted correctly at speeds that are orders of magnitude above
KFI.  This opens up the possibility of more opportunity to focus human talent on responses that
are particularly difficult to process.

Fourth, the largest impediment to automation is not the quality of the hardware or software, but
the quality of the responses supplied by human beings.  Misspelling, misplacement, and
illegibility occur in too many variations and combinations for complete automation to be
practical.  

The preceding results suggest the future role of the automated technology reduces to two
possibilities.

• The automated technology has a supporting role in decennial census processing.  It is
used to rapidly complete the clear and easy responses.  Traditional methods claim the
majority of resources for especially difficult responses.

• The automated technology has a dominant role in decennial census processing.  Census
forms are dramatically streamlined and redesigned to eliminate the long form’s vast sea
of handwritten responses requiring interpretation.  

Which role automation will have depends on whether we  retain the long form.  So long as we
gather huge quantities of write-in responses during the decennial population count, a supporting
role is far more likely.
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4.2  Overall Median Data Capture Error Rates

4.2.1  Contents of This Section

In this section, we show the median nonblank error rates with associated 90 percent confidence
intervals.   The details of the method for approximating the 90 percent confidence intervals are in
Appendix E.   The computational procedure for determining the median is described in
Appendix F.  The distinction between nonblank and total error rates is explained below.  For
definitions of common or special terms in this section, see the glossary in Appendix M.  

To arrive at the median nonblank error rate for this section, we divide the data into two groups:
one from enumerator-returned forms and the other from respondent-returned forms.  The group
respondent- returned consists of forms

• d1 (English mailout/mailback short form),
• d1s (Spanish mailout/mailback short form),
• d1u (English update/leave short form),
• d1ur (English update/leave short form for Puerto Rico),
• d2 (English mailout/mailback long form),
• d2s (Spanish mailout/mailback long form),
• d2u (English update/leave long form), and
• d2ur (English update/leave long form for Puerto Rico).

 The group enumerator-returned consists of forms

• d1e (English enumerator short form), 
• d1er (English enumerator short form for Puerto Rico), 
• d2e (English enumerator long form), and
• d2er (English enumerator long form for Puerto Rico).

We collected the data for all the forms belonging to a particular group.  We subgrouped the
fields belonging to each form into thirteen categories.   A list appears in Appendix B.  We
calculated nonblank error rates for all the fields comprising a field category.  The median rates in
Table Two below are the medians of all the field error rates for the various categories.  For all
the combinations in the table, the error rate consolidates both hard and soft match cases.

4.2.2  Calculation of the Hard and Soft Match Error Rates

To understand Table Two, it helps to understand how the error rates are calculated.  We begin by
reviewing the definition of hard and soft match errors from section 2.2.   If the content of a
check-box field is captured incorrectly by the automated technology or KFI, we have a hard
match error.  If the content of a write-in field is captured incorrectly, we have a soft match error. 
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We compare the Census 2000 context value against the evaluation truth value.  The context
value is the characters returned by the automated technology after special editing.  The editing
removes extra characters inserted by the automated technology that are needed to execute its
program.  The evaluation truth value is the content that was judged to be the most likely intent of
the respondent. This judgement was performed by the clerical evaluators in Jeffersonville, IN,
mentioned in section 2.1.

For check-box fields, we compare the context value to the truth value check-box by check-box. 
If the sequence of marked and unmarked check-boxes fails to match exactly, the context value is
a hard match error.  We do not compare check-box fields that are trailing blanks.

For write-in fields, we take all the characters in the context value and the truth value and count
how many times each appears.  Then we pass this information to the soft match algorithm to
score the degree to which context and truth diverge.  If the returned score exceeds a threshold,
the context value is soft match error case.  The algorithm does not count trailing blanks in the
scoring.

Pseudocode for the soft match algorithm appears in Appendix G.

A field can be check-box or write-in but never both.  So if any particular context value is in
error, it is either a hard or soft match error but never both.  We add up the number of fields for
which the context value is in error.  This is the numerator of the error rate.

We compute two error rates: nonblank and total.  The denominator of the nonblank error rate is
the number of times the automated technology read nonblank content for a field.  The
denominator for the total error rate is the number of times the automated technology read the
field regardless of whether there was any content in it.  In other words, it includes blank cases.

As long as blanks are occasional occurrences for a field, the nonblank and total error rates will
be close.  This is the case for the great majority of fields in this evaluation.  Fields that are prone
to large numbers of blanks will lead to large differences in the error rates.  In this latter case, we
believe the nonblank error rate is a better measure of data quality.  The great bulk of the
discussion in the results section of this evaluation focuses exclusively on the nonblank error rate.

While the automated technology should be given credit for reading blank fields correctly, this is
not the same level of challenge as reading nonblank fields correctly.   We compute the error rate
as 100 x (numerator/denominator).  The rates for Table Two are the nonblank error rates only. 
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Table 2.  Median Data Capture Error Rates With Approximate 90 Percent Confidence
Intervals, Nonblank Error Rates by Field Category Within Groupings of                                
  Respondent-Returned and Enumerator-Returned, Averaged Across All Capture Modes

Form Group Field Category

Median Nonblank
Data Capture

Error Rate

Approximate 90%
Lower Confidence
Bound for Median

Approximate 90%
Upper Confidence
Bound for Median

Respondent-returned POP--Military 8.940% 3.593% 13.889%
POP--Ethnic 3.931% 3.309% 4.370%
POP--Income 3.497% 3.188% 3.966%
POP--Race 3.296% 2.593% 3.721%
POP--Name 3.226% 2.889% 3.537%
POP--Occupation 2.766% 2.459% 2.963%
Housing Profile 1.835% 1.276% 2.128%
POP--Education 1.389% 1.135% 1.633%
POP--Demographic 1.161% 1.085% 1.244%
POP--Disability 0.916% 0.737% 1.058%

Enumerator-returned POP--Military 20.516% 6.607% 61.429%
Form Management 2.931% 2.389% 3.777%
POP--Income 2.620% 2.073% 3.232%
POP--Occupation 2.445% 2.170% 2.728%
Special Housing 2.301% 1.996% 3.545%
POP--Name 1.967% 1.610% 2.158%
POP--Education 1.759% 0.786% 3.372%
Housing Profile 1.506% 1.373% 1.921%
POP--Ethnic 1.354% 0.643% 1.692%
POP--Demographic 0.986% 0.858% 1.213%
POP--Race 0.872% 0.688% 0.998%
POP--Disability 0.812% 0.684% 1.960%
Coverage*

*There were too few data points for the coverage category to compute valid overall rates and confidence intervals.

The grouping enumerator-returned contains three categories not found for forms in respondent-
returned.  These are Coverage, Form Management, and Special Housing.  That is why there are
no rows for these categories in the respondent-returned part of Table Two.

The confidence limits overlap between the two groupings  for Housing Profile,
POP–Demographic, POP–Disability, POP–Education,  POP–Income, POP–Military, and
POP–Occupation.  There is a statistically significant lower median error rate for  POP-
Ethnic, POP–Name, and POP–Race in the Enumerator-returned grouping.  Although not
the source for the majority of data in Census 2000, it is helpful the enumerator-returned
forms show lower error rates for the critical variables of ethnicity and race.
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4.3  Median Data Capture Error Rates by Form / Field Category Combination

In this section, we break down the median nonblank error rates further.  In the previous section, 
our break out was by field category.  The data for each field category included multiple forms.  
The break out here is still by field category, but there are separate field category results for each
individual form.  Additionally, Table Three in this section shows

• the median rate recomputed by including blank cases, 
• the total number of data records for a form / field category combination,
• the total number of data records in error,
• the number of blank data records, and
• whether the nonblank error rate can be considered a high or very high outlier.

An error rate is considered to be a high outlier if for all the field category by form combinations
it exceeds the median rate by at least 1.5 times and by not more than 3.0 times the interquartile
range.  Very high outliers are any error rates that exceed the median by more than 3.0 times the
interquartile range.   More details concerning the calculation of outliers are described in
Appendix F.  For all the combinations reflected in Table Three, the error rate includes both hard
and soft match cases.  The details concerning the calculation of errors follows section 4.2.2.  For
definitions of common or special terms in this section, see the glossary in Appendix M.

High outliers appear in the field category POP-Name for forms

• d1e, the English enumerator short form,
• d1s, the Spanish mailout/mailback short form,
• d2e, the English enumerator long form, and
• d2ur, the English update/leave long form.

The form with the most high or very high outliers is d2ur.  The automated technology finds
it a challenge to read some of the names from enumerator-returned or Spanish language
forms.  Better enumerator training or Spanish form design may be needed.  The
update/leave process in Puerto Rico is another possible challenge, at least for name and
ethnicity fields on long forms.

Table 3.  Median Nonblank Data Capture Error Rates by Field Category Within                   
Form, With Additional Statistics Including Outlier Status

Form    Name Field Category

Median
Nonblank

Error Rate

Error Rate
Recomputed
With Blanks

Total Data
Records

Total
Blank

Records
Total Data

Capture Errors Outlier
d1 POP--Name 2.191% 2.191% 1,699,662 0 37,247

POP--Race 0.829% 0.829% 622,807 0 5,160
POP--Ethnic 0.637% 0.637% 627,390 0 3,994
POP--Demographic 0.627% 0.627% 4,244,375 0 26,595
Housing Profile 0.236% 0.236% 233,461 0 551
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Form Name Field Category

Median
Nonblank

Error Rate

Error Rate
Recomputed
With Blanks

Total Data
Records

Total
Blank

Records

Total Data
Capture
Errors Outlier

d1e POP--Name 4.159% 4.159% 819,652 0 34,087 High
Form Management 2.625% 2.625% 2,317,899 0 60,834
Special Housing 1.968% 1.968% 19,820 0 390
POP--Race 0.737% 0.737% 238,402 0 1,757
POP--Demographic 0.725% 0.724% 1,770,662 348 12,826
Housing Profile 0.563% 0.563% 297,767 0 1,677
POP--Ethnic 0.365% 0.365% 221,387 187 808
Coverage 0.196% 0.196% 169,838 0 333

d1er Form Management 0.062% 0.062% 33,664 0 21
POP--Name 0.006% 0.006% 16,399 0 1

d1s POP--Name 7.052% 7.052% 30,588 0 2,157 Very High
POP--Ethnic 2.976% 2.976% 15,288 0 455
POP--Race 2.781% 2.781% 11,580 0 322
POP--Demographic 1.046% 1.046% 73,412 0 768
Housing Profile 0.341% 0.341% 2,637 0 9

d1u Housing Profile 2.156% 2.156% 75,125 0 1,620
POP--Name 1.921% 1.921% 293,754 0 5,643
POP--Demographic 0.778% 0.778% 777,536 184 6,047
POP--Race 0.465% 0.465% 105,021 0 488
POP--Ethnic 0.386% 0.386% 102,680 0 396

d1ur Housing Profile 0.168% 0.168% 6,564 0 11
POP--Race 0.129% 0.129% 8,535 0 11
POP--Demographic 0.080% 0.080% 63,622 23 51
POP--Name 0.009% 0.009% 21,907 0 2

d2 POP--Name 2.890% 2.890% 2,221,784 83 64,205
POP--Ethnic 2.442% 2.439% 752,955 985 18,363
POP--Occupation 2.442% 2.440% 4,780,477 4,207 116,634
POP--Race 1.728% 1.726% 414,640 512 7,155
POP--Income 1.589% 1.589% 2,693,587 10 42,804
POP--Education 1.550% 1.550% 916,067 8 14,203
POP--Military 1.290% 1.290% 401,507 4 5,178
Housing Profile 1.239% 1.239% 3,462,423 17 42,906
POP--Demographic 1.073% 1.073% 6,981,177 34 74,874
POP--Disability 0.672% 0.672% 2,177,729 6 14,626

d2e POP–Name 4.626% 4.626% 1,727,650 0 79,919 High
Form Management 3.848% 3.848% 3,500,832 0 134,710 High
POP--Military 3.382% 3.382% 206,180 0 6,973
POP--Occupation 2.240% 2.237% 2,636,454 4,669 58,965
Special Housing 2.151% 2.151% 48,494 0 1,043
POP--Education 1.893% 1.893% 526,909 0 9,977
Housing Profile 1.456% 1.456% 2,544,749 0 37,047
POP--Demographic 1.234% 1.234% 4,483,270 500 55,306
POP--Income 1.011% 1.011% 1,385,314 0 14,011
POP--Disability 0.849% 0.849% 1,270,897 0 10,796
POP--Ethnic 0.800% 0.798% 497,327 680 3,971
Coverage 0.673% 0.673% 196,825 0 1,324
POP--Race 0.452% 0.452% 306,910 0 1,386
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Form Name Field Category
Median
Nonblan

Error Rate
Recomput

Total
Data

Total
Blank

Total Data
Capture Outlier

d2er Form Management 0.075% 0.075% 38,584 0 29
POP--Name 0.035% 0.035% 26,039 0 9
POP--Education 0.020% 0.020% 10,227 0 2
POP--Income 0.003% 0.003% 30,276 0 1
Housing Profile 0.002% 0.002% 44,948 0 1
POP--Demographic 0.001% 0.001% 83,433 35 1

d2s POP--Name 0.331% 0.331% 39,828 0 132
POP--Income 0.021% 0.021% 28,764 0 6
POP--Demographic 0.009% 0.009% 141,520 0 13
POP--Occupation 0.007% 0.007% 58,841 107 4
Housing Profile 0.006% 0.006% 34,194 0 2

d2u POP--Name 2.254% 2.254% 805,598 8 18,158
POP--Occupation 2.046% 2.044% 1,658,387 1,959 33,894
POP--Income 1.612% 1.612% 936,654 3 15,099
POP--Ethnic 1.489% 1.487% 251,583 337 3,741
Housing Profile 1.436% 1.436% 1,295,760 3 18,601
POP--Education 1.368% 1.368% 321,740 1 4,401
POP--Military 1.282% 1.282% 143,854 0 1,844
POP--Demographic 1.232% 1.232% 2,504,652 369 30,859
POP--Race 1.214% 1.213% 146,853 181 1,781
POP--Disability 0.864% 0.864% 777,995 0 6,722

d2ur Housing Profile 7.849% 7.849% 34,718 0 2,725 Very High
POP--Ethnic 5.080% 5.064% 8,413 27 426 High
POP--Name 4.548% 4.548% 14,599 0 664 High
POP--Demographic 3.034% 3.034% 85,995 9 2,609
POP--Occupation 2.653% 2.647% 37,546 75 994
POP--Income 0.915% 0.915% 24,590 0 225
POP--Education 0.900% 0.900% 11,663 0 105
POP--Military 0.763% 0.763% 4,064 0 31
POP--Disability 0.386% 0.386% 25,671 0 99
POP--Race 0.143% 0.143% 4,898 8 7
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4.4  Analysis of Hard and Soft Match Error Rates for All Fields

4.4.1 Contents of This Section

In this section, we continue to a lower level of detail in analyzing our data.  To understand our
perspective here, consider the following:

• we have various decennial census forms: d1, d1e, d2, etc.
• each form has several categories of fields: name fields, race fields, etc.
• each field category contains several fields: names for person 1, person 2, etc.

When we count all the fields that exist in all the categories on all the forms, there are 810 in all. 
See Appendix C for a list.  For definitions of common or special terms in this section, see the
glossary in Appendix M.

Another factor entering our consideration in this section is the distinction between a person and a
nonperson field.  Examples of person fields are name fields, race fields, gender fields, and
ethnicity fields.  With person fields, there is space on the form to collect data for multiple
persons in a household.  So we have name, race, gender, and ethnicity information for person 1,
person 2, person 3, and so on for a given household.

Examples of nonperson fields are the housing questions asked on the long forms.  The members
of the household are considered to live in a single dwelling.  So we ask on each long form one
question about the age of the house, how much of a mortgage there is on it, what the property
taxes are, and so on.   The important distinction then is whether the same information is gathered
once or more than once on a given form.  

Our basic question in this section is this: does the nonblank error rate vary in a significant
way depending on what form, field category, or type of field we are talking about?  To
answer this question, we construct an analysis of variance (ANOVA) where the nonblank
error rate is the response variable and the independent variables are form, field category,
and field.
  
4.4.2  Factors and Models for Testing Statistical Significance

Our factors for testing statistical significance are form, field category, field, and the number of
the person for which data  being collected if we are dealing with a person field.  We regard these
factors as fixed.    For more details about the significance testing, see Appendix J.  We analyze
nonperson fields for statistical significance separately from person fields.  For nonperson fields,
our model includes the variables 

• field nested within field category and 
• field category nested within form.  
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For person fields, our model includes the variables 

• person number nested within field, 
• field nested within field category, and
• field category nested within form.

We present four analyses:

• nonperson fields excluding all outliers
• nonperson fields including all outliers
• person fields excluding all outliers
• person fields including all outliers.

4.4.3 Significance Testing for Nonperson Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model.”  Values less than 0.10 indicate overall significance.  

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 4a.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
 Overall Model  
   
                                               Sum of
Source                     DF         Squares     Mean Square    F Value    Pr > F

Model                       80     31096.34495       388.70431        21.80   <0.0001
Error                         51         909.37477         17.83088                     
Corrected Total      131     32005.71972                                     
              
Table 4b.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
Individual Factors

Source                          DF   Type III SS     Mean Square    F Value     Pr > F

Form                              11       271.77016        24.70638          1.39          0.2084
Field Category               10         48.35769          4.83577          0.27          0.9848
Field                              54    22637.98677      419.22198        23.51        <0.0001
Table 5a.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
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Overall Model           
                                                 Sum of
Source                      DF         Squares     Mean Square    F Value    Pr > F

Model                       86     100857.7439       1172.7645       49.12      <0.0001
Error                         68         1623.5993           23.8765                     
Corrected Total       154     102481.3433                             

Table 5b.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Individual Factors

Source                          DF     Type III SS      Mean Square    F Value     Pr > F

Form                              11         1326.82219       120.62020       5.05         <0.0001
Field Category               12           674.78183         56.23182       2.36           0.0135
Field                               58       53353.47341       919.88747     38.53         <0.0001

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables do not
agree as to which individual factors are significant.  Since outliers are known to distort
results, it is preferable to conclude based on excluding outliers.  For nonperson fields,
therefore, the only significant factor is associated with field.  Form or field category are not
significant.

4.4.4 Significance Testing for Person Fields

The notation and interpretation of the output in this section is also that of an ANOVA table. 
PROC GLM in SAS version 8.2 was also used to test for significance.  The significance level for
testing is also 10 percent. 

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 6a. ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Overall Model                     
                                                 Sum of
Source                      DF         Squares     Mean Square    F Value    Pr > F
Model                      728     116299.5814        159.7522      25.08       <0.0001
Error                      1688       10753.1878            6.3704                     
Corrected Total     2416     127052.7692                                     

Table 6b.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
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Individual Factors    
                       
Source                           DF     Type III SS     Mean Square    F Value     Pr > F
  
Form                               10       285.720042       28.572004         4.49         <0.0001
Field Category                48     2295.559258       47.824151         7.51         <0.0001
Field                               NA      NA    
Person Number              NA      NA

Table 7a.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Overall Model

                                                Sum of
Source                      DF         Squares     Mean Square    F Value    Pr > F

Model                      805     163801.2463        203.4798      19.07      <0.0001
Error                      2035       21708.9489          10.6678                     
Corrected Total     2840     185510.1951                                     

Table 7b.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Individual Factors  

Source                           DF     Type III SS     Mean Square    F Value     Pr > F

Form                              10       546.465873       54.646587         5.12         <0.0001
Field Category               50     3232.208834       64.644177         6.06         <0.0001
Field                               NA      NA
Person Number              NA      NA

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables agree
as to which individual factors are significant.  For person fields, the largest significant
factor rate is field category.  There is a significant secondary contribution of form.  The
structure of the data set did not allow SAS to test field and person number for significance.

4.4.5 Outlier Data for This Section

We have reached the first point in our analysis where the volume of data becomes an issue in
table construction.  As mentioned in section 4.4.1, we have 810 fields to consider.  These fields
exist on the twelve forms listed in Appendix A.  When we calculate the nonblank error rate for
all the fields available in our data, we have 2,996 rates by the time we are done.  This is because
the same field can appear on more than one form.   Some of these rates–almost 450--are high or
very high outliers according to the procedure discussed in section 4.3.   How do we communicate
what these outliers have to say without forcing the reader to wade through a 450 line table?
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We think a fair compromise is to restrict the table to the outliers that are based on a reasonably
large number of  records.  It is hard to conclude much when the data behind an outlier consists of
two, three, or some other small number of records.   After experimenting with different
possibilities, we believe 500 records is a reasonable minimum to require.  This results in
Table Eight.  It consists of 168 outliers.  It covers eight of the twelve forms in our raw data.  It
provides insight into the highest six percent of the nonblank error rates.  We believe this
emphasizes problem fields that occur often enough to be a priority for investigation and
improvement.

Table 8.  Field Nonblank Error Rates that are High and Very High Outliers and Based on
at Least 500 Blank and Nonblank Data Records

Form
Name Field Name Description

Nonblank
Error Rate

Total
Nonblank Outlier

d1 p3_relo 2 - Person 3: Other Relative 7.816% 3,288 High

d1e p4ocancl Person 4: Cancel 30.000% 750 Very High
p5ocancl Person 5: Cancel 26.423% 685 Very High
rilast Respondent's Last Name 11.212% 131,961 High
rifirst Respondent's First Name 8.003% 133,156 High

d1s p5mi Person 5: Middle Initial 10.667% 600 High
p4mi Person 4: Middle Initial 10.226% 929 High
p2hisp19 Person 2: Other Hispanic Origin 9.931% 1,017 High
p1hisp19 Person 1: Other Hispanic Origin 9.930% 1,138 High
p3mi Person 3: Middle Initial 9.744% 1,211 High
p1mi Person 1: Middle Initial 9.196% 1,555 High
p2mi Person 2: Middle Initial 9.155% 1,409 High
p1last Person 1: Last Name 7.892% 2,699 High
p1trib19 Person 1: Am. Indian, AK Native Tribe 7.843% 612 High
p2last Person 2: Last Name 7.677% 2,449 High

d1u p1apt16a Apartment Number 8.801% 3,136 High

d2 p4trib_1 Person 4: Am Indian, Alaska Native Tribe 30.460% 1,218 Very High
p2trib_1 Person 2: Am Indian, Alaska Native Tribe 29.838% 2,785 Very High
p3trib_1 Person 3: Am Indian, Alaska Native Tribe 28.197% 1,947 Very High
p2asia_1 Person 2: Other Asian 27.814% 2,301 Very High
p6oetype Person 6: Class of Worker 27.167% 946 Very High
p1asia_1 Person 1: Other Asian 26.512% 2,199 Very High
p5hisp_1 Person 5: Other Hispanic Origin 25.896% 977 Very High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe 24.805% 2,689 Very High
p5trib_1 Person 5: Am Indian, Alaska Native Tribe 24.662% 665 Very High
p3asia_1 Person 3: Other Asian 24.506% 1,469 Very High
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Form
Name Field Name Description

Nonblank
Error Rate

Total
Nonblank Outlier

d2 p5asia_1 Person 5: Other Asian 23.689% 591 Very High
p3hisp_1 Person 3: Other Hispanic Origin 22.724% 2,614 Very High
p4asia_1 Person 4: Other Asian 22.070% 947 Very High
p1hisp_1 Person 1: Other Hispanic Origin 20.980% 4,428 Very High
p6hisp_1 Person 6: Other Hispanic Origin 20.598% 602 Very High
p2race_1 Person 2: Other Race 20.458% 4,414 Very High
p3race_1 Person 3: Other Race 20.427% 2,952 Very High
p2hisp_1 Person 2: Other Hispanic Origin 20.423% 3,829 Very High
p4race_1 Person 4: Other Race 19.355% 2,046 Very High
p5race_1 Person 5: Other Race 19.292% 1,187 Very High
p6race_1 Person 6: Other Race 18.155% 672 Very High
p6otrans Person 6: Work Vehicle 17.318% 716 Very High
p1race_1 Person 1: Other Race 16.792% 4,913 Very High
p6otype Person 6: Business Type 16.351% 740 Very High
p1ointls Person 1: Interest Loss 15.696% 1,357 Very High
p6owork Person 6: Work Last Year 15.392% 1,085 Very High
p4_relo Person 4: Other Relative 14.503% 1,248 Very High
p5_relo Person 5: Other Relative 14.041% 933 Very High
p3addr_1 Person 3: Work Address 13.892% 12,907 Very High
p2oresp Person 2: How Long 13.639% 1,745 Very High
p1addr_1 Person 1: Work Address 13.637% 91,310 Very High
p6oam_pm Person 6: Time to Work am/pm 13.468% 594 Very High
p1ototls Person 1: Total Income Loss 13.432% 1,489 Very High
p2ototls Person 2: Total Income Loss 13.427% 782 Very High
p4addr_1 Person 4: Work Address 13.249% 4,091 Very High
p5addr_1 Person 5: Work Address 12.950% 1,390 High
p2addr_1 Person 2: Work Address 12.520% 56,468 High
p3_relo Person 3: Other Relative 12.316% 2,111 High
p6addr_1 Person 6: Work Address 12.018% 649 High
p1oresp Person 1: How Long 11.781% 2,886 High
p3oserve Person 3: When on Active Duty 11.749% 1,115 High
p6oint Person 6: Interest 11.352% 1,427 High
p6_relo Person 6: Other Relative 11.079% 686 High
p6oride Person 6: Carpool 10.400% 500 High
p2oslfls Person 2: Self- Person 2:employment Loss 10.009% 1,119 High
p1ssi Person 1: SSI Amount 9.941% 7,605 High
p6olayof Person 6: Last Week Layoff 9.885% 1,133 High
p6omilit Person 6: Active Duty 9.699% 1,629 High
p2_relo Person 2: Other Relative 9.208% 4,746 High
p3selfe Person 3: Self Employment Income Amount 9.138% 1,160 High
p4empl_1 Person 4: Employer 9.013% 5,625 High
p2welfr Person 2: Welfare Amount 8.875% 2,107 High
p6octlmt Person 6: Work Inside City Limits 8.859% 587 High
p1welfr Person 1: Welfare Amount 8.813% 4,346 High
p1oslfls Person 1: Self- Person 1:employment Loss 8.756% 2,501 High
p6empl_1 Person 6: Employer 8.701% 816 High
p2ssi Person 2: SSI Amount 8.653% 3,733 High
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Form
Name Field Name Description

Nonblank
Error Rate

Total
Nonblank Outlier

d2 p5otype Person 5: Business Type 8.405% 1,749 High
p2_other Person 2: Other Income Amount 8.052% 5,340 High
p1ograde Person 1: Grade Level 8.002% 29,005 High
p2oserve Person 2: When on Active Duty 7.838% 4,950 High
p5oride Person 5: Carpool 7.832% 1,264 High
p6oabsnt Person 6: Last Week Absent 7.778% 990 High
p5empl_1 Person 5: Employer 7.713% 1,828 High
p3_other Person 3: Other Income Amount 7.698% 1,299 High
p1oarmed Person 1: Armed Forces 7.677% 1,485 High
p3welfr Person 3: Welfare Amount 7.549% 861 High

d2e p5oresp Person 5: How Long 91.362% 903 Very High
p3oresp Person 3: How Long 86.052% 889 Very High
p4oserve Person 4: When on Active Duty 82.660% 1,782 Very High
p2ototls Person 2: Total Income Loss 74.372% 597 Very High
p5ostart Person 5: Could Start Last Week 57.649% 1,072 Very High
p2oresp Person 2: How Long 47.550% 1,918 Very High
p5oneeds Person 5: Responsible for Needs 44.915% 944 Very High
p5oetype Person 5: Class of Worker 44.375% 2,889 Very High
p3ocancl Person 3: Cancel 41.379% 522 Very High
p1ocancl Person 1: Cancel 39.893% 559 Very High
p4otrans Person 4: Work Vehicle 38.287% 5,242 Very High
p1oarmed Person 1: Armed Forces 37.452% 526 Very High
p3oneeds Person 3: Responsible for Needs 33.091% 3,025 Very High
p1oadd Person 1: Add 31.919% 542 Very High
p3oserve Person 3: When on Active Duty 29.475% 648 Very High
p5otype Person 5: Business Type 25.698% 2,043 Very High
p1oslfls Person 1: Self- Person 1:employment Loss 24.769% 650 Very High
p5oborn Person 5: Under 19 21.534% 1,291 Very High
p4oride Person 4: Carpool 19.620% 3,155 Very High
rilast Respondent's Last Name 17.553% 166,557 Very High
p5owork Person 5: Work Last Year 16.733% 2,008 Very High
p5olook Person 5: Looking for Work 16.530% 2,196 Very High
p3ostart Person 3: Could Start Last Week 15.497% 3,091 Very High
p5otrans Person 5: Work Vehicle 14.167% 1,447 Very High
p5olstwk Person 5: Last Worked 13.590% 2,156 Very High
p5olvcty Person 5: Live Inside City Limits 13.231% 3,847 Very High
rifirst Respondent's First Name 12.221% 168,452 High
p1oserve Person 1: When on Active Duty 11.557% 13,654 High
p1omort Household: No Payment 11.427% 1,724 High
p3oyears Person 3: Years on Active Duty 11.004% 518 High
p3oborn Person 3: Under 17 10.708% 5,267 High
p4ostart Person 4: Could Start Last Week 10.705% 1,205 High
p1oresp Person 1: How Long 10.240% 2,002 High
p1stx16a Street Name 9.958% 33,361 High
p4orecal Person 4: Will Be Recalled 9.873% 1,104 High
p1ograde Person 1: Grade Level 9.724% 8,176 High
p2oserve Person 2: When on Active Duty 9.304% 2,859 High
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Form
Name Field Name Description

Nonblank
Error Rate

Total
Nonblank Outlier

d2e p5ogrand Person 5: Grandchildren 9.279% 3,233 High
p3oetype Person 3: Class of Worker 9.269% 11,781 High
p3orecal Person 3: Will Be Recalled 8.655% 2,126 High
p4oam_pm Person 4: Time to Work am/pm 8.432% 2,965 High
p2ostart Person 2: Could Start Last Week 8.375% 6,209 High
p2oneeds Person 2: Responsible for Needs 8.318% 7,838 High

d2u p1asia_1 Person 1: Other Asian 22.016% 486 Very High
p2asia_1 Person 2: Other Asian 19.083% 545 Very High
p2trib_1 Person 2: Am Indian, Alaska Native Tribe 17.576% 990 Very High
p2race_1 Person 2: Other Race 16.018% 899 Very High
p3trib_1 Person 3: Am Indian, Alaska Native Tribe 15.949% 627 Very High
p2hisp_1 Person 2: Other Hispanic Origin 15.326% 783 Very High
p3hisp_1 Person 3: Other Hispanic Origin 14.865% 518 Very High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe 14.690% 953 Very High
p1hisp_1 Person 1: Other Hispanic Origin 14.491% 904 Very High
p1race_1 Person 1: Other Race 12.879% 924 High
p3race_1 Person 3: Other Race 12.868% 544 High
p1stx16a Street Name 10.123% 29,874 High
p1oelec Household: Electricity 9.316% 1,535 High
p1addr_1 Person 1: Work Address 9.281% 31,150 High
p3_relo Person 3: Other Relative 9.241% 606 High
p1oslfls Person 1: Self- Person 1:employment Loss 9.163% 1,899 High
p2oresp Person 2: How Long 8.696% 690 High
p4addr_1 Person 4: Work Address 8.658% 1,155 High
p2addr_1 Person 2: Work Address 8.563% 21,475 High
p1welfr Person 1: Welfare Amount 8.516% 1,503 High
p1apt16a Apartment Number 8.482% 4,374 High
p3addr_1 Person 3: Work Address 8.261% 4,370 High
p2oslfls Person 2: Self- Person 2:employment Loss 8.052% 621 High
p1ssi Person 1: SSI Amount 8.046% 3,157 High

d2ur p1oauto Household: Number of Automobiles 72.310% 1,589 Very High
p1obdrm Household: Number of Bedrooms 71.420% 1,578 Very High
p1lang Person 1: Language 48.247% 1,198 Very High
p3lang Person 3: Language 46.006% 626 Very High
p2lang Person 2: Language 45.511% 958 Very High
p1stx16a Street Name 19.272% 1,126 Very High
p1addr_1 Person 1: Work Address 18.474% 498 Very High
p1hsn10a House Number 12.796% 719 High
p2last Person 2: Last Name 9.111% 1,383 High
p4ohisp Person 4: Hispanic Origin 9.007% 544 High
p3last Person 3: Last Name 9.000% 900 High
p2ohisp Person 2: Hispanic Origin 8.676% 1,360 High
p1actv_1 Person 1: Industry 8.380% 716 High
p3ohisp Person 3: Hispanic Origin 8.241% 898 High
p4last Person 4: Last Name 7.871% 559 High
p1empl_1 Person 1: Employer 7.796% 744 High
p2lvcity Person 2: Migration City 7.769% 502 High
p1lvcity Person 1: Migration City 7.750% 671 High
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As a first attempt to understand Table Eight further, we analyze the distribution by form
type, form name, and person number.  Details are in Appendix H.  The analysis shows
form d2, the English mailout/mailback long form, has a statistically greater presence in
Table Eight than would be expected from its distribution in the entire group of 2,996 error
rates.   Further investigation should begin with this form.



40

4.5  Analysis of Individual Hard and Soft Match Error Rates By Data Capture
Mode

4.5.1 Contents of This Section

In this section, we use a new grouping of the data called data capture mode to analyze the hard
match and soft match error rates.  In the previous section, we were concerned about how the
nonblank error rate behaved depending on 

• form (whether we are dealing with a d1, d2, etc.),
• field category (whether we are dealing with name fields, race fields, etc.), and
• field (whether we are dealing with name data for person 1, person 2, etc).

Our basic question in this section is this: does the nonblank error rate vary in a significant
way depending on what form, field category, type of field, and data capture mode we are
talking about?  To answer this question, we construct an analysis of variance (ANOVA)
where the nonblank error rate is the response variable and the independent variables are
form, field category, field, and data capture mode.

In this section, we also distinguish between person and nonperson fields as discussed in section
4.4.1.  For definitions of common or special terms in this section, see the glossary in Appendix
M.

An explanation of data capture mode follows in section 4.5.2.  After the ANOVA,
we show Tables 13 and 14.  The data for the tables are the same as for the ANOVA.  After going
through the different combinations of forms, fields, and data capture modes, we have a raw data
set consisting of 4,308 hard and soft match error rates for the ANOVA and the tables. 

In Table 13, we show nonblank error rates that are outliers for specific fields on specific forms. 
We aim for a sufficiently fine level of detail that makes it easy to identify the largest
improvement opportunities. 

Table 14 complements Table 13.  We aim for a higher level of detail that supports a meaningful
overall view of the data.   We show the nonblank error rates for each field category. We show a
separate field category result for each of the three modes of data capture.  Any outliers in Table
14 identify field categories that stand out in terms of a high error rate. 

The method for testing statistical significance follows sections 4.4.3 and 4.4.4.  The details
concerning the calculation of errors follows section 4.2.2.  The rules concerning the
determination of outliers is as described in section 4.3.  
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4.5.2 Explaining the Modes of Data Capture, OCR, OMR, and KFI

The three modes of data capture are OCR, OMR, and KFI.  To understand these modes, we share
more information about Census 2000 processing.  After capturing the content for a field, the
automated technology calculated a measure called a confidence level.   The confidence level was
the technology’s estimate of the probability that it had captured intelligible content.  While
spaces does not allow us to explain in detail, in broad terms an algorithm compared the
electronic patterns of the content with a stored library of patterns and looked for matches
between the two.

The technology was programmed to reject content whose associated confidence level failed to
meet a minimum threshold.  In these cases, the fall back procedure was for a human operator to
look at the scanned image of the form and key in an entry manually.  In other words, KFI was
used.

As a general rule, the content whose confidence level met or exceeded the threshold was
accepted by the automated technology.  Some fields went directly to KFI regardless of the
confidence level. These were check-box fields where more than one box could be selected and
still count as a valid response.

After being accepted, content advanced to the next field.  So the first thing to understand about
data capture modes is that the raw data for this evaluation are split between cases that met the
threshold and cases that did not.

The cases that met or exceeded the threshold form two categories of data capture mode.  If a
successful case is for a check-box field, the mode is OMR.  OMR stands for “optical mark
recognition.”  If a successful case is for a write-in field, the mode is OCR.  OCR stands for
“optical character recognition.”

The cases failing the threshold form the third category of data capture mode.  A standard term
for this category did not emerge during Census 2000 processing.  Since the fall back procedure
used KFI, the tendency was to adopt this term for convenience of description.

We follow this practice in this evaluation.  To distinguish KFI from the independent keying of
our predetermined sample of forms after Census 2000 processing, we use the term MIK for the
latter.  MIK stands for “manual inspection and keying.”  We believe this designation captures the
essence of what happened to the content rejected by the automated technology.

Before proceeding with the analysis, we emphasize and reiterate some useful points.  First, the
same operation applied during Census 2000 processing to handle rejected content as applied
afterwards in part of the creation of our raw data.  A human being looked at a scanned image of a
form and keyed in what he or she saw.
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Second, this means some of the fields in our raw data were keyed twice: once during Census
2000 processing and once afterwards.  Any remedial keying during processing is independent of
the keying that took place after processing.  The two keyings were performed by different groups
of people who did not have a chance to interact and affect each other’s work.

Third, the three modes of data capture permit us to analyze the fields that were keyed twice
separately from those that were keyed once.  We are in a position to check for consistency of
conclusions between the two situations. 

Finally, to understand the general performance of the automated technology for hard match error
rates, refer to Table 14 in this section under OMR mode.  For soft match error performance, 
refer to the OCR mode section of Table 14.  The general performance for content rejected by the
automated technology and keyed by a human operator can be found in the KFI section.

4.5.3  Factors and Models for Testing Statistical Significance

Our factors for testing statistical significance are mode, form, field, field category, and
person number.  We regard these factors as fixed.  For more details about the significance
testing, see Appendix J. 

We analyze nonperson fields for statistical significance separately from person fields.  For
nonperson fields, our model is 

• field nested within field category,
• field category nested within form, and
• mode crossed with field.

For person fields, our model is 

• person number nested within field, 
• field nested within field category,
• field category nested within form, and
• mode crossed with field.

We present four analyses:

• nonperson fields excluding all outliers
• nonperson fields including all outliers
• person fields excluding all outliers
• person fields including all outliers.

4.5.4 Significance Testing for Nonperson Fields
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The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 9a.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
Overall Model                
                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                       95        46152.58824       485.81672        31.70    <0.0001
Error                         74          1134.08073         15.32542                     
Corrected Total      169        47286.66897                                     

Table 9b.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
Individual Factors    
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                  11     372.9771795      33.9070163       2.21           0.0223
Field Category                     9      58.7980470         6.5331163       0.43           0.9169
Field                                   NA    NA    
Mode                                   1        6.0143276         6.0143276       0.39           0.5329
Field*Mode                       12      69.1829862         5.7652489       0.38           0.9680

Table 10a.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Overall Model     
                                                Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      103     102692.7191        997.0167          52.82     <0.0001
Error                          88         1661.1823          18.8771                     
Corrected Total       191     104353.9014                                     
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Table 10b.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Individual Factors    
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                  11     838.7812075      76.2528370       4.04        <0.0001
Field Category                   12     507.5054506      42.2921209       2.24          0.0161
Field                                   NA     NA   
Mode                                   1         0.2792463       0.2792463        0.01          0.9035
Field*Mode                       16       74.7559615       4.6722476        0.25          0.9986

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables do not
agree as to which individual factors are significant.  Since outliers are known to distort
results, it is preferable to conclude based on excluding outliers.  For nonperson fields,
therefore, the only significant factor is form.  There is no significant contribution of field
category, mode, or the interaction of field and mode.  The structure of the data set did not
allow SAS to test field for significance.

4.5.5 Significance Testing for Person Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance..

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 11a.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Overall Model    
             
                                                  Sum of
Source                       DF         Squares       Mean Square    F Value    Pr > F
 
Model                     1087     175927.1447        161.8465          35.47     <0.0001
Error                       2514       11470.1455            4.5625                     
Corrected Total      3601     187397.2902                                     
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Table 11b.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Individual Factors 
   
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                  10        239.921265        23.992127        5.26       <0.0001
Field Category                   48      1802.527318        37.552652        8.23       <0.0001
Field                                  NA        NA 
Person Number                 NA        NA    
Mode                                   2       2335.898722   1167.949361    255.99       <0.0001
Field*Mode                     345       4247.311096       12.311047        2.70       <0.0001

Table 12a.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Overall Model     
             
                                                  Sum of
Source                       DF         Squares       Mean Square    F Value    Pr > F
 
Model                     1161     233264.9021        200.9172         26.32     <0.0001
Error                       2954       22551.4161            7.6342                     
Corrected Total      4115     255816.3182  
                                   
Table 12b.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Individual Factors
   
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                        10       513.783000       51.378300         6.73       <0.0001
Field Category         50     2667.128153       53.342563         6.99       <0.0001
Field                         NA       NA    
Person Number        NA       NA    
Mode                          2       385.085264      192.542632      25.22       <0.0001
Field*Mode            354    5627.312804        15.896364        2.08        <0.0001

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables agree
as to which individual factors are significant.  For person fields, the largest significant
factor  is the interaction of field and mode.  Interaction means that the effect of field will
change depending on the mode.   The field and mode do not operate independently in their
effect on the nonblank error rate.  There is a significant secondary contribution of field
category.  The structure of the data set did not allow SAS to test field and person number
for significance.

4.5.6 Outlier Data for This Section
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We have reached another point in our analysis where the volume of data becomes an issue in
table construction.  As mentioned in section 4.5.1, when we calculate the nonblank error rate for
all the combinations of variables relevant to this analysis, we have 4,308 rates by the time we are
done.  Some of these rates–almost 550--are high or very high outliers according to the procedure
discussed in section 4.3.   How do we communicate what these outliers have to say without
forcing the reader to wade through a 550 line table?

We think a fair compromise is to restrict the table to the outliers that are based on a reasonably
large number of  records.  It is hard to conclude much when the data behind an outlier consist of
two, three, or some other small number of records.   After experimenting with different
possibilities, we believe 500 records is a reasonable minimum to require.  This results in Table
13.  It consists of 149 outliers.  It provides insight into the highest three percent of the nonblank
error rates.  We believe this emphasizes problem fields that occur often enough to be a priority
for investigation and improvement.

Table 13.  Field Nonblank Error Rates that are High and Very High Outliers and Based on
at Least 500 Blank and Nonblank Data Records

Form
Name

Field
Name Description Mode

Nonblank
Error %

Total
Nonblank
Records Outlier

d1 p3_relo Person 3: Other Relative KFI 11.284% 2,118 High
p2_relo Person 2: Other Relative KFI 10.160% 1,880 High
p4_relo Person 4: Other Relative KFI 9.517% 2,028 High

d1e p4ocancl Person 4: Cancel OMR 30.000% 750 Very High
p5ocancl Person 5: Cancel OMR 26.423% 685 Very High
rilast Respondent's Last Name OCR 11.212% 131,961 High
p2orace Person 2: Race KFI 10.673% 1,649 High
p3orace Person 3: Race KFI 10.173% 1,563 High

d1s p1mi Person 1: Middle Initial KFI 21.333% 525 Very High
p1hisp19 Person 1: Other Hispanic Origin KFI 13.993% 536 High
p1last Person 1: Last Name KFI 13.875% 1,009 High
p4last Person 4: Last Name KFI 13.854% 628 High
p2last Person 2: Last Name KFI 12.603% 968 High
p3last Person 3: Last Name KFI 11.442% 874 High
p3hisp19 Person 3: Other Hispanic Origin KFI 10.558% 502 High

d1u p1hsn10a House Number KFI 16.177% 3,950 High

d2 p4trib_1 Person 4: Am Indian, Alaska Native Tribe OCR 30.460% 1,218 Very High
p2trib_1 Person 2: Am Indian, Alaska Native Tribe OCR 29.838% 2,785 Very High
p3trib_1 Person 3: Am Indian, Alaska Native Tribe OCR 28.197% 1,947 Very High
p2asia_1 Person 2: Other Asian OCR 27.814% 2,301 Very High
p6oetype Person 6: Class of Worker OMR 27.167% 946 Very High
p1asia_1 Person 1: Other Asian OCR 26.512% 2,199 Very High
p5hisp_1 Person 5: Other Hispanic Origin OCR 25.896% 977 Very High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe OCR 24.805% 2,689 Very High
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Form
Name

Field
Name Description Mode

Nonblank
Error %

Total
Nonblank
Records Outlier

d2 p5trib_1 Person 5: Am Indian, Alaska Native Tribe OCR 24.662% 665 Very High
p3asia_1 Person 3: Other Asian OCR 24.506% 1,469 Very High
p5asia_1 Person 5: Other Asian OCR 23.689% 591 Very High
p4hisp_1 Person 4: Other Hispanic Origin OCR 23.543% 1,699 Very High
p3hisp_1 Person 3: Other Hispanic Origin OCR 22.724% 2,614 Very High
p4_relo Person 4: Other Relative KFI 22.343% 734 Very High
p4asia_1 Person 4: Other Asian OCR 22.070% 947 Very High
p1hisp_1 Person 1: Other Hispanic Origin OCR 20.980% 4,428 Very High
p6hisp_1 Person 6: Other Hispanic Origin OCR 20.598% 602 Very High
p2race_1 Person 2: Other Race OCR 20.458% 4,414 Very High
p3race_1 Person 3: Other Race OCR 20.427% 2,952 Very High
p2hisp_1 Person 2: Other Hispanic Origin OCR 20.423% 3,829 Very High
p5_relo Person 5: Other Relative KFI 20.000% 605 Very High
p4race_1 Person 4: Other Race OCR 19.355% 2,046 Very High
p5race_1 Person 5: Other Race OCR 19.292% 1,187 Very High
p6race_1 Person 6: Other Race OCR 18.155% 672 Very High
p3_relo Person 3: Other Relative KFI 17.922% 1,328 Very High
p6otrans Person 6: Work Vehicle OMR 17.318% 716 Very High
p1race_1 Person 1: Other Race OCR 16.792% 4,913 Very High
p6otype Person 6: Business Type OMR 16.351% 740 High
p1ointls Person 1: Interest Loss OMR 15.696% 1,357 High
p6owork Person 6: Work Last Year OMR 15.392% 1,085 High
p3addr_1 Person 3: Work Address KFI 13.892% 12,907 High
p3selfe Person 3: Self Employment Income Amount KFI 13.826% 745 High
p2_other Person 2: Other Income Amount KFI 13.663% 2,869 High
p2oresp Person 2: How Long OMR 13.639% 1,745 High
p1addr_1 Person 1: Work Address KFI 13.637% 91,310 High
p6oam_pm Person 6: Time to Work am/pm OMR 13.468% 594 High
p1ototls Person 1: Total Income Loss OMR 13.432% 1,489 High
p2ototls Person 2: Total Income Loss OMR 13.427% 782 High
p4addr_1 Person 4: Work Address KFI 13.249% 4,091 High
p1ssi Person 1: SSI Amount KFI 13.068% 5,081 High
p1_other Person 1: Other Income Amount KFI 13.052% 6,681 High
p5addr_1 Person 5: Work Address KFI 12.950% 1,390 High
p2ssi Person 2: SSI Amount KFI 12.672% 2,320 High
p1yrmvus Person 1: Migration Year KFI 12.547% 4,264 High
p2addr_1 Person 2: Work Address KFI 12.520% 56,468 High
p6addr_1 Person 6: Work Address KFI 12.018% 649 High
p1welfr Person 1: Welfare Amount KFI 11.976% 2,789 High
p1oresp Person 1: How Long OMR 11.781% 2,886 High
p3oserve Person 3: When on Active Duty OMR 11.749% 1,115 High
r1last Roster: Person 1 Last Name KFI 11.515% 58,706 High
p2welfr Person 2: Welfare Amount KFI 11.503% 1,504 High
p6oint Person 6: Interest OMR 11.352% 1,427 High
p2selfe Person 2: Self Employment Income Amount KFI 11.231% 3,437 High
p1selfe Person 1: Self Employment Income Amount KFI 11.127% 6,920 High
p2_relo Person 2: Other Relative KFI 11.114% 3,302 High
p4empl_1 Person 4: Employer KFI 11.097% 3,956 High
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Form
Name

Field
Name Description Mode

Nonblank
Error %

Total
Nonblank
Records Outlier

d2 p3_other Person 3: Other Income Amount KFI 10.497% 886 High
r2last Roster: Person 2 Last Name KFI 10.477% 41,376 High
p6oride Person 6: Carpool OMR 10.400% 500 High
p1last Person 1: Last Name KFI 10.032% 60,464 High
p2oslfls Person 2: Self- Person 2:employment Loss OMR 10.009% 1,119 High
p6empl_1 Person 6: Employer KFI 9.907% 646 High
p6olayof Person 6: Last Week Layoff OMR 9.885% 1,133 High
p2yrmvus Person 2: Migration Year KFI 9.770% 3,787 High
r3last Roster: Person 3 Last Name KFI 9.751% 23,484 High
p5empl_1 Person 5: Employer KFI 9.714% 1,328 High
p6omilit Person 6: Active Duty OMR 9.699% 1,629 High
p1retir Person 1: Retirement Income Amount KFI 9.690% 10,206 High
p3yrmvus Person 3: Migration Year KFI 9.681% 2,665 High

d2e p5oresp Person 5: How Long OMR 91.362% 903 Very High
p3oresp Person 3: How Long OMR 86.052% 889 Very High
p4oserve Person 4: When on Active Duty OMR 82.660% 1,782 Very High
p2ototls Person 2: Total Income Loss OMR 74.372% 597 Very High
p5ostart Person 5: Could Start Last Week OMR 57.649% 1,072 Very High
p2oresp Person 2: How Long OMR 47.550% 1,918 Very High
p5oneeds Person 5: Responsible for Needs OMR 44.915% 944 Very High
p3ocancl Person 3: Cancel OMR 41.379% 522 Very High
p1ocancl Person 1: Cancel OMR 39.893% 559 Very High
p4otrans Person 4: Work Vehicle OMR 38.287% 5,242 Very High
p1oarmed Person 1: Armed Forces OMR 37.452% 526 Very High
p3oneeds Person 3: Responsible for Needs OMR 33.091% 3,025 Very High
p1oadd Person 1: Add OMR 31.919% 542 Very High
p3oserve Person 3: When on Active Duty OMR 29.475% 648 Very High
p5otype Person 5: Business Type OMR 25.698% 2,043 Very High
p1oslfls Person 1: Self- Person 1:employment Loss OMR 24.769% 650 Very High
p5oborn Person 5: Under 19 OMR 21.534% 1,291 Very High
p4oride Person 4: Carpool OMR 19.620% 3,155 Very High
rilast Respondent's Last Name OCR 17.555% 166,529 Very High
p5owork Person 5: Work Last Year OMR 16.733% 2,008 Very High
p5olook Person 5: Looking for Work OMR 16.530% 2,196 High
p3ostart Person 3: Could Start Last Week OMR 15.497% 3,091 High
p5otrans Person 5: Work Vehicle OMR 14.167% 1,447 High
p5olstwk Person 5: Last Worked OMR 13.590% 2,156 High
p5olvcty Person 5: Live Inside City Limits OMR 13.231% 3,847 High
rifirst Respondent's First Name OCR 12.222% 168,443 High
p1oserve Person 1: When on Active Duty OMR 11.557% 13,654 High
p1omort Household: No Payment OMR 11.427% 1,724 High
p3oyears Person 3: Years on Active Duty OMR 11.004% 518 High
p1zip5a Zip Code KFI 10.780% 5,575 High
p3oborn Person 3: Under 17 OMR 10.708% 5,267 High
p4ostart Person 4: Could Start Last Week OMR 10.705% 1,205 High
p3_relo Person 3: Other Relative KFI 10.649% 601 High
p5lvzip Person 5: Migration Zip Code KFI 10.626% 1,007 High
p1oresp Person 1: How Long OMR 10.240% 2,002 High
p1stx16a Street Name KFI 9.958% 33,361 High
p4orecal Person 4: Will Be Recalled OMR 9.873% 1,104 High
p1ograde Person 1: Grade Level OMR 9.724% 8,176 High
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Form
Name

Field
Name Description Mode

Nonblank
Error %

Total
Nonblank
Records Outlier

d2u p2asia_1 Person 2: Other Asian OCR 19.083% 545 Very High
p2trib_1 Person 2: Am Indian, Alaska Native Tribe OCR 17.576% 990 Very High
p2race_1 Person 2: Other Race OCR 16.018% 899 High
p3trib_1 Person 3: Am Indian, Alaska Native Tribe OCR 15.949% 627 High
p2hisp_1 Person 2: Other Hispanic Origin OCR 15.326% 783 High
p3hisp_1 Person 3: Other Hispanic Origin OCR 14.865% 518 High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe OCR 14.690% 953 High
p1hisp_1 Person 1: Other Hispanic Origin OCR 14.491% 904 High
p1race_1 Person 1: Other Race OCR 12.879% 924 High
p3race_1 Person 3: Other Race OCR 12.868% 544 High
p1welfr Person 1: Welfare Amount KFI 10.794% 982 High
p2yrmvus Person 2: Migration Year KFI 10.720% 681 High
p1_other Person 1: Other Income Amount KFI 10.327% 2,537 High
p1ssi Person 1: SSI Amount KFI 10.189% 2,061 High
p1stx16a Street Name KFI 10.123% 29,874 High
p2_other Person 2: Other Income Amount KFI 9.758% 1,117 High
p2welfr Person 2: Welfare Amount KFI 9.552% 513 High

d2ur p1oauto Household: Number of Automobiles OMR 72.310% 1,589 Very High
p1obdrm Household: Number of Bedrooms OMR 71.420% 1,578 Very High
p2lang Person 2: Language OCR 68.484% 587 Very High
p1lang Person 1: Language OCR 67.950% 805 Very High
p1stx16a Street Name KFI 19.272% 1,126 Very High
p1addr_1 Person 1: Work Address KFI 18.474% 498 Very High
p1hsn10a House Number KFI 12.796% 719 High
p2last Person 2: Last Name KFI 11.950% 636 High
p1last Person 1: Last Name KFI 9.873% 709 High

Table 14. Field Category Nonblank Error Rates by Mode of Data Capture

Mode of Data Capture Field Category Nonblank Error % Outlier
KFI POP--Income 7.051%

POP--Occupation 6.141%
POP--Name 5.842%
POP--Ethnic 5.116%
Housing Profile 4.841%
POP--Race 4.687%
POP--Demographic 4.474%
Special Housing 2.606%
Form Management 1.723%
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Mode of Data Capture Field Category Nonblank Error % Outlier
OCR POP--Race 7.214%

Form Management 5.817%
POP--Name 2.212%
POP--Ethnic 2.182%
Special Housing 1.633%
POP--Income 1.167%
POP--Occupation 0.786%
Housing Profile 0.776%
POP--Demographic 0.571%

OMR POP--Military 1.857%
POP--Occupation 1.729%
POP--Education 1.614%
Housing Profile 1.150%
POP--Income 0.909%
POP--Disability 0.759%
POP--Demographic 0.739%
Form Management 0.672%
Coverage 0.452%
POP--Race 0.353%
POP--Ethnic 0.306%

From Table 14, we see none of the field category error rates are outliers.  Understanding of
outliers has to take place at the level of individual fields.  This information is found in 
Table 13.  We see different issues highlighted for different forms.  For the d1s, the Spanish
mailout/mailback short form, name related fields is a dominant issue.  For the d2, the
English mailout/mailback long form, and the d2u, the English update/leave long form, the
write-in fields for other race or ethnicity appear many times on the outlier list.  The d2e,
the English enumerator long form, shows several outliers for occupation related fields.
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4.6  Analysis of Hard and Soft Match Error Rates By Data Capture Center

4.6.1 Contents of This Section

In this section, we use a new grouping of the data called data capture center to analyze the hard
match and soft match error rates.  In the previous section, we were concerned about how the
nonblank error rate behaved depending on 

• form (whether we are dealing with a d1, d2, etc.),
• field category (whether we are dealing with name fields, race fields, etc.), 
• field (whether we are dealing with name data for person 1, person 2, etc), and
• data capture mode (OCR, OMR, or KFI).

The data capture center are the four locations in Census 2000 at which forms were received,
scanned, and converted into useable electronic files.  We refer to the data capture centers by their
cities of location: Baltimore, Jeffersonville, Phoenix, and Pomona.   

Our basic question in this section is this: does the nonblank error rate vary in a significant
way depending on what form, field category, type of field, and data capture center we are
talking about?  To answer this question, we construct an analysis of variance (ANOVA)
where the nonblank error rate is the response variable and the independent variables are
form, field category, field, and data capture center.

In this section, we also distinguish between person and nonperson fields as discussed in
section 4.4.1.  For definitions of common or special terms in this section, see the glossary in
Appendix M.

After the ANOVA, we show Tables 19 and 20.  The data for the tables are the same as for the
ANOVA.  After going through the different combinations of forms, fields, and data capture
centers, we have a raw data set consisting of 9,883 hard and soft match error rates for the
ANOVA and the tables.  In Table 19, we show nonblank error rates that are outliers for specific
fields on specific forms.  We aim for a sufficiently fine level of detail that makes it easy to
identify the largest improvement opportunities.

Table 20 complements Table 19.  We aim for a higher level of detail that supports a meaningful
overall view of the data.   We show the nonblank error rates for each field category. We show a
separate field category result for each of the four data capture centers.  Any outliers in Table 20
identify field categories that stand out in terms of a high error rate. 

The method for testing statistical significance follows sections 4.4.3 and 4.4.4  The details
concerning the calculation of errors follows section 4.2.2.  The rules concerning the
determination of outliers is as described in section 4.3.  
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4.6.2  Factors and Models for Testing Statistical Significance

Our factors for testing statistical significance are data capture center (identified by the
abbreviation DCC), form, field, field category, and person number.  We regard these factors as
fixed.  For more details about the significance testing, see Appendix J.    

We analyze nonperson fields for statistical significance separately from person fields.  For
nonperson fields, our model is 

• field nested within field category,
• field category nested within form, and
• DCC crossed with field.

For person fields, our model is 

• person number nested within field, 
• field nested within field category,
• field category nested within form, and
• DCC crossed with field.

We present four analyses:

• nonperson fields excluding all outliers
• nonperson fields including all outliers
• person fields excluding all outliers
• person fields including all outliers.

4.6.3 Significance Testing for Nonperson Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 15a.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
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Overall Model     
             
                                                 Sum of
Source                      DF         Squares     Mean Square    F Value    Pr > F

Model                      241     35518.60153       147.38009      30.39     <0.0001
Error                        213       1033.03152           4.84991                     
Corrected Total       454     36551.63306                       

Table 15b.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
Individual Factors
   
Source                                   DF     Type III SS     Mean Square    F Value     Pr > F

Form                                       11     298.2262713      27.1114792       5.59         <0.0001
Field Category                        11     148.7294909      13.5208628       2.79           0.0021
Field                                        NA     NA       
DCC                                          3         2.0949027        0.6983009       0.14           0.9334
Field*DCC                            156    224.9933534        1.4422651       0.30           1.0000

Table 16a.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Overall Model     
             
                                                Sum of
Source                      DF         Squares     Mean Square    F Value    Pr > F

Model                      276     101307.0898        367.0547        47.66     <0.0001
Error                        266         2048.5499            7.7013                     
Corrected Total       542     103355.6397                                  
                                  
Table 16b.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Individual Factors 
   
Source                                 DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                     11     1322.895597      120.263236      15.62        <0.0001
Field Category                      12       683.682893        56.973574       7.40         <0.0001
Field                                      NA      NA
DCC                                         3          3.670158          1.223386       0.16           0.9239
Field*DCC                           187      297.584533         1.591361       0.21           1.0000

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables agree
as to which individual factors are significant.  For nonperson fields, therefore, the largest
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significant factor is form.  There is a significant secondary contribution from field
category.  The structure of the data set did not allow SAS to test field for significance.

4.6.4 Significance Testing for Person Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 17a.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Overall Model 
              
                                                Sum of
Source                      DF         Squares     Mean Square    F Value    Pr > F

Model                     2727     118461.9974         43.4404       15.91     <0.0001
Error                       5198       14194.7383           2.7308                     
Corrected Total      7925     132656.7357                                     

Table 17b.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Individual Factors   

Source                                 DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                     10       249.913247       24.991325        9.15       <0.0001
Field Category                      48     2289.274122       47.693211      17.46       <0.0001
Field                                      NA       NA        
Person Number                     NA       NA       
DCC                                        3         12.657393        4.219131        1.55          0.2007
Field*DCC                        1965     1845.212756        0.939040        0.34          1.0000

Table 18a.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Overall Model   
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                                                Sum of
Source                      DF         Squares     Mean Square    F Value    Pr > F

Model                     3033     166775.1743         54.9869       13.24      <0.0001
Error                       6306       26193.0635           4.1537                     
Corrected Total      9339     192968.2378                                     

Table 18b.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Individual Factors
 
Source                                      DF     Type III SS     Mean Square    F Value     Pr > F 
 
Form                                          10        416.473326       41.647333        10.03      <0.0001
Field Category                           50      3091.937365       61.838747        14.89      <0.0001
Field                                          NA        NA 
Person Number                         NA        NA     
DCC                                             3          40.155894      13.385298          3.22         0.0217
Field*DCC                             2225      3147.278035       1.414507          0.34          1.0000

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables do not
agree as to which individual factors are significant.  Since outliers are known to distort
results, it is preferable to conclude based on excluding outliers.  For person fields,
therefore, the largest significant factor is field category.  There is a significant secondary
contribution from form.  The structure of the data set did not allow SAS to test field and
person number for significance.

4.6.5 Outlier Data for This Section

We have reached another point in our analysis where the volume of data becomes an issue in
table construction.  As mentioned in section 4.6.1, when we calculate the nonblank error rate for
all the combinations of variables relevant to this analysis, we have 9,883 rates by the time we are
done.  Some of these rates–almost 1,500--are high or very high outliers according to the
procedure discussed in section 4.3.   How do we communicate what these outliers have to say
without forcing the reader to wade through a 1,500 line table?

We think a fair compromise is to restrict the table to the outliers that are based on a reasonably
large number of  records.  It is hard to conclude much when the data behind an outlier consist of
two, three, or some other small number of records.   After experimenting with different
possibilities, we believe 500 records is a reasonable minimum to require.  This results in Table
19.  It consists of 234 outliers.  It provides insight into the highest two percent of the nonblank
error rates.  We believe this emphasizes problem fields that occur often enough to be a priority
for investigation and improvement.  In Tables 19 and 20, the data capture centers are abbreviated
as follows:
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• BAL means Baltimore,
• JEF means Jeffersonville,
• PHX means Phoenix, and
• POM means Pomona.

Table 19.  Field Nonblank Error Rates that are High and Very High Outliers and Based on
at Least 500 Blank and Nonblank Data Records

Form
Name

Field
Name Description

Data
Capture
Center

Nonblank
Error %

Total
Nonblank
Records Outlier

d1 p3_relo Person 3: Other Relative PHX 8.370% 920 High

d1e p4ocancl Person 4: Cancel POM 16.110% 509 Very High
rilast Respondent's Last Name PHX 11.709% 47,058 High
rilast Respondent's Last Name JEF 11.039% 13,262 High
rilast Respondent's Last Name BAL 10.987% 30,772 High
rilast Respondent's Last Name POM 10.866% 40,869 High
rifirst Respondent's First Name PHX 8.597% 47,412 High
rifirst Respondent's First Name JEF 8.521% 13,414 High

d1s p5mi Person 5: Middle Initial PHX 10.847% 590 High
p4mi Person 4: Middle Initial PHX 10.262% 916 High
p1hisp19 Person 1: Other Hispanic Origin PHX 10.000% 1,120 High
p2hisp19 Person 2: Other Hispanic Origin PHX 10.000% 1,000 High
p3mi Person 3: Middle Initial PHX 9.783% 1,196 High
p2mi Person 2: Middle Initial PHX 9.261% 1,393 High
p1mi  Person 1: Middle Initial PHX 9.215% 1,541 High

d1u p1apt16a Apartment Number POM 9.988% 851 High
p1stx16a Street Name JEF 9.001% 911 High
p1apt16a Apartment Number BAL 8.923% 650 High
p1apt16a Apartment Number PHX 8.068% 1,475 High

Form
Name

Field
Name Description

Data
Capture
Center

Nonblank
Error %

Total
Nonblank
Records Outlier

d2 p2trib_1 Person 2: Am Indian, Alaska Native Tribe POM 31.002% 1,258 Very High
p1asia_1 Person 1: Other Asian BAL 30.856% 619 Very High
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p2trib_1 Person 2: Am Indian, Alaska Native Tribe PHX 29.868% 606 Very High
p4trib_1 Person 4: Am Indian, Alaska Native Tribe POM 29.577% 568 Very High
p2trib_1 Person 2: Am Indian, Alaska Native Tribe BAL 28.319% 678 Very High
p3trib_1 Person 3: Am Indian, Alaska Native Tribe POM 28.074% 862 Very High
p2asia_1 Person 2: Other Asian POM 27.453% 958 Very High
p2asia_1 Person 2: Other Asian BAL 27.076% 602 Very High
p4hisp_1 Person 4: Other Hispanic Origin POM 26.817% 619 Very High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe BAL 26.480% 642 Very High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe POM 26.117% 1,164 Very High
p1asia_1 Person 1: Other Asian PHX 25.519% 482 Very High
p1asia_1 Person 1: Other Asian POM 25.457% 876 Very High
p3hisp_1 Person 3: Other Hispanic Origin POM 24.080% 951 Very High
p3hisp_1 Person 3: Other Hispanic Origin PHX 23.384% 727 Very High
p3asia_1 Person 3: Other Asian POM 23.370% 629 Very High
p4hisp_1 Person 4: Other Hispanic Origin BAL 22.330% 515 Very High
p2hisp_1 Person 2: Other Hispanic Origin POM 22.230% 1,408 Very High
p1hisp_1 Person 1: Other Hispanic Origin POM 21.786% 1,680 Very High
p2race_1 Person 2: Other Race BAL 21.682% 1,070 Very High
p3hisp_1 Person 3: Other Hispanic Origin BAL 21.305% 751 Very High
p1hisp_1 Person 1: Other Hispanic Origin PHX 21.237% 1,229 Very High
p5race_1 Person 5: Other Race POM 21.053% 608 Very High
p2hisp_1 Person 2: Other Hispanic Origin PHX 21.013% 1,066 Very High
p2race_1 Person 2: Other Race POM 20.998% 2,024 Very High
p3race_1 Person 3: Other Race POM 20.899% 1,402 Very High
p4race_1 Person 4: Other Race POM 20.659% 1,002 Very High
p3race_1 Person 3: Other Race PHX 20.408% 637 Very High
p3race_1 Person 3: Other Race BAL 20.061% 658 Very High
p1hisp_1 Person 1: Other Hispanic Origin BAL 19.637% 1,212 Very High
p2hisp_1 Person 2: Other Hispanic Origin BAL 18.416% 1,086 Very High
p2race_1 Person 2: Other Race PHX 18.162% 925 Very High
p1race_1 Person 1: Other Race BAL 17.563% 1,264 Very High
p1race_1 Person 1: Other Race PHX 17.238% 1,050 Very High
p2_other Person 2: Other Income Amount PHX 17.211% 1,255 Very High
p3addr_1 Person 3: Work Address POM 16.776% 3,815 Very High
p1ssi Person 1: SSI Amount PHX 16.676% 1,799 Very High
p4addr_1 Person 4: Work Address POM 16.413% 1,249 Very High
p1addr_1 Person 1: Work Address POM 16.031% 28,040 Very High
p1race_1 Person 1: Other Race POM 15.904% 2,207 Very High
p2addr_1 Person 2: Work Address POM 14.961% 17,111 Very High
p1welfr Person 1: Welfare Amount PHX 14.917% 905 Very High
p2ssi Person 2: SSI Amount PHX 14.330% 963 Very High
p2oresp Person 2: How Long POM 14.206% 535 Very High
p5addr_1 Person 5: Work Address BAL 13.992% 486 Very High
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Form
Name

Field
Name Description

Data
Capture
Center

Nonblank
Error %

Total
Nonblank
Records Outlier

d2 p1_other Person 1: Other Income Amount PHX 13.549% 3,218 High
p3addr_1 Person 3: Work Address BAL 13.525% 4,510 High
p3_relo Person 3: Other Relative PHX 13.106% 557 High
p1addr_1 Person 1: Work Address BAL 13.020% 29,515 High
p4addr_1 Person 4: Work Address PHX 12.990% 816 High
p3_relo Person 3: Other Relative BAL 12.836% 670 High
p3addr_1 Person 3: Work Address PHX 12.788% 2,776 High
p1oresp Person 1: How Long POM 12.768% 838 High
p1addr_1 Person 1: Work Address PHX 12.580% 21,685 High
p1oresp Person 1: How Long BAL 12.470% 826 High
p2addr_1 Person 2: Work Address BAL 11.690% 18,478 High
p2addr_1 Person 2: Work Address PHX 11.628% 13,081 High
p6omilit Person 6: Active Duty BAL 11.554% 502 High
p4addr_1 Person 4: Work Address BAL 11.536% 1,465 High
p1addr_1 Person 1: Work Address JEF 11.483% 12,070 High
p3_relo Person 3: Other Relative POM 11.111% 666 High
p4addr_1 Person 4: Work Address JEF 11.052% 561 High
p2addr_1 Person 2: Work Address JEF 10.631% 7,798 High
p2oresp Person 2: How Long PHX 10.546% 531 High
p3addr_1 Person 3: Work Address JEF 10.410% 1,806 High
p1oresp Person 1: How Long PHX 10.200% 902 High
p1oslfls Person 1: Self- Person 1:employment Loss BAL 10.116% 692 High
p2_relo Person 2: Other Relative POM 9.651% 1,492 High
p4empl_1 Person 4: Employer BAL 9.629% 1,942 High
p1oslfls Person 1: Self- Person 1:employment Loss PHX 9.593% 615 High
p5otype Person 5: Business Type BAL 9.582% 574 High
p5empl_1 Person 5: Employer BAL 9.412% 595 High
p1osecpy Household: No Payment JEF 9.372% 1,227 High
p4empl_1 Person 4: Employer POM 9.158% 1,758 High
p1oslfls Person 1: Self- Person 1:employment Loss POM 8.948% 827 High
p2oserve Person 2: When on Active Duty PHX 8.830% 1,461 High
p4empl_1 Person 4: Employer PHX 8.821% 1,145 High
p1ograde Person 1: Grade Level JEF 8.754% 3,073 High
p1selfe Person 1: Self Employment Income Amount PHX 8.736% 3,514 High
p2selfe Person 2: Self Employment Income Amount PHX 8.715% 1,595 High
p2oserve Person 2: When on Active Duty POM 8.684% 1,520 High
p1oelec Household: Electricity JEF 8.472% 779 High
p2_relo Person 2: Other Relative BAL 8.461% 1,501 High
p2welfr Person 2: Welfare Amount BAL 8.258% 666 High
p1ssi Person 1: SSI Amount BAL 8.180% 2,604 High
p6omilit Person 6: Active Duty POM 8.130% 615 High
p1ograde Person 1: Grade Level PHX 8.117% 7,798 High
p4otrans Person 4: Work Vehicle JEF 8.112% 678 High
p3yrmvus Person 3: Migration Year PHX 8.093% 1,631 High
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Field
Name Description

Data
Capture
Center

Nonblank
Error %

Total
Nonblank
Records Outlier

d2e p4oserve Person 4: When on Active Duty POM 87.444% 669 Very High
p4oserve Person 4: When on Active Duty PHX 82.765% 528 Very High
p3oneeds Person 3: Responsible for Needs JEF 66.960% 569 Very High
p2oresp Person 2: How Long POM 53.826% 745 Very High
p5oetype Person 5: Class of Worker BAL 45.568% 722 Very High
p5oetype Person 5: Class of Worker PHX 45.398% 804 Very High
p4otrans Person 4: Work Vehicle JEF 44.863% 584 Very High
p4otrans Person 4: Work Vehicle PHX 40.776% 1,469 Very High
p5oetype Person 5: Class of Worker POM 39.670% 1,031 Very High
p4otrans Person 4: Work Vehicle POM 37.534% 1,833 Very High
p2oresp Person 2: How Long PHX 37.234% 564 Very High
p3oneeds Person 3: Responsible for Needs BAL 36.402% 945 Very High
p4otrans Person 4: Work Vehicle BAL 33.776% 1,356 Very High
p5otype Person 5: Business Type BAL 33.739% 575 Very High
p3oborn Person 3: Under 17 JEF 24.525% 579 Very High
p5olook Person 5: Looking for Work POM 20.592% 845 Very High
p3oneeds Person 3: Responsible for Needs POM 20.476% 757 Very High
rilast Respondent's Last Name JEF 20.396% 18,759 Very High
p4oride Person 4: Carpool POM 20.362% 1,105 Very High
rilast Respondent's Last Name POM 19.178% 51,930 Very High
p4oride Person 4: Carpool PHX 18.374% 898 Very High
p3ostart Person 3: Could Start Last Week POM 17.941% 1,059 Very High
p5owork Person 5: Work Last Year PHX 17.235% 586 Very High
p1stx16a Street Name POM 16.985% 10,680 Very High
rilast Respondent's Last Name PHX 16.644% 53,312 Very High
p5otype Person 5: Business Type POM 16.374% 684 Very High
p1oserve Person 1: When on Active Duty JEF 16.203% 1,401 Very High
p3oneeds Person 3: Responsible for Needs PHX 16.048% 754 Very High
rilast Respondent's Last Name BAL 15.455% 42,556 Very High
p5otype Person 5: Business Type PHX 14.881% 504 Very High
p5owork Person 5: Work Last Year POM 14.774% 731 Very High
p3ostart Person 3: Could Start Last Week PHX 14.472% 919 Very High
p5olstwk Person 5: Last Worked PHX 14.016% 635 Very High
p5olvcty Person 5: Live Inside City Limits POM 13.961% 1,540 Very High
p3oborn Person 3: Under 17 BAL 13.932% 1,414 Very High
rifirst Respondent's First Name JEF 13.573% 18,950 High
p1oserve Person 1: When on Active Duty POM 13.347% 4,765 High
p5olook Person 5: Looking for Work BAL 13.297% 549 High
p3owork Person 3: Work Last Year JEF 13.084% 1,284 High
rifirst Respondent's First Name POM 12.947% 52,576 High
p3oetype Person 3: Class of Worker JEF 12.901% 1,248 High
p1ograde Person 1: Grade Level JEF 12.516% 775 High
rifirst Respondent's First Name PHX 12.458% 53,774 High
p5olvcty Person 5: Live Inside City Limits BAL 12.247% 841 High
p4ospkwl Person 4: Speak English Well JEF 11.975% 643 High
p5olstwk Person 5: Last Worked POM 11.958% 761 High
p4owages Person 4: Wages JEF 11.532% 581 High
p3ogrand Person 3: Grandchildren JEF 11.340% 1,896 High
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d2e p2ostart Person 2: Could Start Last Week JEF 11.073% 578 High
p3ostart Person 3: Could Start Last Week BAL 11.056% 805 High
p2ostart Person 2: Could Start Last Week POM 10.549% 2,057 High
p1oserve Person 1: When on Active Duty PHX 10.463% 4,100 High
rifirst Respondent's First Name BAL 10.449% 43,152 High
p4oam_pm Person 4: Time to Work am/pm PHX 10.294% 816 High
p2oserve Person 2: When on Active Duty PHX 10.235% 938 High
p3addr_1 Person 3: Work Address POM 10.163% 2,027 High
p5olook Person 5: Looking for Work PHX 10.02% 589 High
p5olvcty Person 5: Live Inside City Limits PHX 9.804% 1,071 High
p5ojob Person 5: Difficulty Working JEF 9.774% 532 High
p3orecal Person 3: Will Be Recalled POM 9.587% 678 High
p4ototal Person 4: Total Income None PHX 9.478% 823 High
p5olstwk Person 5: Last Worked BAL 9.416% 531 High
p4omilit Person 4: Active Duty POM 9.320% 2,736 High
p3oetype Person 3: Class of Worker PHX 9.247% 3,201 High
p2oserve Person 2: When on Active Duty POM 9.211% 912 High
p2oneeds Person 2: Responsible for Needs JEF 9.172% 785 High
p4omilit Person 4: Active Duty JEF 8.938% 772 High
p1osecpy Household: No Payment POM 8.929% 672 High
p3oetype Person 3: Class of Worker BAL 8.866% 3,316 High
p2oneeds Person 2: Responsible for Needs POM 8.785% 2,470 High
p4addr_1 Person 4: Work Address POM 8.675% 830 High
p5otrans Person 5: Work Vehicle POM 8.671% 519 High
p1ograde Person 1: Grade Level PHX 8.633% 2,502 High
p2oneeds Person 2: Responsible for Needs PHX 8.562% 2,628 High
p2oserve Person 2: When on Active Duty BAL 8.545% 749 High
p3oetype Person 3: Class of Worker POM 8.491% 4,016 High
p4addr_1 Person 4: Work Address BAL 8.464% 638 High
p1oserve Person 1: When on Active Duty BAL 8.442% 3,388 High
p1omort Household: No Payment PHX 8.392% 572 High
p3orecal Person 3: Will Be Recalled PHX 8.199% 683 High
p4ospkwl Person 4: Speak English Well PHX 8.196% 2,184 High
p4oproft Person 4: Work Last Week JEF 8.149% 724 High
p2oborn Person 2: Under 16 JEF 8.130% 861 High
p5ojob Person 5: Difficulty Working POM 8.086% 2,090 High
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d2u p2trib_1 Person 2: Am Indian, Alaska Native Tribe POM 16.192% 562 Very High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe POM 14.748% 556 Very High
p1stx16a Street Name JEF 12.785% 2,190 High
p2_other Person 2: Other Income Amount PHX 11.252% 631 High
p1_other Person 1: Other Income Amount PHX 10.619% 1,535 High
p2ograde Person 2: Grade Level JEF 10.363% 579 High
p1ssi Person 1: SSI Amount PHX 10.261% 1,150 High
p1stx16a Street Name POM 10.224% 10,524 High
p1addr_1 Person 1: Work Address BAL 10.202% 7,636 High
p1addr_1 Person 1: Work Address JEF 10.122% 2,460 High
p2ssi Person 2: SSI Amount PHX 9.980% 511 High
p1stx16a Street Name BAL 9.875% 6,694 High
p1oagric Household: Agricultural Products POM 9.821% 10,987 High
p2addr_1 Person 2: Work Address JEF 9.707% 1,772 High
p1stx16a Street Name PHX 9.622% 10,466 High
p1ograde Person 1: Grade Level JEF 9.408% 574 High
p1apt16a Apartment Number POM 9.227% 1,398 High
p3addr_1 Person 3: Work Address BAL 9.195% 1,131 High
p1addr_1 Person 1: Work Address POM 9.190% 11,795 High
p2addr_1 Person 2: Work Address BAL 9.008% 5,273 High
p1oelec Household: Electricity POM 8.886% 664 High
p1addr_1 Person 1: Work Address PHX 8.413% 9,259 High
p1apt16a Apartment Number BAL 8.410% 1,082 High
p1ograde Person 1: Grade Level POM 8.407% 3,069 High
p2addr_1 Person 2: Work Address POM 8.313% 8,228 High
p2addr_1 Person 2: Work Address PHX 8.191% 6,202 High
p3addr_1 Person 3: Work Address PHX 8.138% 1,278 High

d2ur p1oauto Household: Number of Automobiles POM 72.292% 1,588 Very High
p1obdrm Household: Number of Bedrooms POM 71.401% 1,577 Very High
p1lang Person 1: Language POM 48.204% 1,197 Very High
p3lang Person 3: Language POM 45.920% 625 Very High
p2lang Person 2: Language POM 45.455% 957 Very High
p1stx16a Street Name POM 19.200% 1,125 Very High
p1addr_1 Person 1: Work Address POM 18.310% 497 Very High
p1hsn10a House Number POM 12.813% 718 High
p2last Person 2: Last Name POM 9.117% 1,382 High
p3last Person 3: Last Name POM 9.010% 899 High
p4ohisp Person 4: Hispanic Origin POM 9.007% 544 High
p2ohisp Person 2: Hispanic Origin POM 8.683% 1,359 High
p1actv_1 Person 1: Industry POM 8.392% 715 High
p3ohisp Person 3: Hispanic Origin POM 8.250% 897 High
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Table 20. Field Category Nonblank Error Rates by Data Capture Center

Data Capture Center Field Category Nonblank Error % Outlier
BAL Form Management 3.128%

POP--Name 2.987%
Special Housing 2.340%
POP--Occupation 2.281%
POP--Military 1.503%
POP--Education 1.440%
POP--Income 1.329%
POP--Ethnic 1.305%
Housing Profile 1.165%
POP--Demographic 0.922%
POP--Race 0.825%
POP--Disability 0.703%
Coverage 0.440%

JEF Form Management 3.662% High
POP--Name 3.491% High
POP--Occupation 2.455%
POP--Military 2.348%
Special Housing 2.130%
POP--Education 1.949%
POP--Income 1.612%
Housing Profile 1.484%
POP--Ethnic 1.436%
POP--Demographic 1.106%
POP--Disability 1.086%
POP--Race 0.942%
Coverage 0.578%

PHX Form Management 3.421% High
POP--Name 3.237% High
POP--Occupation 2.196%
Special Housing 2.121%
POP--Military 1.905%
POP--Income 1.560%
POP--Education 1.551%
Housing Profile 1.289%
POP--Ethnic 1.128%
POP--Demographic 1.000%
POP--Race 0.827%
POP--Disability 0.724%
Coverage 0.391%
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Data Capture Center Field Category Nonblank Error % Outlier
POM Form Management 3.361% High

POP--Name 3.178%
POP--Occupation 2.396%
POP--Military 1.981%
Special Housing 1.962%
POP--Education 1.719%
Housing Profile 1.443%
POP--Ethnic 1.426%
POP--Income 1.364%
POP--Race 1.249%
POP--Demographic 1.047%
POP--Disability 0.734%
Coverage 0.485%

From Table 20, we see that although they are not outliers in all four centers, the categories
Form Management and POP–Name have the highest nonblank error rates in all four.
Form Management covers the person added and person canceled fields on the enumerator
forms.  It is encouraging to note that only one of the 52 outlier rates in Table 19 for Form
Management was for adding or canceling persons.  While the entries in Table 19 should be
gleaned to identify opportunities for improvement, the higher level view of Table 20
suggests an interesting follow up question. What specifically is there about the nature of
the Form Management and POP–Name categories that leads them to occupy the top two
positions in all four data capture centers?
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4.7  Analysis of Hard and Soft Match Error Rates By Census 2000 Regional Census
Center

4.7.1 Contents of This Section and a Special Issue Affecting the Analysis

In this section, we use a new grouping of the data called Census 2000 regional census centers to
analyze the hard match and soft match error rates.  In the previous section, we were concerned
about how the nonblank error rate behaved depending on 

• form (whether we are dealing with a d1, d2, etc.),
• field category (whether we are dealing with name fields, race fields, etc.), 
• field (whether we are dealing with name data for person 1, person 2, etc), and
• data capture center (Baltimore, Jeffersonville Phoenix, or Pomona).

In Census 2000, the twelve regional census centers across the United States were the next layer
of management below Suitland, MD, headquarters.  The twelve regional census centers were 
numbered from 21 to 32.  

Our basic question in this section is this: does the nonblank error rate vary in a significant
way depending on what form, field category, type of field, and Census 2000 regional census
center we are talking about?  To answer this question, we construct an analysis of variance
(ANOVA) where the nonblank error rate is the response variable and the independent
variables are form, field category, field, and Census 2000 regional census center.  

As explained in section 3.3, the analysis in this final draft of this evaluation includes 666,711
records that were left out of the analysis in the initial draft.  By including these records, the
analysis of this section is affected in a way not pertinent to the other sections.  We originally
excluded the records because we were unable to match them to the twelve regional census center
files.

Although we could not match them, we concluded with the help of our contractor that they could
be treated as if they did match.  In calculating the hard and soft match error rates by regional
census center, the analysis for the final draft produces 27,254 combinations of field, form, and 
regional census center.  This is 9,071 more than the 18,183 combinations produced by the
analysis in the initial draft.

There are many combinations of field, form, and Census 2000 regional census center where all
the records have a hard or soft match error, leading to an error rate of 100 percent for that
combination.   This can happen especially when the total number of cases for a combination is
small.
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There are enough combinations where the error rate is 100 percent that when the 666,711
unmatched records are included, 100 percent is the boundary of the third quartile when the error
rates are sorted in ascending order.   Since outliers are a function of the interquartile range, and
the interquartile range depends on the value for the boundary of the third quartile, none of the
error rates in the set of 27,254 can be classified as an outlier.  

The interquartile range is nearly 100 percent.   Outliers occur at a distance from the median at
least equal to 1.5 times the interquartile range, or nearly 150 percent in this case.   When the raw
data are in the form of percents as it is here, outliers are impossible under these conditions.

We face two choices: include all 27,254 error rates in the analysis or exclude the 9,071 rates that
lead to the condition of no outliers.  We do not believe it is prudent to put forth an analysis in
which the structure of the data rules out the possibility of outliers.  A case could be made that the
27,254 error rates should be regarded not as one universe but at least two.

In this section, we choose the second option.  The analysis is restricted to the 18,183
combinations of field, form, and Census 2000 regional census center used in the initial draft of
this evaluation.   Some of these exist within the 666,711 unmatched records.   We include these
cases in the analysis so the results will not duplicate the initial draft of this evaluation. 

In the interest of a full comparison, we add an extra appendix to the final draft.   In Appendix K,
we include all 27,254 error rates in testing factors for statistical significance.  We conclude the
appendix by noting any similarities or differences to the findings of this section.  Where the
findings conflict, we believe the results of this section should be preferred.

After the ANOVA, we show Tables 25 and 26.  The data for the tables are the same as for the
ANOVA.   In this section, we also distinguish between person and nonperson fields as discussed
in section 4.4.1.

In Table 25, we show nonblank error rates that are outliers for specific fields on specific forms. 
We aim for a sufficiently fine level of detail that makes it easy to identify the largest
improvement opportunities.  Table 26 complements Table 25.  We aim for a higher level of
detail that supports a meaningful overall view of the data.   We show the nonblank error rates for
each field category. We show a separate field category result for each of the twelve Census 2000
regional census centers.  Any outliers in Table 26 identify field categories that stand out in terms
of a high error rate. 

Additional tables appear in Appendix L.  They show the nonblank error rates by each field
category within Census 2000 regional census center but broken out further between respondent-
returned and enumerator-returned forms.  The method for testing statistical significance follows
section 4.4.3 and 4.4.4.  The details concerning the calculation of errors follows section 4.2.2. 
The rules concerning the determination of outliers is as described in section 4.3.  For definitions
of common or special terms in this section, see the glossary in Appendix M. 
4.7.2  Factors and Models for Testing Statistical Significance
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Our factors for testing statistical significance are Census 2000 regional census center
(abbreviated as RCC), form, field, field category, and person number.  We regard these factors as
fixed.  For more details about the significance testing, see Appendix J. 

We analyze nonperson fields for statistical significance separately from person fields.  For
nonperson fields, our model is 

• field nested within field category,
• field category nested within form, and
• regional census center crossed with field.

For person fields, our model is 

• person number nested within field, 
• field nested within field category,
• field category nested within form, and
• regional census center.

We present four analyses:

• nonperson fields excluding all outliers
• nonperson fields including all outliers
• person fields excluding all outliers
• person fields including all outliers.

4.7.3 Significance Testing for Nonperson Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 21a.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
Overall Model     
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                                                Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      620     32885.15615        53.04057          28.67     <0.0001
Error                        520         962.00422          1.85001                     
Corrected Total     1140     33847.16037   
                                 
Table 21b.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
Individual Factors 
   
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                  11     199.6940704      18.1540064       9.81        <0.0001
Field Category                   10       40.4267420        4.0426742       2.19          0.0175
Field                                   NA     NA    
RCC                                   11       64.9103424        5.9009402       3.19          0.0003
Field*RCC                       526     542.3153681        1.0310178       0.56          1.0000

Table 22a.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Overall Model     
             
                                                Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      713     97825.39284       137.20251         41.51     <0.0001
Error                        650       2148.35164           3.30516                     
Corrected Total     1363     99973.74447                                     
                                 
Table 22b.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Individual Factors 
   
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                  11    1015.756488       92.341499          27.94     <0.0001
Field Category                   12      621.284623       51.773719          15.66     <0.0001
Field                                   NA      NA    
RCC                                   11        56.871296         5.170118            1.56       0.1049
Field*RCC                       616      731.420683         1.187371            0.36       1.0000         

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables almost
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agree as to which individual factors are significant.  Form and field category are significant
regardless of including outliers.  When outliers are excluded, regional census center  is
significant.  When outliers are included, regional census center is just below the threshold
of significance.   For nonperson fields, the largest significant factor is form. There is a
significant secondary contribution of field category.   The structure of the data set did not
allow SAS to test field for significance.

4.7.4 Significance Testing for Person Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 23a.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Overall Model    
            
                                                Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      769        85846.2147        111.6336        106.14    <0.0001
Error                    13586        14289.4062            1.0518                     
Corrected Total   14355      100135.6209                                     

Table 23b.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Individual Factors

Source                              DF     Type III SS     Mean Square    F Value     Pr > F 
  
Form                                  10       177.716261        17.771626         16.90      <0.0001
Field Category                   48     1813.919223        37.789984         35.93      <0.0001
Field                                   NA       NA.    
Person Number                  NA       NA    
RCC                                   11       739.626950        67.238814         63.93      <0.0001

Table 24a.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Overall Model   
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                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      816     122095.6298        149.6270           92.93    <0.0001
Error                    16002       25764.1040            1.6101                     
Corrected Total   16818     147859.7339                                     

Table 24b.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Individual Factors 

Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                   10       351.972403       35.197240         21.86      <0.0001
Field Category                    50     2494.339702       49.886794         30.98      <0.0001
Field                                    NA       NA    
Person Number                    NA       NA   
RCC                                    11       791.290444       71.935495         44.68      <0.0001

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables agree
as to which individual factors are significant.  For person fields, the largest significant
factor is field category.  There is a significant secondary contribution of regional census
center.  The structure of the data set did not allow SAS to test field and person number for
significance.  We did not include a test for the interaction of regional census center and
field in the person field analysis.  Unlike the nonperson analysis, the memory resources
available to SAS did not allow enough capacity to test the model with this interaction
included.

4.7.5 Outlier Data for This Section

We have reached another point in our analysis where the volume of data becomes an issue in
table construction.  As mentioned in section 4.7.1, when we calculate the nonblank error rate for
all the combinations of variables relevant to this analysis, we have 18,183 rates by the time we
are done.  Some of these rates–almost 2,700--are high or very high outliers according to the
procedure discussed in section 4.3.   How do we communicate what these outliers have to say
without forcing the reader to wade through a 2,700 line table?

We think a fair compromise is to restrict the table to the outliers that are based on a reasonably
large number of  records.  It is hard to conclude much when the data behind an outlier consist of
two, three, or some other small number of records.   After experimenting with different
possibilities, we believe 1000 records is a reasonable minimum to require.  This results in
Table 25.  It consists of 153 outliers.  It provides insight into the highest 0.8 percent of the
nonblank error rates.  We believe this emphasizes problem fields that occur often enough to be a
priority for investigation and improvement.
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Unfortunately, the limits of space do not leave enough room in Tables 25 and 26 to write out in
words the areas represented by the regional census center  numbers 21 to 32.  To make Tables 25
and 26 easier to read, we provide here a list to use in combination with them.  It indicates the
states covered by the twelve regional census centers.  

The twelve Census 2000 regional census centers were organized as follows:

• 21 covered Connecticut, Maine, Massachusetts, New Hampshire, upstate New York,
Puerto Rico, Rhode Island, and Vermont;

• 22 covered northern New Jersey and metropolitan New York City;
• 23 covered Delaware, the District of Columbia, Maryland, southern New Jersey, and

Pennsylvania;
• 24 covered Michigan, Ohio, and West Virginia;
• 25 covered Illinois, Indiana, and Wisconsin;
• 26 covered Arkansas, Iowa, Kansas, Minnesota, Missouri, and Oklahoma;
• 27 covered Alaska, northern California, Idaho, Oregon, and Washington state;
• 28 covered Kentucky, North Carolina, South Carolina, Tennessee and Virginia;
• 29 covered Alabama, Florida, and Georgia;
• 30 covered Louisiana, Mississippi, and Texas;
• 31 covered Arizona, Colorado, Idaho, Montana, Nebraska, Nevada, New Mexico, North

Dakota South Dakota, Utah, and Wyoming; and
• 32 covered southern California and Hawaii.

Table 25.  Field Nonblank Error Rates that are High and Very High Outliers and Based on
at Least 1000 Blank and Nonblank Data Records

Form
Name

Field
Name Description

Nonblank
Error %

Total
Nonblank
Records RCC Outlier

d1e rilast R1 - Respondent's Last Name 15.820% 9,096 22 Very High
rc_oc6  6 - Outcome 14.439% 1,212 22 Very High
rilast R1 - Respondent's Last Name 13.396% 8,779 23 Very High
rifirst R1 - Respondent's First Name 11.936% 9,157 22 High
rilast R1 - Respondent's Last Name 11.873% 8,852 21 High
rilast R1 - Respondent's Last Name 11.691% 14,644 30 High
rilast R1 - Respondent's Last Name 11.621% 9,896 32 High
rilast R1 - Respondent's Last Name 11.440% 15,997 29 High
rilast R1 - Respondent's Last Name 10.969% 8,433 24 High
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Form
Name

Field
Name Description

Nonblank
Error %

Total
Nonblank RCC Outlier

d1e rilast R1 - Respondent's Last Name 10.820% 9,168 26 High
rilast R1 - Respondent's Last Name 10.437% 15,455 28 High
rilast R1 - Respondent's Last Name 10.107% 10,013 27 High
rilast R1 - Respondent's Last Name 9.238% 11,106 31 High
rifirst R1 - Respondent's First Name 9.155% 8,957 23 High
rifirst R1 - Respondent's First Name 8.786% 14,682 30 High
rifirst R1 - Respondent's First Name 8.398% 8,847 21 High
rifirst R1 - Respondent's First Name 8.343% 10,104 32 High
rifirst R1 - Respondent's First Name 8.290% 16,284 29 High
rilast R1 - Respondent's Last Name 8.268% 10,522 25 High
rifirst R1 - Respondent's First Name 7.769% 15,472 28 High
rifirst R1 - Respondent's First Name 7.741% 9,198 26 High

d2 p1addr_1 22a - Person 1: Work Address 19.744% 6,331 32 Very High
p2addr_1 22a - Person 2: Work Address 17.482% 3,781 32 Very High
p1addr_1 22a - Person 1: Work Address 16.275% 7,447 27 Very High
p3addr_1 22a - Person 3: Work Address 15.996% 1,044 22 Very High
p1addr_1 22a - Person 1: Work Address 15.588% 6,614 29 Very High
p2addr_1 22a - Person 2: Work Address 15.542% 4,581 27 Very High
p1addr_1 22a - Person 1: Work Address 15.141% 7,635 23 Very High
p3addr_1 22a - Person 3: Work Address 14.892% 1,014 26 Very High
p1addr_1 22a - Person 1: Work Address 14.232% 6,380 31 Very High
p1addr_1 22a - Person 1: Work Address 14.107% 8,173 26 Very High
p3addr_1 22a - Person 3: Work Address 14.105% 1,184 23 Very High
p1addr_1 22a - Person 1: Work Address 13.847% 8,529 24 Very High
p2addr_1 22a - Person 2: Work Address 13.796% 3,849 31 Very High
p2addr_1 22a - Person 2: Work Address 13.656% 4,855 23 Very High
p1_other 31h - Person 1: Other Income Amount 13.436% 1,042 28 Very High
p1addr_1 22a - Person 1: Work Address 13.163% 5,994 22 Very High
p2addr_1 22a - Person 2: Work Address 13.143% 5,090 26 Very High
p3addr_1 22a - Person 3: Work Address 12.872% 1,243 24 High
p2addr_1 22a - Person 2: Work Address 12.224% 3,493 22 High
p2addr_1 22a - Person 2: Work Address 12.192% 5,405 24 High
p3addr_1 22a - Person 3: Work Address 11.695% 1,009 28 High
p1addr_1 22a - Person 1: Work Address 11.391% 11,474 25 High
p1addr_1 22a - Person 1: Work Address 11.378% 7,286 30 High
p1addr_1 22a - Person 1: Work Address 11.187% 7,929 28 High
p3addr_1 22a - Person 3: Work Address 10.968% 1,085 21 High
p2addr_1 22a - Person 2: Work Address 10.649% 4,789 28 High
p2addr_1 22a - Person 2: Work Address 10.623% 7,418 25 High
p3addr_1 22a - Person 3: Work Address 10.304% 1,679 25 High
p2addr_1 22a - Person 2: Work Address 10.179% 4,254 30 High
p1addr_1 22a - Person 1: Work Address 9.963% 7,518 21 High
p1osecpy 48b - Household: No Payment 9.413% 1,158 25 High
p1selfe 31b - Person 1: Self Employment Income Amount 9.012% 1,154 28 High
p1ograde 8b - Person 1: Grade Level 8.955% 2,870 25 High
p1selfe 31b - Person 1: Self Employment Income Amount 8.905% 1,123 30 High
p2addr_1 22a - Person 2: Work Address 8.880% 4,831 21 High
p3empl_1 27a - Person 3: Employer 8.289% 1,315 22 High
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Form
Name

Field
Name Description

Nonblank
Error %

Total
Nonblank
Records RCC Outlier

d2 p2ograde 8b - Person 2: Grade Level 8.213% 2,642 25 High
p1ograde 8b - Person 1: Grade Level 8.212% 2,058 26 High
p1ograde 8b - Person 1: Grade Level 8.102% 2,888 32 High
p1ograde 8b - Person 1: Grade Level 8.099% 2,025 22 High
p1ograde 8b - Person 1: Grade Level 8.075% 2,390 28 High
p1ograde 8b - Person 1: Grade Level 7.942% 2,531 30 High
p1ograde 8b - Person 1: Grade Level 7.902% 2,050 21 High
p3empl_1 27a - Person 3: Employer 7.893% 1,495 32 High
p1lvcity 15b - Person 1: Migration City 7.844% 4,628 22 High
p2ograde 8b - Person 2: Grade Level 7.706% 2,232 27 High
p1_other 31h - Person 1: Other Income Amount 7.705% 1,259 23 High
p1retir 31g - Person 1: Retirement Income Amount 7.663% 1,579 30 High

d2e rilast R1 - Respondent's Last Name 21.410% 9,827 32 Very High
rilast R1 - Respondent's Last Name 21.240% 9,642 22 Very High
rilast R1 - Respondent's Last Name 19.361% 16,146 26 Very High
rilast R1 - Respondent's Last Name 19.044% 15,202 25 Very High
rilast R1 - Respondent's Last Name 18.196% 11,596 27 Very High
rilast R1 - Respondent's Last Name 18.035% 16,224 29 Very High
rilast R1 - Respondent's Last Name 17.595% 12,765 23 Very High
p1stx16a H2 - Street Name 17.217% 3,270 31 Very High
p1stx16a H2 - Street Name 17.182% 5,785 26 Very High
rilast R1 - Respondent's Last Name 16.991% 13,354 31 Very High
p1stx16a H2 - Street Name 16.823% 1,064 27 Very High
rifirst R1 - Respondent's First Name 16.287% 9,670 22 Very High
rilast R1 - Respondent's Last Name 15.928% 12,594 21 Very High
p1oserve 20b - Person 1: When on Active Duty 15.811% 1,246 25 Very High
rilast R1 - Respondent's Last Name 15.795% 17,822 30 Very High
rilast R1 - Respondent's Last Name 15.174% 18,143 28 Very High
rifirst R1 - Respondent's First Name 14.669% 10,089 32 Very High
rilast R1 - Respondent's Last Name 14.628% 13,242 24 Very High
p1oserve 20b - Person 1: When on Active Duty 14.031% 1,461 26 Very High
p1oserve 20b - Person 1: When on Active Duty 13.909% 1,215 31 Very High
p3owork 30a - Person 3: Work Last Year 13.391% 1,165 25 Very High
rifirst R1 - Respondent's First Name 13.088% 16,168 26 High
rifirst R1 - Respondent's First Name 12.905% 16,621 29 High
rifirst R1 - Respondent's First Name 12.551% 15,250 25 High
rifirst R1 - Respondent's First Name 12.138% 17,870 30 High
rifirst R1 - Respondent's First Name 12.064% 11,903 27 High
p3oetype 29 - Person 3: Class of Worker 11.875% 1,120 25 High
p3ogrand 19a - Person 3: Grandchildren 11.792% 1,696 25 High
rifirst R1 - Respondent's First Name 11.679% 13,135 23 High
rifirst R1 - Respondent's First Name 11.524% 18,171 28 High
rifirst R1 - Respondent's First Name 11.362% 13,395 31 High
p1oserve 20b - Person 1: When on Active Duty 10.983% 1,211 27 High
p1oserve 20b - Person 1: When on Active Duty 10.831% 1,228 30 High
rifirst R1 - Respondent's First Name 10.748% 12,607 21 High
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Form
Name

Field
Name Description

Nonblank
Error %

Total
Nonblank
Records RCC Outlier

d2e p1oserve 20b - Person 1: When on Active Duty 9.515% 1,608 28 High
p1stx16a H2 - Street Name 9.431% 4,379 30 High
rifirst R1 - Respondent's First Name 9.187% 13,573 24 High
p1stx16a H2 - Street Name 9.011% 2,952 29 High
p3oetype 29 - Person 3: Class of Worker 8.948% 1,017 26 High
p3oetype 29 - Person 3: Class of Worker 8.761% 1,130 28 High
p4odegre 9 - Person 4: Highest Degree Completed 8.742% 2,345 26 High
p3oetype 29 - Person 3: Class of Worker 8.481% 1,014 31 High
p4odegre 9 - Person 4: Highest Degree Completed 8.368% 2,175 31 High
p3oetype 29 - Person 3: Class of Worker 8.276% 1,160 30 High
p1addr_1 22a - Person 1: Work Address 8.082% 2,747 22 High
p2addr_1 22a - Person 2: Work Address 7.645% 1,452 22 High
p4odegre 9 - Person 4: Highest Degree Completed 7.633% 2,083 27 High
p4ograde 8b - Person 4: Grade Level 7.615% 1,602 25 High

d2u p1stx16a H2 - Street Name 13.219% 1,929 25 Very High
p1addr_1 22a - Person 1: Work Address 12.033% 2,327 24 High
p1stx16a H2 - Street Name 11.397% 1,009 27 High
p2addr_1 22a - Person 2: Work Address 10.671% 1,565 24 High
p1oagric 44c - Household: Agricultural Products 10.518% 3,109 31 High
p1oagric 44c - Household: Agricultural Products 10.301% 6,873 26 High
p1addr_1 22a - Person 1: Work Address 10.266% 2,104 23 High
p1stx16a H2 - Street Name 10.189% 6,046 26 High
p1stx16a H2 - Street Name 10.185% 1,787 23 High
p1addr_1 22a - Person 1: Work Address 10.154% 2,206 25 High
p1stx16a H2 - Street Name 9.921% 3,810 30 High
p1stx16a H2 - Street Name 9.820% 3,279 31 High
p2addr_1 22a - Person 2: Work Address 9.530% 1,574 25 High
p2addr_1 22a - Person 2: Work Address 9.121% 1,491 23 High
p1addr_1 22a - Person 1: Work Address 9.058% 6,966 26 High
p1stx16a H2 - Street Name 8.978% 4,600 28 High
p1addr_1 22a - Person 1: Work Address 8.910% 3,816 31 High
p1addr_1 22a - Person 1: Work Address 8.784% 3,199 21 High
p1addr_1 22a - Person 1: Work Address 8.484% 3,041 30 High
p2addr_1 22a - Person 2: Work Address 8.453% 2,579 31 High
p1stx16a H2 - Street Name 8.346% 2,624 21 High
p1ograde 8b - Person 1: Grade Level 8.324% 1,802 26 High
p2addr_1 22a - Person 2: Work Address 8.317% 2,020 30 High
p1oagric 44c - Household: Agricultural Products 8.033% 1,805 25 High
p2addr_1 22a - Person 2: Work Address 7.975% 4,978 26 High
p2addr_1 22a - Person 2: Work Address 7.865% 2,225 21 High
p1addr_1 22a - Person 1: Work Address 7.841% 4,515 28 High
p1hsn10a H2 - House Number 7.687% 1,353 25 High
p2addr_1 22a - Person 2: Work Address 7.660% 3,068 28 High

d2ur p1oauto 43 - Household: Number of Automobiles 72.310% 1,589 21 Very High
p1obdrm 38 - Household: Number of Bedrooms 71.420% 1,578 21 Very High
p1lang 11b - Person 1: Language 48.247% 1,198 21 Very High
p1stx16a H2 - Street Name 19.272% 1,126 21 Very High
p2last 1 - Person 2: Last Name 9.111% 1,383 21 High
p2ohisp 5 - Person 2: Hispanic Origin 8.676% 1,360 21 High
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Table 26. Field Category Nonblank Error Rates by Census 2000 Regional Census Center

Census 2000 RCC
Field Category

Nonblank Error % Outlier
21 Form Management 3.070%

POP--Name 3.029%
POP--Occupation 2.221%
Special Housing 2.107%
POP--Military 1.556%
Housing Profile 1.525%
POP--Ethnic 1.397%
POP--Education 1.347%
POP--Income 1.293%
POP--Demographic 1.034%
POP--Race 0.696%
POP--Disability 0.674%
Coverage 0.453%

22 POP--Name 4.441% High
Form Management 4.071% High
Special Housing 3.422%
POP--Occupation 2.618%
POP--Ethnic 1.878%
POP--Military 1.719%
POP--Education 1.669%
POP--Race 1.510%
POP--Income 1.403%
Housing Profile 1.339%
POP--Demographic 1.071%
POP--Disability 0.720%
Coverage 0.583%

23 POP--Name 3.879% High
Form Management 3.425%
POP--Occupation 3.102%
POP--Ethnic 2.759%
Special Housing 2.302%
POP--Income 2.110%
POP--Military 1.922%
POP--Education 1.571%
Housing Profile 1.321%
POP--Demographic 1.062%
Coverage 0.465%
POP--Race 0.404%
POP--Disability 0.368%
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Census 2000 RCC Field Category Nonblank Error % Outlier
24 POP--Name 3.233%

POP--Ethnic 3.177%
Form Management 3.098%
POP--Occupation 2.579%
Special Housing 2.326%
POP--Income 2.127%
POP--Education 1.581%
Housing Profile 1.368%
POP--Demographic 1.102%
POP--Race 1.094%
POP--Military 0.543%
Coverage 0.464%
POP--Disability 0.387%

25 Form Management 3.429%
POP--Name 3.230%
POP--Occupation 2.424%
POP--Military 2.276%
Special Housing 1.994%
POP--Education 1.894%
POP--Income 1.593%
Housing Profile 1.452%
POP--Ethnic 1.441%
POP--Demographic 1.070%
POP--Disability 1.067%
POP--Race 0.903%
Coverage 0.531%

26 Form Management 3.445% High
POP--Name 2.952%
POP--Occupation 2.199%
POP--Military 1.885%
Special Housing 1.665%
POP--Education 1.633%
POP--Income 1.389%
Housing Profile 1.350%
POP--Ethnic 1.152%
POP--Demographic 1.049%
POP--Race 0.718%
POP--Disability 0.705%
Coverage 0.526%
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Census 2000 RCC Field Category Nonblank Error % Outlier
27 POP--Military 10.983% Very High

POP--Name 3.850% High
Form Management 3.421%
POP--Occupation 3.364%
Special Housing 3.245%
POP--Ethnic 2.223%
POP--Education 1.685%
POP--Income 1.518%
Housing Profile 1.328%
POP--Demographic 1.123%
POP--Race 0.852%
POP--Disability 0.606%
Coverage 0.419%

28 Form Management 3.270%
POP--Name 2.886%
POP--Occupation 2.085%
Special Housing 1.988%
POP--Military 1.882%
POP--Income 1.499%
POP--Education 1.489%
Housing Profile 1.223%
POP--Demographic 0.954%
POP--Ethnic 0.909%
POP--Disability 0.707%
POP--Race 0.599%
Coverage 0.367%

29 POP--Name 4.392% High
Form Management 3.354%
POP--Occupation 3.221%
Special Housing 2.163%
POP--Education 1.771%
POP--Income 1.297%
Housing Profile 1.270%
POP--Demographic 1.086%
POP--Disability 0.920%
POP--Ethnic 0.718%
Coverage 0.633%
POP--Race 0.403%
POP--Military 0.343%
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Census 2000 RCC Field Category Nonblank Error % Outlier
30 Form Management 3.469% High

POP--Name 3.272%
POP--Occupation 2.163%
Special Housing 2.032%
POP--Military 1.835%
POP--Income 1.524%
POP--Education 1.503%
Housing Profile 1.364%
POP--Ethnic 1.180%
POP--Demographic 1.005%
POP--Race 0.992%
POP--Disability 0.737%
Coverage 0.366%

31 Form Management 2.960%
POP--Name 2.944%
POP--Occupation 2.263%
POP--Military 2.070%
Special Housing 1.784%
POP--Education 1.742%
Housing Profile 1.312%
POP--Income 1.296%
POP--Ethnic 1.188%
POP--Demographic 0.990%
POP--Race 0.984%
POP--Disability 0.728%
Coverage 0.486%

32 POP--Name 4.016% High
Form Management 3.948% High
POP--Occupation 3.874% High
POP--Ethnic 3.122%
POP--Education 2.071%
POP--Income 1.876%
Special Housing 1.818%
Housing Profile 1.491%
POP--Race 1.259%
POP--Demographic 1.236%
POP--Military 0.491%
POP--Disability 0.485%
Coverage 0.465%

From Table 26, we see field categories that are high outliers in regional census centers 22,
23, 26, 27, 29, 30, and 32.  The outlying categories are consistently Form Management and
POP–Name. Form Management includes the contact information and
person added/canceled fields on the enumerator forms.  Studying Table 25, we find the
outliers in this field category are concentrated in the contact information fields.  Fields for
information on the addition or cancellation of persons do not appear.  We find this last
observation encouraging.   The RCC’s with the outliers correspond to the following
geographic areas:
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• 22 covered northern New Jersey and metropolitan New York City;
• 23 covered Delaware, the District of Columbia, Maryland, southern New Jersey,

and
Pennsylvania;

• 26 covered Arkansas, Iowa, Kansas, Minnesota, Missouri, and Oklahoma;
• 27 covered Alaska, northern California, Idaho, Oregon, and Washington state;
• 29 covered Alabama, Florida, and Georgia;
• 30 covered Louisiana, Mississippi, and Texas; and
• 32 covered southern California and Hawaii.

Regional census centers 22, 23, 27, 29, and 32 cover Florida, Los Angeles, and New York
City.  These are areas with above average concentrations of immigrants.  Immigrants of
non-European extraction tend to have names with unusual spellings.  Limited English skills
of first generation immigrants may lead to poor handwriting.   Either condition could
present a challenge to the automated technology and might account at least partly for high
soft match error rates in POP–Name fields from these RCC’s.
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4.8  Analysis of KFI Impact on Soft Match Error Rates 

4.8.1 Contents of This Section

In this section, we use a new grouping of the data called KFI Impact to analyze the soft match
error rates.  In the previous section, we were concerned about how the nonblank error rate
behaved depending on 

• form (whether we are dealing with a d1, d2, etc.),
• field category (whether we are dealing with name fields, race fields, etc.), 
• field (whether we are dealing with name data for person 1, person 2, etc), and
• Census 2000 regional census center (21, 22, and so on up to 32).

Our basic question in this section is this: does the nonblank error rate vary in a significant
way depending on what form, field category, type of field, and KFI impact we are talking
about?  To answer this question, we construct an analysis of variance (ANOVA) where the
nonblank error rate is the response variable and the independent variables are form, field
category, field, and KFI impact.

In this section, we also distinguish between person and nonperson fields as discussed in
section 4.4.1.  For definitions of common or special terms in this section, see the glossary in
Appendix M.

KFI as a mode of data capture is explained in detail in section 4.5.2.  We will summarize and
repeat the explanation here for convenience. 

Occasionally during Census 2000 processing, the automated technology rejected the content it
read for a field if it did not meet a minimum threshold for confidence.  Confidence is the
technology’s estimate of the probability it has captured intelligible content.  The technology
estimates by comparing the electronic profile of the content to a stored library of patterns.

In cases of content rejected by the technology, a human operator would examine the information
on the form and key in a response manually.  The keyed content passed through the rest of
Census 2000 processing as the response for the corresponding field.  We refer to this keying
operation in this evaluation as KFI for “Key From Image.”

The raw data for this evaluation are a combination of fields that the automated technology
accepted and the fields processed by KFI.  This section focuses on the question of whether our
ability under KFI to capture the intent of the respondent affects the chance of a soft match error. 
Our attention is restricted to fields for write-in responses.  Write-in responses are more
challenging to capture automatically than check-boxes.  They are more likely to require KFI. 
Since we are concerned only with write-in responses, we cannot consider hard match errors since
they occur only for check-box fields. 
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KFI has four possible impacts on our ability to capture intent:

• it can improve it,
• it can worsen it, and
• it can be unnecessary in two ways.

It is also possible to perform KFI and not be able to determine what its impact is.  To determine
the impact of KFI, either the content rejected by the technology or the content supplied by KFI
has to match the content intended by the respondent.  In this evaluation, for purposes of
determining the impact of KFI, the match has to be character by character.  We ignore any
trailing blanks.

We need to elaborate some on how KFI can be unnecessary.  First, the automated technology
may reject content in error.  If the content matches what the respondent intended, but the
automated technology reads it in error, KFI is triggered unnecessarily.  

Second, the automated technology may reject content it should reject.  KFI is triggered, and the
operator enters what he or she believes the respondent meant.  The operator’s belief, however,
may be mistaken.  In this situation, we have content the technology refused to accept and an
operator-provided response that is not what the respondent intended.  KFI brings us no closer to
understanding what the respondent meant and so can be considered unnecessary.

Table 27 summarizes the possible impacts of KFI.

Table 27  Determining the Impact of KFI
If the automated
technology...

and if the KFI content .... and if the content intended by
the respondent...

then we conclude....

incorrectly
rejects content

matches the rejected content
character for character except for

matches the KFI content
character for character except

KFI was
unnecessary, case 1

does not match the rejected
content character for character

does not match the KFI content
character for character

KFI worsened our
ability to capture

correctly rejects
content

does not match the rejected
content character for character

matches the KFI content
character for character except

KFI improved our
ability to capture

does not match the KFI content
character for character

the impact of KFI
cannot be determined

matches the rejected content
character for character except for

does not match the KFI content
character for character 

KFI was
unnecessary, case 2 
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We are grateful if KFI improves our ability to capture the intent of the respondent.  At least we
hope for no negative impact.  What is unacceptable is for KFI to improve our ability to capture
intent at the risk of a higher soft match error rate.  We analyze the soft match error rates over the
various ways KFI affected our ability to capture intent.  If the soft match errors in the “KFI
improves” cases are not significantly higher compared to the other KFI impacts, we conclude
KFI is safe with respect to soft match errors.

After the ANOVA, we show Tables 32 and 33.  The data for the tables are the same as for the
ANOVA.  After going through the different combinations of forms, fields, and KFI impact, we
have a raw data set consisting of 2,787 soft match error rates for the ANOVA and the tables. 

In Table 32, we show nonblank error rates that are outliers for specific fields on specific forms. 
We aim for a sufficiently fine level of detail that makes it easy to identify the largest
improvement opportunities. 

Table 33 complements Table 32.  We aim for a higher level of detail that supports a meaningful
overall view of the data.   We show the nonblank error rates for each field category. We show a
separate field category result for each of the varieties of KFI impact in our data.  Any outliers in
Table 33 identify field categories that stand out in terms of a high error rate.

The method for testing statistical significance follows sections 4.4.3 and 4.4.4.  The details
concerning the calculation of errors follows section 4.2.2.  The rules concerning the
determination of outliers is as described in section 4.3.  

4.8.2  Factors and Models for Testing Statistical Significance

Our factors for testing statistical significance are KFI impact, form, field, field category, and
person number.  We regard these factors as fixed.  For more details about the significance
testing, see Appendix J.  We analyze nonperson fields for statistical significance separately from
person fields.  For nonperson fields, our model is 

• field nested within field category,
• field category nested within form, and
• KFI impact crossed with field.

For person fields, our model is 

• person number nested within field, 
• field nested within field category,
• field category nested within form, and
• KFI impact crossed with field.
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We present four analyses:

• nonperson fields excluding all outliers
• nonperson fields including all outliers
• person fields excluding all outliers
• person fields including all outliers.

4.8.3 Significance Testing for Nonperson Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 28a.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
Overall Model     
             
                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                       73     30633.88219       419.64222         65.91      <0.0001
Error                         45         286.50088           6.36669                     
Corrected Total      118     30920.38307                                  

Table 28b.  ANOVA For Nonblank Error Rates For Nonperson Fields Excluding Outliers,
Individual Factors 
   
Source                              DF     Type III SS     Mean Square    F Value     Pr > F  

Form                                  11     644.7316550      58.6119686       9.21       <0.0001
Field Category                     4     176.6871672      44.1717918       6.94         0.0002
Field                                   NA    NA     
KFI Impact                         2        4.8571366         2.4285683       0.38         0.6851
Field*KFI Impact             13      44.2431523         3.4033194       0.53         0.8903
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Table 29a.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Overall Model     
             
                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                       78       66425.41379       851.60787         93.12    <0.0001
Error                         58           530.39885           9.14481                     
Corrected Total      136       66955.81264                                     
                                                                  
Table 29b.  ANOVA For Nonblank Error Rates For Nonperson Fields Including Outliers,
Individual Factors 
   
Source                              DF     Type III SS     Mean Square    F Value     Pr > F  

Form                                  11     1045.379517       95.034502      10.39          <0.0001
Field Category                     6       547.856047       91.309341        9.98          <0.0001
Field                                   NA      NA   
KFI Impact                         2           4.645587        2.322793        0.25             0.7765
Field*KFI Impact             17         49.003084        2.882534        0.32             0.9946

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank soft match error rate and the factors included in our model.  The
tables agree as to which individual factors are significant.  For nonperson fields, the largest
significant factor is form.  There is a significant secondary contribution of field category. 
The structure of the data set did not allow SAS to test field for significance.

4.8.4 Significance Testing for Person Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.
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Table 30a.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Overall Model 
                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      878     109591.3100        124.8193            8.55     <0.0001
Error                      1520       22187.6992          14.5972                     
Corrected Total     2398     131779.0092                                     

Table 30b.  ANOVA For Nonblank Error Rates For Person Fields Excluding Outliers,
Individual Factors
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                    9      412.949576        45.883286        3.14          0.0009
Field Category                   34      772.369355        22.716746        1.56          0.0220
Field                                   NA       NA    
Person Number                  NA       NA   
KFI Impact                         3    1646.504390      548.834797      37.60        <0.0001
Field*KFI Impact           472    8129.368080        17.223237        1.18          0.0118

Table 31a.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Overall Model   
                                                Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      919     134310.9182        146.1490           9.98      <0.0001
Error                      1730       25330.5326          14.6419                     
Corrected Total     2649     159641.4508                                     

Table 31b.  ANOVA For Nonblank Error Rates For Person Fields Including Outliers,
Individual Factors 
Source                              DF     Type III SS     Mean Square    F Value     Pr > F  

Form                                    9        735.03850        81.67094            5.58       <0.0001
Field Category                   35      1270.67313        36.30495            2.48       <0.0001
Field                                   NA        NA   
Person Number                  NA        NA   
KFI Impact                         3        214.54969        71.51656            4.88         0.0022
Field*KFIImpact             495   10860.84229        21.94110            1.50       <0.0001

Regardless of whether outliers are included, there is an overall significant relationship
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between the nonblank error rate and the factors included in our model.  The tables agree
as to which individual factors are significant.  For person fields, the largest significant
factor is the interaction of field and KFI impact.  Interaction means that the effect of KFI
will change depending on the specific field being considered.   Field and KFI impact do not
operate independently in their effect on the nonblank soft match error rate.  Here is an
example to  illustrate the interaction of field and KFI impact.

Field Description KFI Impact Nonblank Error %

p1age              Age of Person 1 Redundant, Case 2 6.599%
Cannot determine 2.639%

p1dob_y Date of Birth, Redundant, Case 2 3.867%
Person 1 Cannot determine 4.035%

The average error rate for “p1age” is higher for the KFI impact value of “Redundant,
Case 2"  than it is for “Cannot determine.”  For “p1dob_y”, the average error rate for
“Redundant, Case 2" is lower than for “Cannot determine.”  The reversal of the
relationship in going from one field to another is a case of an interaction between KFI
impact and field.    

Besides the above interaction, there are significant secondary contributions of form and
field category.  The structure of the data set did not allow SAS to test field and person
number for significance.  

4.8.5 Outlier Data for This Section

As mentioned in section 4.8.1, when we calculate the nonblank error rate for all the
combinations of variables relevant to this analysis, we have 2,787 rates by the time we are done. 
Some of these rates–almost 269--are high or very high outliers according to the procedure
discussed in
section 4.3.  While we could print the entire table, we prefer to avoid listing entries based on too
small a number of cases.  After experimenting with different possibilities, we believe 100
records is a reasonable minimum to require for a listing in the table below.  This results in Table
32.  It consists of 133 outliers.  It provides insight into the highest five percent of the nonblank
error rates.  We believe this emphasizes problem fields that occur often enough to be a priority
for investigation and improvement.  
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Table 32.  Field Nonblank Error Rates that are High and Very High Outliers and Based on
at Least 100 Blank and Nonblank Data Records

Form
Name

Field
Name Description KFI Impact

Nonblank
Error %

Total
Nonblank
Records

Outlier

d1 p3_relo Person 3: Other Relative Cannot determine 11.284% 2,118 High

d1e rilast Respondent's Last Name Unnecessary, Case 2 11.212% 131,961 High

d1s p5mi Person 5: Middle Initial Unnecessary, Case 2 25.000% 208 Very High
p6mi Person 6: Middle Initial Unnecessary, Case 2 24.615% 130 Very High
p4mi Person 4: Middle Initial Cannot determine 22.115% 312 Very High
p2mi Person 2: Middle Initial Cannot determine 21.443% 485 Very High
p1mi Person 1: Middle Initial Cannot determine 21.333% 525 Very High
p3mi Person 3: Middle Initial Cannot determine 21.114% 431 Very High
p6_relo Person 6: Other Relative Cannot determine 19.271% 192 Very High
p5_relo Person 5: Other Relative Cannot determine 18.327% 251 High
p7last Person 7: Last Name Cannot determine 14.948% 194 High
p2hisp19 Person 2: Other Hispanic Origin Cannot determine 14.141% 495 High
p1hisp19 Person 1: Other Hispanic Origin Cannot determine 13.993% 536 High
p1last Person 1: Last Name Cannot determine 13.875% 1,009 High
p4last Person 4: Last Name Cannot determine 13.854% 628 High
p1age Person 1: Age Cannot determine 13.740% 393 High
p6last Person 6: Last Name Unnecessary, Case 2 13.475% 282 High
p8first Person 8: First Name Cannot determine 13.235% 136 High
p2last Person 2: Last Name Cannot determine 12.603% 968 High
p1race19 Person 1: Other Race Cannot determine 12.108% 223 High

d1s p5last Person 5: Last Name Cannot determine 12.081% 447 High
p3_relo Person 3: Other Relative Cannot determine 11.859% 312 High
p8last Person 8: Last Name Cannot determine 11.852% 135 High
p4_relo Person 4: Other Relative Cannot determine 11.498% 287 High
p3last Person 3: Last Name Unnecessary, Case 2 11.442% 874 High
p1asia19 Person 1: Other Asian Unnecessary, Case 2 11.111% 153 High
p3asia19 Person 3: Other Asian Cannot determine 11.111% 117 High
p1trib19 Person 1: Am. Indian, AK Native Tribe Cannot determine 10.881% 386 High

d1u p1hsn10a House Number Cannot determine 16.177% 3,950 High
p3_relo Person 3: Other Relative Cannot determine 14.676% 293 High
p7last Person 7: Last Name Cannot determine 11.968% 376 High
p1asia19 Person 1: Other Asian Cannot determine 11.364% 176 High

d2 p4trib_1 Person 4: Am Indian, Alaska Native Tribe Unnecessary, Case 2 30.460% 1,218 Very High
p2trib_1 Person 2: Am Indian, Alaska Native Tribe Unnecessary, Case 2 29.838% 2,785 Very High
p3trib_1 Person 3: Am Indian, Alaska Native Tribe Unnecessary, Case 2 28.197% 1,947 Very High
p2asia_1 Person 2: Other Asian Unnecessary, Case 2 27.814% 2,301 Very High
p1asia_1 Person 1: Other Asian Unnecessary, Case 2 26.512% 2,199 Very High
p5hisp_1 Person 5: Other Hispanic Origin Unnecessary, Case 2 25.896% 977 Very High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe Unnecessary, Case 2 24.805% 2,689 Very High
p5trib_1 Person 5: Am Indian, Alaska Native Tribe Unnecessary, Case 2 24.662% 665 Very High
p5asia_1 Person 5: Other Asian Unnecessary, Case 2 23.689% 591 Very High
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Form
Name

Field
Name Description KFI Impact

Nonblank
Error %

Total
Nonblank
Records Outlier

p4hisp_1 Person 4: Other Hispanic Origin Unnecessary, Case 2 23.543% 1,699 Very High
p6trib_1 Person 6: Am Indian, Alaska Native Tribe Unnecessary, Case 2 22.798% 386 Very High
p3hisp_1 Person 3: Other Hispanic Origin Unnecessary, Case 2 22.724% 2,614 Very High
p4_relo Person 4: Other Relative Cannot determine 22.343% 734 Very High
p4asia_1 Person 4: Other Asian Unnecessary, Case 2 22.070% 947 Very High
p1hisp_1 Person 1: Other Hispanic Origin Unnecessary, Case 2 20.980% 4,428 Very High
p6hisp_1 Person 6: Other Hispanic Origin Unnecessary, Case 2 20.598% 602 Very High
p2race_1 Person 2: Other Race Unnecessary, Case 2 20.458% 4,414 Very High
p3race_1 Person 3: Other Race Unnecessary, Case 2 20.427% 2,952 Very High
p2hisp_1 Person 2: Other Hispanic Origin Unnecessary, Case 2 20.423% 3,829 Very High
p5_relo Person 5: Other Relative Cannot determine 20.000% 605 Very High
p4race_1 Person 4: Other Race Unnecessary, Case 2 19.355% 2,046 Very High
p5race_1 Person 5: Other Race Unnecessary, Case 2 19.292% 1,187 Very High
p6race_1 Person 6: Other Race Unnecessary, Case 2 18.155% 672 High
p3_relo Person 3: Other Relative Worse 17.922% 1,328 High
p6asia_1 Person 6: Other Asian Unnecessary, Case 2 17.277% 382 High
p1race_1 Person 1: Other Race Unnecessary, Case 2 16.792% 4,913 High
p6_relo Person 6: Other Relative Cannot determine 15.418% 467 High
p3addr_1 Person 3: Work Address Cannot determine 13.892% 12,907 High
p3selfe Person 3: Self Employment Income Amount Cannot determine 13.826% 745 High
p2_other Person 2: Other Income Amount Cannot determine 13.663% 2,869 High
p1addr_1 Person 1: Work Address Cannot determine 13.637% 91,310 High
p4addr_1 Person 4: Work Address Cannot determine 13.249% 4,091 High
p5selfe Person 5: Self Employment Income Amount Cannot determine 13.174% 167 High
p1ssi Person 1: SSI Amount Cannot determine 13.068% 5,081 High
p1_other Person 1: Other Income Amount Cannot determine 13.052% 6,681 High
p5addr_1 Person 5: Work Address Cannot determine 12.950% 1,390 High
p2ssi Person 2: SSI Amount Cannot determine 12.672% 2,320 High
p1yrmvus Person 1: Migration Year Cannot determine 12.547% 4,264 High
p2addr_1 Person 2: Work Address Unnecessary, Case 2 12.520% 56,468 High
p6addr_1 Person 6: Work Address Cannot determine 12.018% 649 High
p1welfr Person 1: Welfare Amount Cannot determine 11.976% 2,789 High
r1last Roster: Person 1 Last Name Worse 11.515% 58,706 High
p2welfr Person 2: Welfare Amount Cannot determine 11.503% 1,504 High
p6int Person 6: Interest Amount Cannot determine 11.268% 142 High
p2selfe Person 2: Self Employment Income Amount Cannot determine 11.231% 3,437 High
p1selfe Person 1: Self Employment Income Amount Unnecessary, Case 2 11.127% 6,920 High
p2_relo Person 2: Other Relative Cannot determine 11.114% 3,302 High
p4empl_1 Person 4: Employer Cannot determine 11.097% 3,956 High

d2e rilast Respondent's Last Name Unnecessary, Case 2 17.555% 166,529 High
p5ssi Person 5: SSI Amount Cannot determine 15.652% 115 High
rifirst Respondent's First Name Unnecessary, Case 2 12.222% 168,443 High
p4_relo Person 4: Other Relative Worse 12.179% 468 High
p5_relo Person 5: Other Relative Cannot determine 11.485% 357 High
p3selfe Person 3: Self Employment Income Amount Cannot determine 11.215% 107 High
p5socl Person 5: Social Security, Railroad Retirement Cannot determine 11.000% 100 High
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Form
Name

Field
Name Description KFI Impact

Nonblank
Error %

Total
Nonblank
Records Outlier

d2u p1asia_1 Person 1: Other Asian Unnecessary, Case 2 22.016% 486 Very High
p6trib_1 Person 6: Am Indian, Alaska Native Tribe Unnecessary, Case 2 20.588% 102 Very High
p4trib_1 Person 4: Am Indian, Alaska Native Tribe Unnecessary, Case 2 20.260% 385 Very High
p2asia_1 Person 2: Other Asian Unnecessary, Case 2 19.083% 545 Very High
p4_relo Person 4: Other Relative Unnecessary, Case 2 18.100% 221 High
p2trib_1 Person 2: Am Indian, Alaska Native Tribe Unnecessary, Case 2 17.576% 990 High
p5_relo Person 5: Other Relative Cannot determine 17.333% 150 High
p5trib_1 Person 5: Am Indian, Alaska Native Tribe Unnecessary, Case 2 17.010% 194 High
p2race_1 Person 2: Other Race Unnecessary, Case 2 16.018% 899 High
p3trib_1 Person 3: Am Indian, Alaska Native Tribe Unnecessary, Case 2 15.949% 627 High
p3asia_1 Person 3: Other Asian Unnecessary, Case 2 15.932% 295 High
p2hisp_1 Person 2: Other Hispanic Origin Unnecessary, Case 2 15.326% 783 High
p3hisp_1 Person 3: Other Hispanic Origin Unnecessary, Case 2 14.865% 518 High
p1trib_1 Person 1: Am Indian, Alaska Native Tribe Unnecessary, Case 2 14.690% 953 High
p5hisp_1 Person 5: Other Hispanic Origin Unnecessary, Case 2 14.535% 172 High
p1hisp_1 Person 1: Other Hispanic Origin Unnecessary, Case 2 14.491% 904 High
p1yrmvus Person 1: Migration Year Cannot determine 14.374% 807 High
p4asia_1 Person 4: Other Asian Unnecessary, Case 2 13.690% 168 High
p4hisp_1 Person 4: Other Hispanic Origin Unnecessary, Case 2 13.003% 323 High
p3_relo Person 3: Other Relative Cannot determine 12.997% 377 High
p1race_1 Person 1: Other Race Unnecessary, Case 2 12.879% 924 High
p3race_1 Person 3: Other Race Unnecessary, Case 2 12.868% 544 High
p4race_1 Person 4: Other Race Unnecessary, Case 2 12.195% 369 High
p3_other Person 3: Other Income Amount Cannot determine 11.679% 274 High
p3welfr Person 3: Welfare Amount Cannot determine 11.340% 194 High
p3selfe Person 3: Self Employment Income Amount Cannot determine 11.111% 270 High
p1condo Household: Condo Fee Worse 10.903% 321 High

d2ur p2lang Person 2: Language Unnecessary, Case 2 68.484% 587 Very High
p1lang Person 1: Language Unnecessary, Case 2 67.950% 805 Very High
p4lang Person 4: Language Unnecessary, Case 2 67.257% 226 Very High
p3lang Person 3: Language Unnecessary, Case 2 66.667% 405 Very High
p1stx16a Street Name Cannot determine 19.272% 1,126 Very High
p1addr_1 Person 1: Work Address Cannot determine 18.474% 498 High
p3addr_1 Person 3: Work Address Cannot determine 17.054% 129 High
p2lvcity Person 2: Migration City Cannot determine 12.969% 293 High
p1hsn10a House Number Cannot determine 12.796% 719 High
p1apt16a Apartment Number Cannot determine 12.707% 362 High
p1lvcity Person 1: Migration City Cannot determine 12.208% 385 High
p2addr_1 Person 2: Work Address Cannot determine 12.027% 291 High
p2last Person 2: Last Name Cannot determine 11.950% 636 High
p1age Person 1: Age Cannot determine 11.818% 110 High
p1city Person 1: Work City Unnecessary, Case 2 11.297% 239 High
p3empl_1 Person 3: Employer Cannot determine 11.180% 161 High
p3last Person 3: Last Name Cannot determine 11.086% 442 High
p3kind_1 Person 3: Occupation Kind of Work Cannot determine 10.857% 175 High
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Table 33. Field Category Nonblank Error Rates by KFI Impact
KFI Impact Field Category Nonblank Error % Outlier
Cannot determine POP--Income 7.196%

POP--Occupation 6.366%
POP--Name 6.117%
POP--Race 5.969%
POP--Ethnic 5.506%
Housing Profile 5.322%
POP--Demographic 4.797%
Special Housing 2.562%
Form Management 1.859%

Unnecessary, Case 1 POP--Name 2.759%
POP--Demographic 0.741%

Unnecessary, Case 2 POP--Race 7.435%
Form Management 5.816%
POP--Name 2.457%
POP--Ethnic 2.230%
Special Housing 1.765%
POP--Income 1.417%
POP--Occupation 1.300%
Housing Profile 1.108%
POP--Demographic 0.747%

Worse POP--Occupation 4.377%
POP--Income 4.370%
POP--Ethnic 3.957%
POP--Name 3.826%
POP--Race 3.317%
Housing Profile 2.490%
Special Housing 2.241%
POP--Demographic 1.760%

From Table 33, we see none of the field categories are outliers.  Also, there are no instances
in the table where the KFI impact was “Improved.”  Our primary concern, whether
“Improved” is associated with higher soft match error rates, turns out not to be an issue. 
There were no write-in fields where we simultaneously had a soft match error and an KFI
impact of “Improved.”

From Table 32, there are some clues to partly explain the interaction of field and KFI
impact on the soft match error rate.  First, the most frequent category of KFI impact is
“Cannot be determined.”  The automated technology rejected the content, and the entry
keyed by the human operator was ultimately not judged to reflect the intent of the
respondent, character for character.  These are examples of content that tend to be
especially difficult to interpret.

Second, many of the outliers on the d1s, the Spanish mailout/mailback short form, are for
name fields.  It is possible these outliers reflected limits on the capability of the automated
technology to understand special Spanish language characters.
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Third, many of the outliers on the d2, the English mailout/mailback long form and d2u, the
English update/leave long form, are for fields in which respondents write in a race or
ethnicity other than the ones provided.   This might reflect the increased challenge of
interpreting characters written by hand instead of checked off in a box, especially when the
handwriting is poor. 

The ability of the data capture software to read Spanish language characters might need
more evaluation.   Another possible improvement is increasing the number of choices
respondents can check off for race or ethnicity.  The benefit of more choices has to be
weighed against the costs of a more complex form.
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4.9  Analysis of the Impact of KFI Redundancy on KFI Workload

4.9.1 Contents of This Section

In this section, we are not concerned about error rates but about KFI redundancy rates.  KFI
redundancy rates measure how often field are sent to KFI unnecessarily.  This concept is
explained further below.  In the previous section, we were concerned about how the nonblank
error rate behaved depending on 

     
• form (whether we are dealing with a d1, d2, etc.),
• field category (whether we are dealing with name fields, race fields, etc.), 
• field (whether we are dealing with name data for person 1, person 2, etc), and
• KFI impact (“Better”, “Worse”, and so on as explained in section 4.8.1).

Our basic question in this section is this: does the KFI redundancy rate vary in a
significant way depending on what form, field category, type of field, and type of KFI
redundancy we are talking about?  To answer this question, we construct an analysis of
variance (ANOVA) where the KFI redundancy rate is the response variable and the
independent variables are form, field category, and field.  Unfortunately, type of KFI
redundancy does not appear in enough varieties in our raw data to be included as a factor.

In this section, we also distinguish between person and nonperson fields as discussed in
section 4.4.1.   For definitions of common or special terms in this section, see the glossary in
Appendix M. A full explanation of KFI appears in section 4.5.2.  An abbreviated one appears in
section 4.8.1.  For convenience, we repeat the two ways in which KFI can be redundant.

The KFI redundancy data reflects an editing rule in effect at the time of Census 2000 processing. 
As explained in section 4.5.2, some content went directly to KFI regardless of how confidently
the automatic technology judged it as acceptable for processing.  If the set of content
automatically sent to KFI changes in the future, the behavior of KFI redundancy will change
even if the automated technology retains the same hardware and software design.
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Table 34.  Forms of KFI Redundancy

If the
automated
technology...

and if the KFI content .... and if the content
intended by the
respondent...

then we
conclude....

incorrectly
rejects
content

matches the rejected content
character for character
except for trailing blanks

matches the KFI content
character for character
except for trailing blanks

KFI was
redundant, case 1

correctly
rejects
content

matches the rejected content
character for character
except for trailing blanks

does not match the KFI
content character for
character 

KFI was
redundant, case 2 

KFI redundancy is a waste of resources, particularly during the compressed operations of a
decennial census.  It should be eliminated as much as possible.  To progress toward that goal, we
must first understand the possible drivers of KFI.  We aim to do that here.

After the ANOVA, we show Tables 38 and 39.  The data for the tables are the same as for the
ANOVA. After going through the different combinations of forms, fields, and types of KFI
redundancy, we have a raw data set consisting of 189 redundancy rates for the ANOVA and the
tables. 

In Table 38, we show nonblank redundancy rates that are outliers for specific fields on specific
forms.  We aim for a sufficiently fine level of detail that makes it easy to identify the largest
improvement opportunities. 

Table 39 complements Table 38.  We aim for a higher level of detail that supports a meaningful
overall view of the data.   We show the nonblank redundacy rates for each field category. Any
outliers in Table 39 identify field categories that stand out in terms of a high redundancy rate. 

The method for testing statistical significance follows sections 4.4.3 and 4.4.4.  The details
concerning the calculation of redundancy rates follows below.  The rules concerning the
determination of outliers is as described in section 4.3.  

4.9.2  Calculation of the KFI Redundancy Rates

Before proceeding to the analysis, we explain an important contributing concept, the KFI
redundancy rate.  For each field that went to KFI, we add up the number of times KFI was
redundant.  This is the numerator of the redundancy rate.

We can compute two redundancy rates: nonblank and total.  The denominator of the nonblank
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redundancy rate is the number of times the automated technology read content for a field.  The
denominator for the total redundancy rate is the number of times the automated technology read
the field regardless of whether it saw any content.  In other words, it includes blank cases.

As long as blanks are occasional occurrences for a field, the nonblank and total redundancy rates
will be close.  This is the case for the great majority of KFI redundant fields.  Fields that are
prone to large numbers of blanks will lead to large differences in the redundancy rates.  In this
latter case, we believe the nonblank error rate is a better measure of data quality.  While the
automated technology should be given credit for reading blank fields correctly, this is not the
same level of challenge as reading nonblank fields correctly.  A redundancy rate dominated by a
large occurrence of blanks will make redundancy for the corresponding field look better than it
probably deserves.

We compute the redundancy rate as 100 x (numerator/denominator).  The rates for the Tables 38
and 39 in this section are for nonblank redundancy only.

4.9.3  Factors and Model for Testing Statistical Significance

Our factors for testing statistical significance are form, field, field category, and person number. 
We regard these factors as fixed.  For more details about the significance testing, see Appendix
J.  

Since KFI redundancy can occur in two varieties, we want to include it as another fixed factor in
our model.  This would answer whether the effect of the other factors on the KFI redundancy
rate depends on which variety of redundancy is being considered.   However all of the
occurrences of KFI redundancy in our raw data are for only one variety, case 2.  We cannot test
for statistical significance of a fixed factor when it appears at only one level in the data set.
Therefore, we will not include KFI redundancy in our models. 

We analyze nonperson fields for statistical significance separately from person fields.  For
nonperson fields, our model is 

• field category nested within form.

For person fields, our model is 

• person number nested within field, 
• field nested within field category, and
• field category nested within form.
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We present three analyses:

• nonperson fields
• person fields excluding all outliers
• person fields including all outliers.

There were no outliers in the nonperson fields so one test for significance will suffice for those.

4.9.4 Significance Testing for Nonperson Fields

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 35a.  ANOVA For Nonblank Redundancy Rates For Nonperson Fields,                   
Overall Model     
             
                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                         8       65.24864030      8.15608004      69.85        0.0142
Error                           2         0.23354342      0.11677171                     
Corrected Total        10       65.48218372                                     

Table 35b.  ANOVA For Nonblank Redundancy  Rates For Nonperson Fields,
Individual Factors 
   
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                     4       1.54355612       0.38588903         3.30       0.2456
Field Category                      4     58.12468804     14.53117201     124.44       0.0080

There is an overall significant relationship between the nonblank redundancy rate and the
factors included in our model.  For nonperson fields, the only significant factor is field
category.   The structure of the data set did not allow SAS to test field for significance.

4.9.5 Significance Testing for Person Fields
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The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 36a.  ANOVA For Nonblank Redundancy Rates For Person Fields Excluding
Outliers, Overall Model  
                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F
Model                      133        3018.094226       22.692438      14.85     <0.0001
Error                          25            38.208794         1.528352                     
Corrected Total       158        3056.303020                                                                                         
   
Table 36b.  ANOVA For Nonblank Redundancy Rates For Person Fields Excluding              
  Outliers, Individual Factors

Source                              DF     Type III SS     Mean Square    F Value     Pr > F  

Form                                    8     37.86735065      4.73341883        3.10          0.0143
Field Category                   10     84.02753595      8.40275359        5.50          0.0003
Field                                   NA   NA    
Person Number                  NA   NA    

Table 37a.  ANOVA For Nonblank Redundancy Rates For Person Fields Including
Outliers,
Overall Model   

                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      142        3141.177920       22.120971       8.96      <0.0001
Error                          35            86.368502         2.467671                     
Corrected Total       177        3227.546422                                                                                      
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Table 37b.  ANOVA For Nonblank Redundancy Rates For Person Fields Including
Outliers, Individual Factors 

Source                              DF     Type III SS     Mean Square    F Value     Pr > F  

Form                                    8       56.5926926        7.0740866       2.87          0.0146
Field Category                   10     116.6160173      11.6616017       4.73          0.0003
Field                                   NA     NA  
Person Number                  NA     NA    

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank redundancy rate and the factors included in our model.  The tables
agree as to which individual factors are significant.  For person fields, the largest
significant factor is field category.  There is a secondary significant association with form.
The structure of the data set did not allow SAS to test field and person number for
significance.  

4.9.6  Outlier Data for This Section

As mentioned in section 4.9.1, when we calculate the nonblank redundancy rate for all the
combinations of variables relevant to this analysis, we have 189 rates by the time we are done. 
Some of these rates–19–are high or very high outliers according to the procedure discussed in
section 4.3.  While we could print the entire table, we prefer to avoid listing entries based on too
small a number of cases.  After experimenting with different possibilities, we believe 100
records is a reasonable minimum to require for a listing in the table below.  This results in Table
38.  It consists of 10 outliers.  It provides insight into the highest half of the nonblank
redundancy rates.  We believe this emphasizes problem fields that occur often enough to be a
priority for investigation and improvement.
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Table 38.  Field Nonblank Redundancy Rates that are High and Very High Outliers and
Based on at Least 100 Blank and Nonblank Data Records

Form
Name

Field
Name Description KFI Redundancy

Nonblank
Redundancy %

Total Nonblank
Records Outlier

d1 p1dob_y Person 1: Year of Birth Redundant, Case 2 4.638% 33,657 Very High

d1s p5mi Person 5: Middle Initial Redundant, Case 2 12.500% 208 Very High

p6mi Person 6: Middle Initial Redundant, Case 2 10.769% 130 Very High
p6dob_y Person 6: Year of Birth Redundant, Case 2 3.593% 167 High

d2e p5int Person 5: Interest Amount Redundant, Case 2 2.913% 103 High

d2u r7mi Roster: Person 7 Middle Initial Redundant, Case 2 4.918% 122 Very High
p4_relo Person 4: Other Relative Redundant, Case 2 4.072% 221 High
p6mi Person 6: Middle Initial Redundant, Case 2 3.020% 298 High
p1last Person 1: Last Name Redundant, Case 2 2.896% 19,923 High

d2ur p1phpre Person 1: Phone Number Exchange Redundant, Case 2 4.848% 165 Very High

Table 39. Field Category Nonblank Redundancy Rates for KFI
KFI Redundancy Field Category Nonblank Redundancy % Outlier
Redundant, Case 2 POP--Name 1.466% High

POP--Demographic 1.183%
POP--Income 0.936%
Housing Profile 0.835%
Special Housing 0.478%
Form Management 0.341%
POP--Occupation 0.316%
POP--Race 0.237%
POP--Ethnic 0.162%

From Table 39, we see the field category POP–Name is the only one flagged a high or very
high outlier.  From Table 38, specific fields in the POP–Name category appear as high or
very high outliers for  d1s, the Spanish mailout/mailback short form, and d2u, the English
update/leave long form, specifically the middle initial for higher numbered persons.

While we do not propose it as the only explanation, respondent fatigue is a possible one for
the POP–Name outliers.  By the time respondents supply name information for the fifth or
sixth person in a household, it is reasonable to suppose accuracy or neatness in the middle
initial is not a high priority.  Ideally, no field should be sent to KFI redundantly.   One
practical option with potential to reduce redundant KFI is to experiment with allowing the
automated technology greater freedom to adjust its field acceptance criteria according to
the particular field being read.
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4.10  Analysis of Hard Match Errors in the Person 1 Race Check-Box Field 

4.10.1 Contents of This Section

In this section, we return to hard match errors.  In the previous section, we were concerned about
how the nonblank redundancy rate behaved depending on 

• form (whether we are dealing with a d1, d2, etc.),
• field category (whether we are dealing with name fields, race fields, etc.), and 
• field (whether we are dealing with name data for person 1, person 2, etc).

Our focus here is restricted to a single field: the race check-box field for person 1.  Since many
statutory, administrative, and social policy applications of decennial census data depend on an
accurate racial profile for the United States, it is proper to dedicate a portion of our analysis to
how well the automated technology captures race related fields.

Our basic question in this section is this: does the nonblank error rate for the person 1 race
check-box field vary in a significant way depending on what form or race response we are
talking about?  To answer this question, we construct an analysis of variance (ANOVA)
where the nonblank error rate is the response variable and the independent variables are
form and race response. 

 To keep the analysis as simple as possible, 

• we look at the race check-box field for only one person on the form, and 
• we examine the capture of only five of the more commonly expected responses.

The responses we examine are

• white;
• black, African American, or Negro;
• American Indian or Alaska native;
• the response  “Some other race”; and
• cases where a person selects more than one race response.

We believe these limitations are reasonable because we assume any problems the automated
technology has with race fields do not depend on which member of the household the response is
for or which check-box is selected to indicate race.

In this section, we also distinguish between person and nonperson fields as discussed in
section 4.4.1.  For definitions of common or special terms in this section, see the glossary in
Appendix M.
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After the ANOVA, we show Table 42.  The data for the tables are the same as for the ANOVA. 
After going through the different combinations of forms and race responses, we have a raw data
set consisting of 18 hard match error rates for the ANOVA and the tables.

In Table 42, we show nonblank error rates that are outliers for specific race responses on specific
forms.  We aim for a sufficiently fine level of detail that makes it easy to identify the largest
improvement opportunities. 

The method for testing statistical significance follows sections 4.4.3 and 4.4.4.  The details
concerning the calculation of errors follows section 4.2.2.  The rules concerning the
determination of outliers is as described in section 4.3. 

4.10.2  Factors and Model for Testing Statistical Significance

Our factors for testing statistical significance are form and race response. We regard these
factors as fixed.  The race check-box field is a person field.  Therefore, nonperson fields are not
tested for significance in this section.  For more details about the significance testing, see
Appendix J.  Our model for this section is 

• form and
• race response.

We wanted to include the interaction of form with race, but the data set did not have enough
observations in the right combinations of form and race to allow this.  We present two analyses:

• excluding all outliers
• including all outliers.

4.10.3 Significance Testing for Person 1 Race Check-Box Field

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model”.  Values less than 0.10 indicate overall significance.

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.

Table 40a.  ANOVA For Nonblank Error Rates For Person 1 Race Check-Box Field
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Excluding Outliers, Overall Model
             
                                                Sum of
Source                      DF         Squares     Mean Square    F Value    Pr > F

Model                          9       356.0236500      39.5581833      20.36    0.0054
Error                            4            7.7704374       1.9426093                     
Corrected Total         13        363.7940874                                     

Table 40b.  ANOVA For Nonblank Error Rates For Person 1 Race Check-Box Field
Excluding Outliers, Individual Factors 
   
Source                       DF     Type III SS     Mean Square    F Value     Pr > F 
 
Form Name                  8      72.3272766          9.0409096         4.65        0.0771
Race                             1     287.9841750     287.9841750      148.25       0.0003

Table 41a.  ANOVA For Nonblank Error Rates For Person 1 Race  Check-Box Field          
Including Outliers, Overall Model     
             
Number of observations    18

Note: Due to missing values, only 16 observations can be used in this analysis.  The missing
values pertain to error rates for combinations of form and race response where the check-box
field was read as missing.  The computer program interprets this to mean there is no value for the
race response variable.  We believe this interpretation is sound.  As the exclusion only applies to
2 of 2,142 person 1 race check-box fields with hard match errors, we do not feel the exclusion
introduces any major distortion.

                                                Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                        9          487.2319960      54.1368884      11.21      0.0041
Error                          6            28.9879742        4.8313290                     
Corrected Total       15           516.2199702                                     
                                                                  

Table 41b.  Analysis For Nonblank Error Rates For Person 1 Race Check-Box Field
Including Outliers, Individual Factors 
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Source                       DF     Type III SS     Mean Square    F Value     Pr > F 

Form Name                  8        77.0760150         9.6345019        1.99        0.2080
Race                             1      408.7732479     408.7732479      84.61      <0.0001

Regardless of whether outliers are included, there is an overall significant relationship
between the nonblank error rate and the factors included in our model.  The tables do not
agree as to which individual factors are significant.  Since outliers are known to distort
results, it is preferable to conclude based on excluding outliers.  The largest significant
factor is the race response.  There is a significant secondary contribution of form.
  
4.10.4  Outlier Data for This Section

We are able to show all the nonblank error rates for race, both outliers and nonoutliers.  One of
the rates is calculated over a denominator of only five nonblank records.  Another is calculated
over a denominator of only two blank records.  We leave these rates out to keep from distorting
the table. We show the error rates in descending order. 

Table 42.  Field Nonblank Error Rates for Person 1 Race Check-box Field
Form
Name Field Name Description

Race Response
Selection

Nonblank
Error %

Total Nonblank
Records Outlier

d1 p1orace Person 1: Race Other Single 0.194% 227,155

d1e p1orace Person 1: Race Other Single 0.311% 82,620

d1s p1orace Person 1: Race Other Single 0.804% 1,865

d1u p1orace Person 1: Race Other Single 0.054% 38,898

d1ur p1orace Person 1: Race Other Single 0.038% 2,657

d2 p1orace Person 1: Race Other Single 0.140% 158,393

d2e p1orace Person 1: Race Other Single 0.271% 104,321

d2u p1orace Person 1: Race Other Single 0.437% 56,769

d2ur p1orace Person 1: Race Other Single 0.063% 1,596

None of the nonblank error rates in the table is an outlier.  With the race response testing
as significant, the absence of outliers suggests the effect of the race response might be part
of an interaction with other factors not included in our ANOVA.  The next step from here
is to expand the model and test other reasonable factors.  We have not pursued this step
owing to time constraints.   Since the race response will remain an important topic of study
for the Census Bureau, it would be helpful for future evaluations of the automated
technology to provide for a more extensive analysis of its effect.



102

4.11  Analysis of Failure to Find Intent & Reasons Why

4.11.1 Contents of This Section

In this section, we switch from hard and soft match errors rates to misinterpretation rates.   By
misinterpretation, we mean not capturing the intent of the respondent.  There are many ways this
can happen.  For each way, there are many reasons why.  The possible manners and reasons for
misinterpretation are explained in section 4.11.4.  For definitions of common or special terms in
this section, see the glossary in Appendix M.

In some previous sections, we explored how the nonblank error rate behaved depending on 

• form (whether we are dealing with a d1, d2, etc.),
• field category (whether we are dealing with name fields, race fields, etc.), and 
• field (whether we are dealing with name data for person 1, person 2, etc).

Our basic questions in this section are this: (1) In what manner was the intent of the
respondent most frequently misinterpreted?, and (2) What were the most frequent reasons
for misinterpretation?  To answer this question, we define and explain how to calculate
misinterpretation rates.  This is done in section 4.11.3.  Then we present a series of tables
that shows misinterpretation rates that are outliers.  The tables are broken out by the
manner of misinterpretation and the reason for it.

There are four tables.  In Table 47, we show misinterpretation rates that are outliers for specific
fields on specific forms.  We aim for a sufficiently fine level of detail that makes it easy to
identify the largest improvement opportunities.  The break out in Table 47 is by form, field,
mode of data capture, and the manner of misinterpretation.

In Table 48, we aim for a higher level of detail that supports a meaningful overall view of the
data.   We show misinterpretation rates for each field category.  We show a separate field
category result for each manner of misinterpretation.  Any outliers in Table 48 identify field
categories that stand out in terms of a high misinterpretation rate. 

After going through the different combinations of forms, fields, modes, and manners of
misinterpretation, we have a data set consisting of 13,046 misinterpretation rates.  This data set is
the source for Tables 47 and 48.
  
In Table 49 and Table 50, we show a finer break out of the data.  For  the various ways in which 
misinterpretation can occur, we present separate rates for the individual reasons why.  Table 49
shows misinterpretation rates that are outliers for specific fields on specific forms.   As with the
Table 47, we aim for a sufficiently fine level of detail that makes it easy to identify the largest
improvement opportunities.  The break out in Table 49 is by form, field, mode of data capture,
and  manner of misinterpretation, and reason why. 
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In Table 50, as in Table 48, we aim for a higher level of detail that supports a meaningful overall
view of the data.   We show misinterpretation rates for each field category.  To save on space,
the entries in Table 50 are limited to outliers.  These identify field categories that stand out in
terms of a high misinterpretation rate.  The full list of misinterpretation rates by field category
can be found in Appendix I. 

After going through the different combinations of forms, fields, modes, manners of
misinterpretation, and reasons why, we have a data set consisting of 37,303 misinterpretation
rates.   This data set is the source for Tables 49 and 50.

The rules concerning the determination of outliers are as described in section 4.3.

4.11.2 Determining the Intent of the Respondent

The intent of the respondent was judged by analysts who worked independently of the Census
2000 processing.  They were also independent of the evaluation KFI operation.  The analysts
based their judgement on the set of rules they were provided with in their training.

If the analysts thought either the automated technology or KFI failed to capture the intent of the
respondent, they entered codes into a computer file that eventually became part of the raw data
for this evaluation.  There were two sets of codes.  The analysts picked from one set to identify
the type of failure.  They picked from another set to identify the reason for the failure.

Occasionally, an analyst found it difficult to determine whether the respondent’s intent was
captured properly. They consulted their supervisor for help.  In our analysis for this section,  we
sometimes find records showing a decision by both a supervisor and an analyst.   In these cases,
we use the supervisor’s decision.   We use the analyst’s when that is the only one available.

Within the set of codes for type of failure, some were reserved for write-in fields and the rest 
were reserved for check-box fields. Within the set of codes used to explain the failures, the
situation was a little more complicated.  The training materials for the analysts shows the reasons
are worded differently depending on whether check-box fields or write-in fields are being
considered.  However, the substance of the description clearly shows in some cases the same
reason could apply to either a check-box or write-in field.

We document the separate lists for check-box fields and write-in fields.  We consider Big “X”
through person, Poor image, and No reason found to be reasons that apply to both types.  After
providing the descriptions for error types and error reasons, we use the procedure of Appendix F
to identify specific fields and field categories that can be considered high or very high outliers
for failure to capture intent.

At the level of individual fields, our error rates are broken out by mode of capture: KFI, OCR,
OMR.  For an explanation of data capture mode, see section 4.5.2.
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4.11.3 Calculation of the Misinterpretation Rates

Before proceeding to the tables, we explain an important contributing concept, the
misinterpretation rate.  For each field, we add up the number of times the analyst or supervisor
concluded the respondent’s intent was not captured.  This is the numerator of the redundancy
rate.
We compute the misinterpretation rate as 100 x (numerator/denominator).

We can compute two misinterpretation rates: nonblank and total.  The denominator of the
nonblank misinterpretation rate is the number of times the automated technology read content for
a field.  The denominator for the total misinterpretation rate is the number of times the automated
technology read the field regardless of whether it saw any content.  In other words, it includes
blank cases.  For our purposes, we only use nonblank misinterpretation rates in this section.

4.11.4 Manners of Interpretation and the Reasons Why

The ways in which we could misinterpret check-box or write-in fields are described in Tables 43
and 45.  Tables 44 and 46 describe the possible reasons why.

Table 43.  Possible Ways of Misinterpreting Write-in Fields
Way of
Misinterpretation Description

Extra characters
The output from the automated technology shows more characters than are on the scanned
image.

Missing characters
The output from the automated technology has fewer characters than are on the scanned
image.

Position reversed
The output from the automated technology and the scanned image have the same number
of characters, but two characters in the automated technology output are in reverse order.

Wrong character

The output from the automated technology and the scanned image have the same number
of characters, but the output from the automated technology disagrees with the scanned
image.

Added response The output from the automated technology shows content but the scanned image is blank.

Blanked response The output from the automated technology is blank and the scanned image shows content.
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Table 44.  Possible Reasons for Misinterpreting Write-In Fields
Reason for Misinterpretation Description

Poor handwriting
The respondent’s or enumerator’s handwriting makes one letter look like
another, but one can tell what the respondent meant.

Characters too close
The respondent’s or enumerator’s characters touch each other, or the
respondent tries to squeeze characters in at the end of the field.

Response crossed out The respondent or enumerator draws a line through the response.

Big “X” through person
The respondent or enumerator draws an “X” through the fields for an entire
person.  This is an attempt by the respondent to cross out all of the fields.

Response written over The respondent or enumerator writes one answer but makes a mistake. Rules not followed The rules for keying during Census 2000 processing  were not followed.Truncated The last few characters of a response are missing.  All of the previousPoor image There is a dark horizontal line drawn across the entire image.

Decimal point
The respondent wrote a decimal point and it was ignored, or
the respondent used an implied decimal point, and it was ignored.

Mixed upper case & lower case letter The response has both uppercase and lowercase characters.

Spanish accent

The response is in Spanish, and the only difference between the scanned
image and the output from the automated technology is an accent on a
character.

Character goes out of field
The response is written so part of a character is outside of the spaces for the
field.

No reason found
The response is written clearly and there is nothing to suggest why it was
not captured correctly.

Table 45.  Possible Ways of Misinterpreting Check-box Fields
Way of Misinterpretation Description

Extra check-box

The output from the automated technology output shows more check-boxes
marked than are on the scanned image.

Missing check-box

The output from the automated technology has fewer check-boxes marked
than are on the scanned image.

Wrong Character

The output from the automated technology shows the same number of
check-boxes marked as on the scanned image, but the boxes are not in the
same positions on both.
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Table 46.  Possible Reasons for Misinterpreting Check-Box Fields

Reason for Misinterpretation Description

Mark touches another box
The mark from one box hits a second box.  This second box is picked up
as a response.

Mark Outside box
The respondent’s mark is outside of the box.  This mark is not picked up
as a response.

Box is crossed out
The respondent crosses out a box because he or she made a mistake. 
The box is picked up as a response.

Stray mark or spot There is a spot on the paper and it is picked up as a response.

Big “X” through person

The respondent draws an “X” through the fields for an entire person. 
This is an attempt by the respondent to cross out all of the questions for
that person.  The check-boxes hit by the“X” are picked up as responses.

Poor image
There is a dark horizontal line drawn across the entire image.  The boxes
hit by the line are picked up as responses.

No reason found
The response is marked clearly and there is nothing to suggest why it
was not captured correctly.

4.11.5 Outlier Rates by Manner of Misinterpretation

As mentioned in section 4.11.1, when we calculate the misinterpretation rate for all the
combinations of variables relevant to Table 47, we have 13,046 rates by the time we are done. 
Some of these rates–almost 2,250--are high or very high outliers according to the procedure
discussed in section 4.3.   How do we communicate what these outliers have to say without
forcing the reader to wade through a 2,250 line table?

We think a fair compromise is to restrict the table to the outliers that are based on a reasonably
large number of  records.  It is hard to conclude much when the data behind an outlier consists of
two, three, or some other small number of records.   After experimenting with different
possibilities, we believe 20,000 records is a reasonable minimum to require.  This results in
Table 47.  It consists of 153 outliers.  It provides insight into the highest 1.1 percent of the
nonblank error rates.  We believe this emphasizes problem fields that occur often enough to be a
priority for investigation and improvement.  We display the outliers by form, field, mode, and
manner of misinterpretation.
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Table 47.  Field Nonblank Misinterpretation Rates that are High and Very High Outliers,
And Based on at Least 20,000 Blank and Nonblank Data Records

Form
Name

Field
Name Description Mode Type of Error

Nonblank
Misinter-

pretation %

Total
Nonblank
Records Outlier

d1 p2last 1 - Person 2: Last Name KFI Wrong  character 3.733% 64,740 Very High
p1phext 2 - Person 1: Phone Number Digits KFI Wrong  character 3.448% 24,132 Very High
p3last 1 - Person 3: Last Name KFI Wrong  character 3.354% 36,316 High
p1phpre 2 - Person 1: Phone Number Exchange KFI Wrong  character 3.341% 20,295 High
p1last 3 - Person 1: Last Name KFI Wrong  character 3.185% 85,962 High
p4last 1 - Person 4: Last Name KFI Wrong  character 3.113% 21,684 High
p2first 1 - Person 2: First Name KFI Wrong  character 2.956% 44,580 High
p1first 3 - Person 1: First Name KFI Wrong  character 2.945% 50,770 High
p3first 1 - Person 3: First Name KFI Wrong  character 2.716% 27,581 High
p1dob_y 6 - Person 1: Year of Birth KFI Wrong  character 1.899% 33,657 High

d1e rilast R1 - Respondent's Last Name OCR Wrong  character 9.873% 131,961 Very High
rifirst R1 - Respondent's First Name OCR Wrong  character 7.153% 133,156 Very High
p1last 3 - Person 1: Last Name KFI Wrong  character 3.329% 29,681 High
p2last 1 - Person 2: Last Name KFI Wrong  character 3.106% 20,025 High
p1first 3 - Person 1: First Name KFI Wrong  character 2.463% 22,293 High
rilast R1 - Respondent's Last Name OCR Missing characters 2.395% 131,961 High

d2 p1addr_1 22a - Person 1: Work Address KFI Missing characters 18.114% 91,310 Very High
p2addr_1 22a - Person 2: Work Address KFI Missing characters 16.135% 56,468 Very High
p1empl_1 27a - Person 1: Employer KFI Missing characters 8.831% 78,439 Very High
p1duty_1 28b - Person 1: Occupation Duties KFI Missing characters 8.749% 60,098 Very High
p2empl_1 27a - Person 2: Employer KFI Missing characters 7.943% 51,441 Very High
p2duty_1 28b - Person 2: Occupation Duties KFI Missing characters 7.764% 39,761 Very High
p1ograde 8b - Person 1: Grade Level OMR Extra check-box 7.040% 29,004 Very High
p1actv_1 27b - Person 1: Industry KFI Missing characters 6.659% 52,455 Very High
p2ograde 8b - Person 2: Grade Level OMR Extra check-box 6.207% 26,133 Very High
p3ethn_1 10 - Person 3: Ancestry KFI Missing characters 6.178% 25,996 Very High
p1lvcity 15b - Person 1: Migration City KFI Missing characters 5.703% 40,154 Very High
p2actv_1 27b - Person 2: Industry KFI Missing characters 5.634% 34,312 Very High
p1kind_1 28a - Person 1: Occupation Kind of Work KFI Missing characters 5.419% 52,833 Very High
p1empl_1 27a - Person 1: Employer KFI Wrong  character 5.037% 78,439 Very High
p2empl_1 27a - Person 2: Employer KFI Wrong  character 4.739% 51,441 Very High
p2kind_1 28a - Person 2: Occupation Kind of Work KFI Missing characters 4.701% 35,397 Very High
p1addr_1 22a - Person 1: Work Address KFI Wrong  character 4.665% 91,310 Very High
r1last Roster: Person 1 Last Name KFI Wrong  character 4.613% 58,706 Very High
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Form
Name

Field
Name

Description
Mode

Manner of
Misinterpretation

Nonblank
Misinterpre

tation %

Total
Nonblank
Records Outliers

d2 p1city 22b - Person 1: Work City KFI Missing characters 4.369% 40,145 Very High
r2last Roster: Person 2 Last Name KFI Wrong  character 4.273% 41,376 Very High
p1orecal 25c - Person 1: Will Be Recalled OMR Extra check-box 4.249% 21,698 Very High
r3last Roster: Person 3 Last Name KFI Wrong  character 4.079% 23,484 Very High
p2addr_1 22a - Person 2: Work Address KFI Wrong  character 3.993% 56,468 Very High
p3last 1 - Person 3: Last Name KFI Wrong  character 3.985% 25,820 Very High
p2lvcity 15b - Person 2: Migration City KFI Missing characters 3.983% 27,617 Very High
r2first Roster: Person 2 First Name KFI Wrong  character 3.927% 27,654 Very High
p1last 3 - Person 1: Last Name KFI Wrong  character 3.852% 60,464 Very High
p1olayof 25a - Person 1: Last Week Layoff OMR Extra check-box 3.655% 64,926 Very High
p1oabsnt 25b - Person 1: Last Week Absent OMR Extra check-box 3.607% 57,247 Very High
p2empl_1 27a - Person 2: Employer OCR Wrong  character 3.603% 21,512 Very High
p2last 1 - Person 2: Last Name KFI Wrong  character 3.595% 45,652 Very High
p2first 1 - Person 2: First Name KFI Wrong  character 3.589% 31,734 Very High
r1first Roster: Person 1 First Name KFI Wrong  character 3.423% 33,539 Very High
p2city 22b - Person 2: Work City KFI Missing characters 3.362% 24,928 High
p1empl_1 27a - Person 1: Employer OCR Wrong  character 3.310% 32,119 High
p3oalone 17c - Person 3: Difficulty Shopping OMR Extra check-box 3.231% 41,222 High
p2ethn_1 10 - Person 2: Ancestry KFI Missing characters 3.220% 40,810 High
p1duty_1 28b - Person 1: Occupation Duties KFI Wrong  character 3.211% 60,098 High
p1first 3 - Person 1: First Name KFI Wrong  character 3.188% 36,671 High
p1ethn_1 10 - Person 1: Ancestry KFI Missing characters 3.052% 50,779 High
p1olook 25d - Person 1: Looking for Work OMR Extra check-box 3.021% 54,159 High
p1lvcity 15b - Person 1: Migration City KFI Wrong  character 3.011% 40,154 High
p1total 32 - Person 1: Total Income Amount KFI Wrong  character 2.990% 46,552 High
p2olayof 25a - Person 2: Last Week Layoff OMR Extra check-box 2.974% 54,031 High
p1zip 22f - Person 1: Work Zip Code KFI Wrong  character 2.872% 20,888 High
p2duty_1 28b - Person 2: Occupation Duties KFI Wrong  character 2.812% 39,761 High
p1kind_1 28a - Person 1: Occupation Kind of Work KFI Wrong  character 2.796% 52,833 High
p1city 22b - Person 1: Work City KFI Wrong  character 2.792% 40,145 High
p1elec 45a - Household: Electricity Cost KFI Wrong  character 2.769% 41,926 High
p2lvcity 15b - Person 2: Migration City KFI Wrong  character 2.766% 27,617 High
r1mi Roster: Person 1 Middle Initial KFI Wrong  character 2.756% 25,327 High
p1actv_1 27b - Person 1: Industry KFI Wrong  character 2.726% 52,455 High
p4oalone 17c - Person 4: Difficulty Shopping OMR Extra check-box 2.726% 20,212 High
p1county 22d - Person 1: Work County KFI Wrong  character 2.722% 26,338 High
p1lvcnty 15b - Person 1: Migration County KFI Wrong  character 2.722% 23,185 High
p1mi 3 - Person 1: Middle Initial KFI Wrong  character 2.648% 28,285 High
p2oabsnt 25b - Person 2: Last Week Absent OMR Extra check-box 2.645% 48,012 High
p1bnus 12 - Person 1: Name of State KFI Missing characters 2.637% 35,453 High
p2kind_1 28a - Person 2: Occupation Kind of Work KFI Wrong  character 2.599% 35,397 High
p2city 22b - Person 2: Work City KFI Wrong  character 2.595% 24,928 High
p1wages 31a - Person 1: Wages Amount KFI Wrong  character 2.594% 37,775 High
p2total 32 - Person 2: Total Income Amount KFI Wrong  character 2.348% 24,272 High
p2actv_1 27b - Person 2: Industry KFI Wrong  character 2.320% 34,312 High
p1int 31c - Person 1: Interest Amount KFI Wrong  character 2.279% 22,734 High
p1empl_1 27a - Person 1: Employer OCR Missing characters 2.142% 32,119 High
p2bnus 12 - Person 2: Name of State KFI Missing characters 2.140% 29,211 High
p1gas 45b - Household: Gas Cost KFI Wrong  character 2.100% 23,862 High
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Form
Name

Field
Name

Description
Mode

Manner of
Misinterpretation

Nonblank
Misinterpre

tation %

Total
Nonblank
Records Outliers

d2 p1oserve 20b - Person 1: When on Active Duty OMR Missing check-box 2.023% 36,934 High
p1esttax 49 - Household: Real Estate Tax Amount KFI Wrong  character 1.996% 29,505 High
p1water 45c - Household: Water and Sewer Cost KFI Wrong  character 1.989% 22,824 High
p1oneeds 19b - Person 1: Responsible for Needs OMR Extra check-box 1.949% 29,201 High
p2wages 31a - Person 2: Wages Amount KFI Wrong  character 1.913% 21,220 High
p2olook 25d - Person 2: Looking for Work OMR Extra check-box 1.898% 45,089 High
p1flood 50 - Household: Insurance Payment KFI Wrong  character 1.880% 27,760 High
p3ojob 17d - Person 3: Difficulty Working OMR Extra check-box 1.864% 39,116 High
p3ospkwl 11c - Person 3: Speak English Well OMR Extra check-box 1.855% 23,235 High
p1lvcnty 15b - Person 1: Migration County KFI Missing characters 1.829% 23,185 High

d2e rilast R1 - Respondent's Last Name OCR Wrong  character 17.286% 166,529 Very High
rifirst R1 - Respondent's First Name OCR Wrong  character 12.080% 168,443 Very High
p1stab2a H2 - State OCR Wrong  character 6.107% 21,386 Very High
p1last 3 - Person 1: Last Name KFI Wrong  character 5.396% 36,841 Very High
p1phext 2 - Person 1: Phone Number Digits KFI Wrong  character 5.338% 23,341 Very High
p1addr_1 22a - Person 1: Work Address KFI Missing characters 5.312% 45,994 Very High
p4odegre 9 - Person 4: Highest Degree Completed OMR Extra check-box 5.275% 25,955 Very High
p2last 1 - Person 2: Last Name KFI Wrong  character 5.133% 25,796 Very High
p2empl_1 27a - Person 2: Employer KFI Wrong  character 5.111% 22,695 Very High
p1empl_1 27a - Person 1: Employer KFI Missing characters 5.002% 36,328 Very High
p2addr_1 22a - Person 2: Work Address KFI Missing characters 4.974% 26,498 Very High
p2empl_1 27a - Person 2: Employer KFI Missing characters 4.776% 22,695 Very High
p1empl_1 27a - Person 1: Employer KFI Wrong  character 4.765% 36,328 Very High
p1lasta 7 - Person 1: Last Name KFI Wrong  character 4.620% 30,841 Very High
p1duty_1 28b - Person 1: Occupation Duties KFI Missing characters 4.555% 27,267 Very High
p2first 1 - Person 2: First Name KFI Wrong  character 4.423% 20,575 Very High
p1first 3 - Person 1: First Name KFI Wrong  character 3.956% 25,406 Very High
p1addr_1 22a - Person 1: Work Address KFI Wrong  character 3.840% 45,994 Very High
p2lasta 7 - Person 1: Last Name KFI Wrong  character 3.616% 21,679 Very High
p1actv_1 27b - Person 1: Industry KFI Missing characters 3.534% 24,306 Very High
p1kind_1 28a - Person 1: Occupation Kind of Work KFI Missing characters 3.482% 24,527 Very High
p1duty_1 28b - Person 1: Occupation Duties KFI Wrong  character 3.411% 27,267 Very High
p1cty16a H2 - City KFI Wrong  character 3.410% 26,660 Very High
p2addr_1 22a - Person 2: Work Address KFI Wrong  character 3.396% 26,498 Very High
p1zip5a H1- Zip Code OCR Wrong  character 3.160% 27,819 High
p1stx16a H2 - Street Name KFI Missing characters 3.114% 33,361 High
p3ograde 8b - Person 3: Grade Level OMR Extra check-box 3.057% 26,789 High
p1actv_1 27b - Person 1: Industry KFI Wrong  character 3.016% 24,306 High
p1kind_1 28a - Person 1: Occupation Kind of Work KFI Wrong  character 3.001% 24,527 High
p1ospkwl 11c - Person 1: Speak English Well OMR Extra check-box 2.920% 22,228 High
p3odegre 9 - Person 3: Highest Degree Completed OMR Extra check-box 2.899% 40,433 High
rilast R1 - Respondent's Last Name OCR Missing characters 2.843% 166,529 High
p1empl_1 27a - Person 1: Employer OCR Wrong  character 2.828% 25,598 High
p1stx16a H2 - Street Name KFI Wrong  character 2.794% 33,361 High
a_status Summary - A: Status KFI Wrong  character 2.647% 21,233 High
p2olayof 25a - Person 2: Last Week Layoff OMR Extra check-box 2.548% 30,569 High
p4octzn 13 - Person 4: Citizen OMR Extra check-box 2.537% 25,781 High
p1ovalue 51 - Household: Property Value OMR Extra check-box 2.242% 67,225 High
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Form
Name

Field
Name

Description
Mode

Manner of
Misinterpretation

Nonblank
Misinterpre

tation %

Total
Nonblank
Records Outliers

d2e p2olvcty 15b - Person 2: Live Inside City Limits OMR Extra check-box 2.199% 26,372 High
p2oetype 29 - Person 2: Class of Worker OMR Extra check-box 2.087% 41,967 High
c_osumma Summary - C: Vacant OMR Extra check-box 2.082% 48,805 High
p1otrans 23a - Person 1: Work Vehicle OMR Extra check-box 2.007% 59,801 High
p1ethn_1 10 - Person 1: Ancestry KFI Missing characters 1.918% 24,765 High
rifirst R1 - Respondent's First Name OCR Missing characters 1.889% 168,443 High
p1oagric 44c - Household: Agricultural Products OMR Extra check-box 1.871% 40,449 High

d2u p1stx16a H2 - Street Name KFI Missing characters 11.713% 29,874 Very High
p1addr_1 22a - Person 1: Work Address KFI Missing characters 10.973% 31,150 Very High
p2addr_1 22a - Person 2: Work Address KFI Missing characters 10.142% 21,475 Very High
p1empl_1 27a - Person 1: Employer KFI Missing characters 5.719% 26,981 Very High
p1duty_1 28b - Person 1: Occupation Duties KFI Missing characters 5.417% 20,197 Very High
p1stab2a H2 - State OCR Wrong  character 5.312% 20,481 Very High
p1empl_1 27a - Person 1: Employer KFI Wrong  character 3.680% 26,981 Very High
p1hsn10a H2 - House Number KFI Missing characters 3.593% 20,818 Very High
p1addr_1 22a - Person 1: Work Address KFI Wrong  character 3.339% 31,150 High
p2addr_1 22a - Person 2: Work Address KFI Wrong  character 2.710% 21,475 High
p1stx16a H2 - Street Name KFI Wrong  character 2.467% 29,874 High
p1duty_1 28b - Person 1: Occupation Duties KFI Wrong  character 2.431% 20,197 High
p1olayof 25a - Person 1: Last Week Layoff OMR Extra check-box 2.215% 24,378 High
p1oabsnt 25b - Person 1: Last Week Absent OMR Extra check-box 2.058% 21,867 High
p2olayof 25a - Person 2: Last Week Layoff OMR Extra check-box 1.873% 20,283 High

Table 48.  Field Category Error Rates by Manner of Misinterpretation

Field Category
Manner of

Misintepretation
Nonblank

Misinterpretation % Outlier
Coverage Extra check-box 0.128%

Wrong check-box 0.007%
Missing check-box 0.006%

Form Management Wrong  character 7.173% Very High
Extra check-box 0.404%
Missing characters 0.368%
Added response 0.145%
Extra characters 0.105%
Blanked response 0.014%
Missing check-box 0.013%
Wrong check-box 0.009%
Position reversed 0.004%

Housing Profile Wrong  character 0.879% High
Extra check-box 0.500%
Missing characters 0.342%
Added response 0.140%
Extra characters 0.124%
Blanked response 0.096%
Wrong check-box 0.049%
Position reversed 0.034%
Missing check-box 0.027%
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Field Category
Manner of

Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Demographic Wrong  character 0.746%

Extra check-box 0.382%
Missing characters 0.287%
Extra characters 0.060%
Wrong check-box 0.052%
Position reversed 0.050%
Blanked response 0.049%
Added response 0.037%
Missing check-box 0.024%

POP--Disability Extra check-box 0.498%
Wrong check-box 0.025%
Missing check-box 0.007%

POP--Education Extra check-box 0.971% High
Missing check-box 0.113%
Wrong check-box 0.067%

POP--Ethnic Missing characters 1.730% Very High
Wrong  character 1.604% Very High
Extra characters 0.591%
Added response 0.236%
Position reversed 0.189%
Extra check-box 0.167%
Blanked response 0.087%
Missing check-box 0.017%
Wrong check-box 0.009%

POP--Income Wrong  character 1.236% High
Added response 0.678%
Extra check-box 0.551%
Missing characters 0.483%
Blanked response 0.198%
Extra characters 0.191%
Wrong check-box 0.036%
Position reversed 0.023%
Missing check-box 0.011%

POP--Military Extra check-box 1.211% High
Missing check-box 0.224%
Wrong check-box 0.043%

POP--Name Wrong  character 2.322% Very High
Missing characters 0.481%
Extra characters 0.156%
Blanked response 0.075%
Position reversed 0.064%
Added response 0.031%
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Field Category
Manner of

Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Occupation Missing characters 2.391% Very High

Wrong  character 1.665% Very High
Extra check-box 1.248% High
Extra characters 0.402%
Position reversed 0.174%
Blanked response 0.087%
Wrong check-box 0.051%
Added response 0.045%
Missing check-box 0.033%

POP--Race Wrong  character 4.105% Very High
Missing characters 2.506% Very High
Added response 1.802% Very High
Extra characters 0.780%
Position reversed 0.255%
Blanked response 0.214%
Extra check-box 0.171%
Missing check-box 0.063%
Wrong check-box 0.008%

Special Housing Blanked response 0.996% High
Added response 0.252%
Wrong  character 0.159%
Missing characters 0.107%
Extra characters 0.049%

As Table 47 shows, at the level of field, the error Wrong character dominates(124 of 195
outliers in table).  At the more general level of Table 48, the errors Extra check-box and
Wrong character are in one of the top three positions for nine of the 13 categories. Missing
characters appears in one of the top three positions for seven of the 13 categories.  All these
reach to the heart of possible problems with the automated technology.  If it misses
characters, adds characters that are not there, or substitutes characters, our ability to
discern the intent of the respondent decreases.  Tables 47 and 48 suggest these problems
are not confined to a particular field or field category but rather exist across a wide swath. 
For more specific comments beyond the general need to improve performance in these
areas, we have to look for  trends in the reasons for these errors.  

4.11.6 Outlier Rates by Reason for Misinterpretation

As mentioned in section 4.11.1, when we calculate the misinterpretation rate for all the
combinations of variables relevant to Table 49, we have 37,303 rates by the time we are done. 
Some of these rates–almost 6,900--are high or very high outliers according to the procedure
discussed in section 4.3.   How do we communicate what these outliers have to say without
forcing the reader to wade through a 6,900 line table?
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We think a fair compromise is to restrict the table to the outliers that are based on a reasonably
large number of  records.  It is hard to conclude much when the data behind an outlier consist of
two, three, or some other small number of records.   After experimenting with different
possibilities, we believe 50,000 records is a reasonable minimum to require.  This results in
Table 49.  It consists of 149 outliers.  It provides insight into the highest 0.4 percent of the
nonblank misinterpretation rates.  We believe this emphasizes problem fields that occur often
enough to be a priority for investigation and improvement.

Table 49.  Field Nonblank Error Rates that are High and Very High Outliers, Broken Out
by Mode of Data Capture and Reason for Misinterpretation And Based on at Least 50,000
Blank and Nonblank Data Records

Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records

Outlier

d1 p2last 1 - Person 2: Last Name KFI Wrong 
character

Poor handwriting 2.343% 64,740 Very
High

p1last 3 - Person 1: Last Name KFI Wrong 
character

Poor handwriting 1.890% 85,962 Very
High

p1first 3 - Person 1: First Name KFI Wrong 
character

Poor handwriting 1.812% 50,770 Very
High

p1last 3 - Person 1: Last Name KFI Missing
characters

No reason found 0.824% 85,962 High

p2last 1 - Person 2: Last Name KFI Missing
characters

No reason found 0.726% 64,740 High

p1first 3 - Person 1: First Name KFI Missing
characters

No reason found 0.691% 50,770 High

p1last 3 - Person 1: Last Name KFI Wrong 
character

No reason found 0.580% 85,962 High

p1last 3 - Person 1: Last Name OCR Wrong 
character

Poor handwriting 0.549% 148,090 High

p2last 1 - Person 2: Last Name KFI Wrong 
character

No reason found 0.548% 64,740 High

p2last 1 - Person 2: Last Name OCR Wrong 
character

Poor handwriting 0.523% 109,321 High

p1phext 2 - Person 1: Phone Number Digits OCR Wrong 
character

Poor handwriting 0.518% 200,597 High

p3last 1 - Person 3: Last Name OCR Wrong 
character

Poor handwriting 0.507% 59,951 High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records Outlier

d1e rilast R1 - Respondent's Last Name OCR Wrong 
character

Poor handwriting 8.643% 131,961 Very
High

rifirst R1 - Respondent's First Name OCR Wrong 
character

Poor handwriting 6.296% 133,156 Very
High

rilast R1 - Respondent's Last Name OCR Missing
characters

No reason found 1.733% 131,961 Very
High

rifirst R1 - Respondent's First Name OCR Missing
characters

No reason found 1.080% 133,156 Very
High

p1phext 2 - Person 1: Phone Number Digits OCR Wrong 
character

Poor handwriting 0.930% 103,022 Very
High

rilast R1 - Respondent's Last Name OCR Wrong 
character

No reason found 0.805% 131,961 High

p1pharea 2 - Person 1: Phone Number Area Code OCR Wrong 
character

Poor handwriting 0.775% 107,554 High

p1phpre 2 - Person 1: Phone Number Exchange OCR Wrong 
character

Poor handwriting 0.680% 107,167 High

p1last 3 - Person 1: Last Name OCR Wrong 
character

Poor handwriting 0.601% 54,208 High

rilast R1 - Respondent's Last Name OCR Missing
characters

Poor handwriting 0.558% 131,961 High

rifirst R1 - Respondent's First Name OCR Wrong 
character

No reason found 0.535% 133,156 High

d2 p1addr_1 22a - Person 1: Work Address KFI Missing
characters

Rules not
followed

12.240% 91,310 Very
High

p2addr_1 22a - Person 2: Work Address KFI Missing
characters

Rules not
followed

11.522% 56,468 Very
High

p1empl_1 27a - Person 1: Employer KFI Missing
characters

Rules not
followed

4.943% 78,439 Very
High

p1duty_1 28b - Person 1: Occupation Duties KFI Missing
characters

No reason found 4.521% 60,098 Very
High

p2empl_1 27a - Person 2: Employer KFI Missing
characters

Rules not
followed

4.366% 51,441 Very
High

p1empl_1 27a - Person 1: Employer KFI Wrong 
character

Poor handwriting 4.041% 78,439 Very
High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records Outlier

d2 p2addr_1 22a - Person 2: Work Address KFI Missing
characters

No reason found 3.974% 56,468 Very
High

p1actv_1 27b - Person 1: Industry KFI Missing
characters

Rules not
followed

3.956% 52,455 Very
High

p2empl_1 27a - Person 2: Employer KFI Wrong 
character

Poor handwriting 3.736% 51,441 Very
High

r1last Roster: Person 1 Last Name KFI Wrong 
character

Poor handwriting 3.485% 58,706 Very
High

p1addr_1 22a - Person 1: Work Address KFI Wrong 
character

Poor handwriting 3.457% 91,310 Very
High

p1addr_1 22a - Person 1: Work Address KFI Missing
characters

No reason found 3.436% 91,310 Very
High

p1duty_1 28b - Person 1: Occupation Duties KFI Missing
characters

Rules not
followed

3.419% 60,098 Very
High

p1empl_1 27a - Person 1: Employer KFI Missing
characters

No reason found 3.287% 78,439 Very
High

p2empl_1 27a - Person 2: Employer KFI Missing
characters

No reason found 2.996% 51,441 Very
High

p2addr_1 22a - Person 2: Work Address KFI Wrong 
character

Poor handwriting 2.941% 56,468 Very
High

p1kind_1 28a - Person 1: Occupation Kind of
Work

KFI Missing
characters

Rules not
followed

2.864% 52,833 Very
High

p1last 3 - Person 1: Last Name KFI Wrong 
character

Poor handwriting 2.856% 60,464 Very
High

p1ethn_1 10 - Person 1: Ancestry KFI Missing
characters

No reason found 2.470% 50,779 Very
High

p1actv_1 27b - Person 1: Industry KFI Missing
characters

No reason found 2.377% 52,455 Very
High

p1duty_1 28b - Person 1: Occupation Duties KFI Wrong 
character

Poor handwriting 2.363% 60,098 Very
High

p1kind_1 28a - Person 1: Occupation Kind of
Work

KFI Missing
characters

No reason found 2.165% 52,833 Very
High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records Outlier

d2 p1kind_1 28a - Person 1: Occupation Kind of
Work

KFI Wrong 
character

Poor handwriting 2.110% 52,833 Very
High

p1actv_1 27b - Person 1: Industry KFI Wrong 
character

Poor handwriting 2.072% 52,455 Very
High

p1olayof 25a - Person 1: Last Week Layoff OMR Extra
check-box

Box is crossed
out

2.048% 64,926 Very
High

p1oabsnt 25b - Person 1: Last Week Absent OMR Extra
check-box

Box is crossed
out

1.857% 57,247 Very
High

p2olayof 25a - Person 2: Last Week Layoff OMR Extra
check-box

Box is crossed
out

1.814% 54,031 Very
High

p1olook 25d - Person 1: Looking for Work OMR Extra
check-box

Box is crossed
out

1.490% 54,159 Very
High

p1duty_1 28b - Person 1: Occupation Duties KFI Extra
characters

No reason found 1.298% 60,098 Very
High

p1addr_1 22a - Person 1: Work Address KFI Missing
characters

Character goes
out field

1.232% 91,310 Very
High

p1kind_1 28a - Person 1: Occupation Kind of
Work

KFI Extra
characters

No reason found 1.179% 52,833 Very
High

p1empl_1 27a - Person 1: Employer KFI Extra
characters

No reason found 1.177% 78,439 Very
High

p1ethn_1 10 - Person 1: Ancestry KFI Wrong 
character

Poor handwriting 1.176% 50,779 Very
High

p2last 1 - Person 2: Last Name OCR Wrong 
character

Poor handwriting 1.126% 72,904 Very
High

r1last Roster: Person 1 Last Name KFI Missing
characters

No reason found 1.088% 58,706 Very
High

p1actv_1 27b - Person 1: Industry KFI Extra
characters

No reason found 1.071% 52,455 Very
High

p2empl_1 27a - Person 2: Employer KFI Extra
characters

No reason found 1.036% 51,441 Very
High

p1last 3 - Person 1: Last Name OCR Wrong 
character

Poor handwriting 0.993% 101,436 Very
High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records Outlier

d2 p1last 3 - Person 1: Last Name KFI Missing
characters

No reason found 0.963% 60,464 Very
High

p1addr_1 22a - Person 1: Work Address KFI Missing
characters

Truncated 0.937% 91,310 Very
High

r2last Roster: Person 2 Last Name OCR Wrong 
character

Poor handwriting 0.899% 75,513 Very
High

p1olstwk 26 - Person 1: Last Worked OMR Extra
check-box

Box is crossed
out

0.893% 56,465 Very
High

p1oabsnt 25b - Person 1: Last Week Absent OMR Extra
check-box

Stray mark or
spot

0.886% 57,247 Very
High

p1olayof 25a - Person 1: Last Week Layoff OMR Extra
check-box

Stray mark or
spot

0.855% 64,926 Very
High

p1addr_1 22a - Person 1: Work Address KFI Extra
characters

No reason found 0.847% 91,310 Very
High

p2addr_1 22a - Person 2: Work Address KFI Extra
characters

No reason found 0.841% 56,468 High

r1last Roster: Person 1 Last Name OCR Wrong 
character

Poor handwriting 0.832% 99,939 High

p1lvzip 15b - Person 1: Migration Zip Code OCR Wrong 
character

Poor handwriting 0.831% 56,299 High

p1oabsnt 25b - Person 1: Last Week Absent OMR Extra
check-box

Big X through
person

0.805% 57,247 High

p1zip 22f - Person 1: Work Zip Code OCR Wrong 
character

Poor handwriting 0.785% 65,616 High

p1owages 31a - Person 1: Wages OMR Extra
check-box

Box is crossed
out

0.777% 115,064 High

p1ospkwl 11c - Person 1: Speak English Well OMR Extra
check-box

Box is crossed
out

0.774% 53,123 High

p1actv_1 27b - Person 1: Industry OCR Wrong 
character

Poor handwriting 0.755% 60,104 High

p1olook 25d - Person 1: Looking for Work OMR Extra
check-box

Stray mark or
spot

0.751% 54,159 High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records Outlier

d2 p1phext 2 - Person 1: Phone Number Digits OCR Wrong 
character

Poor handwriting 0.733% 137,827 High

p1olook 25d - Person 1: Looking for Work OMR Extra
check-box

Big X through
person

0.727% 54,159 High

p1ooffce 44a - Household: Business OMR Extra
check-box

Box is crossed
out

0.725% 124,205 High

p1addr_1 22a - Person 1: Work Address KFI Wrong 
character

No reason found 0.712% 91,310 High

p1olayof 25a - Person 1: Last Week Layoff OMR Extra
check-box

Big X through
person

0.698% 64,926 High

p1total 32 - Person 1: Total Income Amount OCR Wrong 
character

Poor handwriting 0.690% 75,101 High

p1oagric 44c - Household: Agricultural Products OMR Extra
check-box

Box is crossed
out

0.676% 51,605 High

p2empl_1 27a - Person 2: Employer KFI Wrong 
character

No reason found 0.665% 51,441 High

p1kind_1 28a - Person 1: Occupation Kind of
Work

OCR Missing
characters

No reason found 0.665% 63,873 High

p1kind_1 28a - Person 1: Occupation Kind of
Work

OCR Wrong 
character

Poor handwriting 0.664% 63,873 High

p1duty_1 28b - Person 1: Occupation Duties KFI Wrong 
character

No reason found 0.641% 60,098 High

p1empl_1 27a - Person 1: Employer KFI Wrong 
character

No reason found 0.640% 78,439 High

p3age 4 - Person 3: Age OCR Wrong 
character

Rules not
followed

0.616% 56,206 High

r1last Roster: Person 1 Last Name KFI Wrong 
character

No reason found 0.600% 58,706 High

p2first 1 - Person 2: First Name OCR Wrong 
character

Poor handwriting 0.598% 87,106 High

p1ethn_1 10 - Person 1: Ancestry KFI Extra
characters

No reason found 0.597% 50,779 High

p1pharea 2 - Person 1: Phone Number Area Code OCR Wrong 
character

Poor handwriting 0.595% 142,451 High

p1phpre 2 - Person 1: Phone Number Exchange OCR Wrong 
character

Poor handwriting 0.590% 141,675 High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records Outlier

d2 p2olayof 25a - Person 2: Last Week Layoff OMR Extra
check-box

Stray mark or
spot

0.587% 54,031 High

p1city 22b - Person 1: Work City OCR Wrong 
character

Poor handwriting 0.580% 56,246 High

p2addr_1 22a - Person 2: Work Address KFI Wrong 
character

No reason found 0.579% 56,468 High

p1ospkwl 11c - Person 1: Speak English Well OMR Extra
check-box

Stray mark or
spot

0.578% 53,123 High

p2ethn_1 10 - Person 2: Ancestry OCR Extra
characters

Rules not
followed

0.569% 60,795 High

r1last Roster: Person 1 Last Name KFI Extra
characters

No reason found 0.566% 58,706 High

p1last 3 - Person 1: Last Name KFI Wrong 
character

No reason found 0.564% 60,464 High

p1ethn_1 10 - Person 1: Ancestry OCR Extra
characters

Rules not
followed

0.562% 88,317 High

p1ethn_1 10 - Person 1: Ancestry OCR Missing
characters

No reason found 0.551% 88,317 High

p2ethn_1 10 - Person 2: Ancestry OCR Wrong 
character

Poor handwriting 0.551% 60,795 High

p2ethn_1 10 - Person 2: Ancestry OCR Missing
characters

No reason found 0.526% 60,795 High

p1wages 31a - Person 1: Wages Amount OCR Wrong 
character

Poor handwriting 0.523% 66,692 High

p2owages 31a - Person 2: Wages OMR Extra
check-box

Box is crossed
out

0.516% 77,289 High

p2olayof 25a - Person 2: Last Week Layoff OMR Extra
check-box

Big X through
person

0.516% 54,031 High

p1last 3 - Person 1: Last Name KFI Extra
characters

No reason found 0.513% 60,464 High

p1esttax 49 - Household: Real Estate Tax
Amount

OCR Wrong 
character

Poor handwriting 0.484% 63,651 High

p1kind_1 28a - Person 1: Occupation Kind of
Work

KFI Wrong 
character

No reason found 0.483% 52,833 High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records Outlier

d2 p1actv_1 27b - Person 1: Industry KFI Wrong 
character

No reason found 0.482% 52,455 High

p1flood 50 - Household: Insurance Payment OCR Wrong 
character

Poor handwriting 0.476% 59,705 High

p1duty_1 28b - Person 1: Occupation Duties KFI Position
reversed

No reason found 0.473% 60,098 High

p1first 3 - Person 1: First Name OCR Wrong 
character

Poor handwriting 0.472% 125,718 High

p1oagric 44c - Household: Agricultural Products OMR Extra
check-box

Stray mark or
spot

0.471% 51,605 High

p1minute 24b - Person 1: Minutes to Work OCR Wrong 
character

Poor handwriting 0.470% 79,368 High

p1water 45c - Household: Water and Sewer Cost OCR Wrong 
character

Poor handwriting 0.464% 74,853 High

p1olstwk 26 - Person 1: Last Worked OMR Extra
check-box

Stray mark or
spot

0.460% 56,465 High

p1ethn_1 10 - Person 1: Ancestry KFI Position
reversed

No reason found 0.457% 50,779 High

r2first Roster: Person 2 First Name OCR Wrong 
character

Poor handwriting 0.457% 89,527 High

p1odegre 9 - Person 1: Highest Degree
Completed

OMR Missing
check-box

No reason found 0.454% 159,646 High

p1odeed 47a - Household: Mortgage OMR Extra
check-box

Box is crossed
out

0.453% 110,786 High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation

%

Total
Nonblank
Records Outlier

d2e rilast R1 - Respondent's Last Name OCR Wrong 
character

Poor handwriting 15.575% 166,529 Very
High

rifirst R1 - Respondent's First Name OCR Wrong 
character

Poor handwriting 10.579% 168,443 Very
High

rilast R1 - Respondent's Last Name OCR Missing
characters

No reason found 2.395% 166,529 Very
High

p1ovalue 51 - Household: Property Value OMR Extra
check-box

Poor image 1.859% 67,225 Very
High

p1otrans 23a - Person 1: Work Vehicle OMR Extra
check-box

Poor image 1.848% 59,801 Very
High

p1phext 2 - Person 1: Phone Number Digits OCR Wrong 
character

Poor handwriting 1.571% 129,893 Very
High

rifirst R1 - Respondent's First Name OCR Missing
characters

No reason found 1.568% 168,443 Very
High

s4ointro S4 - Vacant or Occupied OMR Extra
check-box

Stray mark or
spot

1.345% 50,179 Very
High

p1pharea 2 - Person 1: Phone Number Area Code OCR Wrong 
character

Poor handwriting 1.251% 134,961 Very
High

p1phpre 2 - Person 1: Phone Number Exchange OCR Wrong 
character

Poor handwriting 1.163% 134,911 Very
High

p2last 1 - Person 2: Last Name OCR Wrong 
character

Poor handwriting 1.155% 52,203 Very
High

p1lasta 7 - Person 1: Last Name OCR Wrong 
character

Poor handwriting 1.133% 64,356 Very
High

p1odegre 9 - Person 1: Highest Degree
Completed

OMR Extra
check-box

Poor image 1.124% 84,670 Very
High

p1last 3 - Person 1: Last Name OCR Wrong 
character

Poor handwriting 1.104% 71,488 Very
High

rilast R1 - Respondent's Last Name OCR Wrong 
character

No reason found 0.957% 166,529 Very
High

p1odeed 47a - Household: Mortgage OMR Extra
check-box

Poor image 0.798% 51,140 High

p1oride 23b - Person 1: Carpool OMR Extra
check-box

Poor image 0.683% 51,244 High

p2first 1 - Person 2: First Name OCR Wrong 
character

Poor handwriting 0.644% 57,722 High

s3ointro S3 - Seasonal Home OMR Extra
check-box

Stray mark or
spot

0.634% 118,922 High
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Form
Name

Field
Name Description Mode

Manner of
Misinter-
pretation

Reason for
Misinter-
pretation

Nonblank
Misinter-
pretation 

%

Total
Nonblank
Records Outlier

d2e p1dob_d 6 - Person 1: Day of Birth OCR Wrong 
character

Poor handwriting 0.609% 83,628 High

p1first 3 - Person 1: First Name OCR Wrong 
character

Poor handwriting 0.584% 83,387 High

rifirst R1 - Respondent's First Name OCR Wrong 
character

No reason found 0.582% 168,443 High

p2dob_d 4 - Person 2: Day of Birth OCR Wrong 
character

Poor handwriting 0.555% 62,003 High

p2firsta 7 - Person 2: First Name OCR Wrong 
character

Poor handwriting 0.544% 53,524 High

p1odeed 47a - Household: Mortgage OMR Extra
check-box

Stray mark or
spot

0.542% 51,140 High

p1elec 45a - Household: Electricity Cost OCR Missing
characters

No reason found 0.523% 53,303 High

p1ooffce 44a - Household: Business OMR Extra
check-box

Stray mark or
spot

0.522% 111,898 High

rifirst R1 - Respondent's First Name OCR Wrong 
character

Poor image 0.515% 168,443 High

p1ethn_1 10 - Person 1: Ancestry OCR Wrong 
character

Poor handwriting 0.509% 55,244 High

p1hours 30c - Person 1: Hours Worked per
Week

OCR Wrong 
character

Poor handwriting 0.472% 51,265 High

p1firsta 7 - Person 1: First Name OCR Wrong 
character

Poor handwriting 0.465% 76,352 High

For Table 50, we show only the field category rates that are high or very high outliers.  The total
number of field category error rates, 713, is too large to be readable.  Instead we place the entire
list in Appendix I  for easier reference. 
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Table 50. Field Category Misinterpretation Rates that are High or Very High Outliers,
Broken Out by Reason For Misinterpretation

Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
Coverage Extra check-box Poor image 0.088% High
Form Management Added response Poor handwriting 0.120% High

Stray mark or spot 0.211% Very High
No reason found 0.131% High
Poor image 0.093% High
No reason found 0.289% Very High
Poor handwriting 6.127% Very High
Rules not followed 0.647% Very High
No reason found 0.287% Very High

Housing Profile Added response Rules not followed 0.151% High
Poor image 0.170% Very High
Stray mark or spot 0.163% Very High
Box is crossed out 0.138% High
No reason found 0.239% Very High
Poor image 0.091% High
Poor handwriting 0.637% Very High
Spanish accents 0.196% Very High
Mixed upper case & lower case 0.110% High
Rules not followed 0.092% High

POP--Demographic Added response Spanish accents 0.923% Very High
Spanish accents 1.010% Very High
Poor image 0.171% Very High
Box is crossed out 0.093% High
Stray mark or spot 0.086% High
No reason found 0.194% Very High
Rules not followed 0.193% Very High
Poor handwriting 0.550% Very High
Spanish accents 0.265% Very High
Box is crossed out 0.149% High
Poor image 0.147% High
Stray mark or spot 0.145% High

POP--Education Extra check-box Poor image 0.450% Very High
Box is crossed out 0.303% Very High
Stray mark or spot 0.191% Very High
No reason found 0.110% High

POP--Ethnic Added response Response crossed out 0.395% Very High
Spanish accents 0.106% High
Poor handwriting 0.093% High
Rules not followed 0.281% Very High
No reason found 0.253% Very High
No reason found 1.422% Very High
Truncated 0.144% High
Character goes out field 0.085% High
Spanish accents 0.654% Very High
No reason found 0.181% Very High
Poor handwriting 1.157% Very High
No reason found 0.198% Very High
Spanish accents 0.154% High
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Income Added response Rules not followed 0.858% Very High

Response crossed out 0.147% High
Poor handwriting 0.085% High
No reason found 0.156% High
Box is crossed out 0.195% Very High
Stray mark or spot 0.146% High
Poor image 0.144% High
No reason found 0.360% Very High
Response written over 0.121% High
Poor handwriting 0.753% Very High
Rules not followed 0.318% Very High
Response written over 0.167% Very High
No reason found 0.098% High

POP--Military Extra check-box Poor image 0.889% Very High
Stray mark or spot 0.223% Very High
Big X through person 0.145% High
Box is crossed out 0.138% High
No reason found 0.224% Very High

POP--Name Extra characters No reason found 0.137% High
No reason found 0.340% Very High
Truncated 0.102% High
Poor handwriting 1.848% Very High
No reason found 0.228% Very High
Mixed upper case & lower case 0.124% High

POP--Occupation Extra characters No reason found 0.328% Very High
Rules not followed 0.100% High
Poor image 0.385% Very High
Box is crossed out 0.364% Very High
Stray mark or spot 0.329% Very High
Big X through person 0.194% Very High
Rules not followed 2.096% Very High
No reason found 0.935% Very High
Character goes out field 0.166% Very High
Truncated 0.128% High
Poor handwriting 0.095% High
No reason found 0.170% Very High
Poor handwriting 1.303% Very High
No reason found 0.188% Very High

POP--Race Added response Response crossed out 1.961% Very High
Poor handwriting 0.976% Very High
Big X through person 0.228% Very High
Rules not followed 0.183% Very High

POP--Race Blanked response No reason found 0.184% Very High
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Race Extra characters Response crossed out 0.404% Very High

Rules not followed 0.339% Very High
No reason found 0.314% Very High
Poor handwriting 0.166% Very High

POP--Race Extra check-box Big X through person 0.086% High

POP--Race Missing characters No reason found 1.602% Very High
Truncated 0.891% Very High
Poor handwriting 0.269% Very High
Character goes out field 0.228% Very High
Characters too close 0.222% Very High

POP--Race Position reversed No reason found 0.247% Very High
Poor image 0.141% High

POP--Race Wrong  character Poor handwriting 3.047% Very High
No reason found 0.537% Very High
Spanish accents 0.252% Very High
Mixed upper case & lower case 0.207% Very High
Characters too close 0.161% Very High
Response written over 0.129% High
Truncated 0.105% High
Rules not followed 0.091% High

Special Housing Added response Poor handwriting 0.231% Very High
Character goes out field 0.098% High

Special Housing Blanked response No reason found 0.916% Very High

Special Housing Missing characters No reason found 0.104% High
Rules not followed 0.101% High

Special Housing Wrong character Poor handwriting 0.135% High

The three themes of Table 49 are Poor handwriting (82 out of 195 outliers in the table), No
reason found (56 out of 195 outliers in the table), and Rules not followed (23 out of 195
outliers in the table).  These reasons cut across the most forms and fields.  At the field
category level in Table 50, the picture is the same.  Of the 117 outliers in Table 50, the
reasons poor handwriting, no reason found, and rules not followed account for 58–almost
one-half of the cases.

We see two options in light of these findings.  One is to review the rules used by the analysts
to judge the intent of the respondent.  Were these rules too strict for adequately capturing
intent?  Did the analysts and supervisors apply them too conservatively?  In either case, it
is possible the error results make the picture worse than it really is. 
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If we do not review the rules, or if we think their application was reasonable, then we have
to rely on the data as is.  When Poor handwriting or No reason found are a plurality of the
reasons for the most frequent errors, we cannot count on high technology alone for major 
improvements.  The most obvious solution, reducing some write-in fields to check-boxes or
using enumerators more often to get long form data, raise prospects of higher cost or more
limited information.

Our course of action is highly dependent on strategic decisions about the decennial census.  
If one-sixth of the nation’s households continue to supply long form data, the resulting sea
of handwritten responses will continue to limit our ability to capture intent via automated
technology.  If the long form data collection is dropped, or if a more check-box oriented,
reduced set of questions can be substituted for the present one, then it will be much easier
to use the automated technology to better capture respondent intent.  
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5.  POSSIBLE QUESTIONS FOR FUTURE RESEARCH 

5.1  Questions vs. Recommendations

While the usual title for this section is Recommendations, we believe our choice describes its
content more precisely.   At the start of our extensive examination of the quality of automated
data capture, we hoped to produce recommendations in such areas as system hardware, software
logic, form processing, and form design.  

Our ideal recommendations would be of sufficient detail to suggest directly how they could be
implemented, how much they would cost, and what the broad economic and technical benefits
would be.  Reluctantly, we end our examination short of this ideal.  Despite our in depth
understanding of how data capture errors behave, we cannot in any concrete way provide
detailed guidance on how to make the data capture algorithm more intelligent or how to design
decennial census forms that better leverage the capabilities of the automated technology.

We started this evaluation with a set of questions.  The best way to end it is with a different set
of questions.  Throughout the evaluation, we have commented about patterns and trends that
struck us as worth a more extensive look.  Now these comments are brought together here.

At several points in this section, we refer to “fields filled out for multiple persons on a form.” 
These are fields like name, age, and sex which appear more than once on a decennial census
form.  They are repeated so information can be recorded for every member of a household.  For
all other fields, we use the phrase “fields filled out for only one person on a form.”  For
definitions of common or special terms in this section, see the glossary in Appendix M.

 We close by framing our comments as questions.  Perhaps if these questions are pondered by the
specialists who design the relevant software, hardware, or census forms, the marriage of their
reflection and knowledge may help bring about the next advance in how the Census Bureau uses
automated data capture and imaging technology.  Within the limits of our specialty, quality
assurance,  we hope what we have said so far contributes to vigorous and fruitful investigation.

5.2  Should the Census Bureau expand existing efforts to make certain groups of
fields easier for respondents to understand and fill out?

From section 4.2, we see evidence the enumerator-returned forms had significantly lower soft
and hard match error rates compared to the respondent-returned forms for these categories of
fields:

• POP–Ethnic,
• POP–Name, and
• POP–Race.
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The difference in the median nonblank error rate for POP–Ethnic is 2.6 percent.  The difference
for POP–Name is 1.3 percent.  The difference for POP–Race is 2.4 percent.  Is this gap large
enough to justify more efforts to improve the layout and readability of these field categories for
respondent-returned forms?

The Census 2000 Questionnaire Design Study suggests some specific ways to enhance
readability in the context of possible improvements for the short form.  While the discussion
there does not distinguish respondent-returned vs. enumerator-returned forms, the
recommendations can clearly apply to either.

• consider having the person information for household members be filled out from left to
right across the page instead of up and down,

• consider allowing the use of pencil so respondents can correct mistakes more easily,
• change the sizes, fonts, appearance, and so forth of the instruction icons so they are easier

to spot,
• allow more spaces for the last name field,
• include instructions for filling out or correcting write-in fields,
• include more detailed instructions for the race and ethnicity questions,
• try to make the instructions to the head of household for filling out the form more

concise,
• consider including headers to separate the Asian ethnicity options from the ones for

Pacific
Islander, 

• do not spread the choices for check-box fields over more than one row or column on a
page, and

• choose a background color with better visual contrast to the human eye.

5.3  Do the outlier rates for the d2ur or the POP–Name outliers on the d1e, d1s, d2e, and
d2ur suggest challenges to the automated technology that are great enough to
require increased attention?

The forms mentioned in the question are

• d1e, the English enumerator short form,
• d1s, the Spanish mailout/mailback short form,
• d2e, the English enumerator long form, and
• d2ur, the English update/leave form for Puerto Rico.

From section 4.3, we see evidence the d2ur, poses a challenge to the automated technology in
terms of hard or soft match errors, at least for name and ethnicity fields on long forms.  When the
error rates are calculated at the field category level, d2ur has more categories that are high or
very high outliers than any other form.  The outlier error rates range from 2.7 percent  to 7.9
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percent. 

POP–Name is the field category that is a high or very high outlier on the largest number of
forms.  It is a high or very high outlier on the d1e, d1s, d2e, and d2ur forms.  The error rates for
POP–Name over these four forms range from 4.2 percent  to 7.1 percent.

Are the outlier rates for the d2ur or the POP–Name outliers for the four forms listed above high
enough to require increased efforts to improve them?

5.4  Is the disproportionately higher number of outlier error rates on the d2 an
issue?

From section 4.4 and Appendix H, we see evidence the d2, the English mailout/mailback
long form, has a disproportionately greater number of high or very high outliers for hard and soft
match error rates when compared with the forms 

• d1, the English mailout/mailback short form, 
• d1e, the English enumerator short form,
• d1s, the Spanish mailout/mailback short form,
• d1u, the English update/leave form,
• d2e, the English enumerator long form, 
• d2u, the English update/leave long form, and
• d2ur, the English update/leave form for Puerto Rico.

Based on the number of fields on the d2, we expect 44 high or very high outliers.  The actual
number is 69.   The difference, 25, is statistically significant at the 10 percent level.  Is the
difference large enough to support increased efforts to redesign or simplify the d2?
  
5.5 Does the difference in significant factors for nonperson and person fields when
the raw data are broken out by data capture mode require explanation?

From section 4.5, we see that when the raw data are broken out by data capture mode, the factors
significantly affecting the nonblank hard or soft match error rate are not constant over field type. 
For fields filled out for only one person on a form, the only significant factor is form.  

When fields that are filled out for multiple persons are considered, the significant factors are
form, field category, mode, and the interaction of field with mode.  Interaction means that the
effect of field will change depending on the mode.   The field and mode do not operate
independently in their affect on the nonblank error rate.  The last factor is the most significant.

Is this difference in significant factors for nonperson and person fields something important
enough to be explained?  Does this difference offer any clues about how to improve the
performance of the automated technology?
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5.6  Is the appearance of the categories Form Management and POP–Name as the
top two error rates in all four data capture centers something that requires
explanation?

The field categories Form Management and POP–Name have the highest nonblank error rates in
all four data capture centers.  Form Management covers the person added and person canceled
fields on the enumerator forms.  It is encouraging to note that only one of the 52 outlier rates
shown for Form Management was for adding or canceling persons.  

An interesting follow up question is “What specifically is there about the nature of the Form
Management and POP–Name categories that leads them to occupy the top two positions in all
four data capture centers?”

5.7  Is the appearance of the POP–Name category as an outlier in Census 2000 RCCs
containing areas of traditional immigrant concentration something that requires
more detailed investigation?

The immigrant populations concentrated in regional census centers 22, 23, 27, 29, and 32 could
account at least partly for high error rates in POP–Name fields. 

From section 4.7, we see evidence that when the error rates are calculated at the field category
level, the category POP–Name appears as a high outlier for soft match errors in Census 2000
regional census centers 22, 23, 27, 29, and 32.  The error rates range from 3.9 percent to 4.4
percent.  RCCs 22, 23, 27, 29, and 32 cover Chicago, Los Angeles, New York City,  and Texas. 
These areas have concentrations of immigrant populations where problems with name fields are
not a surprise.  Are name field outliers in these RCCs high enough to merit more detailed
investigation?

5.8 Is the difference in the largest significant factor for nonperson and person fields
when the raw data are broken out by KFI impact an issue that should be explained?

From section 4.8, we see evidence that when the raw data are broken out by KFI impact, the
factors significantly affecting the nonblank hard or soft match error rate are not constant over
field type.  KFI impact refers to how well we capture the respondent’s intent after 

• content is rejected by the automated technology during Census 2000 processing, and
• the rejected content is sent to a human operator for Key From Image.

When we look at fields that are filled out for only one person on a form, those with a data
capture mode of KFI have their nonblank soft match error rate significantly affected by form and
field category.  Of the two, form is the larger contributor.
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When fields that are filled out for multiple persons are considered, there are four significant
factors: form, KFI Impact, the interaction of field with KFI impact, and field category.  The
largest contributor is the interaction of field with KFI impact.  Interaction means that the effect
of field will change depending on the impact of KFI.   Field and KFI impact do not operate
independently in their affect on the nonblank soft match error rate. 

For fields filled out for only one person on a form, the largest significant factor is form.   The
largest significant factor for person fields is the interaction of field by KFI impact.  Is this
difference something important enough to be explained?  Does explaining this difference offer
any clues about how to improve the performance of the automated technology?

There are some clues to partly explain the interaction of field and KFI impact on the nonblank
soft match error rate.  First, the most frequent category of KFI impact is “Cannot be determined”. 
The automated technology rejected the content, and the entry keyed by the human operator was
ultimately not judged to reflect the intent of the respondent, character for character.  These are
examples of content that tend to be especially difficult to interpret.

Second, there are name field nonblank error rates on the d1s form that are outliers.  The d1s is
the Spanish mailout/mailback short form.  It is possible these outliers reflect limits on the
capability of the automated technology to understand special Spanish language characters.

Third, many of the outliers on the d2, the English mailout/mailback long form and d2u, the
English update/leave long form, are for fields in which respondents write in a race or ethnicity
other than the ones provided.  This might reflect the increased challenge of interpreting
characters written by hand instead of checked off in a box, especially when the handwriting is
poor. 

5.9  Is the concentration of redundant KFI cases in the POP–Name category
something that requires explanation?

From section 4.9, we see the field category POP–Name is the only one flagged a high or very
high outlier.  Specific fields in the POP–Name category appear as high or very high outliers for
forms d1s and d2u, specifically the middle initial for higher numbered persons.   The d1s is the
Spanish mailout/mailback short .  The d2u is the English update/leave long form. 

While we do not propose it as the only explanation, respondent fatigue is a possible one for the
POP–Name outliers.  By the time respondents supply name information for the fifth or sixth
person in a household, it is reasonable to suppose accuracy or neatness in the middle initial is not
a high priority.  Ideally, no field should be sent to KFI redundantly.  In the case of a field
consisting of single character, however, it is not clear to us the benefits of achieving the ideal is
worth the cost.  
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5.10 Should certain fields sent automatically to KFI be allowed to go through the
automated technology for processing?

From section 4.5.2, we note some fields automatically went to KFI regardless of how well the
technology thought it could process them.  These were check-box fields where more than one
box could be selected and still count as a valid response.  Recognizing that KFI is subject to
error from factors not affecting the technology, e.g. human fatigue and inattention, a possible
future test for the automated technology is to allow it to process multiple response check-box
fields.  It would be helpful to find out if the technology can be adjusted to accept such fields
without the errors of  keying.

5.11  If the present long form data collection process is retained for the 2010 census
is it worthwhile to improve the quality performance of the automated technology?

According to section 4.11, the three most commonly assigned reasons for failure to capture
respondent intent were

• Poor handwriting (82 out of 195 outliers shown in Table 49),
• No reason found (56 out of 195 outliers shown in Table 49), and
• Rules not followed (23 out of 195 outliers shown in Table 49).  

If we assume the analysts and supervisor properly applied the rules for determining respondent
intent, then we have to rely on the data as we have them.  When Poor handwriting or No reason
found are a plurality of the reasons for the most frequent errors, we cannot count on high
technology by itself for significant improvement. 

The most obvious solution, reducing more write-in fields to check-boxes or using enumerators
more frequently to gather long form data, raise prospects of higher cost or more limited
information.  If one-sixth of the nation’s households continue to supply long form data, the
resulting sea of handwritten responses will limit our ability to capture intent via automated
technology.  

If the long form data collection is dropped, or if a more check-box oriented, streamlined set of
questions can be substituted for the present one, then it will be much easier to use the automated
technology to better capture intent.   Is it better to accept the present performance of the
automated technology and invest more effort to simplify or redesign the decennial census forms?



131

References

[1] Graybill, F. A., 1961,  An Introduction to Linear Statistical Models, McGraw-Hill. 
 
[2] Hopkins, Will G., 2002, A New View of Statistics, Square-root and Arcsine-root
Transformation, http://www.sportsci.org/resource/stats/counts.html#squarc..

[3] Neugebauer, Randall J., <randall.j.neugebauer@census.gov>, “KFI write-up”, May 9, 2002,
office communication (May 9, 2002).

[4] Reichert, Jennifer W., <jenniferl.w.reichert@census.gov>, “Points to confirm for evaluation
K.1.B”, December 18, 2002, office communication (December 18, 2002).

[5] SAS Institute, Inc., 1990, SAS/STAT User’s Guide, Version 6.0, 4th ed., Cary, NC.

[6] Tukey, J.W., 1977, Exploratory Data Analysis, Addison-Wesley.

[7] University of New Brunswick, Canada, Confidence Intervals for the Median, Two sided
Symmetric, 95% or Better, http://www.math.unb.ca/~knight/utility/MedInt95.htm.

[8] U.S. Bureau of the Census, 1999, Data Capture System Quality Evaluation, Project
Description and Procedures, Decennial Statistical Studies Division, Quality Assurance branch
internal document, May, 1999.

[9] U.S. Bureau of the Census, 1999,  H3: Quality of the Data Capture System, Census 2000
Dress Rehearsal Evaluation Results Memorandum Series # H3, July, 1999.

[10] U.S. Bureau of the Census,  2000,  Study Plan for Evaluation of the Quality of the Data
Capture System and the Impact of the Data Capture Mode on the Data Quality, K.1.B,  DSSD
Census 2000 Procedures and Operations Memorandum Series #JJ-13, December 21, 2000.

[11] U.S. Bureau of the Census, 2002, Census 2000 Questionnaire Design Study, Planning
Research and Evaluation Division, December 20, 2002.

[12] Wallis, W.A. and Roberts, H.W., 1957, Statistics: A New Approach, The Free Press,
Glencoe, IL.



132

Appendix A:  List of Census 2000 Forms

In this appendix we list the Census 2000 form names included in the raw data for this evaluation. 
We also give the abbreviations of these form names as they appear in the tables of the body of
the 
evaluation.

Table A1.  List of Form Name

Form Name Abbreviation

Short Form, Mailout/Mailback d1

Short Form, Enumerator d1e

Short Form, Enumerator, Puerto Rico d1er

Short Form, Mailout/Mailback, Spanish d1s

Short Form, Update/Leave d1u

Short Form, Update/Leave, Puerto Rico d1ur

Long Form, Mailout/Mailback d2

Long Form, Enumerator d2e

Long Form, Enumerator, Puerto d2er

Long Form, Mailout/Mailback, Spanish d2s

Long Form, Update/Leave d2u

Long Form, Update/Leave, Puerto Rico d2ur
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Appendix B:  List of Census 2000 Field Categories

In this appendix, we list the categories of fields that were used to analyze and summarize the
data in this evaluation.  We also give a short description of each category.

Table B1.  List of Field Categories

Field Category Description

Coverage Household coverage questions on enumerator form

Form Management Contact data, persons added or canceled on enumerator form

POP–Demographic Age, marital status, ancestry, and similar demographic data

POP–Disability Existence and extent of personal disability of household members

POP–Education Educational attainment of household members

POP–Ethnic Ethnic data of household members, including Hispanic origin

POP–Income Income characteristics of household members

POP–Military Military service characteristics of household members

POP–Name First, middle, and last names of household members

POP–Occupation Occupational characteristics of household members

POP–Race Racial data of household members

Residential Profile Features, expenses, age and similar data of residential structure

Special Housing Special Place, Usual Home Elsewhere, and related designations
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Appendix C:  List of Census 2000 Field Names

In this appendix, we list the 810 field names with categories and descriptions.

Table C1.  List of Field Names With Categories and Descriptions
Field Name Description Category
1 a_status Summary - A: Status Residential Profile
2 b_pop Summary - B: Pop POP--Demographic
3 c_osumma Summary - C: Vacant Residential Profile
4 c1ocover C1 - Coverage Coverage
5 c2ocover C2 - Coverage Coverage
6 d_sp Summary - D: SP Special Housing
7 e_oconti Continuation Forms Form Management
8 e_sheets Number of Continuation Forms Form Management
9 e_uhe Summary - E: UHE Special Housing
10 f_mov Summary - F: MOV Special Housing
11 g_pi Summary - G: PI Special Housing
12 h_ref Summary - H: REF Special Housing
13 i_rep Summary - I: REP Special Housing
14 j_co Summary - J: CO Special Housing
15 jic1 Summary - L: JIC1 Special Housing
16 jic2 Summary - M: JIC2 Special Housing
17 jic3 Summary - N: JIC3 Special Housing
18 jic4 Summary - O: JIC4 Special Housing
19 k_tc Summary - K: TC Special Housing
20 p1_oil 45d - Household: Oil Cost Residential Profile
21 p1_other 31h - Person 1: Other Income Amount POP--Income
22 p10first Person 10: First Name POP--Name
23 p10last Person 10: Last Name POP--Name
24 p10mi Person 10: Middle Initial POP--Name
25 p11first Person 11: First Name POP--Name
26 p11last Person 11: Last Name POP--Name
27 p11mi Person 11: Middle Initial POP--Name
28 p12first Person 12: First Name POP--Name
29 p12last Person 12: Last Name POP--Name
30 p12mi Person 12: Middle Initial POP--Name
31 p1actv_1 27b - Person 1: Industry POP--Occupation
32 p1addr_1 22a - Person 1: Work Address POP--Occupation
33 p1age 6 - Person 1: Age POP--Demographic
34 p1apt16a H2 - Apartment Number Residential Profile
35 p1asia_1 6 - Person 1: Other Asian POP--Ethnic
36 p1asia19 8 - Person 1: Other Asian POP--Ethnic
37 p1auto 44 - Household: Number of Automobiles Residential Profile
38 p1bnoth 12 - Person 1: Name of Country POP--Demographic
39 p1bnus 12 - Person 1: Name of State POP--Demographic
40 p1city 22b - Person 1: Work City POP--Occupation
41 p1cntry 15a - Person 1: Migration Country POP--Demographic
42 p1condo 52 - Household: Condo Fee Residential Profile
43 p1cost 53b - Household: Mobile Home Payment Residential Profile
44 p1county 22d - Person 1: Work County POP--Occupation
45 p1cty16a H2 - City Residential Profile
46 p1dob_d 6 - Person 1: Day of Birth POP--Demographic
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47 p1dob_m 6 - Person 1: Month of Birth POP--Demographic
48 p1dob_y 6 - Person 1: Year of Birth POP--Demographic
49 p1duty_1 28b - Person 1: Occupation Duties POP--Occupation
50 p1elec 45a - Household: Electricity Cost Residential Profile
51 p1empl_1 27a - Person 1: Employer POP--Occupation
52 p1esttax 49 - Household: Real Estate Tax Amount Residential Profile
53 p1ethn_1 10 - Person 1: Ancestry POP--Ethnic
54 p1first 3 - Person 1: First Name POP--Name
55 p1firsta 7 - Person 1: First Name POP--Name
56 p1flood 50 - Household: Insurance Payment Residential Profile
57 p1gas 45b - Household: Gas Cost Residential Profile
58 p1hisp_1 5 - Person 1: Other Hispanic Origin POP--Ethnic
59 p1hisp19 7 - Person 1: Other Hispanic Origin POP--Ethnic
60 p1hours 30c - Person 1: Hours Worked per Week POP--Occupation
61 p1hsn10a H2 - House Number Residential Profile
62 p1int 31c - Person 1: Interest Amount POP--Income
63 p1kind_1 28a - Person 1: Occupation Kind of Work POP--Occupation
64 p1lang 11b - Person 1: Language POP--Demographic
65 p1last 3 - Person 1: Last Name POP--Name
66 p1lasta 7 - Person 1: Last Name POP--Name
67 p1lvcity 15b - Person 1: Migration City POP--Demographic
68 p1lvcnty 15b - Person 1: Migration County POP--Demographic
69 p1lvstat 15b - Person 1: Migration State POP--Demographic
70 p1lvzip 15b - Person 1: Migration Zip Code POP--Demographic
71 p1mi 3 - Person 1: Middle Initial POP--Name
72 p1mia 7 - Person 1: Middle Initial POP--Name
73 p1minute 24b - Person 1: Minutes to Work POP--Occupation
74 p1mort 47b - Household: Mortgage Amount Residential Profile
75 p1o15age 19 - Person 1: Under 15 Interviewer Instruction Form Management
76 p1o2mort 48a - Household: Second Mortgage Residential Profile
77 p1o5ago 15a - Person 1: Live Here 5 Years Ago POP--Demographic
78 p1oabsnt 25b - Person 1: Last Week Absent POP--Occupation
79 p1oacres 44b - Household: Acreage Residential Profile
80 p1oadd 1 - Person 1: Add Form Management
81 p1oagric 44c - Household: Agricultural Products Residential Profile
82 p1oalone 17c - Person 1: Difficulty Shopping POP--Disability
83 p1oam_pm 24a - Person 1: Time to Work am/pm POP--Occupation
84 p1oarmed 27a - Person 1: Armed Forces POP--Military
85 p1oauto 43 - Household: Number of Automobiles Residential Profile
86 p1obdrm 38 - Household: Number of Bedrooms Residential Profile
87 p1obldg 34 - Household: Building Type Residential Profile
88 p1oblind 16a - Person 1: Blind or Deaf POP--Disability
89 p1oborn 18 - Person 1: Under 15 POP--Demographic
90 p1obuilt 35 - Household: Building Age Residential Profile
91 p1ocancl 1 - Person 1: Cancel Form Management
92 p1ocondo 57a - Household: Condo Residential Profile
93 p1octlmt 22c - Person 1: Work Inside City Limits POP--Occupation
94 p1octzn 13 - Person 1: Citizen POP--Demographic
95 p1odeed 47a - Household: Mortgage Residential Profile
96 p1odegre 9 - Person 1: Highest Degree Completed POP--Education
97 p1odress 17b - Person 1: Difficulty Dressing POP--Disability
98 p1oelec 45a - Household: Electricity Residential Profile
99 p1oesttx 49 - Household: No Real Estate Taxes Residential Profile
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100 p1oetype 29 - Person 1: Class of Worker POP--Occupation
101 p1oflood 50 - Household: No Insurance Residential Profile
102 p1ofuel 42 - Household: Fuel for Heating Residential Profile
103 p1ogas 45b - Household: Gas Residential Profile
104 p1ograde 8b - Person 1: Grade Level POP--Education
105 p1ogrand 19a - Person 1: Grandchildren POP--Demographic
106 p1ohisp 7 - Person 1: Hispanic Origin POP--Ethnic
107 p1ohouse 33 - Household: Ownership Status Residential Profile
108 p1oins 47d - Household: Insurance Residential Profile
109 p1oint 31c - Person 1: Interest POP--Income
110 p1ointls 31c - Person 1: Interest Loss POP--Income
111 p1ojob 17d - Person 1: Difficulty Working POP--Disability
112 p1oktchn 40 - Household: Kitchen Residential Profile
113 p1olayof 25a - Person 1: Last Week Layoff POP--Occupation
114 p1olimit 16b - Person 1: Limits Physical Activities POP--Disability
115 p1oloan 53a - Household: Mobile Home Loan Residential Profile
116 p1olook 25d - Person 1: Looking for Work POP--Occupation
117 p1olstwk 26 - Person 1: Last Worked POP--Occupation
118 p1olvcty 15b - Person 1: Live Inside City Limits POP--Demographic
119 p1omarry 7 - Person 1: Marital Status POP--Demographic
120 p1omentl 17a - Person 1: Difficulty Learning POP--Disability
121 p1omilit 20a - Person 1: Active Duty POP--Military
122 p1omort 47b - Household: No Payment Residential Profile
123 p1omoven 36 - Household: Year Moved In Residential Profile
124 p1oneeds 19b - Person 1: Responsible for Needs POP--Disability
125 p1ooffce 44a - Household: Business Residential Profile
126 p1ooil 45d - Household: Oil Residential Profile
127 p1oother 31h - Person 1: Other Income POP--Income
128 p1ophone 41 - Household: Telephone Residential Profile
129 p1oplumb 39 - Household: Plumbing Residential Profile
130 p1oproft 21 - Person 1: Work Last Week POP--Occupation
131 p1orace 8 - Person 1: Race POP--Race
132 p1orecal 25c - Person 1: Will Be Recalled POP--Occupation
133 p1orent 46b - Household: Meals with Rent Residential Profile
134 p1oresp 19c - Person 1: How Long Residential Profile
135 p1oretax 47c - Household: Real Estate Taxes Residential Profile
136 p1oretir 31g - Person 1: Retirement Income POP--Income
137 p1oride 23b - Person 1: Carpool POP--Occupation
138 p1orooms 37 - Household: Number of Rooms Residential Profile
139 p1oscool 8a - Person 1: Attend School POP--Education
140 p1osecpy 48b - Household: No Payment Residential Profile
141 p1oselfe 31b - Person 1: Self- Person 1:employment Income POP--Income
142 p1oserve 20b - Person 1: When on Active Duty POP--Military
143 p1osex 5 - Person 1: Sex POP--Demographic
144 p1oslfls 31b - Person 1: Self- Person 1:employment Loss POP--Income
145 p1osocl 31d - Person 1: Social Security, Railroad Retirement POP--Income
146 p1ospeak 11a - Person 1: Home Language POP--Demographic
147 p1ospkwl 11c - Person 1: Speak English Well POP--Demographic
148 p1ossi 31e - Person 1: SSI POP--Income
149 p1ostart 25e - Person 1: Could Start Last Week POP--Occupation
150 p1ototal 32 - Person 1: Total Income None POP--Income
151 p1ototls 32 - Person 1: Total Income Loss POP--Income
152 p1otrans 23a - Person 1: Work Vehicle POP--Occupation
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153 p1otype 27c - Person 1: Business Type POP--Occupation
154 p1ovalue 51 - Household: Property Value Residential Profile
155 p1owages 31a - Person 1: Wages POP--Income
156 p1owater 45c - Household: Water and Sewer Residential Profile
157 p1owelfr 31f - Person 1: Welfare POP--Income
158 p1owhrbn 12 - Person 1: Place of Birth POP--Demographic
159 p1owork 30a - Person 1: Work Last Year POP--Occupation
160 p1oyears 20c - Person 1: Years on Active Duty POP--Military
161 p1pharea 2 - Person 1: Phone Number Area Code POP--Demographic
162 p1phext 2 - Person 1: Phone Number Digits POP--Demographic
163 p1phpre 2 - Person 1: Phone Number Exchange POP--Demographic
164 p1race_1 6 - Person 1: Other Race POP--Race
165 p1race19 8 - Person 1: Other Race POP--Race
166 p1rent 46a - Household: Monthly Rent Amount Residential Profile
167 p1retir 31g - Person 1: Retirement Income Amount POP--Income
168 p1rooms 37 - Household: Number of Rooms Residential Profile
169 p1secpay 48b - Household: Second Mortgage Amount Residential Profile
170 p1selfe 31b - Person 1: Self Employment Income Amount POP--Income
171 p1socl 31d - Person 1: Social Security, Railroad Retirement Amount POP--Income
172 p1ssi 31e - Person 1: SSI Amount POP--Income
173 p1stab2a H2 - State POP--Demographic
174 p1state 22e - Person 1: Work State POP--Occupation
175 p1stx16a H2 - Street Name POP--Demographic
176 p1time 24a - Person 1: Time Leave for Work POP--Occupation
177 p1total 32 - Person 1: Total Income Amount POP--Income
178 p1trib_1 6 - Person 1: Am Indian, Alaska Native Tribe POP--Race
179 p1trib19 8 - Person 1: Am. Indian, AK Native Tribe POP--Race
180 p1wages 31a - Person 1: Wages Amount POP--Income
181 p1water 45c - Household: Water and Sewer Cost Residential Profile
182 p1weeks 30b - Person 1: Weeks Worked POP--Occupation
183 p1welfr 31f - Person 1: Welfare Amount POP--Income
184 p1yrmvus 14 - Person 1: Migration Year POP--Demographic
185 p1zip 22f - Person 1: Work Zip Code POP--Occupation
186 p1zip5a H1- Zip Code POP--Demographic
187 p2_other 31h - Person 2: Other Income Amount POP--Income
188 p2_relo 2 - Person 2: Other Relative POP--Demographic
189 p2actv_1 27b - Person 2: Industry POP--Occupation
190 p2addr_1 22a - Person 2: Work Address POP--Occupation
191 p2age 4 - Person 2: Age POP--Demographic
192 p2asia_1 6 - Person 2: Other Asian POP--Ethnic
193 p2asia19 6 - Person 2: Other Asian POP--Ethnic
194 p2bnoth 12 - Person 2: Name of Country POP--Demographic
195 p2bnus 12 - Person 2: Name of State POP--Demographic
196 p2city 22b - Person 2: Work City POP--Occupation
197 p2cntry 15a - Person 2: Migration Country POP--Demographic
198 p2county 22d - Person 2: Work County POP--Occupation
199 p2dob_d 4 - Person 2: Day of Birth POP--Demographic
200 p2dob_m 4 - Person 2: Month of Birth POP--Demographic
201 p2dob_y 4 - Person 2: Year of Birth POP--Demographic
202 p2duty_1 28b - Person 2: Occupation Duties POP--Occupation
203 p2empl_1 27a - Person 2: Employer POP--Occupation
204 p2ethn_1 10 - Person 2: Ancestry POP--Ethnic
205 p2first 1 - Person 2: First Name POP--Name
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206 p2firsta 7 - Person 2: First Name POP--Name
207 p2hisp_1 5 - Person 2: Other Hispanic Origin POP--Ethnic
208 p2hisp19 5 - Person 2: Other Hispanic Origin POP--Ethnic
209 p2hours 30c - Person 2: Hours Worked per Week POP--Occupation
210 p2int 31c - Person 2: Interest Amount POP--Income
211 p2kind_1 28a - Person 2: Occupation Kind of Work POP--Occupation
212 p2lang 11b - Person 2: Language POP--Demographic
213 p2last 1 - Person 2: Last Name POP--Name
214 p2lasta 7 - Person 1: Last Name POP--Name
215 p2lvcity 15b - Person 2: Migration City POP--Demographic
216 p2lvcnty 15b - Person 2: Migration County POP--Demographic
217 p2lvstat 15b - Person 2: Migration State POP--Demographic
218 p2lvzip 15b - Person 2: Migration Zip Code POP--Demographic
219 p2mi 1 - Person 2: Middle Initial POP--Name
220 p2mia 7 - Person 1: Middle Initial POP--Name
221 p2minute 24b - Person 2: Minutes to Work POP--Occupation
222 p2o15age 19 - Person 2: Under 15 Interviewer Instruction Form Management
223 p2o5ago 15a - Person 2: Live Here 5 Years Ago POP--Demographic
224 p2oabsnt 25b - Person 2: Last Week Absent POP--Occupation
225 p2oadd 1 - Person 2: Add Form Management
226 p2oalone 17c - Person 2: Difficulty Shopping POP--Disability
227 p2oam_pm 24a - Person 2: Time to Work am/pm POP--Occupation
228 p2oarmed 27a - Person 2: Armed Forces POP--Military
229 p2oblind 16a - Person 2: Blind or Deaf POP--Disability
230 p2oborn 18 - Person 2: Under 16 POP--Demographic
231 p2ocancl 1 - Person 2: Cancel Form Management
232 p2octlmt 22c - Person 2: Work Inside City Limits POP--Occupation
233 p2octzn 13 - Person 2: Citizen POP--Demographic
234 p2odegre 9 - Person 2: Highest Degree Completed POP--Education
235 p2odress 17b - Person 2: Difficulty Dressing POP--Disability
236 p2oetype 29 - Person 2: Class of Worker POP--Occupation
237 p2ograde 8b - Person 2: Grade Level POP--Education
238 p2ogrand 19a - Person 2: Grandchildren POP--Demographic
239 p2ohisp 5 - Person 2: Hispanic Origin POP--Ethnic
240 p2oint 31c - Person 2: Interest POP--Income
241 p2ointls 31c - Person 2: Interest Loss POP--Income
242 p2ojob 17d - Person 2: Difficulty Working POP--Disability
243 p2olayof 25a - Person 2: Last Week Layoff POP--Occupation
244 p2olimit 16b - Person 2: Limits Physical Activities POP--Disability
245 p2olook 25d - Person 2: Looking for Work POP--Occupation
246 p2olstwk 26 - Person 2: Last Worked POP--Occupation
247 p2olvcty 15b - Person 2: Live Inside City Limits POP--Demographic
248 p2omarry 7 - Person 2: Marital Status POP--Demographic
249 p2omentl 17a - Person 2: Difficulty Learning POP--Disability
250 p2omilit 20a - Person 2: Active Duty POP--Military
251 p2oneeds 19b - Person 2: Responsible for Needs POP--Disability
252 p2oother 31h - Person 2: Other Income POP--Income
253 p2oproft 21 - Person 2: Work Last Week POP--Occupation
254 p2orace 6 - Person 2: Race POP--Race
255 p2orecal 25c - Person 2: Will Be Recalled POP--Occupation
256 p2orel 2 - Person 2: Relationship POP--Demographic
257 p2oresp 19c - Person 2: How Long Residential Profile
258 p2oretir 31g - Person 2: Retirement Income POP--Income
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259 p2oride 23b - Person 2: Carpool POP--Occupation
260 p2oscool 8a - Person 2: Attend School POP--Education
261 p2oselfe 31b - Person 2: Self- Person 2:employment Income POP--Income
262 p2oserve 20b - Person 2: When on Active Duty POP--Military
263 p2osex 3 - Person 2: Sex POP--Demographic
264 p2oslfls 31b - Person 2: Self- Person 2:employment Loss POP--Income
265 p2osocl 31d - Person 2: Social Security, Railroad Retirement POP--Income
266 p2ospeak 11a - Person 2: Home Language POP--Demographic
267 p2ospkwl 11c - Person 2: Speak English Well POP--Demographic
268 p2ossi 31e - Person 2: SSI POP--Income
269 p2ostart 25e - Person 2: Could Start Last Week POP--Occupation
270 p2ototal 32 - Person 2: Total Income None POP--Income
271 p2ototls 32 - Person 2: Total Income Loss POP--Income
272 p2otrans 23a - Person 2: Work Vehicle POP--Occupation
273 p2otype 27c - Person 2: Business Type POP--Occupation
274 p2owages 31a - Person 2: Wages POP--Income
275 p2owelfr 31f - Person 2: Welfare POP--Income
276 p2owhrbn 12 - Person 2: Place of Birth POP--Demographic
277 p2owork 30a - Person 2: Work Last Year POP--Occupation
278 p2oyears 20c - Person 2: Years on Active Duty POP--Military
279 p2race_1 6 - Person 2: Other Race POP--Race
280 p2race19 6 - Person 2: Other Race POP--Race
281 p2retir 31g - Person 2: Retirement Income Amount POP--Income
282 p2selfe 31b - Person 2: Self Employment Income Amount POP--Income
283 p2socl 31d - Person 2: Social Security, Railroad Retirement Amount POP--Income
284 p2ssi 31e - Person 2: SSI Amount POP--Income
285 p2state 22e - Person 2: Work State POP--Occupation
286 p2time 24a - Person 2: Time Leave for Work POP--Occupation
287 p2total 32 - Person 2: Total Income Amount POP--Income
288 p2trib_1 6 - Person 2: Am Indian, Alaska Native Tribe POP--Race
289 p2trib19 6 - Person 2: Am. Indian, AK Native - Tribe POP--Race
290 p2wages 31a - Person 2: Wages Amount POP--Income
291 p2weeks 30b - Person 2: Weeks Worked POP--Occupation
292 p2welfr 31f - Person 2: Welfare Amount POP--Income
293 p2yrmvus 14 - Person 2: Migration Year POP--Demographic
294 p2zip 22f - Person 2: Work Zip Code POP--Occupation
295 p3_other 31h - Person 3: Other Income Amount POP--Income
296 p3_relo 2 - Person 3: Other Relative POP--Demographic
297 p3actv_1 27b - Person 3: Industry POP--Occupation
298 p3addr_1 22a - Person 3: Work Address POP--Occupation
299 p3age 4 - Person 3: Age POP--Demographic
300 p3asia_1 6 - Person 3: Other Asian POP--Ethnic
301 p3asia19 6 - Person 3: Other Asian POP--Ethnic
302 p3bnoth 12 - Person 3: Name of Country POP--Demographic
303 p3bnus 12 - Person 3: Name of State POP--Demographic
304 p3city 22b - Person 3: Work City POP--Occupation
305 p3cntry 15a - Person 3: Migration Country POP--Demographic
306 p3county 22d - Person 3: Work County POP--Occupation
307 p3dob_d 4 - Person 3: Day of Birth POP--Demographic
308 p3dob_m 4 - Person 3: Month of Birth POP--Demographic
309 p3dob_y 4 - Person 3: Year of Birth POP--Demographic
310 p3duty_1 28b - Person 3: Occupation Duties POP--Occupation
311 p3empl_1 27a - Person 3: Employer POP--Occupation
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312 p3ethn_1 10 - Person 3: Ancestry POP--Ethnic
313 p3first 1 - Person 3: First Name POP--Name
314 p3firsta 7 - Person 3: First Name POP--Name
315 p3hisp_1 5 - Person 3: Other Hispanic Origin POP--Ethnic
316 p3hisp19 5 - Person 3: Other Hispanic Origin POP--Ethnic
317 p3hours 30c - Person 3: Hours Worked per Week POP--Occupation
318 p3int 31c - Person 3: Interest Amount POP--Income
319 p3kind_1 28a - Person 3: Occupation Kind of Work POP--Occupation
320 p3lang 11b - Person 3: Language POP--Demographic
321 p3last 1 - Person 3: Last Name POP--Name
322 p3lasta 7 - Person 3: Last Name POP--Name
323 p3lvcity 15b - Person 3: Migration City POP--Demographic
324 p3lvcnty 15b - Person 3: Migration County POP--Demographic
325 p3lvstat 15b - Person 3: Migration State POP--Demographic
326 p3lvzip 15b - Person 3: Migration Zip Code POP--Demographic
327 p3mi 1 - Person 3: Middle Initial POP--Name
328 p3mia 7 - Person 3: Middle Initial POP--Name
329 p3minute 24b - Person 3: Minutes to Work POP--Occupation
330 p3o15age 19 - Person 3: Under 15 Interviewer Instruction Form Management
331 p3o5ago 15a - Person 3: Live Here 5 Years Ago POP--Demographic
332 p3oabsnt 25b - Person 3: Last Week Absent POP--Occupation
333 p3oadd 1 - Person 3: Add Form Management
334 p3oalone 17c - Person 3: Difficulty Shopping POP--Disability
335 p3oam_pm 24a - Person 3: Time to Work am/pm POP--Occupation
336 p3oarmed 27a - Person 3: Armed Forces POP--Military
337 p3oblind 16a - Person 3: Blind or Deaf POP--Disability
338 p3oborn 18 - Person 3: Under 17 POP--Demographic
339 p3ocancl 1 - Person 3: Cancel Form Management
340 p3octlmt 22c - Person 3: Work Inside City Limits POP--Occupation
341 p3octzn 13 - Person 3: Citizen POP--Demographic
342 p3odegre 9 - Person 3: Highest Degree Completed POP--Education
343 p3odress 17b - Person 3: Difficulty Dressing POP--Disability
344 p3oetype 29 - Person 3: Class of Worker POP--Occupation
345 p3ograde 8b - Person 3: Grade Level POP--Education
346 p3ogrand 19a - Person 3: Grandchildren POP--Demographic
347 p3ohisp 5 - Person 3: Hispanic Origin POP--Ethnic
348 p3oint 31c - Person 3: Interest POP--Income
349 p3ointls 31c - Person 3: Interest Loss POP--Income
350 p3ojob 17d - Person 3: Difficulty Working POP--Disability
351 p3olayof 25a - Person 3: Last Week Layoff POP--Occupation
352 p3olimit 16b - Person 3: Limits Physical Activities POP--Disability
353 p3olook 25d - Person 3: Looking for Work POP--Occupation
354 p3olstwk 26 - Person 3: Last Worked POP--Occupation
355 p3olvcty 15b - Person 3: Live Inside City Limits POP--Demographic
356 p3omarry 7 - Person 3: Marital Status POP--Demographic
357 p3omentl 17a - Person 3: Difficulty Learning POP--Disability
358 p3omilit 20a - Person 3: Active Duty POP--Military
359 p3oneeds 19b - Person 3: Responsible for Needs POP--Disability
360 p3oother 31h - Person 3: Other Income POP--Income
361 p3oproft 21 - Person 3: Work Last Week POP--Occupation
362 p3orace 6 - Person 3: Race POP--Race
363 p3orecal 25c - Person 3: Will Be Recalled POP--Occupation
364 p3orel 2 - Person 3: Relationship POP--Demographic



141

Field Name Description Category
365 p3oresp 19c - Person 3: How Long Residential Profile
366 p3oretir 31g - Person 3: Retirement Income POP--Income
367 p3oride 23b - Person 3: Carpool POP--Occupation
368 p3oscool 8a - Person 3: Attend School POP--Education
369 p3oselfe 31b - Person 3: Self- Person 3:employment Income POP--Income
370 p3oserve 20b - Person 3: When on Active Duty POP--Military
371 p3osex 3 - Person 3: Sex POP--Demographic
372 p3oslfls 31b - Person 3: Self- Person 3:employment Loss POP--Income
373 p3osocl 31d - Person 3: Social Security, Railroad Retirement POP--Income
374 p3ospeak 11a - Person 3: Home Language POP--Demographic
375 p3ospkwl 11c - Person 3: Speak English Well POP--Demographic
376 p3ossi 31e - Person 3: SSI POP--Income
377 p3ostart 25e - Person 3: Could Start Last Week POP--Occupation
378 p3ototal 32 - Person 3: Total Income None POP--Income
379 p3ototls 32 - Person 3: Total Income Loss POP--Income
380 p3otrans 23a - Person 3: Work Vehicle POP--Occupation
381 p3otype 27c - Person 3: Business Type POP--Occupation
382 p3owages 31a - Person 3: Wages POP--Income
383 p3owelfr 31f - Person 3: Welfare POP--Income
384 p3owhrbn 12 - Person 3: Place of Birth POP--Demographic
385 p3owork 30a - Person 3: Work Last Year POP--Occupation
386 p3oyears 20c - Person 3: Years on Active Duty POP--Military
387 p3race_1 6 - Person 3: Other Race POP--Race
388 p3race19 6 - Person 3: Other Race POP--Race
389 p3retir 31g - Person 3: Retirement Income Amount POP--Income
390 p3selfe 31b - Person 3: Self Employment Income Amount POP--Income
391 p3socl 31d - Person 3: Social Security, Railroad Retirement Amount POP--Income
392 p3ssi 31e - Person 3: SSI Amount POP--Income
393 p3state 22e - Person 3: Work State POP--Occupation
394 p3time 24a - Person 3: Time Leave for Work POP--Occupation
395 p3total 32 - Person 3: Total Income Amount POP--Income
396 p3trib_1 6 - Person 3: Am Indian, Alaska Native Tribe POP--Race
397 p3trib19 6 - Person 3: Am. Indian, AK Native - Tribe POP--Race
398 p3wages 31a - Person 3: Wages Amount POP--Income
399 p3weeks 30b - Person 3: Weeks Worked POP--Occupation
400 p3welfr 31f - Person 3: Welfare Amount POP--Income
401 p3yrmvus 14 - Person 3: Migration Year POP--Demographic
402 p3zip 22f - Person 3: Work Zip Code POP--Occupation
403 p4_other 31h - Person 4: Other Income Amount POP--Income
404 p4_relo 2 - Person 4: Other Relative POP--Demographic
405 p4actv_1 27b - Person 4: Industry POP--Occupation
406 p4addr_1 22a - Person 4: Work Address POP--Occupation
407 p4age 4 - Person 4: Age POP--Demographic
408 p4asia_1 6 - Person 4: Other Asian POP--Ethnic
409 p4asia19 6 - Person 4: Other Asian POP--Ethnic
410 p4bnoth 12 - Person 4: Name of Country POP--Demographic
411 p4bnus 12 - Person 4: Name of State POP--Demographic
412 p4city 22b - Person 4: Work City POP--Occupation
413 p4cntry 15a - Person 4: Migration Country POP--Demographic
414 p4county 22d - Person 4: Work County POP--Occupation
415 p4dob_d 4 - Person 4: Day of Birth POP--Demographic
416 p4dob_m 4 - Person 4: Month of Birth POP--Demographic
417 p4dob_y 4 - Person 4: Year of Birth POP--Demographic
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418 p4duty_1 28b - Person 4: Occupation Duties POP--Occupation
419 p4empl_1 27a - Person 4: Employer POP--Occupation
420 p4ethn_1 10 - Person 4: Ancestry POP--Ethnic
421 p4first 1 - Person 4: First Name POP--Name
422 p4firsta 7 - Person 4: First Name POP--Name
423 p4hisp_1 5 - Person 4: Other Hispanic Origin POP--Ethnic
424 p4hisp19 5 - Person 4: Other Hispanic Origin POP--Ethnic
425 p4hours 30c - Person 4: Hours Worked per Week POP--Occupation
426 p4int 31c - Person 4: Interest Amount POP--Income
427 p4kind_1 28a - Person 4: Occupation Kind of Work POP--Occupation
428 p4lang 11b - Person 4: Language POP--Demographic
429 p4last 1 - Person 4: Last Name POP--Name
430 p4lasta 7 - Person 4: Last Name POP--Name
431 p4lvcity 15b - Person 4: Migration City POP--Demographic
432 p4lvcnty 15b - Person 4: Migration County POP--Demographic
433 p4lvstat 15b - Person 4: Migration State POP--Demographic
434 p4lvzip 15b - Person 4: Migration Zip Code POP--Demographic
435 p4mi 1 - Person 4: Middle Initial POP--Name
436 p4mia 7 - Person 4: Middle Initial POP--Name
437 p4minute 24b - Person 4: Minutes to Work POP--Occupation
438 p4o15age 19 - Person 4: Under 15 Interviewer Instruction Form Management
439 p4o5ago 15a - Person 4: Live Here 5 Years Ago POP--Demographic
440 p4oabsnt 25b - Person 4: Last Week Absent POP--Occupation
441 p4oadd 1 - Person 4: Add Form Management
442 p4oalone 17c - Person 4: Difficulty Shopping POP--Disability
443 p4oam_pm 24a - Person 4: Time to Work am/pm POP--Occupation
444 p4oarmed 27a - Person 4: Armed Forces POP--Military
445 p4oblind 16a - Person 4: Blind or Deaf POP--Disability
446 p4oborn 18 - Person 4: Under 18 POP--Demographic
447 p4ocancl 1 - Person 4: Cancel Form Management
448 p4octlmt 22c - Person 4: Work Inside City Limits POP--Occupation
449 p4octzn 13 - Person 4: Citizen POP--Demographic
450 p4odegre 9 - Person 4: Highest Degree Completed POP--Education
451 p4odress 17b - Person 4: Difficulty Dressing POP--Disability
452 p4oetype 29 - Person 4: Class of Worker POP--Occupation
453 p4ograde 8b - Person 4: Grade Level POP--Education
454 p4ogrand 19a - Person 4: Grandchildren POP--Demographic
455 p4ohisp 5 - Person 4: Hispanic Origin POP--Ethnic
456 p4oint 31c - Person 4: Interest POP--Income
457 p4ointls 31c - Person 4: Interest Loss POP--Income
458 p4ojob 17d - Person 4: Difficulty Working POP--Disability
459 p4olayof 25a - Person 4: Last Week Layoff POP--Occupation
460 p4olimit 16b - Person 4: Limits Physical Activities POP--Disability
461 p4olook 25d - Person 4: Looking for Work POP--Occupation
462 p4olstwk 26 - Person 4: Last Worked POP--Occupation
463 p4olvcty 15b - Person 4: Live Inside City Limits POP--Demographic
464 p4omarry 7 - Person 4: Marital Status POP--Demographic
465 p4omentl 17a - Person 4: Difficulty Learning POP--Disability
466 p4omilit 20a - Person 4: Active Duty POP--Military
467 p4oneeds 19b - Person 4: Responsible for Needs POP--Disability
468 p4oother 31h - Person 4: Other Income POP--Income
469 p4oproft 21 - Person 4: Work Last Week POP--Occupation
470 p4orace 6 - Person 4: Race POP--Race
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Field Name Description Category
471 p4orecal 25c - Person 4: Will Be Recalled POP--Occupation
472 p4orel 2 - Person 4: Relationship POP--Demographic
473 p4oresp 19c - Person 4: How Long Residential Profile
474 p4oretir 31g - Person 4: Retirement Income POP--Income
475 p4oride 23b - Person 4: Carpool POP--Occupation
476 p4oscool 8a - Person 4: Attend School POP--Education
477 p4oselfe 31b - Person 4: Self- Person 4:employment Income POP--Income
478 p4oserve 20b - Person 4: When on Active Duty POP--Military
479 p4osex 3 - Person 4: Sex POP--Demographic
480 p4oslfls 31b - Person 4: Self- Person 4:employment Loss POP--Income
481 p4osocl 31d - Person 4: Social Security, Railroad Retirement POP--Income
482 p4ospeak 11a - Person 4: Home Language POP--Demographic
483 p4ospkwl 11c - Person 4: Speak English Well POP--Demographic
484 p4ossi 31e - Person 4: SSI POP--Income
485 p4ostart 25e - Person 4: Could Start Last Week POP--Occupation
486 p4ototal 32 - Person 4: Total Income None POP--Income
487 p4ototls 32 - Person 4: Total Income Loss POP--Income
488 p4otrans 23a - Person 4: Work Vehicle POP--Occupation
489 p4otype 27c - Person 4: Business Type POP--Occupation
490 p4owages 31a - Person 4: Wages POP--Income
491 p4owelfr 31f - Person 4: Welfare POP--Income
492 p4owhrbn 12 - Person 4: Place of Birth POP--Demographic
493 p4owork 30a - Person 4: Work Last Year POP--Occupation
494 p4oyears 20c - Person 4: Years on Active Duty POP--Military
495 p4race_1 6 - Person 4: Other Race POP--Race
496 p4race19 6 - Person 4: Other Race POP--Race
497 p4retir 31g - Person 4: Retirement Income Amount POP--Income
498 p4selfe 31b - Person 4: Self Employment Income Amount POP--Income
499 p4socl 31d - Person 4: Social Security, Railroad Retirement Amount POP--Income
500 p4ssi 31e - Person 4: SSI Amount POP--Income
501 p4state 22e - Person 4: Work State POP--Occupation
502 p4time 24a - Person 4: Time Leave for Work POP--Occupation
503 p4total 32 - Person 4: Total Income Amount POP--Income
504 p4trib_1 6 - Person 4: Am Indian, Alaska Native Tribe POP--Race
505 p4trib19 6 - Person 4: Am. Indian, AK Native - Tribe POP--Race
506 p4wages 31a - Person 4: Wages Amount POP--Income
507 p4weeks 30b - Person 4: Weeks Worked POP--Occupation
508 p4welfr 31f - Person 4: Welfare Amount POP--Income
509 p4yrmvus 14 - Person 4: Migration Year POP--Demographic
510 p4zip 22f - Person 4: Work Zip Code POP--Occupation
511 p5_other 31h - Person 5: Other Income Amount POP--Income
512 p5_relo 2 - Person 5: Other Relative POP--Demographic
513 p5actv_1 27b - Person 5: Industry POP--Occupation
514 p5addr_1 22a - Person 5: Work Address POP--Occupation
515 p5age 4 - Person 5: Age POP--Demographic
516 p5asia_1 6 - Person 5: Other Asian POP--Ethnic
517 p5asia19 6 - Person 5: Other Asian POP--Ethnic
518 p5bnoth 12 - Person 5: Name of Country POP--Demographic
519 p5bnus 12 - Person 5: Name of State POP--Demographic
520 p5city 22b - Person 5: Work City POP--Occupation
521 p5cntry 15a - Person 5: Migration Country POP--Demographic
522 p5county 22d - Person 5: Work County POP--Occupation
523 p5dob_d 4 - Person 5: Day of Birth POP--Demographic
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524 p5dob_m 4 - Person 5: Month of Birth POP--Demographic
525 p5dob_y 4 - Person 5: Year of Birth POP--Demographic
526 p5duty_1 28b - Person 5: Occupation Duties POP--Occupation
527 p5empl_1 27a - Person 5: Employer POP--Occupation
528 p5ethn_1 10 - Person 5: Ancestry POP--Ethnic
529 p5first 1 - Person 5: First Name POP--Name
530 p5firsta 7 - Person 5: First Name POP--Name
531 p5hisp_1 5 - Person 5: Other Hispanic Origin POP--Ethnic
532 p5hisp19 5 - Person 5: Other Hispanic Origin POP--Ethnic
533 p5hours 30c - Person 5: Hours Worked per Week POP--Occupation
534 p5int 31c - Person 5: Interest Amount POP--Income
535 p5kind_1 28a - Person 5: Occupation Kind of Work POP--Occupation
536 p5lang 11b - Person 5: Language POP--Demographic
537 p5last 1 - Person 5: Last Name POP--Name
538 p5lasta 7 - Person 5: Last Name POP--Name
539 p5lvcity 15b - Person 5: Migration City POP--Demographic
540 p5lvcnty 15b - Person 5: Migration County POP--Demographic
541 p5lvstat 15b - Person 5: Migration State POP--Demographic
542 p5lvzip 15b - Person 5: Migration Zip Code POP--Demographic
543 p5mi 1 - Person 5: Middle Initial POP--Name
544 p5mia 7 - Person 5: Middle Initial POP--Name
545 p5minute 24b - Person 5: Minutes to Work POP--Occupation
546 p5o15age 19 - Person 5: Under 15 Interviewer Instruction Form Management
547 p5o5ago 15a - Person 5: Live Here 5 Years Ago POP--Demographic
548 p5oabsnt 25b - Person 5: Last Week Absent POP--Occupation
549 p5oadd 1 - Person 5: Add Form Management
550 p5oalone 17c - Person 5: Difficulty Shopping POP--Disability
551 p5oam_pm 24a - Person 5: Time to Work am/pm POP--Occupation
552 p5oarmed 27a - Person 5: Armed Forces POP--Military
553 p5oblind 16a - Person 5: Blind or Deaf POP--Disability
554 p5oborn 18 - Person 5: Under 19 POP--Demographic
555 p5ocancl 1 - Person 5: Cancel Form Management
556 p5octlmt 22c - Person 5: Work Inside City Limits POP--Occupation
557 p5octzn 13 - Person 5: Citizen POP--Demographic
558 p5odegre 9 - Person 5: Highest Degree Completed POP--Education
559 p5odress 17b - Person 5: Difficulty Dressing POP--Disability
560 p5oetype 29 - Person 5: Class of Worker POP--Occupation
561 p5ograde 8b - Person 5: Grade Level POP--Education
562 p5ogrand 19a - Person 5: Grandchildren POP--Demographic
563 p5ohisp 5 - Person 5: Hispanic Origin POP--Ethnic
564 p5oint 31c - Person 5: Interest POP--Income
565 p5ointls 31c - Person 5: Interest Loss POP--Income
566 p5ojob 17d - Person 5: Difficulty Working POP--Disability
567 p5olayof 25a - Person 5: Last Week Layoff POP--Occupation
568 p5olimit 16b - Person 5: Limits Physical Activities POP--Disability
569 p5olook 25d - Person 5: Looking for Work POP--Occupation
570 p5olstwk 26 - Person 5: Last Worked POP--Occupation
571 p5olvcty 15b - Person 5: Live Inside City Limits POP--Demographic
572 p5omarry 7 - Person 5: Marital Status POP--Demographic
573 p5omentl 17a - Person 5: Difficulty Learning POP--Disability
574 p5omilit 20a - Person 5: Active Duty POP--Military
575 p5oneeds 19b - Person 5: Responsible for Needs POP--Disability
576 p5oother 31h - Person 5: Other Income POP--Income
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577 p5oproft 21 - Person 5: Work Last Week POP--Occupation
578 p5orace 6 - Person 5: Race POP--Race
579 p5orecal 25c - Person 5: Will Be Recalled POP--Occupation
580 p5orel 2 - Person 5: Relationship POP--Demographic
581 p5oresp 19c - Person 5: How Long Residential Profile
582 p5oretir 31g - Person 5: Retirement Income POP--Income
583 p5oride 23b - Person 5: Carpool POP--Occupation
584 p5oscool 8a - Person 5: Attend School POP--Education
585 p5oselfe 31b - Person 5: Self- Person 5:employment Income POP--Income
586 p5oserve 20b - Person 5: When on Active Duty POP--Military
587 p5osex 3 - Person 5: Sex POP--Demographic
588 p5oslfls 31b - Person 5: Self- Person 5:employment Loss POP--Income
589 p5osocl 31d - Person 5: Social Security, Railroad Retirement POP--Income
590 p5ospeak 11a - Person 5: Home Language POP--Demographic
591 p5ospkwl 11c - Person 5: Speak English Well POP--Demographic
592 p5ossi 31e - Person 5: SSI POP--Income
593 p5ostart 25e - Person 5: Could Start Last Week POP--Occupation
594 p5ototal 32 - Person 5: Total Income None POP--Income
595 p5ototls 32 - Person 5: Total Income Loss POP--Income
596 p5otrans 23a - Person 5: Work Vehicle POP--Occupation
597 p5otype 27c - Person 5: Business Type POP--Occupation
598 p5owages 31a - Person 5: Wages POP--Income
599 p5owelfr 31f - Person 5: Welfare POP--Income
600 p5owhrbn 12 - Person 5: Place of Birth POP--Demographic
601 p5owork 30a - Person 5: Work Last Year POP--Occupation
602 p5oyears 20c - Person 5: Years on Active Duty POP--Military
603 p5race_1 6 - Person 5: Other Race POP--Race
604 p5race19 6 - Person 5: Other Race POP--Race
605 p5retir 31g - Person 5: Retirement Income Amount POP--Income
606 p5selfe 31b - Person 5: Self Employment Income Amount POP--Income
607 p5socl 31d - Person 5: Social Security, Railroad Retirement Amount POP--Income
608 p5ssi 31e - Person 5: SSI Amount POP--Income
609 p5state 22e - Person 5: Work State POP--Occupation
610 p5time 24a - Person 5: Time Leave for Work POP--Occupation
611 p5total 32 - Person 5: Total Income Amount POP--Income
612 p5trib_1 6 - Person 5: Am Indian, Alaska Native Tribe POP--Race
613 p5trib19 6 - Person 5: Am. Indian, AK Native - Tribe POP--Race
614 p5wages 31a - Person 5: Wages Amount POP--Income
615 p5weeks 30b - Person 5: Weeks Worked POP--Occupation
616 p5welfr 31f - Person 5: Welfare Amount POP--Income
617 p5yrmvus 14 - Person 5: Migration Year POP--Demographic
618 p5zip 22f - Person 5: Work Zip Code POP--Occupation
619 p6_other 31h - Person 6: Other Income Amount POP--Income
620 p6_relo 2 - Person 6: Other Relative POP--Demographic
621 p6actv_1 27b - Person 6: Industry POP--Occupation
622 p6addr_1 22a - Person 6: Work Address POP--Occupation
623 p6age 4 - Person 6: Age POP--Demographic
624 p6asia_1 6 - Person 6: Other Asian POP--Ethnic
625 p6asia19 6 - Person 6: Other Asian POP--Ethnic
626 p6bnoth 12 - Person 6: Name of Country POP--Demographic
627 p6bnus 12 - Person 6: Name of State POP--Demographic
628 p6city 22b - Person 6: Work City POP--Occupation
629 p6cntry 15a - Person 6: Migration Country POP--Demographic
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630 p6county 22d - Person 6: Work County POP--Occupation
631 p6dob_d 4 - Person 6: Day of Birth POP--Demographic
632 p6dob_m 4 - Person 6: Month of Birth POP--Demographic
633 p6dob_y 4 - Person 6: Year of Birth POP--Demographic
634 p6duty_1 28b - Person 6: Occupation Duties POP--Occupation
635 p6empl_1 27a - Person 6: Employer POP--Occupation
636 p6ethn_1 10 - Person 6: Ancestry POP--Ethnic
637 p6first 1 - Person 6: First Name POP--Name
638 p6hisp_1 5 - Person 6: Other Hispanic Origin POP--Ethnic
639 p6hisp19 5 - Person 6: Other Hispanic Origin POP--Ethnic
640 p6hours 30c - Person 6: Hours Worked per Week POP--Occupation
641 p6int 31c - Person 6: Interest Amount POP--Income
642 p6kind_1 28a - Person 6: Occupation Kind of Work POP--Occupation
643 p6lang 11b - Person 6: Language POP--Demographic
644 p6last 1 - Person 6: Last Name POP--Name
645 p6lvcity 15b - Person 6: Migration City POP--Demographic
646 p6lvcnty 15b - Person 6: Migration County POP--Demographic
647 p6lvstat 15b - Person 6: Migration State POP--Demographic
648 p6lvzip 15b - Person 6: Migration Zip Code POP--Demographic
649 p6mi 1 - Person 6: Middle Initial POP--Name
650 p6minute 24b - Person 6: Minutes to Work POP--Occupation
651 p6o5ago 15a - Person 6: Live Here 5 Years Ago POP--Demographic
652 p6oabsnt 25b - Person 6: Last Week Absent POP--Occupation
653 p6oalone 17c - Person 6: Difficulty Shopping POP--Disability
654 p6oam_pm 24a - Person 6: Time to Work am/pm POP--Occupation
655 p6oarmed 27a - Person 6: Armed Forces POP--Military
656 p6oblind 16a - Person 6: Blind or Deaf POP--Disability
657 p6oborn 18 - Person 6: Under 20 POP--Demographic
658 p6octlmt 22c - Person 6: Work Inside City Limits POP--Occupation
659 p6octzn 13 - Person 6: Citizen POP--Demographic
660 p6odegre 9 - Person 6: Highest Degree Completed POP--Education
661 p6odress 17b - Person 6: Difficulty Dressing POP--Disability
662 p6oetype 29 - Person 6: Class of Worker POP--Occupation
663 p6ograde 8b - Person 6: Grade Level POP--Education
664 p6ogrand 19a - Person 6: Grandchildren POP--Demographic
665 p6ohisp 5 - Person 6: Hispanic Origin POP--Ethnic
666 p6oint 31c - Person 6: Interest POP--Income
667 p6ointls 31c - Person 6: Interest Loss POP--Income
668 p6ojob 17d - Person 6: Difficulty Working POP--Disability
669 p6olayof 25a - Person 6: Last Week Layoff POP--Occupation
670 p6olimit 16b - Person 6: Limits Physical Activities POP--Disability
671 p6olook 25d - Person 6: Looking for Work POP--Occupation
672 p6olstwk 26 - Person 6: Last Worked POP--Occupation
673 p6olvcty 15b - Person 6: Live Inside City Limits POP--Demographic
674 p6omarry 7 - Person 6: Marital Status POP--Demographic
675 p6omentl 17a - Person 6: Difficulty Learning POP--Disability
676 p6omilit 20a - Person 6: Active Duty POP--Military
677 p6oneeds 19b - Person 6: Responsible for Needs POP--Disability
678 p6oother 31h - Person 6: Other Income POP--Income
679 p6oproft 21 - Person 6: Work Last Week POP--Occupation
680 p6orace 6 - Person 6: Race POP--Race
681 p6orecal 25c - Person 6: Will Be Recalled POP--Occupation
682 p6orel 2 - Person 6: Relationship POP--Demographic
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683 p6oresp 19c - Person 6: How Long Residential Profile
684 p6oretir 31g - Person 6: Retirement Income POP--Income
685 p6oride 23b - Person 6: Carpool POP--Occupation
686 p6oscool 8a - Person 6: Attend School POP--Education
687 p6oselfe 31b - Person 6: Self- Person 6:employment Income POP--Income
688 p6oserve 20b - Person 6: When on Active Duty POP--Military
689 p6osex 3 - Person 6: Sex POP--Demographic
690 p6oslfls 31b - Person 6: Self- Person 6:employment Loss POP--Income
691 p6osocl 31d - Person 6: Social Security, Railroad Retirement POP--Income
692 p6ospeak 11a - Person 6: Home Language POP--Demographic
693 p6ospkwl 11c - Person 6: Speak English Well POP--Demographic
694 p6ossi 31e - Person 6: SSI POP--Income
695 p6ostart 25e - Person 6: Could Start Last Week POP--Occupation
696 p6ototal 32 - Person 6: Total Income None POP--Income
697 p6ototls 32 - Person 6: Total Income Loss POP--Income
698 p6otrans 23a - Person 6: Work Vehicle POP--Occupation
699 p6otype 27c - Person 6: Business Type POP--Occupation
700 p6owages 31a - Person 6: Wages POP--Income
701 p6owelfr 31f - Person 6: Welfare POP--Income
702 p6owhrbn 12 - Person 6: Place of Birth POP--Demographic
703 p6owork 30a - Person 6: Work Last Year POP--Occupation
704 p6oyears 20c - Person 6: Years on Active Duty POP--Military
705 p6race_1 6 - Person 6: Other Race POP--Race
706 p6race19 6 - Person 6: Other Race POP--Race
707 p6retir 31g - Person 6: Retirement Income Amount POP--Income
708 p6selfe 31b - Person 6: Self Employment Income Amount POP--Income
709 p6socl 31d - Person 6: Social Security, Railroad Retirement Amount POP--Income
710 p6ssi 31e - Person 6: SSI Amount POP--Income
711 p6state 22e - Person 6: Work State POP--Occupation
712 p6time 24a - Person 6: Time Leave for Work POP--Occupation
713 p6total 32 - Person 6: Total Income Amount POP--Income
714 p6trib_1 6 - Person 6: Am Indian, Alaska Native Tribe POP--Race
715 p6trib19 6 - Person 6: Am. Indian, AK Native - Tribe POP--Race
716 p6wages 31a - Person 6: Wages Amount POP--Income
717 p6weeks 30b - Person 6: Weeks Worked POP--Occupation
718 p6welfr 31f - Person 6: Welfare Amount POP--Income
719 p6yrmvus 14 - Person 6: Migration Year POP--Demographic
720 p6zip 22f - Person 6: Work Zip Code POP--Occupation
721 p7first Person 7: First Name POP--Name
722 p7last Person 7: Last Name POP--Name
723 p7mi Person 7: Middle Initial POP--Name
724 p8first Person 8: First Name POP--Name
725 p8last Person 8: Last Name POP--Name
726 p8mi Person 8: Middle Initial POP--Name
727 p9first Person 9: First Name POP--Name
728 p9last Person 9: Last Name POP--Name
729 p9mi Person 9: Middle Initial POP--Name
730 r10first Roster: Person 10 First Name POP--Name
731 r10last Roster: Person 10 Last Name POP--Name
732 r10mi Roster: Person 10 Middle Initial POP--Name
733 r11first Roster: Person 11 First Name POP--Name
734 r11last Roster: Person 11 Last Name POP--Name
735 r11mi Roster: Person 11 Middle Initial POP--Name
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736 r12first Roster: Person 12 First Name POP--Name
737 r12last Roster: Person 12 Last Name POP--Name
738 r12mi Roster: Person 12 Middle Initial POP--Name
739 r1first Roster: Person 1 First Name POP--Name
740 r1last Roster: Person 1 Last Name POP--Name
741 r1mi Roster: Person 1 Middle Initial POP--Name
742 r2first Roster: Person 2 First Name POP--Name
743 r2last Roster: Person 2 Last Name POP--Name
744 r2mi Roster: Person 2 Middle Initial POP--Name
745 r2odayev R2 - Time to Call Form Management
746 r3first Roster: Person 3 First Name POP--Name
747 r3last Roster: Person 3 Last Name POP--Name
748 r3mi Roster: Person 3 Middle Initial POP--Name
749 r3orespo R3 - Respondent Status Form Management
750 r4first Roster: Person 4 First Name POP--Name
751 r4last Roster: Person 4 Last Name POP--Name
752 r4mi Roster: Person 4 Middle Initial POP--Name
753 r5first Roster: Person 5 First Name POP--Name
754 r5last Roster: Person 5 Last Name POP--Name
755 r5mi Roster: Person 5 Middle Initial POP--Name
756 r6first Roster: Person 6 First Name POP--Name
757 r6last Roster: Person 6 Last Name POP--Name
758 r6mi Roster: Person 6 Middle Initial POP--Name
759 r7first Roster: Person 7 First Name POP--Name
760 r7last Roster: Person 7 Last Name POP--Name
761 r7mi Roster: Person 7 Middle Initial POP--Name
762 r8first Roster: Person 8 First Name POP--Name
763 r8last Roster: Person 8 Last Name POP--Name
764 r8mi Roster: Person 8 Middle Initial POP--Name
765 r9first Roster: Person 9 First Name POP--Name
766 r9last Roster: Person 9 Last Name POP--Name
767 r9mi Roster: Person 9 Middle Initial POP--Name
768 rc_d1 Record of Contact 1 - Day Form Management
769 rc_d2 Record of Contact 2 - Day Form Management
770 rc_d3 Record of Contact 3 - Day Form Management
771 rc_d4 Record of Contact 4 - Day Form Management
772 rc_d5 Record of Contact 5 - Day Form Management
773 rc_d6 Record of Contact 6 - Day Form Management
774 rc_m1 Record of Contact 1 - Month Form Management
775 rc_m2 Record of Contact 2 - Month Form Management
776 rc_m3 Record of Contact 3 - Month Form Management
777 rc_m4 Record of Contact 4 - Month Form Management
778 rc_m5 Record of Contact 5 - Month Form Management
779 rc_m6 Record of Contact 6 - Month Form Management
780 rc_oc1 Record of Contact 1 - Outcome Form Management
781 rc_oc2 Record of Contact 2 - Outcome Form Management
782 rc_oc3 Record of Contact 3 - Outcome Form Management
783 rc_oc4 Record of Contact 4 - Outcome Form Management
784 rc_oc5 Record of Contact 5 - Outcome Form Management
785 rc_oc6 Record of Contact 6 - Outcome Form Management
786 rc_t1 Record of Contact 1 - Time Form Management
787 rc_t2 Record of Contact 2 - Time Form Management
788 rc_t3 Record of Contact 3 - Time Form Management
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789 rc_t4 Record of Contact 4 - Time Form Management
790 rc_t5 Record of Contact 5 - Time Form Management
791 rc_t6 Record of Contact 6 - Time Form Management
792 rco_ap1 Record of Contact 1 - am/pm Form Management
793 rco_ap2 Record of Contact 2 - am/pm Form Management
794 rco_ap3 Record of Contact 3 - am/pm Form Management
795 rco_ap4 Record of Contact 4 - am/pm Form Management
796 rco_ap5 Record of Contact 5 - am/pm Form Management
797 rco_ap6 Record of Contact 6 - am/pm Form Management
798 rco_typ2 Record of Contact 2 - Type Form Management
799 rco_typ3 Record of Contact 3 - Type Form Management
800 rco_typ4 Record of Contact 4 - Type Form Management
801 rco_typ5 Record of Contact 5 - Type Form Management
802 rco_typ6 Record of Contact 6 - Type Form Management
803 rifirst R1 - Respondent's First Name POP--Name
804 rilast R1 - Respondent's Last Name POP--Name
805 rn_pop 1 - Household: Number of People POP--Demographic
806 rnohouse 2 - Household: Ownership Status Residential Profile
807 s1ointro S1 - Introduction Form Management
808 s2ointro S2 - Live Here April 1 Form Management
809 s3ointro S3 - Seasonal Home Form Management
810 s4ointro S4 - Vacant or Occupied Form Management
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Appendix D:  Record Counts Before and After Unduplication

In this appendix, we show the count of records in the raw data files before and after
unduplication.  A duplicate is a repeated combination of form, field, and Census ID number in a
file.  We include this information for anyone concerned about the reduction due to unduplication. 
The reduction is slight.  We believe it is not enough to skew the analysis in this evaluation.

Table D1.  Record Counts Before and After Duplication

Data File
Record Count Before

Unduplication Record Count After Unduplication

RCC 21 5,951,010 5,839,840

RCC 22 3,835,616 3,751,466

RCC 23 5,467,382 5,372,883

RCC 24 5,943,969 5,853,332

RCC 25 6,365,741 6,279,896

RCC 26 6,714,557 6,581,710

RCC 27 5,075,565 5,001,248

RCC 28 7,140,822 7,012,029

RCC 29 6,315,054 6,198,035

RCC 30 6,664,514 6,533,146

RCC 31 5,263,145 5,166,440

RCC 32 4,963,912 4,891,749

Total 69,701,287 68,481,774

File of
Disagreements
between Methods

1,725,518 1,715,967
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Appendix E:  Approximate 90 Percent Confidence Intervals for the Median

In this appendix, we describe the distribution free method used in this evaluation to approximate
90 percent confidence intervals for the median data capture error rate.  For cases where we felt
there were too few data points, we did not compute a confidence interval.

• Let n be the number of observations in the data set
• Compute the square root of n.  Multiply the square root of n by 0.8.  Call the result s
• Find integer nearest ((n+1)/2) - s.  Call the result L.
• Find the integer nearest ((n+1)/2) + s.  Call the result U.
• Sort the observations from lowest to highest.
• After sorting, find the observations at positions L and U.
• The values at observations L and U are the boundaries of the approximate confidence

interval.

We modify this procedure for the confidence intervals shown in section 4.1.1.  We conclude the
median rates for the data capture modes are significantly different if they do not overlap.  With
three modes of data capture, there are three possible pairwise comparisons.

To test in this manner whether the medians differ significantly at the 90 percent level of
confidence, the confidence levels for each individual median must be higher than 90 percent to
account for multiple pairwise comparisons.  A conservative estimate of the higher confidence is
available by taking the nth root of 90 percent, where n is the number of comparisons.  With three
comparisons, this leads to the cube root of 90 percent, 96.5 percent.

In discussing nonparametric confidence intervals for the median, the Wallis text in the reference
list says the multiple in step 2 of the above procedure should be 1.0 for the 95 percent level and
1.3 for the 99 percent level.  Interpolating between 1.0 and 1.3, we select 1.2 for the multiplier
more appropriate to 96.5 percent.  We substitute 1.2 for 0.8 in step 2 in arriving at the confidence
intervals shown in section 4.1.1.
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Appendix F:  Formulas for Median, Quartiles, and Outliers

In this appendix, we demonstrate with an example the formulas we used to computerize the
calculation of the medians, quartiles, and outliers in this evaluation.

Item A. Raw data for example

1. 74
2. 86
3. 88
4. 89
5. 89
6. 91
7. 91
8. 91
9.   94
10. 95
11. 95
12. 96
13. 97

Item B. Finding the Median (M)

1.  There are 13 data points.
2.  Divide 13 by 2.  Obtain 6.5.  Round to the nearest integer greater than or equal to 6.5, 7.
3.  Find the data point with a rank of 7.  This is 91.
4.  The median is 91.

If there are an even number of data points, the procedure works differently.  We repeat it to show
how to find the median considering only the first twelve data points.

      1.  There are twelve data points.
2.  Divide twelve by 2.  Obtain 6.  Round to the nearest integer less than or equal to 6, 6.
3.  Find the data point with a rank of 6.  This is 91.
4.  Go up one more observation.  Take the one with a rank of 7.  This is 91.
5.  Average the observations with ranks 6 and 7.  This is (91 + 91)/2 = 91.
6.  The median is 91.

Item C. Finding the First Quartile (Q1)

1.  There are 13 data points.  Divide 13 by 4.  Obtain 3.25.   
2.  Round 3.25 to nearest integer less than or equal to 3.25, 3.
3.  Take the difference between 3.25 and 3.  This is 0.25.
4.  Find the observation with a rank of 3.  This is 88.
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5.  Go up one more observation.  Take the one with a rank of 4.  This is 89.
6.  Take the difference between the two observations.  This is 89 - 88 = 1.
7.  Multiply the difference in step 3 by the difference in step 6.  This is 0.25 x 1 = 0.25.
8.  Add the result in step 7 to the value with a rank of 3.  This is 88 + 0.25 = 88.25.
9.  The first quartile for these 13 data points is 88.25.

Item D. Finding the Third Quartile (Q3)

1.  There are 13 data points.  Divide 13 by 4.  Multiply by 3. Obtain 9.75.   
2.  Round 9.75 to nearest integer less than or equal to 9.75, 9.
3.  Take the difference between 9.75 and 9.  This is 0.75.
4.  Find the observation with a rank of 9.  This is 94.
5.  Go up one more observation.  Take the one with a rank of 10.  This is 95.
6.  Take the difference between the two observations.  This is 95 - 94 = 1.
7.  Multiply the difference in step 3 by the difference in step 6.  This is 0.75 x 1 = 0.75.
8.  Add the result in step 7 to the value with a rank of 9.  This is 94 + 0.75 = 94.75.
9.  The third quartile for these 13 data points is 94.75.

Item E. Finding the Interquartile Range (IQR)

1.  Take the value for the first quartile, 88.25.
2.  Take the value for the third quartile, 94.75.
3.  Find the difference.  94.75 - 88.25 = 6.50.
4.  The interquartile range is 6.50.

Item F. Finding Very Low Outliers

1.  Multiply the interquartile range by 3.  6.5 x 3 = 19.5.
2.  Subtract the result from the median.  91 - 19.5 = 71.5.
3.  Any values below 71.5 are very low outliers.

Item G. Finding Low Outliers

1.  Multiply the interquartile range by 1.5.  6.5 x 1.5 = 9.75.
2.  Subtract the result from the median.  91 - 9.75 = 81.25.
3.  Any values at or above 71.5 and below 81.25 are low outliers.

Item H. Finding Very High Outliers

1.  Multiply the interquartile range by 3.  6.5 x 3 = 19.5.
2.  Add the result to the median.  91 + 19.5 = 110.5.
3.  Any values above 110.5 are very high outliers.
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Item I. Finding High Outliers

1.  Multiply the interquartile range by 1.5.  6.5 x 1.5 = 9.75.
2.  Add the result to the median.  91 + 9.75 = 100.5.
3.  Any values above 100.5 and at or below 110.5 are high outliers.

For our example data set, only one value, 74, is an outlier, and it is classified as a low outlier.



155

Appendix G:  Pseudocode for the Soft Match Algorithm

In this appendix, we show pseudocode for the soft match algorithm.  The soft match algorithm
compares the characters read by the automated technology and by KFI for a given field.  It
measures how much the readings from each method diverge and assigns a score.  If the score is
high enough, the reading from the automated technology is classified as a soft match error.

For the captured field do a tally TA(I), (I = 0, 1, 2, 3),  of characters as follows:

• TA(0) = # non-alphanumerics
• TA(1) = # characters in set {b d f h k l t 6}
• TA(2) = # characters in set {g j p q y z 3 9}
• TA(3) = # characters in set {a c e I m n o r s u v w x 0 1 2 4 5 7 8}

NOTE: Upper and lowercase letters are interchangeable.

Do a similar tally, TB(j), (j = 0, 1, 2, 3), for all characters in the truth value field.

Let

• NA =  TA(0) + TA(1) + TA(2) + TA(3)

• NB =  TB(0) + TB(1) + TB(2) + TB(3)

• DIFF = ABS(TA(0)-TB(0)) + ABS(TA(1)-TB(1)) + ABS(TA(2)-TB(2))
 + ABS(TA(3)- TB(3)), where ABS is the absolute value function. 

Define DIFFALL(k) as

• 0 if k # 5,
• 1 if 6 # k # 12,
• 2 if 13 # k # 21, and
• 3 if 22 # k # 32.

Then a soft match error occurs when 

• the maximum of NA and NB > 0 and

• DIFF > DIFFALL( the minimum of NA and NB).
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Appendix H:  Distribution of Form Type, Form Name, and Person Number in
Table 8

We analyze the distribution of form type, form name, and person number through contingency
tables.  Our first step is to compare the distribution of short and long form types in Table 8
versus the same distribution in the entire group of 2,996 error rates discussed in section 4.4.5.

Table H1.  Distribution of Short and Long Form Types in Table 8 and In Entire Group of    
2,996 Error Rates

Form Type
Number in Entire Group of 2,996

Error Rates Number in Table 8

Long 2,460 162

Short 536 22

The table we would expect if the distributions were perfectly equal is below.

Table H2.  Expected Distribution of Short and Long Form Types in Table 8 and In Entire    
Group of 2,996 Error Rates

Form Type
Expected Number in Entire
Group of 2,996 Error Rates Expected Number in Table 8

Long 2,470 152

Short 526 32

We compute the expected values by the formula from contingency table analysis.  If a
contingency table is of dimension r rows and c columns, the expected value for the ij-th cell is
(Total for row I x Total for column j) / Total of all values in the table.

To test for statistical equality between the distributions of the Table 8 figures and the ones for all
2,996 error rates, we generate the chi square components for each cell in the table.  For an r x c
contingency table, the chi square component for cell ij is (Actual value - Expected value)2 /
Expected value.  The chi square components we need are below.
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Table H3.  Chi Square Components  for Short and Long Form Types in Table 8 and In        
Entire Group of 2,996 Error Rates

Form Type

Chi Square Component for
Number in Entire Group of 2,996

Error Rates
Chi Square Component for

Number in Table 8

Long 0.043 0.697

Short 0.201 3.278

After carrying more decimal places than we show in Table H3, the sum of the chi square
components is 4.219.  To test at the 10 percent level of significance whether the distributions are
equal, we compare the sum of our chi square components with the upper ten percent tail value of
a chi square distribution with the proper number of degrees of freedom.

The proper degrees of freedom for an r x c contingency table is (r - 1) x (c - 1).  For Table H3,
the degrees of freedom is (2 - 1) x (2 - 1) or 1.  The upper ten percent tail value for a chi square
distribution with one degree of freedom is 2.706.  Since 4.219 exceeds this, we have evidence
the two distributions are not the same.  The largest chi square component is generated in the cell
for the short form count in Table 8.  Comparing the actual value of 22 with the expected value of
32, we conclude the short form error rates are disproportionately underrepresented in Table 8.

We use the same procedure for our second step.  Here we compare the distribution of form
names in Table 8 with their distribution in the entire group of 2,996 error rates.  The three tables
we need follow.

Table H4.  Distribution of Short and Long Form Names in Table 8 and In Entire Group of 
2,996 Error Rates

Form Name Number in Table 8 Number in Entire Group of 2,996 Error Rates
d1 1 117
d1e 10 151
d1s 10 117
d1u 1 121
d2 69 666
d2e 51 621
d2u 24 671
d2ur 18 447
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Table H5.  Expected Distribution of Short and Long Form Names in Table 8 and In Entire  
Group of 2,996 Error Rates

Form Name Expected Number in Table 8
Expected Number in Entire Group
of 2,996 Error Rate

d1 7.015 110.985

d1e 9.572 151.429

d1s 7.550 119.450

d1u 7.253 114.747

d2 43.696 691.304

d2e 39.951 632.049

d2u 41.318 653.682

d2ur 27.645 437.355

Table H6.  Chi Square Components  for Short and Long Form Names in Table 8 and In       
Entire Group of 2,996 Error Rates

Form Name
Chi Square Component for

Number in Table 8

Chi Square Component for
Number in Entire Group of 2,996

Error Rates

d1 5.158 0.326

d1e 0.019 0.001

d1s 0.795 0.050

d1u 5.391 0.341

d2 14.653 0.926

d2e 3.056 0.193

d2u 7.259 0.459

d2ur 3.365 0.213

After carrying more decimal places than we show in Table H6, the sum of the chi square
components is 42.204.  For Table H6, the degrees of freedom is (8 - 1) x (2 - 1) or 7.  The upper
10 percent tail value for a chi square distribution with seven degrees of freedom is 12.017.  Since
42.204 exceeds this, the two distributions are not the same.  The largest chi square components
are generated in the cells for d1, d1u, d2, and d2u counts in Table 8.  Comparing the actual
values with the expected values, we see form d2 has a disproportionately greater presence in
Table 8.  The other three have disproportionately less.  The most natural form to investigate
further is d2.
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For our third and last step, we compare the distribution of person number in Table 8 with its
distribution in the entire group of 2,996 error rates.  The three tables we need follow.

Table H7.  Distribution of Person Number in Table 8 and In Entire Group of 
2,996 Error Rates

Person Number Number in Table 8 Number in Entire Group of 2,996 Error Rates
0 18 155
1 47 664
2 32 461
3 29 451
4 18 438
5 23 437
6 17 293

Table H8.  Expected Distribution Person Number in Table 8 and In Entire Group of 2,996
Error Rates

Person Number Expected Number in Table 8 Expected Number in Entire Group of 2,996 Error
0 10.325 162.675
1 42.434 668.566
2 29.423 463.577
3 28.647 451.353
4 27.215 428.785
5 27.454 432.546
6 18.501 291.499

Table H9.  Chi Square Components  for Person Number in Table 8 and In Entire Group of
2,996 Error Rates

Person Number
Chi Square Component for

Number in Table 8
Chi Square Component for Number in Entire Group of

2,996 Error Rates
0 5.705 0.362
1 0.491 0.031
2 0.226 0.014
3 0.004 0.000
4 3.120 0.198
5 0.723 0.046
6 0.122 0.008

The sum of the chi square components is 11.051.  The degrees of freedom is six.  The upper 10
percent tail value for a chi square distribution with six degrees of freedom is 10.645.  Since
11.051 exceeds 10.645, the two distributions are not the same.  The largest chi square component
is generated for person number 0 in Table 8.  Comparing the actual with the expected values, we
see person number 0 has a disproportionately greater presence there.  Comparing the three steps,
the most logical thing to investigate is the disproportionately greater presence of outliers on form
d2. 
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Appendix I:  Field Category Nonblank Misinterpretation Rates By Reason

In this appendix, we show by field category the nonblank error rates for each combination of
error type and error reason.  The rates are for errors in determining the most likely intent of the
respondent.  The intent of the respondent was defined by the judgement of analysts examining
and comparing the contents of fields captured by both the automated and technology and by
independent keying.  We discuss the limits of this procedure in section 3.4.  The outliers shown
in Table I1 are computed according to the procedure in Appendix F.

Table I1.  Field Category Nonblank Misinterpretation Rates by Error Type and Error
Reason

Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
Coverage Extra check-box Poor image 0.088% High

Stray mark or spot 0.053%
Box is crossed out 0.007%
Mark touches another box 0.001%
No reason found 0.001%

Coverage Missing check-box No reason found 0.006%

Coverage Wrong check-box Poor image 0.003%
Stray mark or spot 0.003%
Mark Outside Box 0.001%
Mark touches another box 0.001%

Form Management Added response Poor handwriting 0.120% High
Rules not followed 0.013%
No reason found 0.011%
Big X through person 0.003%
Response crossed out 0.003%
Character goes out field 0.002%
Poor image 0.002%
Characters too close 0.001%
Response written over 0.001%

Form Management Blanked response No reason found 0.012%
Response written over 0.005%
Poor handwriting 0.004%
Rules not followed 0.003%
Character goes out field 0.001%
Response crossed out 0.001%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
Form Management Extra characters Poor handwriting 0.079%

No reason found 0.026%
Character goes out field 0.003%
Rules not followed 0.003%
Poor image 0.002%
Response crossed out 0.002%
Response written over 0.002%
Big X through person 0.001%
Characters too close 0.001%

Form Management Extra check-box Stray mark or spot 0.211% Very High  
No reason found 0.131% High
Poor image 0.093% High
Box is crossed out 0.009%
Mark touches another box 0.005%
Big X through person 0.004%
Mark Outside Box 0.003%

Form Management Missing characters No reason found 0.289% Very High  
Poor handwriting 0.053%
Characters too close 0.015%
Character goes out field 0.014%
Response written over 0.003%
Truncated 0.003%
Mixed upper case & lower case 0.002%
Poor image 0.002%
Rules not followed 0.002%
Decimal point 0.001%
Response crossed out 0.001%

Form Management Missing check-box No reason found 0.012%
Box is crossed out 0.011%
Poor image 0.011%
Stray mark or spot 0.002%
Mark Outside Box 0.001%

Form Management Position reversed Response written over 0.006%
Poor handwriting 0.003%
No reason found 0.002%
Character goes out field 0.001%
Characters too close 0.001%
Rules not followed 0.001%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
Form Management Wrong  character Poor handwriting 6.127% Very High

Rules not followed 0.647% Very High
No reason found 0.287% Very High
Response written over 0.050%
Character goes out field 0.027%
Characters too close 0.024%
Poor image 0.019%
Mixed upper case & lower case 0.015%
Response crossed out 0.002%
Big X through person 0.001%
Spanish accents 0.001%
Truncated 0.001%

Form Management Wrong check-box No reason found 0.004%
Stray mark or spot 0.004%
Box is crossed out 0.002%
Mark touches another box 0.002%
Poor image 0.002%

Housing Profile Added response Rules not followed 0.151% High
Response crossed out 0.040%
Poor handwriting 0.027%
Poor image 0.024%
Character goes out field 0.022%
Big X through person 0.016%
No reason found 0.006%
Decimal point 0.004%
Response written over 0.002%

Housing Profile Blanked response No reason found 0.069%
Response crossed out 0.039%
Rules not followed 0.031%
Character goes out field 0.022%
Response written over 0.016%
Poor handwriting 0.011%
Poor image 0.010%
Truncated 0.007%

Housing Profile Extra characters Decimal point 0.069%
No reason found 0.045%
Response crossed out 0.038%
Response written over 0.020%
Rules not followed 0.020%
Poor handwriting 0.016%
Character goes out field 0.007%
Poor image 0.006%
Big X through person 0.004%
Mixed upper case & lower case 0.004%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
Housing Profile Extra check-box Poor image 0.170% Very High

Stray mark or spot 0.163% Very High
Box is crossed out 0.138% High
Big X through person 0.049%
Mark touches another box 0.014%
No reason found 0.013%
Mark Outside Box 0.002%

Housing Profile Missing characters No reason found 0.239% Very High
Poor image 0.091% High
Rules not followed 0.076%
Response written over 0.064%
Mixed upper case & lower case 0.061%
Character goes out field 0.045%
Poor handwriting 0.027%
Truncated 0.024%
Response crossed out 0.019%
Decimal point 0.009%
Big X through person 0.005%
Characters too close 0.005%
No reason found 0.026%
Mark Outside Box 0.002%
Stray mark or spot 0.002%
Big X through person 0.001%
Box is crossed out 0.001%
Mark touches another box 0.001%
Poor image 0.001%

Housing Profile Position reversed No reason found 0.045%
Poor handwriting 0.008%
Response written over 0.002%
Rules not followed 0.001%

Housing Profile Wrong  character Poor handwriting 0.637% Very High
Spanish accents 0.196% Very High
Mixed upper case & lower case 0.110% High
Rules not followed 0.092% High
Response written over 0.078%
No reason found 0.065%
Poor image 0.018%
Characters too close 0.010%
Response crossed out 0.010%
Character goes out field 0.009%
Decimal point 0.006%
Truncated 0.005%
Big X through person 0.003%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
Housing Profile Wrong check-box Box is crossed out 0.029%

Mark touches another box 0.011%
Stray mark or spot 0.010%
No reason found 0.008%
Poor image 0.003%
Mark Outside Box 0.002%
Big X through person 0.001%

POP--Demographic Added response Spanish accents 0.923% Very High
Big X through person 0.021%
Rules not followed 0.021%
Poor handwriting 0.014%
Response crossed out 0.010%
Response written over 0.009%
Mixed upper case & lower case 0.004%
No reason found 0.004%
Poor image 0.004%
Character goes out field 0.003%

POP--Demographic Blanked response No reason found 0.038%
Response crossed out 0.026%
Mixed upper case & lower case 0.022%
Response written over 0.019%
Character goes out field 0.016%
Poor image 0.016%
Spanish accents 0.016%
Poor handwriting 0.015%
Truncated 0.013%
Decimal point 0.011%
Rules not followed 0.011%
Characters too close 0.005%
Big X through person 0.002%

POP--Demographic Extra characters Spanish accents 1.010% Very High
No reason found 0.073%
Decimal point 0.023%
Rules not followed 0.021%
Response crossed out 0.011%
Poor handwriting 0.009%
Response written over 0.008%
Characters too close 0.007%
Big X through person 0.006%
Character goes out field 0.004%
Mixed upper case & lower case 0.004%
Poor image 0.002%

Truncated 0.001%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Demographic Extra check-box Poor image 0.171% Very High

Box is crossed out 0.093% High
Stray mark or spot 0.086% High
Big X through person 0.071%
No reason found 0.021%
Mark touches another box 0.013%
Mark Outside Box 0.002%

POP--Demographic Missing characters No reason found 0.194% Very High
Rules not followed 0.193% Very High
Spanish accents 0.065%
Character goes out field 0.057%
Truncated 0.038%
Poor handwriting 0.023%
Response written over 0.017%
Big X through person 0.011%
Response crossed out 0.009%
Characters too close 0.007%
Decimal point 0.006%
Mixed upper case & lower case 0.005%
Poor image 0.003%

POP--Demographic Missing check-box No reason found 0.024%
Poor image 0.003%
Big X through person 0.002%
Box is crossed out 0.002%
Mark Outside Box 0.002%
Mark touches another box 0.002%
Stray mark or spot 0.001%

POP--Demographic Position reversed No reason found 0.056%
Spanish accents 0.036%
Mixed upper case & lower case 0.009%
Response written over 0.009%
Truncated 0.008%
Poor handwriting 0.006%
Rules not followed 0.005%
Response crossed out 0.004%
Character goes out field 0.002%
Poor image 0.001%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Demographic Wrong  character Poor handwriting 0.550% Very High

Spanish accents 0.265% Very High
Mixed upper case & lower case 0.070%
No reason found 0.070%
Rules not followed 0.058%
Decimal point 0.054%
Response written over 0.044%
Character goes out field 0.025%
Poor image 0.010%
Characters too close 0.006%
Response crossed out 0.005%
Big X through person 0.003%
Truncated 0.003%

POP--Demographic Wrong check-box Box is crossed out 0.033%
Mark touches another box 0.013%
Stray mark or spot 0.012%
No reason found 0.008%
Mark Outside Box 0.004%
Poor image 0.004%
Big X through person 0.002%

POP--Disability Extra check-box Box is crossed out 0.149% High
Poor image 0.147% High
Stray mark or spot 0.145% High
Big X through person 0.078%
No reason found 0.038%
Mark touches another box 0.003%
Mark Outside Box 0.002%

POP--Disability Missing check-box No reason found 0.007%
Box is crossed out 0.002%
Mark Outside Box 0.002%
Stray mark or spot 0.002%
Mark touches another box 0.001%

POP--Disability Wrong check-box Box is crossed out 0.021%
Big X through person 0.007%
Mark touches another box 0.006%
No reason found 0.006%
Stray mark or spot 0.006%
Poor image 0.003%
Mark Outside Box 0.002%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Education Extra check-box Poor image 0.450% Very High

Box is crossed out 0.303% Very High
Stray mark or spot 0.191% Very High
Big X through person 0.078%
No reason found 0.026%
Mark touches another box 0.016%
Mark Outside Box 0.003%

POP--Education Missing check-box No reason found 0.110% High
Stray mark or spot 0.005%
Box is crossed out 0.002%
Mark Outside Box 0.002%
Mark touches another box 0.002%
Poor image 0.002%

POP--Education Wrong check-box Box is crossed out 0.046%
Mark touches another box 0.013%
Stray mark or spot 0.013%
No reason found 0.007%
Poor image 0.003%
Mark Outside Box 0.002%

POP--Ethnic Added response Response crossed out 0.395% Very High
Spanish accents 0.106% High
Poor handwriting 0.093% High
Poor image 0.079%
Rules not followed 0.073%
Response written over 0.044%
Characters too close 0.043%
Big X through person 0.032%
No reason found 0.026%
Character goes out field 0.004%

POP--Ethnic Blanked response No reason found 0.074%
Poor handwriting 0.023%
Response crossed out 0.023%
Rules not followed 0.010%
Character goes out field 0.006%
Poor image 0.005%

POP--Ethnic Extra characters Rules not followed 0.281% Very High
No reason found 0.253% Very High
Response crossed out 0.052%
Poor handwriting 0.038%
Mixed upper case & lower case 0.034%
Poor image 0.020%
Character goes out field 0.014%
Big X through person 0.012%
Response written over 0.008%
Truncated 0.008%
Characters too close 0.004%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Ethnic Extra check-box Mark touches another box 0.071%

Big X through person 0.064%
Box is crossed out 0.054%
Poor image 0.036%
Stray mark or spot 0.030%
No reason found 0.006%
Mark Outside Box 0.001%

POP--Ethnic Missing characters No reason found 1.422% Very High
Truncated 0.144% High
Character goes out field 0.085% High
Poor handwriting 0.079%
Characters too close 0.033%
Rules not followed 0.022%
Response written over 0.020%
Mixed upper case & lower case 0.015%
Spanish accents 0.014%
Poor image 0.007%
Response crossed out 0.005%

POP--Ethnic Missing check-box No reason found 0.050%
Big X through person 0.011%
Stray mark or spot 0.011%
Mark touches another box 0.006%
Mark Outside Box 0.004%
Box is crossed out 0.001%

POP--Ethnic Position reversed Spanish accents 0.654% Very High
No reason found 0.181% Very High
Response crossed out 0.023%
Poor handwriting 0.011%
Rules not followed 0.008%
Mixed upper case & lower case 0.007%
Character goes out field 0.005%
Response written over 0.005%
Characters too close 0.002%

POP--Ethnic Wrong  character Poor handwriting 1.157% Very High
No reason found 0.198% Very High
Spanish accents 0.154% High
Big X through person 0.071%
Mixed upper case & lower case 0.071%
Truncated 0.061%
Response written over 0.034%
Decimal point 0.027%
Rules not followed 0.026%
Characters too close 0.022%
Response crossed out 0.018%
Character goes out field 0.011%
Poor image 0.009%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Ethnic Wrong check-box Big X through person 0.032%

Mark touches another box 0.005%
Box is crossed out 0.004%
No reason found 0.003%
Stray mark or spot 0.003%
Mark Outside Box 0.002%
Poor image 0.002%

POP--Income Added response Rules not followed 0.858% Very High
Response crossed out 0.147% High
Poor handwriting 0.085% High
Big X through person 0.063%
Response written over 0.047%
Characters too close 0.039%
Poor image 0.025%
No reason found 0.017%
Character goes out field 0.006%
Truncated 0.003%

POP--Income Blanked response No reason found 0.156% High
Rules not followed 0.040%
Big X through person 0.027%
Response crossed out 0.027%
Truncated 0.020%
Poor image 0.016%
Character goes out field 0.010%
Poor handwriting 0.009%
Response written over 0.007%

POP--Income Extra characters Decimal point 0.083%
No reason found 0.046%
Poor handwriting 0.036%
Response crossed out 0.031%
Rules not followed 0.031%
Poor image 0.024%
Big X through person 0.018%
Response written over 0.009%
Mixed upper case & lower case 0.005%
Character goes out field 0.003%
Spanish accents 0.001%

POP--Income Extra check-box Box is crossed out 0.195% Very High
Stray mark or spot 0.146% High
Poor image 0.144% High
Big X through person 0.069%
No reason found 0.049%
Mark touches another box 0.008%
Mark Outside Box 0.005%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Income Missing characters No reason found 0.360% Very High

Response written over 0.121% High
Character goes out field 0.040%
Poor handwriting 0.038%
Rules not followed 0.023%
Poor image 0.018%
Decimal point 0.017%
Response crossed out 0.008%
Truncated 0.007%
Characters too close 0.004%

POP--Income Missing check-box No reason found 0.010%
Poor image 0.003%
Big X through person 0.002%
Box is crossed out 0.002%
Stray mark or spot 0.002%
Mark Outside Box 0.001%

POP--Income Position reversed Poor handwriting 0.040%
No reason found 0.022%
Character goes out field 0.017%
Rules not followed 0.009%
Response written over 0.003%

POP--Income Wrong  character Poor handwriting 0.753% Very High
Rules not followed 0.318% Very High
Response written over 0.167% Very High
No reason found 0.098% High
Big X through person 0.043%
Character goes out field 0.019%
Characters too close 0.015%
Response crossed out 0.014%
Decimal point 0.010%
Poor image 0.006%
Mixed upper case & lower case 0.005%
Truncated 0.003%

POP--Income Wrong check-box Box is crossed out 0.031%
Stray mark or spot 0.007%
No reason found 0.006%
Mark Outside Box 0.002%
Mark touches another box 0.002%
Poor image 0.002%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Military Extra check-box Poor image 0.889% Very High

Stray mark or spot 0.223% Very High
Big X through person 0.145% High
Box is crossed out 0.138% High
No reason found 0.042%
Mark touches another box 0.016%
Mark Outside Box 0.005%

POP--Military Missing check-box No reason found 0.224% Very High
Poor image 0.018%
Box is crossed out 0.009%
Stray mark or spot 0.006%
Mark Outside Box 0.004%

POP--Military Wrong check-box Box is crossed out 0.029%
Stray mark or spot 0.014%
Mark touches another box 0.005%
No reason found 0.004%
Mark Outside Box 0.003%
Poor image 0.002%
Big X through person 0.001%

POP--Name Added response Spanish accents 0.016%
Big X through person 0.015%
Poor handwriting 0.014%
Response crossed out 0.014%
Characters too close 0.010%
Character goes out field 0.007%
Poor image 0.006%
Rules not followed 0.006%
No reason found 0.003%
Response written over 0.003%
Mixed upper case & lower case 0.002%
Truncated 0.002%

POP--Name Blanked response No reason found 0.063%
Poor handwriting 0.013%
Character goes out field 0.011%
Poor image 0.009%
Response crossed out 0.009%
Response written over 0.009%
Rules not followed 0.007%
Truncated 0.005%
Big X through person 0.004%
Mixed upper case & lower case 0.002%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Name Extra characters No reason found 0.137% High

Poor handwriting 0.034%
Poor image 0.028%
Rules not followed 0.016%
Response crossed out 0.014%
Mixed upper case & lower case 0.007%
Big X through person 0.006%
Character goes out field 0.005%
Response written over 0.005%
Truncated 0.004%
Characters too close 0.003%
Spanish accents 0.002%

POP--Name Missing characters No reason found 0.340% Very High
Truncated 0.102% High
Poor handwriting 0.066%
Rules not followed 0.065%
Character goes out field 0.016%
Characters too close 0.014%
Response written over 0.011%
Mixed upper case & lower case 0.009%
Spanish accents 0.009%
Poor image 0.008%
Big X through person 0.007%
Response crossed out 0.004%

POP--Name Position reversed No reason found 0.062%
Mixed upper case & lower case 0.007%
Poor handwriting 0.006%
Response written over 0.005%
Characters too close 0.003%
Poor image 0.003%
Rules not followed 0.003%
Character goes out field 0.002%
Truncated 0.002%

POP--Name Wrong  character Poor handwriting 1.848% Very High
No reason found 0.228% Very High
Mixed upper case & lower case 0.124% High
Spanish accents 0.073%
Poor image 0.062%
Response written over 0.032%
Character goes out field 0.028%
Characters too close 0.017%
Rules not followed 0.009%
Truncated 0.007%
Big X through person 0.004%
Response crossed out 0.004%
Decimal point 0.001%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Occupation Added response Poor image 0.029%

Rules not followed 0.028%
Big X through person 0.020%
Poor handwriting 0.012%
Response crossed out 0.011%
Response written over 0.010%
No reason found 0.008%

POP--Occupation Blanked response No reason found 0.074%
Poor handwriting 0.013%
Poor image 0.012%
Response crossed out 0.011%
Rules not followed 0.011%
Big X through person 0.010%
Response written over 0.008%
Character goes out field 0.004%
Truncated 0.001%

POP--Occupation Extra characters No reason found 0.328% Very High
Rules not followed 0.100% High
Poor handwriting 0.024%
Spanish accents 0.023%
Response crossed out 0.017%
Character goes out field 0.012%
Decimal point 0.007%
Big X through person 0.006%
Response written over 0.005%
Characters too close 0.004%
Truncated 0.004%
Mixed upper case & lower case 0.003%
Poor image 0.003%

POP--Occupation Extra check-box Poor image 0.385% Very High
Box is crossed out 0.364% Very High
Stray mark or spot 0.329% Very High
Big X through person 0.194% Very High
No reason found 0.052%
Mark touches another box 0.018%
Mark Outside Box 0.004%

POP--Occupation Missing characters Rules not followed 2.096% Very High
No reason found 0.935% Very High
Character goes out field 0.166% Very High
Truncated 0.128% High
Poor handwriting 0.095% High
Response written over 0.033%
Characters too close 0.024%
Poor image 0.008%
Response crossed out 0.005%
Mixed upper case & lower case 0.004%
Decimal point 0.003%
Big X through person 0.002%
Spanish accents 0.002%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Occupation Missing check-box No reason found 0.033%

Poor image 0.006%
Stray mark or spot 0.003%
Big X through person 0.002%
Box is crossed out 0.002%
Mark Outside Box 0.002%
Mark touches another box 0.002%

POP--Occupation Position reversed No reason found 0.170% Very High
Poor handwriting 0.011%
Poor image 0.006%
Rules not followed 0.005%
Character goes out field 0.003%
Mixed upper case & lower case 0.003%
Characters too close 0.002%
Response crossed out 0.002%
Response written over 0.002%
Truncated 0.002%

POP--Occupation Wrong  character Poor handwriting 1.303% Very High
No reason found 0.188% Very High
Rules not followed 0.084%
Mixed upper case & lower case 0.082%
Response written over 0.052%
Spanish accents 0.016%
Characters too close 0.012%
Character goes out field 0.011%
Poor image 0.008%
Response crossed out 0.008%
Truncated 0.005%
Big X through person 0.002%
Decimal point 0.002%

POP--Occupation Wrong check-box Box is crossed out 0.036%
Mark touches another box 0.013%
No reason found 0.009%
Stray mark or spot 0.009%
Mark Outside Box 0.005%
Poor image 0.005%
Big X through person 0.004%

POP--Race Added response Response crossed out 1.961% Very High
Poor handwriting 0.976% Very High
Big X through person 0.228% Very High
Rules not followed 0.183% Very High
No reason found 0.070%
Poor image 0.052%
Character goes out field 0.049%
Response written over 0.028%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Race Blanked response No reason found 0.184% Very High

Poor handwriting 0.060%
Poor image 0.041%
Rules not followed 0.034%
Response written over 0.031%
Character goes out field 0.029%
Response crossed out 0.028%

POP--Race Extra characters Response crossed out 0.404% Very High
Rules not followed 0.339% Very High
No reason found 0.314% Very High
Poor handwriting 0.166% Very High
Big X through person 0.080%
Characters too close 0.063%
Mixed upper case & lower case 0.058%
Character goes out field 0.055%
Response written over 0.039%
Poor image 0.036%
Truncated 0.033%

POP--Race Extra check-box Big X through person 0.086% High
Box is crossed out 0.051%
Stray mark or spot 0.035%
Poor image 0.022%
Mark touches another box 0.015%
No reason found 0.007%
Mark Outside Box 0.005%

POP--Race Missing characters No reason found 1.602% Very High
Truncated 0.891% Very High
Poor handwriting 0.269% Very High
Character goes out field 0.228% Very High
Characters too close 0.222% Very High
Response crossed out 0.056%
Rules not followed 0.056%
Mixed upper case & lower case 0.055%
Spanish accents 0.048%
Response written over 0.047%
Poor image 0.039%

POP--Race Missing check-box No reason found 0.065%
Stray mark or spot 0.040%
Mark touches another box 0.026%
Poor image 0.023%
Box is crossed out 0.004%
Big X through person 0.003%
Mark Outside Box 0.003%
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Field Category
Manner of

Misinterpretation Reason for Misinterpretation
Nonblank

Misinterpretation % Outlier
POP--Race Position reversed No reason found 0.247% Very High

Poor image 0.141% High
Poor handwriting 0.069%
Mixed upper case & lower case 0.052%
Truncated 0.029%

POP--Race Wrong  character Poor handwriting 3.047% Very High
No reason found 0.537% Very High
Spanish accents 0.252% Very High
Mixed upper case & lower case 0.207% Very High
Characters too close 0.161% Very High
Response written over 0.129% High
Truncated 0.105% High
Rules not followed 0.091% High
Character goes out field 0.060%
Decimal point 0.059%
Big X through person 0.047%
Response crossed out 0.045%
Poor image 0.043%

POP--Race Wrong check-box No reason found 0.008%
Mark touches another box 0.005%
Box is crossed out 0.003%
Mark Outside Box 0.003%
Stray mark or spot 0.003%

Special Housing Added response Poor handwriting 0.231% Very High
Character goes out field 0.098% High
No reason found 0.066%
Rules not followed 0.036%
Response crossed out 0.031%
Poor image 0.015%

Special Housing Blanked response No reason found 0.916% Very High
Character goes out field 0.082%
Rules not followed 0.067%
Poor handwriting 0.027%
Poor image 0.018%

Special Housing Extra characters Poor handwriting 0.047%
Poor image 0.044%
No reason found 0.032%
Response crossed out 0.012%

Special Housing Missing characters No reason found 0.104% High
Rules not followed 0.101% High

Special Housing Wrong  character Poor handwriting 0.135% High
Rules not followed 0.070%
No reason found 0.048%
Character goes out field 0.030%
Response crossed out 0.030%
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Appendix J:  Further Details on Significance Testing

In this appendix, we cover further details of how we test the factors in the various models for
statistical significance.  Since they are not needed to support the discussion in the results section,
it is more appropriate to discuss them here.  There are five questions we anticipate.

J.1  What theory does SAS PROC GLM use to produce the ANOVA tables?

SAS PROC GLM uses linear models theory.  To understand this theory, we recommend the
Graybill text in the reference list.  To understand how SAS PROC GLM implements linear
models theory, we recommend the SAS Institute text in the reference list.

J.2  Why are the factors called fixed?

The factors in an ANOVA table may be fixed or random.  Fixed means all the possible values of
a factor, or some constant subset of values that are particularly relevant, are allowed in the
analysis.  Random means a randomly chosen subset of the possible values is allowed.

Fixed factors are appropriate when the possible or relevant values are all known and the number
of them is considered manageable.  When the possible or relevant values are not all known, or
exist in an unmanageably large number, random factors are more appropriate.

J.3  What does it mean to say one factor is nested inside another?

The factors in an ANOVA table may be crossed or nested.  It depends on whether the values of
one factor can exist or be set without first specifying the values of the other.  If the values can
exist or be set independently, the two factors are said to be crossed if some or all of the possible
combinations of their values are included in the analysis.  If they cannot exist or be set
independently, the factor set last is said to be nested inside the factor set first.

An example of two factors that could be crossed is a person’s height and weight.  The factors
form and field are nested.  The field has no meaning without first knowing what the form is.  So
field is said to be nested inside form.

The crossed and nested factors must be appropriately identified to SAS so PROC GLM produces
the correct ANOVA table.

J.4  Why do Type III sum of squares identify if individual factors are significant?

The answer depends on the theory of estimable functions, a concept within the theory of linear
models.  We recommend the SAS Institute text in the reference list for a discussion of how this
concept works in SAS PROC GLM.  Broadly speaking, the sums of squares reflect how much of
the variation in the response variable can be associated with a factor.
There are four types of estimable functions.  These lead to four possible sums of squares.  The
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differences between the four types depend on two things.  One is whether we want to know a
variable’s net contribution after other factors are accounted for.  The other is whether the
combinations of the factor values occur in equal numbers in the analysis.

In our analysis, we want to know a factor’s contribution without first accounting for any other
factor.  Also, the factor values occur in unequal numbers of combinations.  Given these two
conditions, Type III sums of squares are the most appropriate of the four types.

J.5  What exactly is the response variable in the ANOVA table?

The results in an ANOVA table assume the response variable approximates a traditional set of
assumptions.  In our analysis, we are interested in error rates.  The error rates are in the form of
percents.  Percents do not follow the traditional assumptions.

The traditional assumptions tend to be better met if the percents are converted using the arcsine
root transformation.   The Hopkins item in the reference list provides details.  We applied this
transformation to our error rates.  The values resulting from the transformation are the response
variable in the ANOVA tables.

J.6  What is the way to walk through an ANOVA table?

Study the following two tables.  Our example is based on an imaginary experiment to understand
what factors affect the finished weight of a loaf of bread.  In our experiment, we have tried
different combinations of flour, water, oven temperature, and baking time.  The results in the
ANOVA tables are simulated for purposes of illustration.  

Table J6a.  Sample ANOVA For Overall Model     
             
                                                Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                        18             7200                  400.00          20.00      0.0002
Error                            7               140                    20.00                     
Corrected Total         25             7340                                   
                                 
In Table J6a, we are testing whether the combination of flour, water, oven temperature, and
baking time as a group have a significant effect on the finished weight of a loaf of bread.   The
finished weight is the response variable.  The flour, water, oven temperature, and baking time are
factors. Significant means that when one or more of the factors changes, a real change in the
response variable tends to follow.  By real, we mean a change too large to be considered a
coincidence.

 Table J6a has three rows: model, error, and corrected total.  As we vary the flour, water,
temperature, and time, we create different loaves, each with their own finished weight.  If we
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write down the finished weights after all the loaves are baked, we will see they will vary from
some minimum to some maximum value.   

What do the various columns mean?  We have just explained the terms under the column labeled
source.  The column labeled DF stands for degrees of freedom.  The degrees of freedom is
associated with how many different ways we manipulate the factors in our experiment.  The
more types of flour, quantities of water, number of baking times, and so on that we use the more
the degrees of freedom go up.  If we use fewer types of flour, fewer quantities of water, and so
on, the degrees of freedom will go down.  We prefer more degrees of freedom to fewer because
that means we are using a larger, more complex experiment to understand our response variable.

The column labeled sum of squares is designed to measure how much the finished weights vary
from lightest to heaviest.  The more they vary the higher the sum of squares will be.  The
calculation of the sums of squares depends on a complex mathematical formula.  More details
can be found in the Graybill item in the reference list.  We do not need to know them here for
our purposes.

The column labeled mean square is derived from the DF and sum of squares columns.  To obtain
the mean square for a row, we divide the sum of squares for that row by its DF or degrees of
freedom.  Only the rows for model and error will generate a mean square in Table J6a.

Mean square for model row = Sum of squares for model row / Degrees of freedom for model row
=
                                                7200 / 18  =  400.00.

Mean square for error row = Sum of squares for error row / Degrees of freedom for error row =
                                                140 / 7 = 20.00.

The column labeled F value is derived from the mean square column.  To obtain the F value, we
divide the mean square in the model row by the mean square in the error row.

F value = mean square for model row / mean square for error row = 400.00 / 20.00 = 20.00.

The column labeled Pr > F helps us conclude whether changes in the flour, water, temperature,
and time leads to a real change in the finished weight.  If these factors lead to a real change, the
Pr > F column will be close to zero.  If the change in the finished weight is just a coincidence,
the Pr > F column will be close to one.

There is no universal rule to say how close to zero we have to get before we conclude the change
in the finished weight is real.  The standard in our evaluation is to conclude the change in our
response variable is real if the Pr > F is less than 0.10.  In Table J6a, Pr > F is 0.0002.  By that
standard, we would say that as a group the flour, water, temperature, and time lead to a real
change in the finished weight.  This agrees with our common sense understanding of how to
bake bread.  We are now ready to walk through Table J6b.  This table is designed to tell us the
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individual contribution of flour, water, temperature, and time in affecting the finished weight of
our loaves of bread.

Table J6b.  Sample ANOVA For Individual Factors 
   
Source                                              DF     Type III SS     Mean Square    F Value     Pr > F 

Flour                                                    3         1000                     333.33          16.67       0.0014
Water                                                   4         3000                     750.00          37.50     <0.0001
Oven Temperature                               3           750                     250.00          12.50       0.0034
Baking Time                                        2           800                     400.00          20.00       0.0013
Oven Temperature x Baking Time      6             60                       10.00            0.50       0.7917       
 
We see in Table J6b a separate row for each of the four factors.  The last row is something we
have not discussed yet.  The last row measures the interaction of oven temperature and baking
time.  In ANOVA, the term interaction has a precise mathematical definition.  More details are
available in the Graybill item already mentioned.

To translate the mathematics into more common terms, we begin with the basic observation that
quite often a result requires two or more things to work together.  We need heat and oxygen for
fire, red and yellow to get orange, ice cream and soda to get a float, and so on.  When we
experiment, the factors we use can affect the response variable in one of two ways.

There can be an independent effect.  That means the factor operates in a certain way regardless
of what any of the other factors do.  There can be an interaction effect.  That means the way one
factor operates depends on what some other factor does. 

When a row lists two or more factors connected by a times sign, it measures the effect of all the
factors interacting together.  Table J6b shows only one row for an interaction, and that is all we
need to illustrate the concept.  In the real world, the rule is to see more than one interaction in a
table like J6b.

The column DF, degrees of freedom has the same general meaning as in Table J6a.  One aspect
that is different is in the row for the interaction.  The degrees of freedom for an interaction row is
the product of the degrees of freedom for the individual factors.

In the row for oven temperature, we see three degrees of freedom.   In the row for baking time,
we see two degrees of freedom.  So the degrees of freedom for the interaction of oven
temperature and baking time is two times three, or six.  The column Type III SS stands for Type
III sum of squares.  We have already explained this concept in the answer to question J.4.  The
concept of a sum of squares has the same general meaning here as in Table J6a.  Since Type III
SS is what we use in this evaluation, that is what we have picked for our example.  In a real
experiment, the sum of squares we use depends on how we design the experiment and whether
all the data we planned on are actually available by the time we are done.
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The column for mean squares is derived from the Type III SS and DF columns.  To obtain the
mean square for a row, just as in Table J6a, divide the Type III SS for that row by the degrees of
freedom.  A quick check will verify this is the case for Table J6b.

Since we are assessing individual factors and interactions, we need a separate F value for each
one.  To obtain it, we divide the mean square for a row by the mean square in the error row of
Table J6a.

F value for flour row = Mean square for flour row / Mean square for error row in Table J6a =
                                     750 / 20 = 37.50.

The remaining rows are easily checked to verify the F values.

The Pr > F column in Table J6b is interpreted the same as the Pr > F column in Table J6a.  
Using the same standard we applied for Table J6a, we conclude from the baking time x oven
temperature row that these two factors do not interact in a way that leads to a real change in the
finished weight of the loaf of bread.   In other words, the interaction is not significant.
The significance of interactions affects how we plan any follow up experiments.   The goal of a
follow up experiment would be to understand even better what influences the finished weight of
the bread.   If an interaction is significant, we normally favor “an all for one” policy for a follow
up experiment.  That means if we want the follow up experiment to include one of the factors
that make up an interaction, we have to include them all.

Since baking time and oven temperature do not interact, we have more freedom to include one
but not the other in any future experiment.  It is easier to plan follow up experiments when none
of the interactions are significant, but in real life that is more the exception than the rule.  To
keep our example simple, we have allowed no significant interactions.  We can focus our
attention on the rows of Table J6b that list only the name of a single factor.  The Pr > F values
for all these rows are less than 0.10.  We conclude that each one when manipulated contributes
to a real change in the finished weight.

We note that the flour and water have a higher type III sum of squares than the oven temperature
or baking time.  We interpret this to mean that a change in the type or amount of the ingredients
has a greater influence on the finished weight than how we bake the loaf.  This again agrees with
our common sense understanding.  In a real experiment, we are free to make similar
interpretations.  If we do not understand at least roughly how the factors should affect the
response variable, we should consider such interpretations tentative until we can confirm them in
follow up experiments.
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Appendix K: Significance Testing Including All 27,254 Regional Census
Center Error Rates

In this appendix, we test factors for statistical significance in analyzing the nonblank hard and
soft match error rates by Census 2000 regional census center.  We include all 27,254 RCC error
rates.  As explained in section 4.7, we excluded 9,071 error rates from the analysis there. 
Otherwise, it would not have been possible to identify any outlying error rates.

In this section, we distinguish between person and nonperson fields as discussed in section 4.4.1.

 Our factors for testing statistical significance are Census 2000 regional census center, form,
field, field category, and person number.  We regard these factors as fixed.  For more details
about the significance testing, see Appendix J. 

We analyze nonperson fields for statistical significance separately from person fields.  For
nonperson fields, our model is 

• field nested within field category,
• field category nested within form, and
• regional census center crossed with field.

For person fields, our model is 

• person number nested within field, 
• field nested within field category,
• field category nested within form, and
• regional census center.

We compare the findings of this analysis with the testing for significance discussed in section
4.7.3 and 4.7.4.

The notation and interpretation of the output in this section is that of an ANOVA table.  PROC
GLM in SAS version 8.2 was used to test for significance.  The significance level for testing is
10 percent.  Overall significance of all factors in the model may be judged by looking at the “Pr
> F” value in the line for “Model.”  Values less than 0.10 indicate overall significance.  

The significance of individual factors may be judged by looking at the “Pr > F” value in the line
for each factor in the Type III SS section.  Values less than 0.10 indicate an individual factor is
significant.  Significant results are highlighted in bold faced type under the “Pr > F” column. 
For a detailed walk through of a sample ANOVA table, see Appendix J.
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Table K1a.  ANOVA For Nonblank Error Rates For Nonperson Fields, Overall Model     
             
                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      770      99175.1843        128.7989           18.74     <0.0001
Error                        765        5256.8075            6.8716                     
Corrected Total     1535    104431.9917                                     

Table K1b.  ANOVA For Nonblank Error Rates For Nonperson Fields, Individual Factors 
   
Source                              DF     Type III SS     Mean Square    F Value     Pr > F 
 
Form                                 11      976.869493       88.806318         12.92      <0.0001
Field Category                  12      626.705612       52.225468           7.60      <0.0001
Field                                  NA      NA    
RCC                                  11      322.558557       29.323505           4.27      <0.0001
Field*RCC                      673    2320.567300         3.448094           0.50        1.0000

For nonperson fields, the largest factor significantly affecting the nonblank error rate is
form. There are significant secondary contributions of field category and region.   The
structure of the data set did not allow SAS to test field for significance.   In terms of the
significant factors and their relative impact on the nonblank error rate, these results agree
with the analysis excluding outliers in section 4.7.3.

Table K2a.  ANOVA For Nonblank Error Rates For Person Fields, Overall Model    
            
                                                 Sum of
Source                      DF         Squares       Mean Square    F Value    Pr > F

Model                      816       170522.4264        208.9736       12.63     <0.0001
Error                    24901       412136.1935          16.5510                     
Corrected Total   25717       582658.6198                                     
                              
Table K2b.  ANOVA For Nonblank Error Rates For Person Fields, Individual Factors

Source                              DF     Type III SS     Mean Square    F Value     Pr > F 

Form                                 10         823.33204         82.33320          4.97       <0.0001
Field Category                  50       2600.65775         52.01316          3.14       <0.0001
Field                                   NA        NA    
Person Number                  NA        NA   
RCC                                  11     12862.19913     1169.29083        70.65       <0.0001
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There is an overall significant relationship between the nonblank error rate and the factors
included in our model.  For person fields, the largest factor significantly affecting the
nonblank error rate is  regional census center.  There are significant secondary
contributions of form and field category.  The structure of the data set did not allow SAS to
test field and person number for significance.  

We did not include a test for the interaction of regional census center and field in the person field
analysis. Unlike the nonperson analysis, the memory resources available to SAS did not allow
enough capacity to test the model with this interaction included.

The results do not agree with the analysis in section 4.7.4, but the same factors are significant. 
There field category is the largest significant contributor.  Form and regional census center are
the significant secondary contributors.  

Including all 27,254 RCC error rates does not change the conclusions of the nonperson field
analysis.  The person field analysis disagrees in the relative contributions of the significant
factors. It is reassuring that the more comprehensive analysis turns up the same set of significant
factors, however.  We prefer to follow the analysis in section 4.7.4 in terms of what is the largest
significant factor for the person field analysis. 
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Appendix L: Field Category Nonblank Error Rates by Regional Census
 Center, Broken Out By Respondent-Returned vs. Enumerator-Returned

Forms

In this appendix, we provide a more detailed break out of the field category nonblank error rates
within the Census 2000 regional census centers.  Within each category, we show the rates for
respondent-returned and enumerator-returned forms.  Some readers of evaluation K.1.B have
requested this more detailed break out to support their own analyses.  Partly because of time
constraints and partly because of the scope of the study plan for evaluation K.1.B, we have not
undertaken any analysis of our own.  Some field categories do not appear in this table because
they did not exist on both respondent-returned and enumerator-returned forms.

Table L1.  Field Category Nonblank Error Rates by Regional Census Center, Broken Out By
Respondent-Returned vs. Enumerator-Returned Forms
Region Field Category Respondent

Nonblank Error
Rate

Enumerator
Nonblank Error

Rate

Respondent
Nonblank Record

Count

Enumerator
Nonblank Record

Count
21 Housing Profile 1.641% 1.280% 432,568 203,872

POP--Demographic 1.022% 1.066% 1,191,787 422,376
POP--Disability 0.599% 0.887% 251,053 87,997
POP--Education 1.235% 1.671% 106,535 36,565
POP--Ethnic 1.607% 0.797% 138,712 48,571
POP--Income 1.377% 1.019% 305,343 93,991
POP--Military 1.095% 3.063% 45,656 13,941
POP--Name 2.445% 4.308% 399,185 181,978
POP--Occupation 2.186% 2.324% 548,641 189,480
POP--Race 0.735% 0.575% 108,965 34,613

22 Housing Profile 1.267% 1.446% 219,072 146,464
POP--Demographic 1.064% 1.086% 758,743 398,503
POP--Disability 0.687% 0.779% 141,385 80,577
POP--Education 1.624% 1.753% 58,992 31,823
POP--Ethnic 2.320% 1.024% 101,693 52,535
POP--Income 1.623% 0.958% 169,964 83,964
POP--Military 1.247% 2.692% 24,142 11,739
POP--Name 3.394% 6.173% 253,013 152,930
POP--Occupation 2.711% 2.434% 298,127 150,830
POP--Race 1.852% 0.879% 73,593 39,833

23 Housing Profile 1.333% 1.309% 162,427 151,668
POP--Demographic 1.009% 1.147% 387,485 240,296
POP--Disability 0.306% 0.556% 44,392 14,376
POP--Education 1.226% 1.850% 13,784 17,024
POP--Ethnic 3.034% 1.564% 39,481 9,080
POP--Income 2.515% 0.857% 72,514 23,445
POP--Military 2.556% 1.478% 3,599 5,141
POP--Name 2.695% 5.675% 209,041 137,853
POP--Occupation 3.246% 2.714% 215,077 79,999
POP--Race 0.355% 0.675% 20,581 3,703
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Region Field Category Respondent
Nonblank Error

Rate

Enumerator
Nonblank Error

Rate

Respondent
Nonblank Record

Count

Enumerator
Nonblank Record

Count
24 Housing Profile 1.849% 1.096% 103,762 183,019

POP--Demographic 1.184% 0.978% 364,414 241,735
POP--Disability 0.354% 0.807% 119,911 9,540
POP--Education 1.835% 1.288% 17,281 14,987
POP--Ethnic 3.460% 0.301% 37,201 3,656
POP--Income 2.404% 0.645% 82,965 15,511
POP--Military 0.498% 0.610% 16,266 11,151
POP--Name 2.550% 4.342% 244,845 150,835
POP--Occupation 2.620% 2.118% 338,412 29,975
POP--Race 22.541% 0.529% 244 9,262

25 Housing Profile 1.431% 1.496% 499,136 240,003
POP--Demographic 1.055% 1.108% 1,348,808 526,983
POP--Disability 0.972% 1.321% 296,510 110,024
POP--Education 1.804% 2.138% 123,000 45,550
POP--Ethnic 1.747% 0.626% 159,906 60,047
POP--Income 1.664% 1.373% 365,204 117,708
POP--Military 1.515% 4.539% 52,943 17,824
POP--Name 2.679% 4.412% 473,823 220,653
POP--Occupation 2.414% 2.452% 673,830 233,572
POP--Race 1.078% 0.455% 115,148 45,029

26 Housing Profile 1.271% 1.515% 565,027 272,520
POP--Demographic 0.934% 1.360% 1,415,325 525,051
POP--Disability 0.684% 0.769% 329,904 113,593
POP--Education 1.382% 2.342% 134,266 47,531
POP--Ethnic 1.335% 0.624% 160,542 55,494
POP--Income 1.487% 1.061% 405,510 121,819
POP--Military 1.148% 4.201% 59,501 18,947
POP--Name 2.219% 4.596% 488,242 217,764
POP--Occupation 2.185% 2.243% 741,434 244,475
POP--Race 0.841% 0.364% 115,286 40,138

27 Housing Profile 1.412% 1.230% 185,741 159,338
POP--Demographic 1.154% 1.077% 331,851 225,740
POP--Disability 0.806% 0.358% 45,127 36,565
POP--Education 1.394% 2.524% 53,798 18,663
POP--Ethnic 3.747% 0.424% 29,252 24,769
POP--Income 1.940% 0.546% 91,793 39,896
POP--Name 2.831% 5.913% 233,229 115,193
POP--Occupation 3.497% 2.787% 221,955 51,493
POP--Race 0.964% 0.496% 21,679 6,854
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Nonblank Record
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28 Housing Profile 1.222% 1.224% 523,199 325,729

POP--Demographic 0.928% 1.009% 1,476,372 687,891
POP--Disability 0.709% 0.705% 281,337 132,016
POP--Education 1.395% 1.695% 123,457 56,283
POP--Ethnic 1.082% 0.528% 165,650 75,051
POP--Income 1.731% 0.956% 351,461 150,684
POP--Military 1.393% 3.077% 56,068 22,979
POP--Name 2.323% 3.906% 521,761 288,089
POP--Occupation 2.131% 1.983% 619,207 280,694
POP--Race 0.705% 0.351% 131,311 56,359

29 Housing Profile 1.541% 1.221% 46,270 259,348
POP--Demographic 0.846% 1.141% 111,336 479,861
POP--Education 0.844% 2.362% 17,899 28,114
POP--Income 2.588% 0.805% 20,752 54,518
POP--Name 2.778% 5.115% 104,279 232,850
POP--Occupation 4.827% 2.507% 51,321 115,324

30 Housing Profile 1.378% 1.344% 436,725 302,517
POP--Demographic 0.969% 1.072% 1,322,472 700,481
POP--Disability 0.721% 0.768% 250,336 135,392
POP--Education 1.474% 1.559% 111,514 59,190
POP--Ethnic 1.503% 0.555% 155,519 80,297
POP--Income 1.785% 0.990% 305,814 149,462
POP--Military 1.307% 2.985% 47,821 21,947
POP--Name 2.638% 4.310% 462,640 282,908
POP--Occupation 2.209% 2.073% 528,822 272,636
POP--Race 1.204% 0.586% 118,625 61,981

31 Housing Profile 1.272% 1.378% 373,876 225,898
POP--Demographic 0.926% 1.128% 1,067,827 498,593
POP--Disability 0.699% 0.793% 220,161 97,212
POP--Education 1.474% 2.321% 89,215 41,268
POP--Ethnic 1.466% 0.544% 130,457 56,407
POP--Income 1.440% 0.939% 268,348 107,772
POP--Military 1.273% 4.034% 39,818 16,162
POP--Name 2.274% 4.173% 370,324 202,000
POP--Occupation 2.289% 2.202% 492,417 208,448
POP--Race 1.131% 0.681% 93,696 45,799

32 Housing Profile 1.747% 1.286% 109,440 137,508
POP--Demographic 1.269% 1.154% 421,316 174,596
POP--Disability 0.503% 0.430% 85,706 26,757
POP--Education 2.136% 1.989% 34,172 27,000
POP--Ethnic 3.399% 1.269% 39,539 5,912
POP--Income 2.131% 0.678% 82,548 17,556
POP--Name 2.986% 6.866% 290,799 105,118
POP--Occupation 4.201% 2.720% 116,656 33,089
POP--Race 1.356% 0.934% 76,472 22,810
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Appendix M: Glossary of Terms

In this appendix, we gather and define certain terms in this evaluation that are special purpose or
frequently used.

Analysis of Variance See ANOVA.

ANOVA Short for Analysis of Variance.  A statistical technique for
determining whether change in a factor or group factors is
associated with a real change in a response variable of
interest.   Also a short hand reference to the table in which
the results of the technique for a particular application are
shown.

Arcsine root transformation A transformation recommended for raw data in the form of
percents or proportions so that the traditional assumptions
of ANOVA are more closely met.  The transformation used
in this evaluation before analyzing the nonblank error rate
with ANOVA.  See Appendix J.

Automated data capture Data capture performed automatically with minimal or no
human intervention beyond loading or unloading of the
forms during processing.

Automated technology A system combining some form of automated data capture
with some form of image technology.

Capture (1) To reproduce content  (2) To discern intent, exactly or
to a reasonable approximation.

Census form Any of the questionnaires in paper or other media that are
used by the Census Bureau to enumerate and characterize

the
population of the United States.

Check-box field A field on a census form in which the respondent is forced
to select from a standard set of choices.  The selection is
shown by a “X”, check mark, or like symbol.

Chi square The name of a statistic and a technique used to analyze
Table 8 in section 4.4.5.  See Appendix H.

Conditional probability The probability of an event given that some other condition
aready exists.
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Confidence interval A interval constructed in such a way that its end points can
be expected to bound the true value for some population
characteristic some minimum percentage of the time.  Time
is usually understood to be over some indefinite, long run
period.

Content The string of characters forming a response on a census
form.

Context value The content of a field as captured.   In the case of
automated data capture, also the content after removal of
extraneous characters inserted by the data capture system.

Crossed One of the possible relationships between two or more
factors in an ANOVA.  See Appendix J.

Data capture In general, any method of transferring the responses on a
census form to a medium that supports easy retrieval and
analysis of the data.

Data Capture Center See DCC.

Data capture error Any instance of a hard match error, soft match error, or
misinterpretation.

Data capture mode The ways responses were captured during Census 2000:
KFI, OCR, or OMR.

DCC One of four locations at which responses were captured
from Census 2000 forms.  For the names of the locations
see section 4.6.1.

Degrees of Freedom See DF.

DF Short for degrees of freedom.  One of the possible
components of an ANOVA table.  See Appendix J.

Enumerator An employee of the Census Bureau obtaining household
responses to a census form by directly contacting the
household.

Error (1) A hard or soft match error.  (2) In an ANOVA table, a
row summarizing the impact on the response variable of all
factors not included in the model row.   See Appendix J.

Error rate In this evaluation, the percentage of times a given field’s or
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group of fields’ captured content disagrees excessively
with that on the corresponding census forms.

Evaluation file The file containing the manually keyed responses from all
the census forms included in the sample for this evaluation. 
This keying took place after Census 2000 processing and
reproduced the entire content of the questionnaires.  It is
distinct and independent of any remedial keying that took
place during Census 2000 processing after the automated
technology rejected the content for a field.

Evaluation truth value See truth value.

F value One of the possible components of an ANOVA table.  See
Appendix J.

Factor One of the variables manipulated in an experiment to
determine its impact on the response variable.  The data
from such an experiment can be analyzed via ANOVA.  As
in this evaluation, the manipulation can be in the form of
post hoc cross classification of a data set by the variables of
interest.

Field Short for field name.  Any single question or request for
data on a census form.  Also any single part of a multiple
part question or data request.

Field category One of the thirteen groups of related fields
constructed for data analysis purposes in this
evaluation.  A list appears in Appendix B.

Fixed A way of classifying a factor for ANOVA.  See Appendix
J.

Form See census form. 

Hard match error The failure for the content of a check-box field as
reproduced in data capture to match the content as it exists
on the census form.

Imaging technology Collectively all the technical means of high speed
electronic reproduction of census responses originally
recorded on a physical medium such as paper.
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Intent The content of a field as the respondent or enumerator
meant to put it on the form.

Intent of the respondent See intent.

Interaction A way two or more factors can affect a response variable. 
See Appendix J.

Key From Image See KFI

Key From Paper See KFP

KFI Short for Key From Image.  The manual keying of the
responses to a census form using an electronic reproduction
of the original.

KFP Short for Key From Paper   The manual keying of the
responses to a census form using the original paper form.

Long form Any of the census forms which record the information
asked on the short form and in addition ask additional
questions relating to education, income, occupation,
housing characteristics, and similar socioeconomic
characteristics of the household.  A list of the long forms
used in this evaluation appears in Appendix A.

Mailout/mailback Any census form mailed to and mailed back by the people
in the household providing the responses.

Manner of misinterpretation The various ways in which a data capture process may not
capture what the respondent or enumerator meant to say. 
This includes ways that are caused by an action or omission
of the respondent or enumerator.  They are described in
Tables 43 and 45 of section 4.11.4.

Mean square One of the possible components of an ANOVA table.  See
Appendix J.

KFI The manual keying of responses that are rejected by the
automated data capture and imaging technology.  This
keying takes place during census processing and is distinct
from the keying used to create the evaluation file for our
report.
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KFI impact The impact of KFI on the ability to correctly capture what
the respondent or enumerator meant to put on a form.  For
an explanation of the possible impacts, see Table 27 in
section 4.8.1.

KFI redundancy A case of sending content to KFI unnecessarily.  For an
explanation of the different ways this can happen, see
Table 27 in section 4.8.1.

KFI redundancy rate The percentage of times a field or group of fields is sent to
KFI unnecessarily.

Misinterpretation A failure to capture what the respondent or enumerator
meant to indicate.   If the respondent or enumerator
recorded something other than what they meant, say for
example by a misspelling, it is still a misinterpretation if
the content recorded on the form is accurately captured.  In
this evaluation, we relied on clerical evaluators using
predefined rules to judge the intent of the respondent.

Misinterpretation rate In this evaluation, the percentage of a field or group of
fields whose content does not reflect the intent of the
respondent or enumerator.

Model In an ANOVA table, a row summarizing the collective
impact of a group of factors on the response variable.  See
Appendix J.

Nested One of the possible relationships between two or more
factors in an ANOVA.  See Appendix J.

Nonblank error rate An error rate whose numerator is the number of times
nonblank content was captured with a soft or hard match
error.  The denominator is the number of times nonblank
content was captured.  Generally calculated on a field or
field category basis.

Nonparametric Statistical estimation, modeling, analysis, etc. without
assuming the data follow any particular probability
distribution.

OCR Short for Optical Character Recognition.  The automated
electronic capture of the content of a write-in field on a
census form.

OMR Short for Optical Mark Recognition.  The automated
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electronic capture of the content of a check-box field on a
census form.

Optical Character Recognition See OCR.

Optical Mark Recognition See OMR.

Outlier A data value not typical of the others in a data set. 
Generally values for a data set that are much smaller or
larger than usually expected.   See Appendix F for how we
calculate outliers in this evaluation.

Person Number A number to indicate which person in a household a
particular response is for.  On census forms, the responses
for separate persons are grouped into sections labeled
Person 1, Person 2, and so on.

Pr > F One of the possible components of an ANOVA table.  See
Appendix J.

Random A way of classifying a factor for ANOVA.  See Appendix
J.

RCC See Regional Census Center

Reason for misinterpretation The reasons why a particular manner of misinterpretation
takes place.  They are described in Tables 44 and 46 of
section 4.11.4.

Regional Census Center One of the twelve offices one level below Suitland, MD,
headquarters that managed Census 2000.  Abbreviated
RCC. For the areas covered by the regions, see section
4.1.9.

Response variable In general, a variable we wish to understand or control.  In
this evaluation, usually the nonblank error rate as
transformed in the manner explained in Appendix J.

SAS Commercial statistical package used at the Census Bureau,
short for Statistical Analysis System.

Short form Any of the census forms which record only the names,
ages, gender, race, and ethnicity for the members of a
household.  A list of the short forms used for this
evaluation appears in Appendix A.
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Soft match algorithm The computer program used in Census 2000 to determine if
the content of a write-in field after data capture diverged
within acceptable bounds from the way it exists on the
census form.  See Appendix G for details.

Soft match error The failure for the content of a write-in field as reproduced
in data capture to diverge within acceptable bounds from
how it exists on the census form.

Source One of the possible components of an ANOVA table.  See
Appendix J.

Statistical Analysis System See SAS.

Statistically significant An effect on a response variable that is too large to be a
coincidence according to some predefined standard.  See
Appendix J.

Sum of Squares One of the possible components of an ANOVA table.  See
Appendix J.

Total error rate An error rate in which the numerator is the number of times
nonblank content was captured with a soft or hard match
error.  The denominator is the number of times any content
was captured, blank or nonblank.  Generally calculated on a
field or field category basis.

Truth value Also called evaluation truth value.  The judgement of the
clerical evaluators mentioned in section 2.1 as to what the
respondent or enumerator meant to put in a field.

Type III SS One of the possible components of an ANOVA table.  See
Appendix J.

Update/leave Any census form left by an employee of the Census Bureau
at a household.  The household is expected to fill out and
mail back the form.  If it is necessary to leave a form
because the household’s address was not in the Census
Bureau address files, the employee records the address so
these files can be updated.

Write-in field A field on a census form that permits a free form answer. 
The response is written, hopefully, but not always, in the
space provided on the form.
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EXECUTIVE SUMMARY

This evaluation looks at three Decennial Response File processes:  linking and the setting of
housing unit status and expected household size.  The Decennial Response File is the first in a
series of files, which ultimately produces final census population counts.  Errors at this step,
including omissions, deletions, and misclassifications, may impact subsequent files.
    

A return represented a single household enumeration.  A return consisted of one or more
Decennial Response File household forms.  For example, we linked an enumerator continuation
form to its parent enumerator form to create one return.  Similarly, we linked a Be Counted Form
for a partial household to a mail return form if we identified the Be Counted Form as the mail
return’s "continuation," containing information on the additional household members for which
there was no room on the mail return questionnaire.  

In mailback areas, the use of two forms to enumerate large households—requiring linking—
most commonly occurred in the Nonresponse Followup and Coverage Improvement Followup
operations.  Typically the two forms were an enumerator first form and an enumerator
continuation form.

Large households on mail returns generally did not involve linking.  We produced a composite
record for these large households from the originating mail return and a Coverage Edit Followup
telephone interview.  The Coverage Edit Followup interview collected census data for members
of mail return households for which there was no room on the mailback questionnaire.  

We assigned to each return a housing unit status and if we determined the status to be occupied
an expected household size.  Then, we applied the Primary Selection Algorithm, a computer
program run on the Decennial Response File to select one return to represent each housing unit
in the census, if multiple returns were present for a housing unit.  The setting of housing unit
status and expected household size occurred as follows:

  
! If there was sufficient information to determine the housing unit status, we set the

housing unit status to occupied, vacant, or delete.  If a housing unit was occupied, we set
expected household size based on all available information, such as the following: total
number of valid person records, number of names on the census questionnaire roster, the
respondent-reported household size, and the enumerator-reported household size (also
referred to as the Interview Summary Population).  If there was insufficient information
on household size, we set expected household size to unresolved. 

! When there was insufficient or conflicting information on the housing unit status, we set
the housing unit status and expected household size to unresolved.  

This evaluation presents the results from the linking of census forms and the setting of housing
unit status and expected household size.  First, we linked household forms—usually no forms
were linked—to identify the combination that constituted a single return.  After the linking
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process, we assigned to each return a housing unit status and if we determined the status to be
occupied an expected household size.

Results
  
Of 129,389,529 returns, 1,387,085 returns, or 1.07 percent, were linked; that is, they were
returns comprised of two or more forms.  Of these, 39,108 returns, or 2.82 percent, had three or
more forms.  

The type of enumeration area with the highest rate of linked returns was in Update/Enumerate:
41,559 of 1,052,591 returns, or 3.95 percent.  Large households probably caused this result. 
Most linked returns, 1,384,233 returns  or 99.79 percent, were comprised of an enumerator first
and an enumerator continuation form.  Enumerators used this combination of forms to enumerate
large households in the List/Enumerate, Update/Enumerate, Nonresponse Followup, and
Coverage Improvement Followup operations.  Linkage rates comparable to Update/Enumerate
did not occur in List/Enumerate probably because of a processing error.  Enumerator
continuation forms in List/Enumerate—along with Update/Leave adds and Update/Enumerate
adds—were erroneously omitted from the Decennial Response File.
  
Of 129,389,529 returns, 1,318,350 returns, or 1.02 percent, had either an unresolved expected
household size or an unresolved housing unit status.  The three unresolved categories were the
following:  Occupied with Unresolved Population Count, Unresolved Occupied/Vacant, and
Unresolved Occupied/Vacant/Delete.
  
We sent mail returns to Coverage Edit Followup if there was an inconsistency in household size,
leaving few self-response returns unresolved.  

A programming error affected the status resolution for some Vacant enumerator returns.
Mistakenly, we recoded any Interview Summary Population of 0 to blank.  As a result, we may
have classified up to 133,438 Vacant returns as Deletes and up to 258,963 Vacant returns as
Unresolved Occupied/Vacant.  As many as 145,367 housing units of the 191,826 housing units
in the census that had their occupancy status imputed, or 75.78 percent of housing units that had
their occupancy status imputed, may have been affected by this latter error.

We had 712,858 unresolved enumerator returns, or 1.51 percent of all enumerator returns
(329,895 returns were Occupied with Unresolved Population Count; 329,266 returns were
Unresolved Occupied/Vacant; and 53,697 returns were Unresolved Occupied/Vacant/Delete).
Prominent results concerning these unresolved enumerator returns were as follows:

! The biggest reason for Occupied with Unresolved Population Count returns was an
Interview Summary Housing Unit Status of Occupied and an Interview Summary
Population of “POP unknown.”

 
! Most Unresolved Occupied/Vacant returns were returns with one or more valid
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person records, an Interview Summary Housing Unit Status of Vacant, and a blank
Interview Summary Population.

! Most of the Unresolved Occupied/Vacant/Delete returns had no valid person records.  All
returns with no valid person records had an Interview Summary Housing Unit Status of 
Delete and an Interview Summary Population of greater than 0 or “POP unknown.”  

These results highlight confusion in filling the Interview Summary boxes.  The challenges in
filling out the Interview Summary boxes could be manifold:  insufficient training in how to
complete this section, limited information from proxies, conflicting data, seasonal vacants or
other confusing situations, unclear dependency between the Interview Summary boxes, or
omissions.  Also not capturing data or misinterpreting scanned images could have contributed to
unresolved enumerator returns.
  
For Occupied self-response (restricted to paper mailback questionnaires) and enumerator returns,
setting the expected household size was usually straightforward.  For 74,725,437 self-response
returns, or 93.71 percent, the number of valid person records and roster names corresponded to
the respondent-reported household size.  For enumerator returns, most household size measures
also were consistent.  This can be seen in the following results for enumerator returns:

! For linked returns or unlinked returns that had the “continuation form(s) attached” box
checked and the expected household size equal to the Interview Summary Population,
1,475,382 returns, or 99.11 percent, had the same Interview Summary Population and
respondent-reported household size.

! For unlinked returns with the Interview Summary Population less than or equal to five
26,897,133 returns, or 99.52 percent, had the same Interview Summary Population,
number of valid person records, and respondent-reported household size. 

! For unlinked returns with the Interview Summary Population greater than five and the
respondent-reported household size greater than five, 68,599 returns, or 99.58 percent,
had the same Interview Summary Population and respondent-reported household size.

Recommendations

We recommend attempting to link only enumerator first and enumerator continuation forms, if
such forms exist in the future.  Doing so would simplify the linking process, cause very little loss
of data, and would have almost no effect on the population counts.  
  
We recommend a redesigned Interview Summary Section, if this section exists in the future, to
improve the consistency of responses. 

We recommend using Mobile Computing Devices to help ensure data capture and consistency of
responses.
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1.BACKGROUND

1.1 The 1990 Census

 
The 1990 Census household questionnaire had space to report demographic characteristics for
one to seven people.  The Census Bureau followed up by telephone or through a personal visit all
households that returned their census form by mail with evidence of seven or more household
members.  We collected demographic information on a continuation form for any additional
people.  Large households encountered during Nonresponse Followup also had more than one
form completed for them.  The Search/Match process could also generate questionnaires for
housing units.  Search/Match attempted to place people who were not counted during the regular
data collection where they said they belonged, working from Were You Counted forms and
various other inputs.

The Primary Selection Algorithm, a computer program run on the data capture files, selected the
form or forms representing each housing unit in the census.  A part of that process was to
determine whether the selected main form (containing the householder) had related continuation
forms that should be selected also.  The decision to select related continuation forms relied on
the housing unit population count from the selected main form.  The results of the Primary
Selection Algorithm determined the final expected household size.  We used field-keyed
Interview Summary information to settle inconsistencies in the household status and expected
household size.

1.2 Census 2000 Dress Rehearsal

Identifying the main, or parent, records and their associated continuation records became the first
step in the process that created the Census 2000 Dress Rehearsal Decennial Response File.  The
linking process started with individual census forms and created housing unit returns by
combining the individual forms as necessary.  In most instances, the housing unit returns created
by the linking process were comprised of a single census form.

For the first time, the linking process was a separate step from the Primary Selection Algorithm. 
This was done because of the large number of different forms and because of the increased
possibility that forms not designed as continuation forms would be used as continuation forms
by respondents attempting to complete the enumeration of their households.  

The design of the dress rehearsal forms had significantly increased the number of households
considered to be "large" (i.e., households with more members than could be accommodated by a
single census form).  Census dress rehearsal questionnaires contained only enough room to
accommodate households of one to five people.  Large mail return households were sent special
questionnaires called Large Household forms on which they were asked to report the information
of those household members for whom there was no room on the original form.  It was necessary
to link these special forms with the initial mail return questionnaire.
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In the dress rehearsal, there were examples of forms used incorrectly as continuation forms. 
Respondents used replacement forms mailed to every address in the mail-out universe as
continuation forms.  Respondents used Be Counted Forms (BCFs) made available to people in
public places as continuation forms.  Enumerators used first forms as continuation forms instead
of enumerator continuation forms.  In some cases enumerators accepted mail return
questionnaires during Nonresponse Followup and used the enumerator first form or an
enumerator continuation form as a continuation form for the mail return. 

To accomplish the linking, we established a form-based expected household size, based solely
on the information available for the individual form.  We used these form-based expected
household sizes to decide which forms should be linked together to represent a single
enumeration of the household, known as the housing unit return.  Next, we determined the
expected household size for each housing unit return.  We used field-keyed Interview Summary
information to settle inconsistencies in the household status and expected household size.

1.3 Census 2000

The Census 2000 enumerator questionnaire allowed the enumerator to report demographic
characteristics for one to five people, and for more than five people on enumerator continuation
forms.  We used a process very similar to dress rehearsal in Census 2000 to link forms and
establish an expected household size.  The purpose of linking the Decennial Response File
household forms was to identify the combination of household forms that constituted a single
return.  The linking process started by identifying one form at a housing unit as the parent form
and then determined if other forms (child forms) should be linked to the parent form to form a
return.  Enumerator continuation forms and partial BCFs were not eligible to be parent forms. 
We did not link forms resulting from Computer-Assisted Telephone Interview (CATI)
operations (Telephone Questionnaire Assistance (TQA) reverse-CATI, Coverage Edit Followup)
because of the ability of these operations to entirely enumerate large households.  

A return represented a single household enumeration.  A return consisted of one or more
Decennial Response File household forms.  For example, we linked one or more enumerator
continuation forms to their parent enumerator form to create one return.  Similarly, we linked a
BCF for a partial household to a mail return form if we identified the BCF as the mail return’s
"continuation," containing information on the additional household members for which there was
no room on the mail return questionnaire.  

Unlike the dress rehearsal linking process, the census mail return linking process did not involve
Large Household forms.  The Coverage Edit Followup interview collected census data for
members of mail return households for which there was no room on the mailback questionnaire
(which collected demographic characteristics for one to six people).  This process produced a
composite record—not considered a linked return—that combined the information from the
originating mail return with the telephone interview information, eliminating the need to link
forms for households with more than six people.
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Next we assigned to each return a housing unit status and if the status was determined to be
occupied an expected household size prior to the application of the Primary Selection Algorithm. 
The setting of housing unit status and expected household size occurred as follows:

 
! If there was sufficient information, we set the housing unit status to occupied, vacant,

or delete.  If a housing unit was occupied, we attempted to set expected household
size. 

= We set expected household size using all available information, such as total
number of valid person records, number of names on the census questionnaire
roster, the respondent-reported household size, and the enumerator-reported
household size (also referred to as the Interview Summary Population).  

= If there was insufficient information on household size, we set expected
household size to unresolved. 

! When there was insufficient or conflicting information on the housing unit status, we
set the housing unit status and expected household size to unresolved.  

Unlike the 1990 Census and Census 2000 Dress Rehearsal, we did not use field-keyed Interview
Summary information to settle inconsistencies in the household status and expected household
size.

2.METHODS

2.1 Files used in this evaluation 

The Decennial Response File provided data at the census form, return, and person levels.  

The variable RRAS on the Decennial Response File identified if a return was the result of
linking two or more forms.  We created categories of the combinations of forms comprising a
single return (i.e., a set of linked forms).  We tallied the counts in each of the categories in order
to examine the results of the linking process.

For the setting of housing unit status and expected household size, we looked at the variables
RSTATUS, status of return; and REXPOP, expected population for this return.  We placed
returns into one of the following three categories: 

1. those with consistent data on housing unit status; 
2. those with inconsistent data on housing unit status; and,
3. occupied housing units with missing data on household size.  

We tallied the three categories by self-response, enumerator, and other returns.  Appendix A lists
which returns were self-response, enumerator, and other.  We examined these data to study the
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sufficiency and the characteristics of the data used to determine housing unit status and expected
household size.

The final Hundred Percent Census Unedited File provided a file of housing units with imputed
occupancy status—housing units assigned a housing unit status of either Occupied or Vacant. 
We matched this file to housing units on the Decennial Response File that had returns possibly
misclassified as Unresolved Occupied/Vacant instead of Vacant.  The intent was to identify the
possible number of housing units for which we imputed occupancy status unnecessarily.

2.2 Enumerator-replaced returns

This evaluation excludes enumerator-replaced returns, the variable RPELIG = 3.  Table 1
presents the status of the 696,691 enumerator-replaced returns.  There were 15,655 blank
enumerator-replaced returns and 681,036 non-blank enumerator-replaced returns.  

Table 1.  Status resolution:  enumerator-replaced returns 

Status Number

Percent

Total enumerator-replaced returns 696,691 100.00

Occupied 94,299 13.54

Vacant 38,753 5.56

Delete 21,584 3.10

Occupied with Unresolved Population Count 517,450 74.27

Unresolved Occupied/Vacant 21,191 3.04

Unresolved Occupied/Vacant/Delete 3,414 0.49
Data source:  Decennial Response File

2.3 Blank returns 

This evaluation excludes blank returns, the variable RBLANK = 1.  There were 181,436 blank
returns in addition to the blank enumerator-replaced returns mentioned in Section 2.2.  Linking
and setting housing unit status and expected household size only occurred for non-blank returns.

2.4 Definition of valid person records

A person record is valid if all of the following conditions hold:

! the person record is not Data Capture Audit Resolution non-valid; and
! the person-level record is data-defined; and
! the person-level record is not canceled by Coverage Edit Followup; and
! the person-level record is not canceled by an enumerator.
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See Appendix B for the definition of a data-defined person.

2.5 Quality assurance procedures  

We applied quality assurance procedures throughout the creation of this report.  They
encompassed how we determined evaluation methods, created specifications for project
procedures and software, designed and reviewed computer systems, developed computer
procedures, analyzed data, and prepared this report. 

3.LIMITS

A possible limit in answering the question regarding the combination of forms that can make up
a single return is that the Decennial Response File does not retain return-level data from the
child form.  The Decennial Response File retains the parent form and all person-level records
from the child form.  The variable PFT (form type) on person-level records can be used to
determine the type of the child form.  It may be difficult to determine the child records if the
parent form and a child form are of the same form type or if there is more than one child return
of the same form type. 

4.RESULTS

This section presents the results of the linking process and the setting of housing unit status and
expected household size.

4.1 The linking process

Table 2 shows the number of linked returns for Mail, Update/Leave, Update/Enumerate, and
List/Enumerate.  (See Appendix C to see how we classified the nine type of enumeration areas
into these four categories.)
 
The lower rate of linked forms in the Mail and Update/Leave areas—or mailback
areas—compared to Update/Enumerate areas, can be explained by the existence of the Coverage
Edit Followup operation for large households in these areas.  The Coverage Edit Followup
interview resulted in a single return for large households on mail returns.  In the mailback areas,
two forms (an enumerator first form and an enumerator continuation form) were routinely used
to enumerate large households only in the Nonresponse Followup and Coverage Improvement
Followup operations.  

In Update/Enumerate areas, all large households were routinely enumerated on two forms,
requiring them to be linked in the Decennial Response File linking process.
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The low linkage rate in List/Enumerate illustrates another result.  Enumerator continuation forms
in List/Enumerate—along with Update/Leave adds and Update/Enumerate adds—were not
included on the Decennial Response File because of a processing error.  This low linkage rate
and the fact that few unlinked enumerator continuation forms, or orphan returns (9 of the 
33,472 orphan returns), were in List/Enumerate is evidence of this error.  This mistake could
have affected the expected household size and data completeness in these areas.  The coverage
impact is possibly small because the Interview Summary Population, a piece of information not
affected by this mistake, also informs the setting of expected household size.

Table 2.  Type of enumeration area for linked returns

Type of enumeration area Linked returns

All returns

Percent linked 

Total returns 1,387,085 129,389,529 1.07

Mail 1,106,072 101,421,457 1.09

Update/Leave 239,337 26,464,251 0.90

Update/Enumerate 41,559 1,052,591 3.95

List/Enumerate 117 451,230 0.03

Data source:  Decennial Response File

Table 3 shows the combination of forms comprising linked returns.  We linked few forms, other
than enumerator first and enumerator continuation forms.  We recommend attempting to link
only enumerator first and enumerator continuation forms, if such forms exist in the future. 
Doing so would simplify the linking process causing very little loss of data and having almost no
effect on the population counts.  

Table 3.  Type of forms for linked returns

Form 1/form 2 Number

Percent

Total linked returns 1,387,085 100.00

Enumerator first/Enumerator continuation 1,384,233   99.79

Mail/Enumerator continuation 328    0.02

Mail/Enumerator first 2,039    0.15

Mail/Mail 332    0.02

Be Counted (whole)/Be Counted (partial) 28    0.00

Mail/Be Counted (partial) 109    0.01

More than two form types 16    0.00

Data source:  Decennial Response File
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Table 4 shows the number of forms that comprised the Decennial Response File returns after
completing the linking process.  Of 129,389,529 returns, 1,387,085 returns, or 1.07 percent, were
linked; that is, they were returns comprised of two or more forms.  Of these, 39,108 returns, or
2.82 percent, had three or more forms.  

Table 4.  Number of forms comprising a return

Forms per return Number Percent

Total returns 129,389,529  100.00

1 128,002,444   98.93

2 1,347,977    1.04

3+ 39,108    0.03

Data source:  Decennial Response File

4.2 The setting of housing unit status

In this section, we examine how we set the housing unit status; in particular, how we set the
housing unit status for Nonresponse Followup and Coverage Improvement Followup; and how
we determined the housing unit status of unresolved enumerator returns.  

3.1.1  The setting of housing unit status:  overall, self-response returns, enumerator
returns, and other returns

Overall

Table 5 shows the housing unit status resolution.  The housing unit status for most returns was
resolved (Occupied, Vacant, or Delete).  The cases with a resolved status were returns with
consistent data on household size.  The Unresolved Population Count cases were occupied
returns with inconsistent data on household size.  The Unresolved Occupied/Vacant and
Unresolved Occupied/Vacant/Delete were returns with inconsistent data on housing unit status.

Table 5.  Status resolution:  overall 
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Status Number

Percent

Total returns 129,389,529  100.00

Occupied/Vacant/Delete 128,071,179 98.98

Occupied with Unresolved Population Count 934,849 0.72

Unresolved Occupied/Vacant 329,804 0.25

Unresolved Occupied/Vacant/Delete 53,697 0.04

Data source:  Decennial Response File

Self-response returns

Table 6 shows the status resolution for self-response returns.  We classified self-response returns
as Occupied, Vacant, or Unresolved Occupied/Vacant using the following information:  the
number of valid person records, the number of names on the roster, and the respondent-reported
household size.  Two exceptions were that Internet Data Capture returns were not classified as
Vacant and TQA reverse-CATI and Coverage Edit Followup returns were not classified as
Unresolved Occupied/Vacant. 

For all other self-response returns (i.e., census questionnaires returned via the U.S. Postal
Service), the housing unit status was Vacant or Unresolved Occupied/Vacant under the
following conditions:

= Vacant:  if the self-response return had no valid person records or names on the
roster, and the respondent-reported household size was 0.    

= Unresolved Occupied/Vacant:  if the self-response return had no valid person
records or names on the roster, and the respondent-reported household size was
blank. 

Of the 1,270,385 Coverage Edit Followup returns included in the self-response returns, 3,146, or
0.25 percent, were Vacant.  Most of the returns with an Unresolved Occupied/Vacant status were
Internet Data Capture returns, 388 of the 538 returns, or 72.12 percent.

Table 6.  Status resolution:  self-response returns
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Status Number

Percent

Total self-response returns 81,099,704  100.00

Occupied 81,080,662   99.98

Vacant 18,504    0.02

Unresolved Occupied/Vacant 538    0.00

Data source:  Decennial Response File

Enumerator returns

Table 7 shows the status resolution for enumerator returns.  The largest unresolved category for
enumerator returns was the category of Occupied with Unresolved Population Count.  

Overall 20,082,071 enumerator returns, or 42.66 percent were proxy.  Of the resolved
enumerator returns, 19,687,419 returns, or 42.46 percent were proxy.  Of the unresolved
enumerator returns, 394,652 returns, or 55.36 percent were proxy.  

A programming error affected the status resolution for some Vacant enumerator returns.
Mistakenly, we recoded any Interview Summary Population, the variable RISPOP, of 0 to blank. 
This meant we may have classified up to 133,438 Vacant returns as Deletes and up to 
258,963 Vacant returns as Unresolved Occupied/Vacant.

Table 7.  Status resolution:  enumerator returns 
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Status Number (percent)

Percent
proxy

Total enumerator returns 47,080,158 (100.00) 42.66

Occupied 30,465,137   (64.71) 17.41

Vacant 14,123,339   (30.00) 93.60

Delete 1,778,824     (3.78) 65.52

Occupied with Unresolved Population Count 329,895     (0.70) 30.77

Unresolved Occupied/Vacant 329,266     (0.70) 82.48

Unresolved Occupied/Vacant/Delete 53,697     (0.11) 40.18
Data source:  Decennial Response File

Other returns

Not considered to be self-response or enumerator returns were Usual Home Elsewhere returns
for individuals (the variable RSOURCE = 26-29), which consisted of 604,954 Occupied with
Unresolved Population Count returns, and BCF returns ( the variable RSOURCE = 11, 12, 32,
33, 35), which consisted of 604,713 Occupied returns.  The 604,954 Occupied with Unresolved
Population Count returns were 64.71 percent of the overall 934,849 returns that were Occupied
with Unresolved Population Count.

3.1.2  The setting of housing unit status:  Nonresponse Followup and Coverage
Improvement Followup

Table 8 examines two Census 2000 operations that used enumerator returns:  Nonresponse
Followup and Coverage Improvement Followup.  Coverage Improvement Followup had about a
1 percent higher unresolved rate than Nonresponse Followup, 2.28 percent versus 1.34 percent. 
Coverage Improvement Followup had about twice the percent of Occupied with Unresolved
Population Count than Nonresponse Followup, 1.25 percent versus 0.58 percent.  Nonresponse
Followup targeted housing units in mailback areas where a census questionnaire had not been
checked-in by April 22, 2000.  The Coverage Improvement Followup operation mostly checked
the housing unit status of Vacants and Deletes. 

The overlap between unresolved housing units in Nonresponse Followup and Coverage
Improvement Followup was 4,223 housing units.  So there were not many housing units
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classified as unresolved as a result of both Nonresponse Followup and Coverage Improvement
Followup.

Table 8.  Enumerator returns:  Nonresponse Followup and Coverage
Improvement Followup

Nonresponse
Followup

Coverage
Improvement

Followup

Status Number Percent Number Percent

Total enumerator returns 38,796,478 100.0 6,760,744 100.0

Total resolved  
enumerator returns

38,275,218 98.66 6,606,658 97.72

Total unresolved
enumerator returns

521,260 1.34 154,086 2.28

Occupied with
Unresolved Population

Count

223,109 0.58 84,461    1.25

Unresolved
Occupied/Vacant

251,830    0.65 63,616    0.94

Unresolved
Occupied/Vacant/Delet

e

46,321 0.12 6,009    0.09

Data source:  Decennial Response File

3.1.3 Determining housing unit status for unresolved enumerator returns:  Occupied
with Unresolved Population Count, Unresolved Occupied/Vacant, 
Unresolved Occupied/Vacant/Delete

We categorized the unresolved enumerator returns in Tables 9-11.  We used the following
information to classify the unresolved enumerator returns:  the number of valid person records,
the respondent-reported household size, Interview Summary Housing Unit Status (Item A),
Interview Summary Population (Item B), Interview Summary Vacancy Type (Item C). 
Appendix D has an image of the Interview Summary section of the enumerator questionnaire.

The unresolved enumerator returns were a result of contradictory and missing responses on the
questionnaire.  Some of the contradictions may have been introduced because the Interview
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Summary Section was not intuitive for unusual situations.  Perhaps the enumerators needed more
comprehensive instructions for complicated cases.  Crew leaders not performing adequately their
review process of the completed questionnaires may have also contributed to unresolved
enumerator returns.  Also not capturing data or misinterpreting scanned images could have
contributed to unresolved enumerator returns.  A redesigned Interview Summary Section would
probably improve the consistency of responses.  Mobile Computing Devices would help ensure
data capture and consistency of responses.

Occupied with Unresolved Population Count

Table 9 shows the reasons we assigned occupied enumerator returns an Unresolved Population
Count.  Most cases had no valid person records:  283,252 returns, or 85.86 percent of the
Occupied with Unresolved Population Count category.  All returns with no valid person records
had an Interview Summary Housing Unit Status of Occupied, and 190,499 of these returns, or
67.25 percent, had an Interview Summary Population of  “POP unknown.”   

Occupied enumerator returns could have an Unresolved Population Count if the enumerator
knew the house to be occupied but was unable to complete an interview or if a proxy did not
have information about all of the household members.  
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Table 9.  Enumerator returns:  Occupied with Unresolved Population Count

Interview
Summary

Housing
Unit Status 

(Item A)

Interview
Summary

Population      
(Item B)

Interview
Summary
Vacancy

Type 
(Item C)

Respondent-
reported

population Number (percent) 

Percent
proxy

Enumerator returns:  Occupied with Unresolved Population
Count

329,895(100.00) 30.77

Return with no valid person records 283,252  (85.86) 28.82

Occupied 1-97 Any 0 or blank 91,187  (27.64) 25.44

Occupied POP unknown (99) Any Any 190,499  (57.75) 30.31

Occupied Blank Any > 0 1,566    (0.47) 43.87

Return with one or more valid person records 46,643  (14.14) 42.63

Occupied POP unknown (99) Any Any 46,117  (13.98) 42.79

Blank POP unknown (99) Any Any 526    (0.16) 28.90

Data source:  Decennial Response File

Unresolved Occupied/Vacant

Table 10 shows the combinations of responses that generated an Unresolved Occupied/Vacant
status.  In these cases, the responses within a return contradicted each other or were missing,
making it unclear whether the housing unit was Occupied or Vacant.  Most of the cases, 
82.48 percent of the Unresolved Occupied/Vacant, were proxy.  It seems that the interviewer had
difficulty reconciling the proxy information and the Interview Summary section of the census
questionnaire.

A programming error affected the status resolution for some Vacant enumerator returns.
Mistakenly, we recoded any Interview Summary Population of 0 to blank.  We classified up to
258,963 Vacant returns as Unresolved Occupied/Vacant.  
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Corroborating evidence supporting assigning a Vacant housing unit status for the returns
affected by the programming error was a filled Interview Summary Vacancy Type:  for rent; for
sale only; rented or sold, not occupied; for seasonal, recreational, or occasional use; for migrant
workers; or other vacant. Of the 258,963 returns possibly misclassified as Unresolved
Occupied/Vacant, 244,070 returns, or 94.25 percent, had the Interview Summary Vacancy Type
filled.  By combination of responses, the results were as follows:

! 39,885 returns out of 46,846 returns, or 85.14 percent, had no valid person records, an
Interview Summary Housing Unit Status of Occupied, and a respondent-reported
population of 0 or blank;

 
! 203,325 returns out of 211,257 returns, or 96.25 percent, had one or more valid person

records and an Interview Summary Housing Unit Status of Vacant; 

! and 860 returns out of 860 returns had one or more valid person records and a blank
Interview Summary Housing Unit Status. 

By looking at the final Hundred Percent Census Unedited File, we can further measure the
possible impact of the programming error.  Of the 258,963 possibly misclassified returns, 
145,367 returns were selected by the Primary Selection Algorithm (the variable RPRSTAT = 1)
and were imputed on the final Hundred Percent Census Unedited File.  Of the 191,826 housing
units in the census that had their occupancy status imputed, these 145,367 housing units, or 
75.78 percent, were possibly Vacant housing units that should not have had their occupancy
status imputed.

Enumerator confusion about completing the Interview Summary Section for seasonal vacants
also probably contributed to some of the unresolved Occupied/Vacant returns.  For instance, the
enumerator may have determined the house was a vacation or seasonal home and skipped to the
Interview Summary Section as instructed, filled in the Interview Summary Housing Unit Status
(Item A) as “vacant-usual home elsewhere,” and the Interview Summary Population (Item B)
because someone was living there April 1, 2000.  For returns with an Interview Summary 

Housing Unit Status of Vacant and not impacted by the programming error, 12,002 of the 
54,106 returns, or 22.18 percent, were Usual Home Elsewhere vacants.

Table 10.  Enumerator returns:  Unresolved Occupied/Vacant
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Interview
Summary

Housing Unit
Status     
(Item A)

Interview
Summary

Population       
(Item B)

Interview
Summary
Vacancy
Type  

(Item C)

Respondent-
reported

population Number (percent)
Percent
proxy

Enumerator returns:  Unresolved Occupied/Vacant 329,266(100.00) 82.48

Return with no valid person records   100,277  (30.45) 84.39

Occupied Blank Any 0 or blank 46,846  (14.23) 83.57

Vacant 1-97 Any Any 49,900  (15.15) 87.39

Vacant POP unknown (99) Blank Any 3,216    (0.98) 53.73

Blank 1-97 Any 0 or blank 241    (0.07) 41.08

Blank POP unknown (99) Any Any 74    (0.02) 58.11

Blank Blank Any Any 0    (0.00) 0.00

Return with one or more valid person records 228,989  (69.55) 81.64

Vacant POP unknown (99) Any Any 990    (0.30) 75.66

Vacant Blank Any Any 211,257  (64.16) 86.89

Blank Blank Any Any 16,742    (5.08) 15.69

Data source:  Decennial Response File

Unresolved Occupied/Vacant/Delete

Table 11 shows the combinations of responses that generated an Unresolved
Occupied/Vacant/Delete status.  These returns have contradictions between the Interview
Summary Housing Unit Status and the Interview Summary Population.  Since none of the
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Interview Summary Housing Unit Status boxes were titled “Delete,” the enumerator may not
have understood when to pick Delete when completing the Interview Summary Population.  

Most of the Unresolved Occupied/Vacant/Delete returns had no valid person records:  
48,615 returns, or 90.54 percent.  All of these returns with no valid person records had an
Interview Summary Housing Unit Status of Delete and an Interview Summary Population of
greater than 0 or “POP unknown.”  

Another contradiction was that the return contained valid person records but had an Interview
Summary Housing Unit Status or Interview Summary Population that indicated Vacant or
Delete.  One possible explanation is that the enumerator went down the wrong path and then
tried to remedy the situation by entering the correct information in the Interview Summary
section.  

Table 11.  Enumerator returns:  Unresolved Occupied/Vacant/Delete 

Interview
Summary
Housing

Unit Status   
 (Item A)

Interview
Summary

Population       
(Item B)

Interview
Summary
Vacancy
Type     
(Item C)

Respondent-  
reported

population Number (percent)
Percen
t proxy

Enumerator returns:  Unresolved Occupied/Vacant/Delete 53,697 (100.00) 40.18

Return with no valid person records 48,615   (90.54) 38.51

Delete 1-97 Any Any 21,923   (40.83) 53.21

Delete POP unknown (99) Any Any 26,692   (49.71) 26.44

Return with one or more valid person records 5,082     (9.46) 56.16

Vacant Delete (98) Any Any 917     (1.71) 63.90

Delete POP unknown (99) Any Any 821     (1.53) 34.23

Delete Blank Any Any 3,162     (5.89) 61.07

Blank Delete (98) Any Any 182     (0.34) 30.77

Data source:  Decennial Response File

4.3 The setting of expected household size

In this section, we examine how we set expected household size for Occupied self-response
returns and Occupied enumerator returns.  We set expected household size only for Occupied
returns.  
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4.3.1 The setting of expected household size:  Occupied self-response returns

Here are definitions of variables used to set expected household size for Occupied 
self-response returns:

! RNPOP is the respondent-reported household size, Question 1 on the self-response
questionnaire:  “How many people were living or staying in this house, apartment, or
mobile home on April 1, 2000?”

! DPPOP is the number of valid person records for the census questionnaire.

! ROSPOP is the number of the valid roster names for the census questionnaire 
(persons 7-12 on short-form returns and persons 1-12 on long-form returns).

! For short-form returns:  TOTPOP = (DPPOP + ROSPOP) from the parent form.

! For long-form returns:  TOTPOP = Maximum (DPPOP, ROSPOP) from the parent form.

! ALLPOP is the DPPOP for the census return (the sum of the DPPOP for the parent form 
and all child forms linked to the parent form).

The occupied self-response returns described in Table 12 are paper mailback questionnaires
(RSOURCE = 1-10).  The following outcomes determined the expected household size for 
self-response returns:

! Whether or not the return included linked forms, 
! Whether or not a short form had a continuation roster,
! Whether or not RNPOP > 6, and
! Whether or not RNPOP = TOTPOP.

In Table 12, few self-response returns were comprised of linked forms, 2,800 returns of the
79,739,116 returns; and few short-form returns had a continuation roster, 533,299 returns of the 
67,827,664 short-form returns, or 0.79 percent.  For the other self-response returns 
(79,203,017 returns), the following occurred:

! RNPOP = TOTPOP for 74,725,437 returns, or 94.35 percent of the 79,203,017 returns 
(63,970,275 short-form returns, 95.06 percent of the 67,293,626 short-form returns;
10,755,162 long-form returns, 90.31 percent of the 11,909,391 long-form returns).  

! RNPOP � TOTPOP and RNPOP # 6 for 4,429,189 returns, or 5.59 percent of the
79,203,017 returns  (3,290,936 short-form returns, 4.89 percent of the 
67,293,626 short-form returns; 1,138,253 long-form returns, 9.56 percent of the
11,909,391 long-form returns).
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= For RNPOP � TOTPOP and RNPOP # 6, the expected household size was set to
maximum (TOTPOP, RNPOP), which was TOTPOP for 4,182,140 returns, or   
94.42 percent of these returns (3,067,426 short-form returns, or 93.21 percent of the
3,290,936 short-form returns; and 1,114,714 long-form returns, or 97.93 percent of
the 1,138,253 long-form returns). 

Table 12.  Setting expected household size:  Occupied paper mail returns

Population Expected household size Number

Percent

Total Occupied paper mail returns 79,739,116  100.00

Linked return and short-form return with a continuation roster

Linked return Maximum (TOTPOP, ALLPOP, Minimum
(RNPOP, Maximum (TOTPOP+6, ALLPOP+6)))

2,800    0.00

Short-form return with
a continuation roster

Maximum (TOTPOP, Minimum (RNPOP,
TOTPOP+6))

533,299    0.67

Neither linked return nor short-form return with a continuation roster

RNPOP = TOTPOP TOTPOP 74,725,437   93.71

RNPOP > 6, RNPOP
< TOTPOP

TOTPOP 47,735    0.06

RNPOP > 6, RNPOP
> TOTPOP

TOTPOP 656    0.00

RNPOP # 6, 
RNPOP � TOTPOP

Maximum (TOTPOP, RNPOP) 4,429,189    5.55

Data source:  Decennial Response File 

4.3.2 The setting of expected household size:  Occupied enumerator returns

Here are definitions of variables used to set expected household size for Occupied enumerator
returns:

! RNPOP is the respondent-reported household size, Question S5 on the enumerator
questionnaire:  “How many people were living or staying in this 
(house/apartment/mobile home) on April 1, 2000?”

! DPPOP is the number of valid person records for the census questionnaire.
! ALLPOP is the DPPOP for the census return (the sum of the parent form DPPOP

and all child forms linked to the parent form).

! RISPOP is the Interview Summary Population.
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The occupied enumerator returns described in Table 13 exclude the 33,472 orphan returns.  The
following outcomes determined the expected household size for enumerator returns:

! Whether or not the return included linked forms,
! Whether or not RNPOP > 5, 
! Whether or not RISPOP > 5, 
! Whether or not RNPOP = DPPOP, and
! Whether or not RISPOP = DPPOP.

In Table 13, 1,498,855 returns, or 4.93 percent of all enumerator returns were linked or had the
“continuation form(s) attached” box checked.  For most of these returns, the expected household
size was RISPOP (1,488,608 returns, or 99.32 percent).  And of these, RISPOP = RNPOP for
1,475,382 returns or 99.11 percent. 

For the 28,794,014 unlinked returns with RISPOP # 5, the expected household size was the
larger of either the enumerator-reported household size (RISPOP) or the number of valid person
records (DPPOP) with the following results:  

! Most had RISPOP = DPPOP:  27,026,490 returns or 93.86 percent. 
 
= Of these, 26,897,133 returns or 99.52 percent also had the same respondent-reported

household size (RNPOP), RISPOP = DPPOP = RNPOP.  

! For RISPOP > DPPOP, 1,491,562 returns, or 96.49 percent had the same 
enumerator-reported household size and respondent-reported household size, 
RISPOP = RNPOP. 

! For DPPOP > RISPOP, 59,796 returns, or 26.97 percent had the same number of valid
person records as the respondent-reported household size, DPPOP = RNPOP.

There were 68,886 returns, or 0.23 percent, that were unlinked and had RISPOP > 5 and 
RNPOP > 5.  Most, 68,599 returns, or 99.58 percent, had the same enumerator-reported
household size and respondent-reported household size, RISPOP = RNPOP.  Of these, RISPOP
was set as the expected household size for 47,367 returns, or 69.05 percent.  Expected household
size for RISPOP > 5 and RNPOP > 5 was set to the minimum (RISPOP, DPPOP+6).

Table 13.  Setting expected household size:  Occupied enumerator returns, excluding
orphans
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Population Expected household size Number

Percent

Total Occupied enumerator returns, excluding orphans 30,431,665  100.00

Linked return or return with “continuation form(s) attached” box checked

Maximum ((ALLPOP, Minimum (RISPOP,
ALLPOP+6))

1,498,855 4.93

Neither linked return nor return with “continuation form(s) attached box” checked

RISPOP # 5,
RISPOP > DPPOP

RISPOP 1,545,811 5.08

RISPOP # 5,
RISPOP = DPPOP

DPPOP 27,026,490 88.81

RISPOP # 5,
DPPOP > RISPOP

DPPOP 221,713    0.73

RISPOP > 5,
RNPOP > 5

Minimum (RISPOP, DPPOP+6) 68,886    0.23

RISPOP > 5,
RNPOP # 5,
RNPOP = DPPOP

DPPOP 1,096    0.00

RISPOP > 5,
RNPOP # 5,
RNPOP � DPPOP

Maximum (RNPOP, DPPOP) 68,814    0.23

Data source:  Decennial Response File

5.CONCLUSIONS

Of 129,389,529 returns, 1,387,085 returns, or 1.07 percent, were linked; that is, they were
returns comprised of two or more forms.  Of these, 39,108 returns, or 2.82 percent, had three or

more forms.

The type of enumeration area with the highest rate of linked returns was in Update/Enumerate:
41,559 of 1,052,591 returns, or 3.95 percent.  Large households probably caused this result. 

Most linked returns, 1,384,233 returns, or 99.79 percent, were comprised of an enumerator first
and an enumerator continuation form.  Enumerators used this combination of forms to enumerate

large households in the List/Enumerate, Update/Enumerate, Nonresponse Followup, and
Coverage Improvement Followup operations.  Linkage rates comparable to Update/Enumerate

did not occur in List/Enumerate probably because of a processing error.  Enumerator
continuation forms in List/Enumerate—along with Update/Leave adds and Update/Enumerate

adds—were erroneously omitted from the Decennial Response File.
  



21

Of 129,389,529 returns, 1,318,350 returns, or 1.02 percent, had either an unresolved expected
household size or an unresolved housing unit status.  The three unresolved categories were the
following:  Occupied with Unresolved Population Count, Unresolved Occupied/Vacant, and

Unresolved Occupied/Vacant/Delete.

We sent mail returns to Coverage Edit Followup if there was an inconsistency in household size,
leaving few (538) of the 81,099,704 self-response returns unresolved.  

The overlap between unresolved housing units in Nonresponse Followup and Coverage
Improvement Followup was 4,223 housing units.  So there were not many housing units

classified as unresolved as a result of both Nonresponse Followup and Coverage Improvement
Followup. 

A programming error affected the status resolution for some Vacant enumerator returns.
Mistakenly, we recoded any Interview Summary Population of 0 to blank.  As a result, we may

have classified up to 133,438 Vacant returns as Deletes and up to 258,963 Vacant returns as
Unresolved Occupied/Vacant.  As many as 145,367 housing units of the 191,826 housing units
in the census, or 75.78 percent, which had its occupancy status imputed may have been affected

by this latter error.

We had 712,858 unresolved enumerator returns, or 1.51 percent of the 47,080,158 enumerator
returns (329,895 returns were Occupied with Unresolved Population Count; 329,266 returns

were Unresolved Occupied/Vacant; and 53,697 returns were Unresolved
Occupied/Vacant/Delete).

The unresolved enumerator returns were a result of contradictory and missing responses on the
questionnaire.  Also not capturing data or misinterpreting scanned images could have contributed

to unresolved enumerator returns.  A redesigned Interview Summary Section would probably
improve the consistency of responses.  Mobile Computing Devices would help ensure data

capture and consistency of responses.

Of the 1,209,667 other returns, 604,954 were Usual Home Elsewhere returns for individuals.  All
of these returns were classified as Occupied with Unresolved Population Count—64.71 percent

of the 934,849 overall returns classified as Occupied with Unresolved Population Count.

For Occupied self-response (restricted to paper mailback questionnaires) and enumerator returns,
setting the expected household size was usually straightforward.  For 74,725,437 self-response
returns, or 93.71 percent, the number of valid person records and roster names corresponded to
the respondent-reported household size.  For enumerator returns, most household size measures

were consistent.  This can be seen in the following results for enumerator returns:

!For linked returns or unlinked returns that had the “continuation form(s) attached” box
checked and the expected household size equal to the Interview Summary Population,
1,475,382 returns, or 99.11 percent, had the same Interview Summary Population and

respondent-reported household size.
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!For unlinked returns with the Interview Summary Population less than or equal to five
26,897,133 returns, or 99.52 percent, had the same Interview Summary Population,

number of valid person records, and respondent-reported household size. 

!For unlinked returns with the Interview Summary Population greater than five and the
respondent-reported household size greater than five, 68,599 returns, or 99.58 percent,
had the same Interview Summary Population and respondent-reported household size. 
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Appendix A:  Self-response, enumerator, and other returns

Self-response returns

x

Enumerator returns

x

Other returns

x

RSOURCE   SOURCE OF RETURN (RECODE) (From Decennial Response
File Processing)

blank= Not computed

x01= Paper mailback questionnaire from mailout

02= (not used)

x03= Paper  mailback questionnaire f rom TQA mailout with  NO ID 

x04= Pap er mailback questionnaire from Upda te/Leave

x05= Paper  mailback questionnaire f rom Update/Leave ADD

x06= Paper mailback questionnaire from Update/Leave SUBSTITUTE

x07= Pap er mailback questionnaire from Urban U pdate/Leave

x08= Paper  mailback questionnaire f rom Urban Update/Leave ADD

x09= Paper mailback questionnaire from Urban Update/Leave SUBSTITUTE

x10= Paper mailback questionnaire from Request for Foreign Language

x11= Paper m ailba ck questionna ire from BC F m arke d as wh ole h ouseh old

x12= Paper m ailba ck questionna ire from BC F partial househ old ( i.e., NO T m arke d as wh ole

   household)

x13 = P aper e numera tor questionnaire  from Lis t/Enum era te

x14   = P aper e numera tor questionnaire  from Up da te/Enumera te

x15= Paper  enumerator questionnaire f rom Update/Enumerate ADD 

x16= Paper enumerator questionnaire from Update/Enumerate SUBSTITUTE 

x17= Paper  enumerator questionnaire f rom Nonresponse Follow-up (NRFU)

x18= Paper  enumerator questionnaire f rom NRFU ADD

x19= Paper enumerator questionnaire from NRFU  SUBSTITUTE

x20= Paper enumerator questionnaire from NRFU  W hole Household Usual Home Elsewhere 

x21= Paper enumerator questionnaire from NRFU  In-mover

x22= Paper  enumerator questionnaire f rom Coverage Improvement Fo llow-up (CIFU)

x23= Paper  enumerator questionnaire f rom CIFU ADD

x24= Paper enumerator questionnaire from CIFU SUBSTITUTE

x25 = P aper e numera tor questionnaire  from T-N igh t 

x26= Paper questionnaire for Usual Home Elsewhere (UHE) from Service-based Enumeration

   (Individual Census Questionnaire)

x27= Paper questionnaire for UHE from Group Quarters (GQ) enumeration (Individual Census

   Re port)

x28 = P aper q uestionnaire  for  UH E from  Military G Q e numera tion  (M ilitary C ensus Report)

x29= Paper questionnaire for UHE from Shipboard GQ enumeration (Shipboard Census

   Re port)

x30= Electronic short form from Internet Data Collection

x31=  Electronic TQ A reverse-CA TI sho rt form

x32= E lectronic TQA  reve rse-C ATI BC F fo r whole h ouseh old

x33= E lectronic TQA  reve rse-C ATI BC F fo r partial house ho ld

x34=  Electronic Coverage  Edit Fo llow-up  (CEFU) from long  or sho rt form

x35= E lectronic C EFU fro m BC F fo r whole h ouseh old

x36= Electronic CEFU from Internet Data Collection

x37= Paper enumerator continuation form – “orphan”
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Appendix B:  Definition of a data-defined person

A person is data defined if at least two of the data items are complete as outlined below.  The
completion criteria depend on variable outcomes from the Decennial Response File.  

Data item Completion criteria

Name The combination of first and last name
(PFNAME and PLNAME) contain 3 or more
characters; and 
neither the first nor last name was blanked in
key from image (neither PDKFIBF nor
PDKFIBL = 1).

Relationship The relationship is husband/wife; natural-born
son/daughter; adopted son/daughter,
stepson/stepdaughter; brother/sister;
father/mother; grandchild; parent-in-law;   
son-in-law/daughter-in-law; other relative;
roomer, boarder; unmarried partner; foster
child; or other nonrelative (PREL = 2-16) or
the relationship write-in variable contains 1 or
more characters (PRELWI). 

Sex Sex is male or female (PSEX = 1-2)

Age/date of birth The age, year of birth, month of birth, and day
of birth meet the following conditions:

PAGE = 0-999; or 
PYOB = 0-9999; or
PMOB = 1-99 and PDOB = 1-99.

Hispanic origin For any of the Hispanic origin variables, a box
is marked (PSPANn = 1 for any n, n = 1-5) or
the Hispanic write-in variable contains 1 or
more characters (PSPANWI). 

Race For any of the race variables, a box is marked
(PRACEn = 1 for any n, n = 1-15) or any of
the race write-in variables contain 1 or more
characters (PRACEWI1, PRACEWI2,
PRACEWI3, PRACEWIGEN)
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Appendix C:  Classifying type of enumeration areas as Mail, Update/Leave,
Update/Enumerate, or List/Enumerate

Mail Update/LeaveUpdate/EnumerateList/Enumerate

Type of enumeration area (TEA)

x1 = Mailout/Mailback
x6 = Military in Update/Leave area

x2 = Update/Leave
x7 = Urban Update/Leave

x9 = Update/Leave (originally TEA 1)

x5 = “Rural” Update/Enumerate
x8 = “Urban” Update/Enumerate

x3 = List/Enumerate
x4 = Remote List/Enumerate (Alaska)
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Appendix D:  Interview Summary section of the enumerator questionnaire
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EXECUTIVE SUMMARY




The full report for this evaluation is not available because it contains proprietary information. 

There were several ways in which to respond to the Census 2000 including mailing back a 
questionnaire, completing the form on the internet, using a Be Counted Form, and being 
enumerated by field operations such as Nonresponse Followup and Coverage Improvement 
Followup. While these methods, and others, of collecting population data were implemented 
with the desire of obtaining a more accurate census count, the various methods also presented the 
possibility of receiving multiple responses for a single Census ID. The Primary Selection 
Algorithm was the computer program designed to resolve the receipt of multiple responses from 
housing units. 

Major features of the Census 2000 Primary Selection Algorithm design included performing 
person matching between returns, constructing Primary Selection Algorithm households, 
selecting the primary Primary Selection Algorithm household, and selecting additional persons 
for the census household that are not in the primary Primary Selection Algorithm household. 

Less than ten percent of all Census IDs on the Decennial Response File were enumerated by 
more than one return (continuation and supplemental forms were linked to the appropriate form 
in a process prior to the Primary Selection Algorithm and are not referred to as returns unless 
they were not linked). More than 95 percent of these were enumerated by only two returns. 
About 55 percent of the Census IDs enumerated by two returns are the result of two enumerator 
returns and about 82 percent of these are the result of returns from Nonresponse Followup and 
Coverage Improvement Followup. About a third of all Census IDs with two returns consist of 
one mail and one enumerator return; about 96 percent of these are the result of a mailback return 
and a return from Nonresponse Followup. 

The Primary Selection Algorithm defined some returns as ineligible for the Primary Selection 
Algorithm process. There is a total of 2,656,951 ineligible returns at all Census IDs. More than 
67 percent of these returns are ineligible due to being classified as a deleted housing unit record. 
Taking these ineligible returns out of the universe, we find that 8,960,245 Census IDs (less than 
eight percent of Census IDs on the Decennial Response File) have more than one eligible return. 

A Primary Selection Algorithm household is a set of associated persons at one Census ID. The 
set may contain no persons (a vacant Primary Selection Algorithm household), or one or more 
persons. If two or more returns for the same Census ID have at least one person in common 
(determined by person matching), then these returns form a single Primary Selection Algorithm 
household. Of Census IDs with more than one eligible return, person matching between person 
records on different returns was performed on less than 50 percent of cases, mostly because the 
combination of returns at many Census IDs involved vacant returns. 

Over 73 percent of Census IDs with multiple eligible returns have just one Primary Selection 
Algorithm household. Census IDs with two or more Primary Selection Algorithm households 
account for just over two percent of all Decennial Response File Census IDs. The primary 
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Primary Selection Algorithm household is the Primary Selection Algorithm household that is 
used in further processing. When more than one Primary Selection Algorithm household exists, 
the primary Primary Selection Algorithm household is selected by sequentially applying criteria 
to all of the Primary Selection Algorithm households until only one Primary Selection Algorithm 
household is selected. 

Most Primary Selection Algorithm households at Census IDs with multiple returns consist of one 
or two returns. Two-return Primary Selection Algorithm households are most often formed by 
two enumerator returns or one mail return combined with one enumerator return. When two 
enumerator returns form a Primary Selection Algorithm household, over 91 percent are the result 
of one return from Nonresponse Followup and one return from Coverage Improvement 
Followup. This is expected due to the design of the Coverage Improvement Followup operation. 

Of the 8,716,359 Census IDs with two eligible returns, over 70 percent have a redundant return 
(a return containing only person records represented on the basic return of a Primary Selection 
Algorithm household) and almost 57 percent of these redundant returns are not vacant. At about 
26 percent of these Census IDs, two Primary Selection Algorithm households are formed; just 
under half of these Census IDs (1,089,928 Census IDs) have two non-vacant Primary Selection 
Algorithm households. Just over four percent of these Census IDs have no redundant return but 
form one Primary Selection Algorithm household meaning there is at least one person in 
common among the returns. 

Almost 85 percent of all redundant returns are enumerator returns. More than 55 percent of 
redundant enumerator returns result from Nonresponse Followup and nearly 88 percent of these 
are occupied, most likely due to the receipt of a late mail return. About 43 percent of redundant 
enumerator returns result from Coverage Improvement Followup and 97 percent of these are 
vacant as expected. 

Of the 2,349,988 Census IDs with two Primary Selection Algorithm households, more than half 
have an enumerator return as the basic return of both Primary Selection Algorithm households. 
Nearly 80 percent of these cases result from one return from the Nonresponse Followup and one 
return from the Coverage Improvement Followup. This is most likely due to a vacant return 
from the Nonresponse Followup operation and an occupied return from the Coverage 
Improvement Followup operation. 

Recommendations 
Based on the results of this evaluation, it is recommended that future research not be devoted to 
refining rules to handle uncommon cases of multiple enumerations. Most cases of multiple 
enumerations in Census 2000 were expected by the design of Census operations. The Primary 
Selection Algorithm was designed to be robust and handle as many unusual cases as possible but 
the results show that these unusual cases are very few. In fact, many of the multiple responses 
were the result of field operations enumerating a Census ID that was already enumerated. The 
Nonresponse Followup operation created multiple responses at a Census ID when a mail return 
was received after the cut-off for the Nonresponse Followup. It was found that many of these 
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Nonresponse Followup returns did not supply any additional information for the Census ID. 
Similarly, the design of the Coverage Improvement Followup operation created many multiple 
enumerations. If this operation is implemented in the same manner in the future, a processing 
step done prior to the Primary Selection Algorithm should remove from further processing a 
Coverage Improvement Followup return that just confirms the status of a Nonresponse Followup 
return. The Nonresponse Followup return in this case should be flagged to indicate that its 
status was confirmed. 
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EXECUTIVE SUMMARY

The full report for this evaluation is not available because it is census confidential.

The Primary Selection Algorithm was the computer program designed to resolve the receipt of
multiple responses from addresses (Census IDs) in Census 2000.  The focus of this evaluation is
to examine whether or not the Primary Selection Algorithm made the best decisions on the
determination of  the census household given the information collected from returns for the
Census ID.  The analysis concentrates on Census IDs with two returns since 97 percent of all
Census IDs with multiple returns have exactly two returns. 

To examine the Primary Selection Algorithm, a sample of Census IDs affected by the Primary
Selection Algorithm was selected.  An interview was conducted at each Census ID with someone
familiar with the household enumerated during Census 2000.  The goal of the re-interview was to
determine the residency status of each person on the census returns at the Census ID.  The
residency statuses obtained in the re-interview were then used to determine if the Primary
Selection Algorithm made the best decisions on the determination of the census household.

What are the limitations to this study?

One set of limitations to this study includes operational problems with data collection.  Unit
nonresponse, allowing the use of proxy respondents, and recall bias may contribute to missing or
inaccurate responses.  Another set of limitations to this study includes limits to the statistical
analysis.  This study did not investigate vacant returns or evaluate the person matching process. 
There were also person records with an unresolved residency status and errors in the inclusion of
some Census IDs in the sample.  These factors make it difficult to fully evaluate the performance
of the Primary Selection Algorithm.  

How well did the Primary Selection Algorithm form Primary Selection Algorithm

households comprised of two returns?

A Primary Selection Algorithm household is a set of associated persons at one Census ID.  If two
or more returns for the same Census ID have at least one person in common (determined by
person matching), then these returns form a single Primary Selection Algorithm household.  At
Census IDs with two returns that form one Primary Selection Algorithm household, we found that
about 82 percent of the households are formed correctly.  This means that there exists at least one
resident on each return (besides those matched during person matching) in the Primary Selection
Algorithm household.  
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How often did the Primary Selection Algorithm select the correct Primary Selection

Algorithm household when more than one was formed at the Census ID?

When person matching did not match people across the two returns at a Census ID, these two
returns formed two separate Primary Selection Algorithm households.  At Census IDs with two
PSA households, the re-interview determined that there were residents in both households about
38 percent of the time, residents in just one of the households about 58 percent of the time, and no
residents in either household about 4 percent of the time.  

At Census IDs with two Primary Selection Algorithm households where the re-interview
determined that there were residents in both of the households, person matching was performed
and missed a duplicate identified during the re-interview in about 16 percent of the cases.   Also
of interest is how often the Primary Selection Algorithm picked the “best” Primary Selection
Algorithm household to represent the Census ID since both of the households contained residents. 
 “Best” is defined here as the Primary Selection Algorithm household with the greater net number
of residents.  The net number of residents is the balance after subtracting the number of non-
residents from the number of residents.  At Census IDs with residents in two Primary Selection
Algorithm households, the “best” household or a household which was identical in terms of net
residents to the other household at the Census ID was selected about 80 percent of the time.    

Nearly 58 percent of Census IDs with two Primary Selection Algorithm households have at least
one resident in just one of those households.  At about 65 percent of these Census IDs, the
Primary Selection Algorithm selected the household that contained at least one resident.  Of the
Census IDs with two Primary Selection Algorithm households and residents in just one of those
households, the effectiveness of the Primary Selection Algorithm household selection criteria was
examined.  As expected, higher priority selection criteria were more effective at selecting the
correct Primary Selection Algorithm household than the lower priority selection criteria. 
However, the selection criterion “Coverage Edit Follow-up Status” did not perform as well as
expected.  It selected the correct Primary Selection Algorithm household only about 69 percent of
the time that it was used.   

Recommendations

During Census 2000, Census IDs with two eligible returns that formed two Primary Selection
Algorithm households had one vacant household and one occupied household about 51 percent of
the time.  This evaluation cannot address this sizeable number of cases that the Primary Selection
Algorithm handled because vacant returns were not considered for the re-interview.   In the future,
an evaluation such as this one should set out to determine if the Primary Selection Algorithm
selected the right household regardless of whether or not the Primary Selection Algorithm
household is occupied.   Furthermore, the questionnaire used for the re-interview should be
designed to manage both occupied and vacant returns.  It should also not rely on census residence
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rules to determine residency status for people at the Census ID since the Primary Selection
Algorithm itself cannot take those rules into account when making decisions regarding the census
household.  
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EXECUTIVE SUMMARY 

The Census 2000 Hundred Percent Census Unedited File contains all the household and person 
records included in Census 2000. It has all the attributes of the final Census file, excepting 
imputation of person characteristics where needed. The purpose of Census Unedited File 
creation is to determine which addresses are in the Census, and to determine the count of persons 
at each such address. 

Nearly 128 million addresses were either on the Decennial Master Address File as Census 2000 
began, or were added to it in the course of Census 2000 operations. Approximately 
117.3 million were ultimately resolved as housing unit addresses. Just over nine million 
addresses were determined to not be valid addresses, and roughly 1.4 million addresses were 
determined to be nonvalid duplicates of valid addresses on the Decennial Master Address File. 

Of the 117.3 million addresses resolved as housing unit addresses, 106.7 million were 
determined or imputed to be occupied, and the remaining 10.6 million were determined or 
imputed to be vacant. 

Roughly half a million addresses had their status resolved by imputation. There were 195,245 
addresses determined to be valid Census addresses whose occupancy status could not be 
determined, and had to be imputed as a result. There were 296,617 addresses whose validity as 
Census addresses could not be determined. As a result, their validity and their occupancy status 
were both imputed. There was no enumeration data on the Decennial Response File or the 
Decennial Master Address File for 251,477, or 84.8 percent, of the addresses whose validity as 
Census addresses could not be determined. 

We recommend some changes affecting Census Unedited File creation in the next Census, 
including to: 

•	 Use stronger software quality assurance processes to ensure more complete 
adherence to specifications; and 

•	 Refine the timing of late Census followup operations to ensure that addresses 
added by those operations are placed on the Decennial Master Address File in 
time for the questionnaires from those addresses to be included in the Census. 
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1. BACKGROUND 

1.1 The purpose of Census Unedited File creation 

The Census 2000 Hundred Percent Census Unedited File (HCUF) contains all the household and 
person records included in Census 2000. It has all the attributes of the final Census file, 
excepting imputation of person characteristics where needed. 

The purpose of HCUF creation is to determine which addresses are Census housing units, and to 
determine the count of persons at each such address. This evaluation is solely concerned with 
housing unit addresses and the persons counted there. 

1.2 Creation of the HCUF in past Censuses and tests 

1.2.1 The 1990 Census 

The 1990 Census equivalent of the Census 2000 HCUF was created from the final 1990 Census 
Data Capture File, the 1990 Address Control File, and the 1990 Capture Control File. The 
resulting file reflected the results of the census response records selected by the Primary 
Selection Algorithm (PSA) applied to the Data Capture File, and the final version of the Address 
Control File after all maintenance operations on the file ceased. 

The Data Capture File contained all questionnaire response data for each housing unit. The 
Address Control File data included the status of each census address based on address 
maintenance operations and data from the field check-in operations which were recorded on the 
Collection Control File. These data included housing unit status data as recorded on enumerator 
questions in the field by census enumerators. The Data Capture File data for the housing unit 
records selected by the PSA were matched to the Address Control File address records to define 
the final census housing unit universe. The housing unit status and/or a household’s size were 
imputed for address records that had an unknown housing unit status and for occupied housing 
units that had an unknown population count. A hot deck imputation method was used to impute 
housing unit status and population count. The resultant file was the basis for the 1990 Census 
final housing unit and population counts. 

1.2.2 The Census 2000 Dress Rehearsal 

The HCUF for the Census 2000 Dress Rehearsal was created from the Data Response File (DRF) 
and the Decennial Master Address File (DMAF). The DRF included the response data for 
Census 2000 questionnaires, and reflected the results of the PSA. The DMAF contained the 
housing unit addresses included in the last pre-Nonresponse Followup DMAF extract from the 
Master Address File (MAF) provided by Geography Division. 
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The HCUF record for a DMAF address was created from its DMAF record and the DRF return 
associated with that address, if one existed. Housing units whose occupancy status or population 
count was not defined from either a selected DRF return or from Nonresponse Followup check-in 
information prior to creation of the HCUF were assigned an occupancy status and/or a population 
count by hot decking when the HCUF was created. 

1.3 HCUF creation in Census 2000 

The Census 2000 HCUF was created by merging data from two sources: the PSA response data 
on the Census 2000 DRF, and the DMAF. 

The HCUF was constructed in three stages. In the first stage, the data from these two files were 
combined to determine which housing units potentially existed in the census. Each unique 
DMAF address was determined either to be a potential census housing unit or to not exist as a 
housing unit in the Census. 

Addresses determined not to be a housing unit fell into two groups: Kills and Resolved Deletes. 
Kills were identified primarily on the basis of address list development data. Resolved Deletes 
were identified primarily on the basis of housing unit response data. 

A DMAF address became a Kill if the Census could not find any recent evidence of its existence. 
The primary means by which a DMAF address would be classified as a Kill were if no mail 
return was received from that address, and: 

•	 it was a “Double Delete”, that is, it had been classified as a delete by both the Block 
Canvassing and Local Update of Census Addresses Field Verification operations, which 
were pre-Census 2000 address list building operations; 

•	 it was an “Old Delivery Sequence File Address”, that is, it had been placed on the DMAF 
by virtue of being a residential address on one of the U.S. Postal Service’s (USPS) 
Delivery Sequence Files from 1997 or 1998, but was no longer a residential address on 
any of the USPS’ Delivery Sequence Files in 1999 and 2000; or 

•	 if the address was identified as a delete by a Census 2000 enumerator in a Census 2000 
operation such as Update/Leave, Nonresponse Followup, Urban Update/Leave, 
Update/Enumerate, or Coverage Improvement Followup, and no evidence was received 
from any Census 2000 operation indicating that the address was an existing residential 
address. 

A complete listing of all means of classifying a DMAF address as a Kill is in the Kill 
Specification.1 

1Treat, James B., “Specification of the Kill Universe on the Decennial Master Address 
File for Census 2000”, DSSD Census 2000 Procedures and Operations Memorandum Series 
#D-13, December 21, 2000. (Referred to throughout as the Kill Specification.) 
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Also in the first stage of HCUF creation, response data from both the DMAF and the DRF were 
used to assign status and population count to the remaining potential housing units. The possible 
statuses were: (1) Occupied, (2) Vacant, (3) Resolved as Occupied (Unknown Pop), (4) 
Occupancy Status Unknown, and (5) Status Unknown. Resolved as Occupied (Unknown Pop) 
meant that the housing unit was occupied but the population count was unknown. Occupancy 
Status Unknown was the status assigned when the housing unit existed but could have been either 
occupied or vacant. Status Unknown was the status assigned when the address might have been 
an occupied housing unit, a vacant housing unit, or not a Census housing unit at all.2 

In the second stage of HCUF creation, the housing unit status and/or population count were 
imputed to those potential housing units with a housing unit status of Unknown Population 
Count, Occupancy Status Unknown and Unknown Status. During this stage, addresses given an 
imputed status of delete were eliminated from the HCUF. These are referred to as Imputed 
Deletes.3 

The third and final stage of HCUF creation was to unduplicate the remaining housing units using 
address information and response data. The duplicate housing unit records were flagged on the 
HCUF, but not actually deleted from Census processing until creation of the Hundred Percent 
Census Edited File (HCEF). 

Excepting the housing unit records flagged for deletion as duplicates, the HCUF contained data 
only for addresses in the final Census 2000 housing unit inventory at the end of these three 
stages. Every housing unit had a population count and an occupancy status of ‘occupied’ or 
‘vacant’ at the completion of the HCUF processing. 

2 See Alberti, Nick, “Specifications for Assigning the Housing Unit Status and Population 
Count of the Hundred-Percent Unedited File Prior to the Imputation of Unclassified Units,” 
DSSD Census 2000 Procedures and Operations Memorandum Series #D-14, January 19, 2001. 

3 For more information on Census 2000 count imputation procedures, see 
Griffin, Richard, “Census 2000: Overview of Count Imputation – Reissue of Q-2,” DSSD 
Census 2000 Procedures and Operations Memorandum Series #Q-78, March 18, 2002. 
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2. METHODS 

2.1 Files used in this evaluation 

Two files were used in this evaluation: the final HCUF file, and the Decennial Statistical Studies 
Division (DSSD) Combo file, where key variables from the MAF, DMAF, HCUF, HCEF, and 
some DSSD control files were brought together for each address record. The principal DSSD 
control files were: 

•	 The Kill file, which was created from the current DMAF by applying the Kill 
identification quality control testing software; and 

•	 The Count Imputation Output File, which was a copy of the preliminary HCUF, updated 
with the results of status imputation for those addresses requiring occupancy or status 
imputation, as described in detail in the Unclassified Estimation specification.4 

The DSSD Combo file also includes some DSSD-generated variables. This evaluation used one 
such variable called IDSTAT, which identified DMAF housing unit addresses as occupied, 
vacant, a Kill (see Sec. 1.3), or one of several different categories of deletes. 

For the most part, IDSTAT was set directly from HCUF and DMAF variables. But there were 
exceptions. For instance, Kills (see Sec. 1.3) were not identified by a single identifying variable 
on the HCUF or DMAF, but rather by linking control files for imputation and output from the 
Kills identification quality control testing programs applied to the current DMAF. (A more 
detailed discussion of the identification of Kills is in the Limitations section of this evaluation.) 

2.2 Geography included in this evaluation 

All statistics in this evaluation include Puerto Rico, in addition to the 50 States and the District of 
Columbia. Counts for “Deleted in Status Imputation” and “Deleted as Duplicates” have been 
provided in other Census publications, but the counts differ because the counts in those 
publications excluded Puerto Rico. The same is true of the counts for “Occupancy Status 
Unknown” and “Status Unknown” in Table 3. 

4 Griffin, Richard, “Census 2000 Count Imputation - Results,” DSSD Census 2000 
Procedures and Operations Memorandum Series #Q-81, November 5, 2002. 
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3. LIMITATIONS 

Limitations surrounding Kills: 

Contrary to the Kill Specification the DMAF did not distinguish Kills from other deleted 
addresses. In order to provide information on deleted addresses for this study, the DSSD divided 
the deleted addresses into the three categories of Resolved Deletes, Imputed Deletes, and Kills by 
linking control files for imputation and output from the Kills identification quality control testing 
programs applied to the current DMAF. Any deleted address on the current DMAF not 
independently identified as an Imputed Delete or a Kill from these should be a Resolved Delete. 

The quality control testing program for the identification of Kills represents an independent 
identification of Kills. Output from these programs based on the DMAF as of December 2000 
was verified at that time to be consistent with the Kills identified by the census production 
processing. In 2002 the DSSD applied the same quality control testing programs to the current 
DMAF in order to identify Kills on the DMAF for this and other studies. We discovered 13,783 
addresses that were not identified as Kills when the quality control testing program for the 
identification of Kills was applied to the DMAF in 2000. These addresses must surely be Kills 
that were not identified as such by the testing program, because they were included in a mailout 
or update/leave enumeration area, but had no form data captured and were not included in any 
followup operation. These discrepancies are unexplainable if one assumes that the 2000 and 
2002 versions of the DMAF are identical. 

We believe that the only explanation for the status of these addresses is that they were among 
those addresses identified as Kills in the census production processes. Accordingly, they have 
been classified as Kills for purposes of this evaluation. 
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4. RESULTS 

4.1 	 How many DMAF addresses were resolved as housing units in Census 2000? 

How many DMAF addresses were not included in Census 2000? 

There were nearly 128 million housing unit addresses on the DMAF. Table 1 provides a 
breakdown of the addresses included and not included in the final Census. 

Kills are primarily (a) addresses that had been identified by two pre-Census 2000 operations as 
not being valid residential housing units; (b) addresses that had been on the USPS’ Delivery 
Sequence Files prior to 1999 but not in 1999 or 2000; or (c) identified as deletes by one or more 
Census 2000 operations, with no countervailing evidence of their legitimacy as a residential 
address from any Census 2000 operation. Kills are discussed in more detail in Section 1.3 and in 
the Kill Specification. 

Addresses “Resolved as Deletes” are addresses identified as not being Census housing units on 
the basis of housing unit response data. The addresses “Resolved as Deletes” include 5,469 
addresses that appear to have been deleted in error. These were addresses that were not on the 
DRF (i.e. no questionnaire record was placed on the DRF for these addresses), but were 
identified as a valid residential address by one of three Census 2000 followup operations: 
Nonresponse Followup, Coverage Improvement Followup, or Field Verification. For such an 
address to have properly been deleted, it should have been identified as not being a valid 
residential address by one of the three aforementioned Census 2000 followup operations. A 
further breakdown of the resolved deletes is provided in Section 4.5. 

The Census designed and implemented a duplicate operation in the summer and fall of 2000, 
using a combination of address matching and person matching to correct a potential overcount of 
housing units. Some DMAF addresses were identified as matching other DMAF addresses, and 
were accordingly “Deleted as Duplicates” from the Census. 

There were addresses on the DMAF for which the response data were not sufficient to determine 
if a valid Census housing unit existed there at the time of enumeration. Status of Occupied, 
Vacant, or Delete was imputed for each of these addresses before the HCUF was finalized. 
Addresses with Delete status imputed are included in the “Deleted in Status Imputation” 
category. 
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Table 1: DMAF Housing Unit Addresses and the Census 

Resolution Number Percent 

DMAF Addresses Resolved as Housing Units in the Census 117,323,117 91.78 

DMAF Addresses Not Included in the Census: 10,505,661 8.22 

Kills5 9,057,195 7.09 

Resolved as Deletes 8,654 0.01 

Deleted as Duplicates 1,392,686 1.09 

Deleted in Status Imputation 47,126 0.04 

Total 127,828,778 100.00 
Totals by state are provided in the Appendix. 
Sources: HCUF, DMAF 

•	 Approximately 91.8 percent of DMAF housing unit addresses were included in 
the Census. 

•	 Of the 8.2 percent that weren’t, the vast majority (7.1 percent) were kills, and 
1.1 percent were deleted as duplicates. 

•	 Resolved Deletes constituted a negligibly small percentage of DMAF addresses. 
The same was true of addresses deleted in status imputation. 

A philosophy of erring on the side of inclusion was present in Census 2000. The counts of 
addresses killed and deleted as duplicates may have been a consequence of this approach. 

4.2 	 What was the source of the housing unit status of the addresses on the DMAF 

in Census 2000? 

Table 2 shows the source of information for all housing unit addresses on the DMAF, except for 
the kills. 

Data sources: the data source for an address could be either the return type of the response record 
chosen by the PSA6 to represent the address, or the occupancy status information recorded on the 
DMAF from the Nonresponse Followup, Coverage Improvement Followup, or Field Verification 
field operations. 

If the information on the DMAF from the aforementioned field operations was the data source, 
the data source is listed here as “Enumerator Response.” 

5 Includes 13,783 addresses deleted for unknown reasons but believed to be Kills. This is 
discussed in more detail in Section 3, Limitations. 

6 For more information regarding the PSA, see Baumgardner, Stephanie, “Analysis of the 
Primary Selection Algorithm,” Census 2000 Evaluation L.3.a, November 12, 2002. 
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Otherwise, if the PSA-selected return was a mail return, then the data source is listed here as 
“Self Response;” if the PSA-selected return was an enumerator return, then the data source is 
listed here as “Enumerator Response;” or if the PSA-selected return was a Be Counted Form or 
any type of Group Quarters questionnaire, then the data source is listed here as “Respondent 
Provided Address.” 

If no questionnaire was placed on the DRF for an address, and the address was not assigned to 
any regular or followup Census 2000 operation involving an enumerator visit, then the source is 
given as “No Data.” Addresses with this status are primarily addresses which were added to the 
DMAF too late in Census 2000 for any return to be included in the DRF. 

Housing unit status: addresses in the Resolved Occupancy Status categories had response data 
that sufficed to determine the housing unit status (Occupied, Vacant, or Delete).  Those 
“Resolved as Valid Housing Units” had response data that sufficed to determine that the unit was 
occupied or vacant, and sufficed to determine the household size if occupied. Addresses 
“Resolved as Deletes” had response data that sufficed to determine that the address was not a 
Census housing unit. Addresses “Resolved as Occupied (Unknown Pop)” had response data that 
sufficed to determine that the unit was occupied, but were not sufficient to determine the 
household size. 

Addresses with “Occupancy Status Unknown” had response data that sufficed to determine that 
the housing unit existed, but were not sufficient to determine whether it was occupied or vacant. 
Addresses with “Status Unknown” had response data that were not sufficient to determine 
whether there was a Census housing unit at the address. These addresses were eligible to be 
given an imputed status of Occupied, Vacant, or Delete. 

Table 2: Source of Housing Unit Status for DMAF Addresses 

Data Sources 

Self Enumerator Respondent 

Response Response Provided Address No Data Totals % 

Housing Unit Status: 

Resolved Occupancy Status: 

Resolved as Deletes 0 8,653 0 1 8,654 0.01 

Resolved as Occupied (Unknown Pop) 0 169,902 30,232 0 200,134 0.17 
(Household Size Imputation) 

Resolved as Valid Housing Unit 80,797,403 37,075,752 197,778 0 118,070,933 99.41 

Unresolved Occupancy Status: 

Occupancy Status Unknown 506 194,739 0 0 195,245 0.16 
(Occupancy Imputation) 

Status Unknown (Status Imputation) 0 45,113 27 251,477 296,617 0.25 

Total 80,797,909 37,494,159 228,037 251,478 118,771,583 100.0 

Percentages: 68.02 31.57 0.19 0.21 100.0 

Sources: HCUF, DMAF. Excludes Kills from Table 1. 
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•	 There were 491,862 addresses on the DMAF that required either occupancy or status 
imputation. 

•	 Of these 491,862 addresses, 39.7 percent, or 195,245 addresses, were identified as having 
Occupancy Status Unknown. 
-- the data source for 99.7 percent of these 195,245 addresses was enumerator responses; 

the remaining 0.3 percent were from self responses. 
•	 Of the 491,862 addresses, 60.3 percent, or 296,617 addresses, were identified as Status 

Unknown. 
-- There were no data for 85 percent of these 296,617 addresses. 

The data source for the remaining 15 percent of these was almost entirely enumerator 
responses. 

• Units with Unresolved Occupancy Status made up only 0.4 percent of all DMAF 
addresses. But they were 0.6 percent of the addresses whose source was an enumerator 
response. 

The addresses requiring status imputation (the Status Unknown addresses in Table 2) were 
delivered to the DMAF very late in Census 2000 processing: 

Table 2A: DMAF Deliveries of Addresses with Unknown Status 

Delivery 

June July August After August Totals % 

Deleted as Duplicates 1,559 0 149 5,322 7,030 2.37 

Imputed as Deletes 11,283 51 3,562 32,230 47,126 15.89 

Imputed as Housing Units 76,415 24 36,743 129,279 242,461 81.74 

Total 89,257 75 40,454 166,831 296,617 100.0 

Percentages: 30.09 0.03 13.64 56.24 100.0 
Sources: HCUF, DMAF. 

•	 Nearly 70 percent of addresses with unknown status were delivered to the DMAF in the 
August delivery or later. 

•	 Per Table 2, there was “No Data” for 85 percent of the addresses in Table 2A. Though not 
reflected in any table in this evaluation, the 85 percent “No Data” figure applies to the 
addresses in the August and later deliveries. 

4.3 	 What was the source of the housing unit status of the addresses included on 

the HCUF in Census 2000? 

Table 3 shows the final occupancy status of housing units included in the Census. The housing 
units are grouped by whether or not they had a resolved occupancy status, and by type of 
unresolved status. 
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Table 3: Housing Unit Status for Housing Units in the Final Census 

Response


Housing Unit Status:

Resolved Occupancy Status: 

Self Response 

Enumerator Response 

Other 

Unresolved Occupancy Status: 

Occupancy Status Unknown 
(Occupancy Imputation) 

Self Response 

Enumerator Response 

Other 

Occupied Vacant Totals Vacant % 

106,469,702 10,417,315 116,887,017 8.91 

80,187,952 16,228 80,204,180 0.02 

26,071,164 10,401,087 36,472,251 28.52 

210,856 0 210,856 0.00 

271,724 164,376 436,100 37.89 

107,887 85,752  193,639 44.28 

289 214 503 42.54 

107,598 85,538 193,136 44.29 

0 0 0 

Status Unknown (Status Imputation) 163,837 78,624 242,461 32.43 

Self Response 0 0 0 

Enumerator Response 24,862 17,818 42,680 41.75 

Other 138,975 60,806 199,781 30.44 

Total 106,741,426 10,581,691 117,323,117 9.02 
Sources: HCUF, DMAF. Includes addresses resolved as housing units from table 1. 

Only 8.9 percent of housing units with resolved occupancy status were found to be vacant. 
However, 37.9 percent of units that underwent either occupancy or status imputation were 
imputed as vacant. This was the result of the design of the count imputation process. The 
addresses having occupancy or status imputed were assigned the status and population count of a 
donor unit. The donor units were nearby units that were occupied (with a population count) or 
vacant units either included in Nonresponse Followup or Coverage Improvement Followup 
operations, or from field enumeration areas. For addresses having status imputed, nearby deleted 
and killed addresses were also in the donor pool. Donors were assigned through the nearest-
neighbor hot deck method. Of units with occupancy status unknown, 44.3 percent had vacancy 
status imputed; of units with unknown status, 32.4 percent had vacancy status imputed. This was 
higher than the vacancy rates of 28.52 percent and 24.79 percent in the respective donor pools. 
According to Griffin7, this is because “[u]nclassified units – units for which we are unaware of 
residency status – are more likely to be neighbors to vacant and delete/kill housing units.” 

7 Griffin, Richard, “Census 2000 Count Imputation - Results,” DSSD Census 2000 
Procedures and Operations Memorandum Series #Q-81, November 5, 2002, p.13. 
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4.4 	 What was the source of the housing unit status of the housing unit records 

deleted as duplicates in Census 2000? 

4.4.1 Status of housing unit records deleted as duplicates 

Table 4 shows the housing unit status for all housing unit records deleted from Census 2000 as 
duplicates. 

Table 4: Housing Unit Status for Housing Unit Records Deleted as Duplicates 

Response  Occupied Vacant Totals % 

Housing Unit Status: 

Resolved Occupancy Status: 1,346,215 37,835 1,384,050 99.38 

Unresolved Occupancy Status: 

Occupancy Status Unknown 971 635 1,606 0.12

(Occupancy Imputation) 

Status Unknown (Status Imputation) 5,007 2,023 7,030 0.50 

Total 1,352,193 40,493 1,392,686 100.00 

Percentages 97.09 2.91 100.00 
Sources: HCUF, DMAF. Includes addresses deleted as duplicates from Table 1. 

4.4.2 Comparison with housing units included in the HCUF 

The following table compares the percentages of vacant housing units across three categories: 
housing units On the HCUF, which are HCUF housing units that were neither permanently 
deleted as duplicates, nor provisionally deleted as duplicates, then reinstated; housing units 
Reinstated to (the) HCUF, which were provisionally deleted from the HCUF as duplicates, then 
reinstated; and housing unit records permanently Deleted as Duplicates from the HCUF.8 

8Fay, Robert, “The 2000 Housing Unit Duplication Operations and Their Effect on the 
Accuracy of the Population Count,” Proceedings of the Annual Meeting of the American 
Statistical Association, August 5-9, 2001, pp.3-4, describes a two-phase operation to identify 
duplicate addresses: a first phase which cast a broad net for potential duplicates which were 
“provisionally deleted,” followed by a closer review that resulted in the reinstatement of many of 
the provisional deletes from the first phase. 
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Table 4A: Comparison Between HCUF HUs and HU Records Deleted as Duplicates 

On the HCUF9 Reinstated to Deleted as Duplicates 

Response Percentage of Vacant Units 

Totals: 9.01 % 10.46 % 2.91 % 

Resolved Occupancy Status: 8.90 % 10.07 % 2.73 % 

Occupancy Status Unknown: 44.26 % 45.07 % 39.54 % 

Status Unknown: 32.24 % 38.48 %  28.78 % 
Vacancy percentages are for the categories indicated. For example, in the third column of the second row, 2.73% of addresses with resolved

occupancy status that were deleted as duplicates had been listed as vacant.

Sources: HCUF, DMAF


•	 Housing unit records deleted as duplicates had only one-third the vacancy rate of housing 
units on the HCUF. 
-- 62.6 percent of housing unit pairs that were included in the Census 2000 duplicate 
operation were identified via person matching, which excluded vacant units. 

This appears to explain most of the reduction in vacancy rate for housing unit records 
deleted as duplicates. 

•	 Housing unit records initially included in the Census 2000 duplicate operation, but 
ultimately reinstated to the HCUF, had slightly higher vacancy rates than housing units on 
the HCUF. 

This seemingly anomalous result may warrant further investigation.10 

•	 The vacancy rates imputed to addresses with unknown occupancy or status were basically 
consistent between HCUF housing units, housing unit records deleted as duplicates, and 
housing units reinstated to the HCUF. 

9 Excludes housing units reinstated to the HCUF. Percentages are essentially the same 
with or without the reinstated units. 

10 The reinstatement rules (Howard Hogan, “Specification for Reinstating Addresses 
Flagged as Deletes on the Hundred Percent Census Unedited File,” DSSD Census 2000 
Procedures and Operations Memorandum Series #D-11, November 7, 2000) can be interpreted to 
lean, in minor ways, towards reinstating duplicates that were matched by address, but this writer 
is not convinced that the reinstatement rules can explain more than a fraction of the difference. 
The reinstatement rules are not subject to easy summarization, and any reader desiring to know 
more about those rules is urged to read the reinstatement specification. 
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4.5 What was the breakdown of addresses resolved as deletes in Census 2000? 

Correctly deleted addresses were addresses deleted in HCUF creation that were found to be not a 
valid housing unit by either Nonresponse Followup, Coverage Improvement Followup, or Field 
Verification. Addresses deleted in error were addresses deleted in HCUF creation despite having 
been identified as a valid occupied or vacant housing unit by either Nonresponse Followup, 
Coverage Improvement Followup, or Field Verification. 

Table 5: Housing Unit Addresses Resolved as Deletes in the Final Census 

Status Count Percent 

Correctly Deleted 3,185 36.8 

Deleted in Error 5,469 63.2 

Total 8,654 100.0 
Sources: HCUF, DMAF. Includes addresses resolved as deletes in Table 1. 

Approximately 63.2 percent of addresses resolved as deletes were deleted in error. 
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5. RECOMMENDATIONS 

5.1 	 Enhance the Census software quality assurance process to ensure adherence 

to specifications 

Problems with adherence to specifications cropped up in two areas of HCUF creation. 

As indicated in Table 5, 5,469 addresses that were deleted from the Census were apparently 
deleted in error. These were addresses that were identified as occupied or vacant by the 
Nonresponse Followup or Coverage Improvement Followup operations, or verified by the Field 
Verification operation. As the Housing Unit Status specification11 indicates, such units were to 
be kept on the HCUF. 

As discussed in the Limitations section, the DMAF did not distinguish Kills from other deleted 
addresses, contrary to the Kill Specification. The DSSD had to rely on control files from an 
independent quality control testing program to divide the deleted addresses into the three 
categories of Resolved Deletes, Imputed Deletes, and Kills for purposes of this evaluation. 

5.2 Reexamine timing of late Census operations 

If no questionnaire was placed on the DRF for an address, and the address was not assigned to 
any regular or followup Census 2000 operation involving an enumerator visit, then the source is 
given as “No Data.” As Table 2 shows, there were 251,478 such addresses that were either 
included in the Census, or deleted in status imputation. Most of these addresses were added to 
the DMAF too late in Census 2000 for any return to be included in the DRF. We need to 
examine whether there is a way to work out the timing of the late Census operations so that any 
late adds from these operations can be placed on the DMAF in time for questionnaires captured 
from those addresses to have a DMAF address to be linked to. 

5.3 Conduct further research on Duplicate Delete cases 

Table 4A shows the differences in vacancy rates between housing units on the HCUF, housing 
unit records deleted as duplicates, and housing units provisionally deleted as duplicates but 
ultimately reinstated. The extremely low vacancy rates for housing unit records deleted as 
duplicates can largely be explained by the heavy use of person records in identifying possible 
duplicate pairs. However, the vacancy rates for the reinstated housing units are slightly higher 
than those never considered for deletion from the HCUF. The process by which duplicates were 
identified and reinstated or deleted suggests that the factors causing a low vacancy rate for 

11 Alberti, Nick, “Specifications for Assigning the Housing Unit Status and Population 
Count of the Hundred-Percent Unedited File Prior to the Imputation of Unclassified Units,” 
DSSD Census 2000 Procedures and Operations Memorandum Series #D-14, January 19, 2001. 
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deleted housing unit records should, for the most part, apply to reinstated housing units. We feel 
this merits further research. 
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Appendix 1: DMAF Addresses Resolved As Housing Units in the Census 

State Housing Units 

Alabama 


Alaska 


Arizona 


Arkansas 


California 


Colorado 


Connecticut 


Delaware 


District of Columbia 


Florida 


Georgia 


Hawaii 


Idaho 


Illinois 


Indiana 


Iowa 


Kansas 


Kentucky 


Louisiana 


Maine 


Maryland 


Massachusetts 


Michigan 


Minnesota 


Mississippi 


Missouri 


Montana 


Nebraska 


Nevada 


New Hampshire 


New Jersey 


New Mexico 


New York 


North Carolina


North Dakota 


Ohio 


Oklahoma 


Oregon 


1,963,711 

260,978 

2,189,189 

1,173,043 

12,214,549 

1,808,037 

1,385,975 

343,072 

274,845 

7,302,947 

3,281,737 

460,542 

527,824 

4,885,615 

2,532,319 

1,232,511 

1,131,200 

1,750,927 

1,847,181 

651,901 

2,145,283 

2,621,989 

4,234,279 

2,065,946 

1,161,953 

2,442,017 

412,633 

722,668 

827,457 

547,024 

3,310,275 

780,579 

7,679,307 

3,523,944 

289,677 

4,783,051 

1,514,400 

1,452,709 
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Pennsylvania 5,249,750 

Puerto Rico 1,418,476 

Rhode Island 439,837 

South Carolina 1,753,670 

South Dakota 323,208 

Tennessee 2,439,443 

Texas 8,157,575 

Utah 768,594 

Vermont 294,382 

Virginia 2,904,192 

Washington 2,451,075 

West Virginia 844,623 

Wisconsin 2,321,144 

Wyoming 223,854 

Total 117,323,117 
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Appendix 2: DMAF Addresses Not Included in the Census 

State 

Alabama 

Alaska 

Arizona 

Arkansas 

California 

Colorado 

Connecticut 

Delaware 

District of Columbia 

Florida 

Georgia 

Hawaii 

Idaho 

Illinois 

Indiana 

Iowa 

Kansas 

Kentucky 

Louisiana 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Missouri 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

Deleted in 

Resolved as Deleted as Status 

Kills Deletes Duplicates Imputation Totals 

176,557 119 38,548 722 215,946 

23,894 12 3,136 245 27,287 

196,174 94 29,214 2,643 228,125 

81,250 59 19,984 314 101,607 

798,048 558 89,411 4,976 892,993 

139,968 73 17,118 572 157,731 

103,721 69 14,305 351 118,446 

21,214 37 3,990 96 25,337 

19,835 13 436 53 20,337 

559,955 497 70,632 3,540 634,624 

370,164 215 55,480 1,154 427,013 

79,299 124 8,733 262 88,418 

50,374 25 7,131 448 57,978 

609,885 629 53,659 3,066 667,239 

228,943 181 31,692 1,602 262,418 

64,055 45 12,245 178 76,523 

67,391 24 11,211 199 78,825 

123,944 57 29,273 969 154,243 

188,355 203 32,850 378 221,786 

35,268 21 7,797 110 43,196 

125,511 83 21,289 527 147,410 

181,188 139 28,106 761 210,194 

277,440 190 38,147 1,147 316,924 

127,625 47 18,017 277 145,966 

95,367 78 26,880 662 122,987 

174,276 83 26,751 524 201,634 

26,554 11 3,722 188 30,475 

36,495 39 4,562 85 41,181 

42,965 28 5,485 862 49,340 

28,791 18 7,449 192 36,450 

228,920 261 39,809 630 269,620 
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New Mexico 74,873 32 12,424 697 88,026 

New Y ork 743,860 735 103,320 2,384 850,299 

North Carolina 269,625 490 61,381 1,950 333,446 

North Dakota 19,016 2 2,886 50 21,954 

Ohio 286,364 399 41,775 1,061 329,599 

Oklahoma 89,798 88 16,875 365 107,126 

Oregon 126,775 127 16,323 1,172 144,397 

Pennsylvania 414,390 258 66,531 1,651 482,830 

Puerto Rico 65,454 85 21,366 928 87,833 

Rhode Island 33,142 28 5,029 143 38,342 

South Carolina 207,758 371 40,477 1,048 249,654 

South Dakota 18,115 13 2,788 92 21,008 

Tennessee 208,647 492 41,058 1,149 251,346 

Tex as 538,176 809 93,822 2,614 635,421 

Utah 76,415 63 8,845 281 85,604 

Ve rmo nt 25,050 18 5,057 73 30,198 

Virginia 138,631 260 28,293 602 167,786 

W ashington 217,156 234 28,777 1,470 247,637 

W est Virginia 46,867 17 11,988 341 59,213 

W isconsin 156,781 97 24,573 1,247 182,698 

W yoming 16,875 4 2,036 75 18,990 

To tal 9,057,195 8,654 1,392,686 47,126 10,505,661 
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PREFACE 

Purpose of the Operational Requirements Study 

The main objective of the Operational Requirements Study is to assess the efficacy of the 
requirements definition process that was employed by the U.S. Census Bureau during the 
planning stages for the Beta Site. Accordingly, the report's main focus is on the effectiveness of 
requirements methodologies, including processes for coordination, communication, and 
documentation, and their impact on overall functionality of the Beta Site vis-a-vis its support for 
Census 2000 automated systems. The report also addresses certain contract management issues 
and their effect on operational considerations. 

The Operational Requirements Study synthesizes the results from numerous interviews with a 
range of personnel--both U.S. Census Bureau staff and contractors--who were either customers 
or were involved with the planning, development, and operation of the Beta Site. The findings 
in this report are qualitative in nature; they reflect the varied opinions and insights of those 
personnel who were interviewed. The intent of this study is to use the results obtained to inform 
future planning for the Beta Site activities. 
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EXECUTIVE SUMMARY 

This study assesses the extent to which the requirements for the Beta Site operation and its 
internal processes supported various automated systems used during Census 2000. The findings 
presented are qualitative in nature as they reflect the varied opinions and insights of the Beta Site 
operations personnel and customers who were interviewed by the Titan Systems Corporation. 

The Beta Site is a software evaluation facility within the U.S. Census Bureau that was involved 
in the testing and deployment of Census 2000 systems and related components. Its primary 
objective was to assess a system’s deployment readiness; however, it also conducted security 
testing, provided software release services, and performed network monitoring and 
troubleshooting support. The Decennial Directorate charged the Decennial Systems and 
Contracts Management Office with the responsibility for ensuring integration of Census 2000 
systems and the Beta Site was responsible for testing and releasing software into the production 
environment. 

Security evaluation was a distinct phase of the Beta Site testing. The Beta Site personnel worked 
in a cooperative fashion with the Information Technology Security Office to assure appropriate 
security considerations were proactively addressed. Overall, the structure of the testing 
processes and associated functions were comprehensive and were aligned to support the 
objectives of the Beta Site. It is important to note that the Beta Site was faced with the unique 
challenge of having to test applications in a non-traditional environment; that is, its primary task 
was to test applications that had a very short life-cycle. Many interviewees expressed 
appreciation for the thoroughness of the testing and cited instances of the Beta Site testers 
identifying faults in the software. 

The planning for the Beta Site support for Census 2000 began in mid-1996 and continued 
through the census to accommodate changing operational requirements, as needed. The physical 
site was constructed in Building 2 in the Suitland Federal Center in 1996. In addition to testing 
Census 2000 systems, over the next four years, the Beta Site had to address other challenges 
such as ramping up the testing infrastructure and performing Year 2000 compliance testing. 
According to a post-assessment study of the Beta Site that was prepared by the Decennial 
Management Division, from late Fiscal Year 1997 through Fiscal Year 2000 over 1,200 software 
tests were performed by the Beta Site and it maintained system configurations for over 8,000 
personal computers and 570 servers during Census 2000. 

Given the success of Census 2000 and the unprecedented reliance on automated systems, it is 
evident that the Beta Site played an important role in the decennial census and contributed 
significantly to its success. Though originally established to evaluate Census 2000 systems, 
future plans call for the Beta Site to support both decennial and non-decennial operations. The 
Beta Site was staffed by a mix of both in-house staff and contractors. Major results of the study 
include: 
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•	 Underlying concept of the Beta Site generally viewed as beneficial, but processes in 
need of improvement. Although the software validation role of the Beta Site operation 
was widely seen within the U.S. Census Bureau as being a necessary function, many of 
the Beta Site’s customers expressed concerns over the efficiency, consistency, and 
timeliness of the testing processes that were employed. The requirements for the Beta 
Site should have focused more attention on the impact that its internal processes would 
have on customers’ operations. Conversely, developers needed to factor in time for Beta 
Site testing in their development process. In this regard, the Beta Site personnel noted 
that, from their perspective, there were too many Urgent Requests which suggested to 
them a lack of proper planning/scheduling by the program offices. 

•	 Responsibility for test plans was not fully addressed. The issue of who was 
responsible for developing test plans was not fully addressed. Although the Program 
Master Plan discussed the Beta Site Workflow and the “receipt of requirements,” which 
included test plans, data, and cases from the developer, the preciseness of those 
requirements was never fully defined. The perception of the Beta Site staff was that 
responsibility for test plans was defined through meetings with customers. In discussions 
with testers and customers alike, it was evident that this issue was not fully resolved 
during the requirements phase. 

•	 Communication could have been more effective. Early planning should have 
addressed requirements for two-way communications. Testers frequently worked with 
developers to fix specific problems, and in an effort to meet testing deadlines, were often 
available outside of normal working hours. Although a set of physical, logistical, and 
procedural requirements was outlined in April 1997, they did not adequately address the 
need for a structure to ensure effective communications between the Beta Site testers and 
developers. Interviews confirmed that the Beta Site process was often unclear to most 
customers, and this led to a significant number of communication difficulties, especially 
when the need arose to escalate issue resolution to a higher level. Some of these 
escalations may have been requested to gain exceptions to the Beta Site processes. 

•	 General Service Administration contract support service utilized for the Beta Site. 
In 1997, the Beta Site management opted to use the services of the General Service 
Administration’s Federal Systems Integration and Management Center as a means of 
acquiring a capable prime contractor for the Beta Site. The Federal Systems Integration 
and Management Center manages multiple-award contracts with qualified system 
integrators who can be competitively selected in a relatively short period of time. By 
utilizing this service, the Beta Site management took advantage of these contracts that 
were already in place to expeditiously acquire a qualified systems integrator. Resources 
permitting, it may have been beneficial for the Beta Site to use the Federal Systems 
Integration and Management Center in the requirements planning area. 

•	 Network administration and configuration responsibilities within the decennial 
environment. Requirements did not give adequate consideration to the complexities of 
managing the Census 2000 systems in a networked environment and the division of 
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responsibilities within the U.S. Census Bureau's technical management infrastructure was 
problematic. This was a crucial issue in view of the size of the network. During the 
decennial census, network administration and configuration issues arose between the 
Technologies Management Office and the Beta Site. 

These and other findings have led to the following recommendations: 

•	 Fully consider requirements for communication processes. The communications 
“gap” could have been narrowed if the Beta Site had initiated a more effective outreach 
program aimed at improving the dialog with customers and to help manage expectations. 
A public relations campaign to raise the level of awareness of the Beta Site’s objectives 
and processes would have led to greater understanding about its role, and perhaps 
increased acceptance in the customer community. As part of requirements, the Beta Site 
should plan to implement such a program to inform customers about the purpose of the 
Beta Site, including its methodology and procedures. On the other hand, developers need 
to understand that the applications and development environment does not replicate the 
production environment. Applications must first function on the Beta Site standardized 
platform before testing can begin. 

•	 Improve testers’ knowledge about the purpose, use, and capabilities of the software. 
Testers were widely perceived as being very competent. The volume and variety of 
applications requiring processing by the Beta Site in a short period of time often made it 
difficult to determine the characteristics of the software and apply appropriate testing. 
This environment can result in communication problems, unnecessary re-testing cycles, 
and delays in software releases. Testers need to have a good understanding of the 
software they are charged with testing. The requirements process should have explored 
the need for this knowledge and how to impart it, preferably through a collaborative 
approach between developers and testers. A lot of frustration can be traced back to this 
very issue, not always involving testers in early planning efforts. Given the extraordinary 
challenges of having to prepare for the testing of myriad decennial systems in a 
compressed timeframe, the requirements for the Beta Site should have addressed a need 
for a more effective software familiarization process and/or direct involvement with the 
developer to address this potential problem. Developers did not always provide 
sufficient supporting documentation to assist testers in gaining an understanding of the 
underlying logic and structure of the applications. Successful testing depends upon 
comprehensive documentation. 

•	 Major advancements in technology will require early scoping of the level of effort 
required from the Beta Site in 2010. Given the high probability of increased reliance 
on automated systems in 2010 and the rapid pace of technological change, the Beta Site 
will likely play an even larger role in the next decennial census. The Beta Site will have 
to be prepared to test more applications that employ technologies that are far more 
sophisticated than those used in the Census 2000 environment. It is recommended that 
the U.S. Census Bureau initiate early planning efforts to enable the Beta Site operation to 
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scope out its requirements for physical, technical, and personnel resources so that it can 
accommodate an increased testing workload in the next decennial census. 

•	 Improve life-cycle model for the 2010 Census. Given the lack of agency guidelines for 
requirements planning and a system development life-cycle model, the software testing 
function has not benefitted from a structured or disciplined approach to software 
development. Such an approach would have greatly facilitated testing by contributing 
toward more disciplined software and testing processes. Current trends in industry are 
leading to the adoption of the Capability Maturity Model. The model is a multi-layered 
structure, developed by the Software Engineering Institute (research center sponsored by 
the Department of Defense and operated by Carnegie Mellon University), which outlines 
principles and practices that should be addressed in order to improve software quality and 
process management. It is recommended that the U.S. Census Bureau evaluate the 
Capability Maturity Model and the tools which can support its implementation well in 
advance of the next decennial census. During an interview with the Beta Site 
management, the Titan Team learned that compliance tools leading to Level 3 
certification are already being investigated. The Capability Maturity Model holds great 
promise for future testing operations and should be adopted; however, this goal can only 
be accomplished when all participants in the software development process adhere to the 
procedures set forth by the model’s methodology. 

vi 



1. BACKGROUND 

The Titan Systems Corporation, System Resources Division (Titan/SRD) was tasked by the 
Planning, Research, and Evaluation Division (PRED) of the U.S. Census Bureau to conduct an 
operational requirements study of the Beta Site with respect to the support that facility provided 
during the decennial census. The Beta Site is a software evaluation center within the Census 
Bureau that was involved in the testing and deployment of Census 2000 automated systems and 
related components. Testing focused on ensuring operational compatibility with the Census 
Bureau’s computing environment and on identifying software errors that could affect a system’s 
ability to support census operations. Given the success of Census 2000 and its unprecedented 
reliance on automated systems, it is evident that the Beta Site played an important role in the 
decennial census and contributed significantly to its success. 

This study assesses the extent to which the requirements for the Beta Site operation and its 
processes supported various automated systems used during Census 2000. It offers one of 
several evaluation approaches for examining this operation and is intended to assist in the 
planning for future software testing, integration, or management operations that may be involved 
in supporting the 2010 Census. 

The facility is an organizational component under the Decennial Systems and Contracts 
Management Office (DSCMO). The primary objectives of the Beta Site were to assess a 
system’s deployment readiness and ensure system compatibility and interoperability with the 
Census Bureau’s networked computing environment. However, it also had a range of other 
functions and was responsible for conducting security testing; monitoring system performance 
and the configuration of personal computers (PCs) and servers in field offices; providing expert 
assistance to solve complex technical problems; releasing software; and maintaining version 
control for Census 2000 systems. 

Software that is subjected to evaluation by the Beta Site is prioritized to receive either “Normal” 
or “Urgent” testing. The Census Bureau has established a bypass mechanism known as an 
“Emergency Release” that allows critical software to be released without the benefit of testing by 
the Beta Site. This category could apply to business issues (compliance with legal or 
administrative rulings) or because testing was delayed and jeopardized the software deployment 
schedule. “Urgent” and “Emergency Release” testing requests required special approvals from 
Census Bureau senior management. 

Since the Beta Site testing function was used to evaluate multiple Census 2000 systems, the 
range of equipment required for testing and the technical skill sets of the Beta Site personnel 
were diverse. The Beta Site was configured with hardware and software that replicated the 
operating environment for Census Bureau field offices. 
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The Beta Site was able to provide testing services for applications that were developed by non-
decennial areas within the Census Bureau. For example, a unique set of keying programs was 
required for two different island area forms (one application for the Pacific region and another 
for the U.S. Virgin Islands). These PC-based applications were developed at the National 
Processing Center (NPC), but were comprehensively tested by the Beta Site, which also 
maintained version control of the deployed software. The Beta Site also played an extraordinary 
role in supporting a major Census 2000 application–the American FactFinder. Even though the 
system was not required to undergo testing in the Beta Site, the facility nonetheless assisted with 
load testing and helped to validate the software testing methodology. 

After the 1988 Dress Rehearsal, the Census Bureau opened the Beta Site in Baltimore, MD at the 
same location as the Baltimore Processing Office. All hardware, software, data communication 
devices, and expert staff were supplied by the Digital Equipment Corporation (DEC) under the 
Family of Minicomputers Contract. Only hardware tests were conducted at the Beta Site. Since 
there were no software testers at the Beta Site, each software release was tested for security 
concerns by the Census Bureau’s Security Office. Once an application was loaded and the 
Security Office completed the review, a form was signed by representatives from the Beta Site 
and the Security Office as well as the Application Representative. It was then faxed to 
Headquarters (HQ). Once the Associate Director for Management Services signed the form, 
software could be released. All software was released via dedicated data lines from the Beta Site 
to the 12 Regional Census Centers (RCCs) and the seven Processing Offices (POs). HQ mailed 
tapes to the District Offices (DOs). 

For 1990, other major activities of the Beta Site included: 

•	 Writing, installing and managing an automated Problem Referral and Resolution System. 
One system was for the RCCs and DOs, one for the POs, and one for Geography 
Division. Each problem referred by a decentralized site was sent via DECmail to the 
Beta Site, reviewed, and then forwarded to the appropriate HQ person. An automated 
response was sent from HQ to the decentralized sites. 

•	 Developing the VMS (Virtual Memory System) software that was written, tested, and 
maintained at the Beta Site (two DEC VMS experts were on site). 

•	 Preparing the Computer Operations Manual which was used by the Systems 
Administrators in the RCCs and the POs. 

In preparation for Census 2000, the Census Bureau planned to test all production systems 
(including hardware and software testing, as appropriate) to ensure consistency in decennial 
processes at HQ, the Local Census Offices (LCOs - formerly called District Offices in 1990), the 
RCCs, the National Processing Center in Jeffersonville, IN, and selected HQ systems. The data 
capture systems were not part of the Beta Site testing for 2000. Planning the Beta Site activities 
for Census 2000 began in mid-1996 and continued through the census to accommodate changing 
operational requirements, as needed. The site was constructed in 1996 and opened soon 
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afterwards. After RCC and LCO servers were installed in the fall of 1997, application software 
testing began in January 1998. 

For Census 2000, the Information Technology (IT) Directorate recommended that the Beta Site 
be located at the Bowie Computer Center. The Decennial Directorate decided to build the Beta 
Site at HQ in Building SFC-2, so that customers could easily use the site. For Census 2000, the 
Beta Site operated three shifts, whereas in 1990 there were two shifts. Future plans are to make 
the Beta Site more permanent and to incorporate additional software testing for both decennial 
and non-decennial operations. 

The DSCMO was responsible for releasing software to the VMS/NT systems in the NPC, the 
Unix systems in the RCCs, and the Novell-Novell Directory Services (NDS) systems in the 
Accuracy and Coverage Evaluation Regional Offices (ACEROs), RCCs, and LCOs. No changes 
to the system could occur unless specified by an appropriate Change Control Board (CCB). 
There were CCBs that covered the following systems: RCC, LCO, Novell, and VMS. 
Application software changes were approved by teams of developers responsible for writing the 
software. The Beta Site was responsible for the configuration management of these systems. 

In March 2001, the Decennial Management Division (DMD) prepared a high level assessment of 
successes and lessons learned for the Beta Site. This document noted, among other things, that 
from late FY 1997 through FY 2000, over 1,200 software tests were performed by the Beta Site 
and that it managed to maintain system configurations for over 8,000 PCs and 570 servers during 
Census 2000. It further noted that the Beta Site effectively utilized commercial-off-the-shelf 
(COTS) systems management utilities to facilitate configuration management, system 
monitoring, and Year 2000 (Y2K) testing activities. To assure success in implementing major 
software systems and to solve complex problems, the Beta Site relied on outside technical 
expertise for support in Unix, Novell, Oracle, and IBM specific areas. The assessment prepared 
by DMD cited a number of lessons learned that are also echoed below in Section 4, Results. 

2. METHODOLOGY 

In view of the Beta Site’s involvement in testing selected Census 2000 automated systems, 
PRED directed Titan/SRD to assess how the requirements for software testing impacted the 
deployment, performance and functionality of the Census 2000 automated systems. This 
evaluation was accomplished through an extensive literature review and numerous interviews 
with personnel who were either involved with the Beta Site operations or who were customers 
that were supported by the Beta Site. The interviews covered three main areas: (1) establishment 
of the Beta Site facility; (2) definition of Beta Site processes; and (3) the effectiveness of the 
Beta Site operation. The references cited in this evaluation provided supplemental information. 

The assessments provided in Section 4., Results, reflect the opinions and insights of key 
personnel who were interviewed by the Titan/SRD Team in July and August 2001. Section 5., 
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Recommendations, provides value added perspectives from the Titan/SRD Team that seek to 
illuminate issues for management consideration in the planning of future systems. 

We applied quality assurance procedures throughout the creation of this report. They 
encompassed how we determined evaluation methods, created specifications for project 
procedures, analyzed data, and prepared this report. 

Study participants reviewed the results of this system requirements study. Comments have been 
incorporated to the fullest possible extent. 

3. LIMITS 

The following limits may apply to this operational requirements study: 

•	 The perception of those persons participating in the interview process can significantly 
influence the quality of information gathered. For instance, if there is a lack of 
communication about the purpose the review, less than optimal results will be obtained 
and the findings may lack depth. Each interview was prefaced with an explanation about 
its purpose in order to gain user understanding and commitment. 

•	 In some cases, interviews were conducted several months, even years, after the 
participant had been involved in system development activities. This extended timeframe 
may cause certain issues to be overlooked or expressed in a different fashion (i.e., more 
positive or negative) than if the interviews had occurred just after system deployment. 

•	 Each interview was completed within a one to two hour period, with some telephone 
follow-up to solicit clarification on interview results. Although a detailed questionnaire 
was devised to guide each interview and gather sufficient information for the evaluation, 
it is not possible to review each aspect of all of the Beta Site testing cycles performed, 
given the limited time available with each participant. Although this is a limitation, it is 
the opinion of the evaluators that sufficient information was gathered to support the 
objectives of the evaluation. 

•	 Every effort was made to identify key personnel and operational customers who actively 
participated in the beta testing process. In the case of the Beta Test site, some of the 
government personnel who participated in the study are no longer with the Census Bureau. 
Some contractors interviewed for the study are also no longer active on the program. 

4. RESULTS 

This section contains findings relating to the requirements issues surrounding the establishment 
of the Beta Site facility, its personnel, and associated software testing processes. The 
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requirements process establishes the foundation for an operation and, therefore, must thoroughly 
consider all functional aspects, features, and services that need to be performed/provided for that 
operation to be successful. Failure to methodically and adequately identify requirements 
increases the likelihood of operational inefficiencies. 

4.1 Requirements definition 

Planning for the Beta Site started in mid-1996 and centered around several factors. First, there 
was a need to acquire a wide variety of equipment that was necessary to simulate the 
environment in the field. Second, there was a need for testing tools such as WINRunner and 
Load Runner (both packages were developed by Mercury Interactive). WINRunner is a 
functional testing tool that ensures Web-based applications and other systems work as expected 
by capturing, verifying and replaying user interactions automatically. LoadRunner is a load 
testing tool that predicts system behavior and performance. Third, there was a need for software 
distribution and version control tools. The Avanti Task Manager was selected to automate the 
tasking and scheduling of software distribution to ensure that the correct software was resident 
on servers. A fourth factor was a recognized need to separate the software development 
environment from the test environment. 

The Beta Site was intended to be a temporary operation, owned by the government and operated 
by contractors. It was designed to support census operations that would be performed in the 
decentralized sites, but support for HQ systems could also be made available at the option of 
individual program managers. In April 1997, a compact set of requirements was drawn up for: 
equipment and software systems; acquisition and funding; major operations; and administration. 
This early document was essentially a framework and lacked the specificity or detail normally 
associated with a full requirements study. 
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4.2 Requirements issues 

4.2.1 Responsibility for test plans not fully addressed 

Although the Program Master Plan (PMP) and the Decennial Software Testing Methodology 
document discussed the Beta Site Workflow and the “receipt of requirements,” which included 
test plans, data, and cases from the developer, the preciseness of those requirements was never 
fully understood. This was evident during discussions with testers and customers alike. This 
was a very fundamental matter which should have been resolved during the requirements phase. 
As a matter of practice, developers usually prepared the test plans. Owing to the lack of a 
formalized system development methodology within the Census Bureau, when the test plans 
were submitted they were not often accompanied with sufficient supporting documentation to 
assist testers with gaining an understanding of the underlying logic and structure of the 
application. Thus, requirements for test plans should have addressed not only who was 
responsible for developing them, but also what other documentation needed to be provided to 
facilitate the testing process. The time and resources that were consumed as a result of not 
having fully addressed the test plan issue is unknown. 

4.2.2 Separate testing environment could reduce risk 

Testing was not completely isolated from the production environment. Although there are no 
known instances of testing being affected, this approach increased risks as it had the potential to 
unintentionally impact “live” systems and users, and vice versa. The risk was mitigated by 
implementing separate subnets. Although the Beta Site ultimately successfully tested and 
deployed decennial applications, the issue of establishing a separate test environment for those 
applications does not appear to have been given sufficient consideration. 

4.2.3 Successful approach to meeting requirements for IT security 

Security evaluation of decennial software was a distinct phase of the Beta Site testing. The Beta 
Site personnel worked in a cooperative fashion with the IT Security Office to assure appropriate 
security considerations were considered up front. This was in contrast to the 1990 decennial 
census when communication between the Beta Site and the Security Office was often more 
problematic. The Beta Site personnel met regularly with the Security Office to discuss security 
matters and to ensure that development efforts adhered to security considerations. The Beta Site 
developed a security plan, which was reviewed and tested by the Security Office, and employed 
a two-pronged strategy that: (1) defined what needed to be addressed in terms of security 
considerations and (2) ensured through a sampling process that the testing was performed 
correctly. The Security Office worked proactively with developers, prior to the onset of testing, 
to advise them on specific security areas that needed to be addressed while the software was 
under development. 
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The Security Office felt that this would facilitate the “building in” of adequate security controls 
in the system rather than waiting for testing to reveal “holes” in the software, and then having to 
correct the problems and initiate re-testing. The IT Security Office sat in on some of the testing 
to ensure security procedures were being followed. According to Security Office personnel, the 
Beta Site personnel considered security as a very serious matter and kept the security team well 
informed. Therefore, potential security issues were addressed proactively. As a result, no 
significant security problems were identified in the Census 2000 software that was deployed. 

4.2.4 Network administration and configuration responsibilities for Census 2000 systems 
unclear 

Requirements did not give adequate consideration to the complexities of managing the Census 
2000 systems in a networked environment. As such, the division of responsibilities within the 
Census Bureau's technical management infrastructure was problematic. This was a crucial issue 
in view of the size of the network. Although the Technologies Management Office (TMO) was 
responsible for day-to-day network management activities, the Beta Site assumed Level 3 
support for census applications. This support has an element of network 
management/monitoring associated with it and encompassed Novell NDS support functions. 
The Beta Site also did integration testing involving Novell utilities. According to the Beta Site 
personnel, the absorption of these functions came about due to concerns of capabilities in TMO 
and the fact that the Beta Site was a three shift operation that might be better suited to provide 
support for decennial systems. Friction existed between the Beta Site and TMO, in part as a 
result of organizational changes that took place near the time the Beta Site was created in 
conjunction with the fast growth of the decennial process. As a result, roles between 
organizations were not always clearly defined. 

4.3 Alignment with business processes 

This section contains findings that relate to how well the Beta Site supported the deployment of 
Census 2000 automated systems. Designing the Beta Site facility and processes for this 
objective was, in the decennial census environment, a challenging task due to the need to 
simulate, to the extent possible, many different technical operating environments in the field. 
Additionally, the Beta Site distributed software releases and provided software version control 
for selected decennial systems. The inability to perform these critical services would have 
jeopardized many Census 2000 operations. Thus, it was essential for the Beta Site to provide 
expeditious testing and deployment of time-sensitive software. 
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4.3.1 Software testing processes were structured to support Decennial Directorate’s 
objectives 

The Beta Site served as a means of conducting an independent evaluation of Census 2000 
systems before they were released for use in data collection and processing activities. The intent 
of this function was essentially to ensure the viability of decennial software. As defined in the 
PMP for the Beta Site Test Facility, a normal four day testing cycle was instituted and consisted 
of the following series of tests: 

• System Testing – test a single application from beginning to end. 

•	 Regression Testing – ensure that changes made to an application did not introduce new 
problems. 

• Performance Testing – assess the accuracy of the data and performance time. 

• Y2K Testing – evaluate application for Year 2000 compliance. 

Other types of special tests such as integration testing and fail/recovery testing were not part of 
the normal four day cycle. Overall, the structure of the testing processes and associated 
functions (e.g., software release procedures) were comprehensive and were aligned to support 
the objectives of the Beta Site. 

4.3.2 Local environment subject to unauthorized changes 

Due to local configuration changes that were unauthorized and deviated from approved 
standards, there was no assurance that applications validated by the Beta Site testing would work 
upon release. This situation could arise, for example, if locally initiated configuration changes 
were made at RCC/LCO/ACERO locations to address specific needs. Such changes could cause 
software to fail in local offices and give rise to the false appearance that the Beta Site testing was 
not adequately supporting business activities. A software “lock down” policy was viewed by 
some as a possible solution to this problem, but never adopted because (1) this was beyond the 
purview of the Beta Site and (2) the Beta Site recognized the complexities involved in system 
management at the local level. The configuration management issue should be thoroughly 
assessed by senior management at the Census Bureau prior to the next decennial. It is 
recommended that all locally proposed changes to software must be approved before 
implementation. Though the problematic aspects of local configuration changes did not appear 
to have been factored into the requirements planning, the Beta Site personnel stated that they 
attempted to be flexible by modifying the testing environment(s) within the Beta Site to reflect 
local configurations to the extent possible (not all interviewees agreed with this assertion). The 
Beta Site could not guarantee that applications would work, if it was not apprised of such locally 
implemented changes. 
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4.3.3 Beta Site concept perceived positively within the Census Bureau, but 
implementation processes could be improved 

While the concept underlying the Beta Site operation was generally acknowledged as being 
good, the Beta Site was often criticized as being too documentation intensive and overly 
stringent. Several customers perceived a lack of sensitivity to deployment schedules, e.g., some 
Urgent Requests were denied and the Beta Site could not always work with the program office to 
resolve problems real-time. Several interviewees felt that this reduced the effectiveness of the 
Beta Site with respect to its mission of supporting the deployment of Census 2000 automated 
systems. The need for documentation was not disputed; however, the rigidity of documentation 
requirements was often an issue. Interviewees felt that many re-submissions of tests would have 
been unnecessary if problems of a cosmetic or very minor nature had been addressed more 
informally. Some customers of the Beta Site remarked that they did not feel like customers due 
to the perceived burden of having to meet changing documentation requirements. 

The Beta Site processes improved over time, but initially they appeared to be subject to frequent 
changes. The Beta Site personnel acknowledged that there was indeed a “learning curve” at the 
beginning. They also recognized that there was some resistance to beta testing. This is not an 
unexpected phenomenon, however, and should be put into perspective, as internal resistance is 
common to most new processes, regardless of the nature of the organization. 

Some of the process-related criticism may have been intensified by time pressures that customers 
were working under and the rush to get the software approved and deployed in time for Census 
2000. Regarding the time pressures, the Beta Site personnel noted that, from their perspective, 
there were too many Urgent Requests, which suggested to them a lack of proper planning or 
scheduling on behalf of the program offices and developers. Also, because of impending 
deadlines, the Beta Site personnel perceived that at times there were instances where insufficient 
alpha testing was performed. In any case, in an effort to handle the testing deadlines, the Beta 
Site personnel were available to work outside of normal working hours, including weekends, and 
encouraged customers to work with them to expedite testing. Customers did not always take 
advantage of this opportunity, and this had the effect of calling into question the degree of 
urgency. 

4.3.4 Improved problem escalation system needed 

Some interviewees indicated that testing problems and delays needed to be escalated to a higher 
level. One source of problems stemmed from a lack of consistency in the application testing 
methodology that was employed by different testers.  There was also a relatively high turnover 
rate in the position of Beta Release Manager which gave rise to the need to escalate some 
problems to senior management’s attention. It was at this level that many problems were solved. 
It would have been advantageous if a more effective problem resolution mechanism would have 
been implemented at a lower level in the Beta Site. Such a mechanism could have reduced the 
frustration level felt by those who were under considerable pressure to deploy decennial systems. 
Given the criticality of decennial applications, it may also have helped to institute a cross-
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organizational body (such as a CCB) to assess ongoing dialogue between the Beta Site operation 
and the program offices. 

4.3.5 Beta Site’s extraordinary role in supporting American FactFinder (AFF) and the 
Island Area Forms 

Due to cost constraints and other practical considerations, the AFF did not undergo testing as a 
decennial application in the Beta Site environment. Although not required to, the Beta Site 
assisted the AFF development effort by performing load testing and by reviewing the software 
testing methodology that was devised by the developer and government staff. According to AFF 
Program Management, the Beta Site’s timely support and expertise was a contributing factor to 
the success of this system. In addition, the Beta Site provided support to DMD near the end of 
2000 for the testing of Island Area forms. The keys for processing these forms were different in 
content and structure than the rest of the census. Although these programs were not developed 
by a decennial entity, the Beta Site was requested to perform testing. The Beta Site found 
significant errors in the software, which would have been “show stoppers.” It provided a 
methodology and process as well as specific details regarding problems. Excellent lines of 
communication existed between the Beta Site and DMD personnel involved in this process. 

4.3.6 Simulated environment used for testing 

The Beta Site made every effort to simulate the production environment, but could not always 
precisely reproduce all variables such as loading factors and true component configurations. This 
limitation was perceived as a deficiency by some interviewees who would prefer full end-to-end 
testing. The Beta Site did, in fact, perform load testing but could not always replicate massive 
keying by users or the resulting “thrashing” of disk drives as they attempt to handle the heavy 
read/write demands being sporadically placed on them. Perfect replication of all environments 
within the Census Bureau was not really a realistic goal and therefore was never included in the 
requirements planning for the Beta Site. The payback for the enormous amount of resources 
required to implement perfect replication would have been very hard to justify. 

Some of those interviewed suggested that instead of testing software in a simulated environment, 
testing should be performed by conducting “dry runs” in the field using the actual equipment 
configurations that would be supporting the production applications and databases. This 
approach may have more validity as a testing mechanism, but poses considerable logistical and 
coordination issues that would need to be addressed prior to testing. The practicality of this 
option is questionable, but deserves further exploration as it might be beneficial for particular 
applications. 

4.4 System deficiencies 

This section contains findings that relate to shortcomings that were identified with respect to the 
Beta Site’s ability to satisfy certain requirements. Recognizing that 100 percent success is rarely 
achievable, especially in the case of a completely new operation and one that was under a heavy 
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workload, it is still worthwhile to assess deficiencies in the spirit of constructively identifying 
"lessons learned." provements in future system testing and 
deployment activities. any of the system deficiencies cited below are reflected in 

Such insights can contribute to im
Accordingly, m

Section 5., Recommendations. 

4.4.1 Testing focused on interactive use of applications 

Some interviewees stated that testing focused largely on interactive use of the software and 
tended to neglect the output function. This was perceived as a deficiency in that it placed too 
much emphasis on the user interface (i.e., the “front end”) with the application, but ignored the 
side of the application that was responsible for producing reports. The Beta Site stated that they 
were unaware that this was an issue. Precise definition of the requirements for test plans could 
have helped to ensure that sufficient emphasis was placed on other testing areas such as system 
interfaces and data base access. 

4.4.2 Negative perception of the process 

The concept underlying the Beta Site (i.e., independent testing) was widely acknowledged as 
necessary to ensure that software is compatible with the Census Bureau’s environment, was 
relatively bug-free, and met security requirements. Recognizing that perfection was not a 
realistic goal for the Beta Site, in the interest of constructively identifying some lessons learned, 
it is worthwhile noting that there were negative sentiments expressed about some aspects of the 
testing processes, and some interviewees questioned the independence of the testing: 

•	 It is noteworthy that many interviewees were complimentary about the Beta Site staff, 
often citing that they were talented and thorough. However, it was felt that some testers 
lacked skills as software testers and could benefit from training in this particular area as 
technical knowledge does not necessarily translate to testing skills. 

•	 The testing process itself was sometimes described as inefficient and unclear. This issue 
was exacerbated in cases where testers changed while testing was in progress. 
Coincidentally, it appeared that when there was continuity of testers, users tended to be 
more satisfied with the process. 
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•	 The software release process was also cited as being problematic in some instances. For 
example, some software releases for the Pre-Appointment Management 
System/Automated Decennial Administrative Management System  (PAMS/ADAMS) 
did not receive proper distribution due to problems with the PeopleSoft software 
distribution tool (PeopleTools). Another example of release problems occurred with the 
Matching Review and Coding System (MaRCS) software; on at least one occasion the 
developer needed to correct a software problem after it had been released. Some 
interviewees felt that the development of the Beta Site test plans required extraordinary 
efforts by the developers in order to “educate” the testers. This was perceived as a time 
and resource drain. Testers need to have a good understanding of the software they are 
charged with testing. The requirements process should have explored the need for this 
knowledge and how to impart it, preferably through a collaborative approach between 
developers and testers. A lot of frustration can be traced back to this very issue, not 
always involving testers in early planning efforts. 

•	 A major theme that was often noted during interviews was that it appeared to the program 
office personnel that testers were making extraordinary efforts to "break the application" 
(e.g., by attempting to use highly unusual sequences of keystrokes). Such efforts were 
often perceived as "over testing," but depending on the criticality of the application, these 
may be appropriate testing practices. The extent of testing should be considered during 
the requirements phase. In some cases, such sequences may be very unlikely to occur in 
the production environment, but could nonetheless produce strange behavior in 
applications (e.g., freezing of the screen). While this does not necessarily mean that the 
application is unfit for release or that it has serious “bugs,” it has been used as the basis 
for rejecting the software. In any case, the stamp of rejection often carries with it the 
unfortunate side effect of “failure.” This perhaps contributes toward a negative 
impression about the testing process, if it is felt that major programming 
accomplishments can be overshadowed by the discovery of relatively minor problems in 
the software. 

•	 The Beta Site relied extensively on test plans prepared by the developers, thus the 
independence of the testing was questionable. This was partly due to the fact that the 
Beta Site personnel may not have been involved early enough in the software life-cycle 
to become thoroughly knowledgeable about its characteristics. Due to the massive, 
simultaneous development efforts ongoing by numerous teams preparing for Census 
2000, it would have been difficult for the Beta Site to prepare test plans and procedures 
for each system, such as would typically be done in other development environments. It 
would be beneficial for the Census Bureau to strive to improve coordination between 
developers and testers beginning with the early planning stages. 
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4.4.3 Communication with customers broke down on occasion 

Although communication between customers and the Beta Site was generally satisfactory, it was 
not always clear and relations with customers were occasionally strained. Many customers 
expressed lack of knowledge of what functions the Beta Site was to perform.  The Beta Site was 
perceived by some of its customers to be an integration test facility and by others an independent 
alpha testing site, which repeated tests that previously ran in-house. Communication, however, 
improved over time. Inconsistencies in the information flow contributed to some confusion 
about the process and unmet expectations from the customer’s perspective. 

4.4.4 Testers did not always have sufficient knowledge in how the software was used 

Knowing how the software works–and how it is used–are important aspects of the testing 
process. Developers expressed concerns that, although testers were technically competent, a 
lack of knowledge about what the software was supposed to do gave rise to testing techniques 
that might not be suitable for a particular application given its purpose and capabilities. There 
was one particular instance cited where personnel initially lacked sufficient knowledge of 
PeopleSoft software. This knowledge was necessary in order to perform both the testing and, 
particularly, the software release functions. Perhaps in cases where the software release 
processes were unique, the Beta Site could have adopted a more flexible policy that allowed the 
program office to manage releases until the Beta Site gained sufficient proficiency with that 
particular application. The deficiency in PeopleSoft skills was acknowledged and later corrected 
by the Beta Site management. Conversely, the Beta Site testers were not always provided 
adequate documentation upon which to base their testing processes. Given the immense 
diversity of software development platforms and toolsets, it is not realistic to expect the Beta Site 
to have expert proficiency in every development environment. Accordingly, future requirements 
analyses for the Beta Site operations should define procedures and responsibilities for situations 
described in this example. This contingency planning is necessary to ensure timely delivery of 
applications to the field. 

4.5 Contract management practices 

This section contains findings that relate to the effectiveness of contract administration activities 
within the Beta Site. Contractors accounted for approximately half of the testing staff. 
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4.5.1 GSA contract used to acquire technical support 

In 1997, the Beta Site management opted to use the services of General Service Administration’s 
Federal Systems Integration and Management Center (FEDSIM) as a means of acquiring a 
capable prime contractor for the Beta Site. FEDSIM is designated by the Office of Management 
and Budget (OMB) to serve as an executive agent for government-wide IT acquisitions. It 
manages multiple-award contracts with qualified systems integrators who can be competitively 
selected in a relatively short period of time. By utilizing FEDSIM, the Beta Site management 
took advantage of these contracts that were already in place to expeditiously acquire a systems 
integrator. FEDSIM provided contract administration services (for a fee) and the technical 
oversight was under the purview of the Beta Site management. This approach to outsourcing 
was probably more expedient than using the Census Bureau’s contracts office. It is conceivable 
that FEDSIM’s services could also have been used to acquire the expertise needed to assist with 
the development of a more robust set of requirements for the Beta Site, assuming that adequate 
funding had been available. 

4.5.2 Contractors provided very good support 

While the primary role of the Beta Site was to find and report on software problems, the Beta 
Site personnel also helped on occasion to identify the source of those problems. The extent of 
their contributions in this area is unknown. Overall, the level of contractor expertise was very 
good. The staffing was fairly stable and good relationships were maintained with the Census 
Bureau staff.  The contractor compiled extensive documentation on the testing activities; this 
collection of information could provide beneficial perspectives on ways to improve testing 
activities in the future. 

5. RECOMMENDATIONS 

This section synthesizes the findings from above and highlights opportunities for improvement 
that may apply to the Census Bureau's requirements for future software testing and deployment. 
The recommendations reflect insights from Titan/SRD analysts as well as "lessons learned" and 
internal "best practices" that were conveyed by Census personnel during interviews. 

A separate draft assessment of the Beta Site support for the 2000 Decennial Census was prepared 
by the Decennial Management Division in March 2001. The recommendations below reflect 
some of the findings from that assessment, but focus more on issues that pertain to the 
operational requirements of the Beta Site. 
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5.1 Fully consider requirements for communication processes 

Although a set of physical, logistical, and procedural requirements was outlined in April 1997, it 
did not adequately address the need for a structure to ensure effective communication between 
the Beta Site testers and developers. Defining the communication protocols at this level may, in 
fact, have been an issue that could not have been addressed by the Beta Site alone. Without such 
a structure, relationships between testers and developers can easily become strained. Some 
customers expressed frustration with the Beta Site processes, not always knowing what to expect 
with each submission of a testing request. Conversely, the Beta Site personnel were not entirely 
aware of the level of this frustration, as they felt adequate efforts had been made to communicate 
the testing protocols to developers. The fact that these differences of opinions existed, illustrates 
that requirements for communication processes were not fully understood. 

DMD’s post-assessment study of the Beta Site recognized the nature of competing interests 
between testers and developers and that, at times, it could become “more adversarial than 
cooperative.” In retrospect, the original requirements should have addressed the importance and 
need for effective communication. This was a major factor that had significant productivity 
implications for the decennial. Another requirement for communication that should have been 
considered was the need for the Beta Site to interact effectively with non-IT personnel. The 
jargon used within the IT community can easily confuse non-IT personnel and lead to 
frustration. customers also expressed frustration over the inability to provide input or Many 
constructive feedback to improve the Beta Site testing and release processes. 

Recommendation:  The communications “gap” could have been narrowed if the Beta Site had 
initiated a more effective outreach program aimed at improving the dialog with customers and to 
help manage their expectations. As part of requirements, the Beta Site should plan to implement 
such a program to inform customers about the purpose of the Beta Site, including its 
methodology and procedures. Although status reports were provided, there should have been 
better provisions implemented for keeping program offices and developers abreast of the status 
of system/software testing and the types of errors that were being discovered. In recognition of 
these issues, the Beta Site has already adopted a communication policy which allows testing 
errors to be jointly determined by testers and developers as being either of a “critical” or “minor” 
nature. This categorization contributes to a better understanding of testing status. 

The Beta Site planning should take into consideration that much of their communication may be 
conducted with non-IT personnel. The Beta Site personnel also need to recognize the 
importance of communicating at the layman’s level. Clearly communicating the types of errors 
that have been found and their implications will streamline software remediation efforts and 
therefore lead to quicker validation and deployment of clean systems. Conversely, developers 
need to understand that the applications development environment does not replicate the 
production environment. ust first function on the Beta configuration system 
before testing can begin. munication is a two-way street and it would be 

Applications m
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beneficial if a “customer satisfaction survey” was provided to the users of the Beta Site’s 
services. This would enable the Beta Site to receive constructive assessments from customers 
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that could identify weaknesses and lead to ongoing improvements in internal processes. It also 
could generate positive feedback from customers to highlight those testers and managers in the 
Beta Site who are providing superior levels of support. 

5.2 Improve testers’ knowledge about the purpose, use, and capabilities of the 
software 

Being unfamiliar with the characteristics of software makes it difficult to apply the appropriate 
testing techniques. This can result in communications problems, unnecessary re-testing cycles, 
and delays in software releases. Given the extraordinary challenges of having to prepare for the 
testing of myriad decennial systems in a compressed timeframe, the requirements for the Beta 
Site should have addressed a need for a software familiarization process and/or direct 
involvement with the developer to address this potential problem. The lack of familiarity with 
the software became an even greater problem if the tester lacked fundamental testing skills. 

The Beta Site relied heavily on test plans prepared by the developers. This was partly due to the 
fact that the Beta Site personnel were not involved early enough in the software life-cycle to 
become knowledgeable about each system’s characteristics. Although the preparation of 
detailed test plans would have required a massive effort, it would have afforded the Beta Site 
personnel an opportunity to become more familiar with the systems being tested. Also, there 
were cases where the Beta Site testers changed during the testing process. This lack of 
continuity impacted the efficiency and effectiveness of the testing process as new testers had to 
familiarize themselves with the system and with the test plan and procedures. In cases when 
there was continuity of testers, users were more satisfied with the testing process. 

Recommendation:  The importance of a solid set of requirements for a system (or operation) 
cannot be over emphasized. As defined in Section 4 of the Decennial Software Testing and 
Methodology document, system requirements, detailed specifications, flow charts, and 
appropriate test data should be used to educate testers on the functional aspects of the 
application. This could improve the tester’s ability to apply appropriate test procedures and 
minimize the time required for the testing cycle. The testers’ abilities could be further improved 
by ensuring that they are well trained in testing concepts and techniques. The contract under 
which the Beta Site testers work should incorporate provisions that require testers to either have 
the specified training before they are brought on board, or to receive such training within a 
stipulated timeframe after having joined the Beta Site team. 

The Census Bureau should strive for closer coordination of the Beta Site personnel and 
developers during the preparation of the test plans. This would serve to educate the testers on 
the details of the system’s operation and would likely facilitate a better working relationship 
between the testers and developers. In addition, the assignment of one team of testers to a 
system, without changing personnel, has already been demonstrated as a means to improve the 
testing process and should be an important consideration when selecting and assigning the Beta 
Site personnel to a system. 
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5.3 Major advancements in technology will require early scoping of the level of 
effort required from the Beta Site in 2010 

Given the high probability of increased reliance on automated systems in 2010 and the rapid 
pace of technological change, the Beta Site will likely play an even larger role in the next 
decennial. The Beta Site will have to be prepared to test more applications that employ 
technologies that are far more sophisticated than those used in the Census 2000 environment. 
For example, wireless telecommunications technologies will be in widespread use during the 
next decennial and some Census 2000 applications will almost certainly be using them. The 
peak testing load could well strain the Beta Site’s resources, including its personnel. The matter 
of IT security testing could also become more challenging. 

Recommendation: Initiate early planning efforts to enable the Beta Site operation to scope out its 
requirements for physical, technical, and personnel resources so that it can accommodate an 
increased testing workload. It will be critical for the Beta Site to make relatively accurate 
determinations as to: 

• the magnitude of the testing activities 
• the nature and criticality of the applications 
• the target deployment dates for the software 
• what IT technologies developers will be using 

It also will be necessary for the Beta Site to outline requirements with respect to hiring (and 
retaining) testing personnel with the right IT skills for the job at hand, including personnel who 
specialize in IT security. This particular aspect of planning is complicated not only by the need 
to have the right expertise available at the right time, but also by the difficulties of recruiting and 
retaining qualified IT personnel, who tend to be somewhat mobile with respect to employment 
opportunities. It is recommended that planning efforts for the 2010 Census be especially 
sensitive to project software deployment dates. 

5.4 Educate users in Beta Site functions 

While there are a number of issues relating to the appropriateness and efficiency of the the Beta 
Site’s testing processes, the underlying concept behind the Beta Site and the need for this 
function is widely accepted. Some have suggested that beta testing is often redundant in that it 
simply repeats alpha testing in the Beta environment and therefore its “value added” is 
questionable. This viewpoint would seem to suggest that the Beta Site facility should limit its 
support to integration testing (i.e., ensuring that all components work together and are 
compatible) and software deployment. However, in general, most interviewees accepted the 
need for independent beta testing. 

Many interviewees expressed appreciation for the thoroughness of the testing and cited instances 
of the Beta Site testers identifying faults in the software. The Beta Site also provided valuable 
testing support for unique applications such as the Web-based Internet Data Collection (IDC) 
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system and for the Place of Birth, Migration, and Place of Work client-server applications. The 
latter application required the Beta Site to perform load testing by simulating 300 simultaneous 
users working on a very robust Sun Microsystems server with 24 gigabytes of random access 
memory. The testing activities associated with these, and other applications, required 
extraordinary efforts. The net result of such efforts was to make the software “cleaner” when 
released that it would otherwise have been. 

General acceptance of the Beta Site concept notwithstanding, there is a continuing need to 
promote a wider understanding of the specific testing methodologies used. (The need for 
improved communications is discussed in Recommendation 5.1.) Many interviewees were not 
initially clear on what the testing process entailed or how long it would take. Information about 
the process was not conveyed to customers early on and this sometimes led to some 
misconceptions. 

Recommendation: With the general acceptance of the Beta Site concept, a foundation is in place 
to build a better understanding of the processes involved. Once customers are educated about 
the process and see a structure, logic, and consistency behind it, they are more likely to engage in 
a cooperative relationship. In this regard, it is especially important that customers understand, 
and accept, the goals of the testing process. If that consensus is not established “up front”, it will 
likely effect the level of cooperation throughout the entire testing process. This consensus could 
be further strengthened by establishing reporting requirements that provide a description of the 
problems encountered during testing and a categorization of their impact on the functionality of 
the software. 

The Census Bureau should consider establishing several different categories of software 
deficiencies ranging from minor to severe. The testing process is designed to identify flaws, but 
such findings are normal events and do not necessarily equate to failure. Major deficiencies 
obviously should be identified as such so that they can receive appropriate and timely 
remediation. However, cosmetic or very minor errors need not be characterized as failures and 
do not necessarily mean that the software is so flawed that it cannot be deployed. In fact, in 
cases where the cost of not deploying software could be rather substantial or otherwise present 
problems with respect to conformance to legal requirements, the Beta Site should release the 
software with “release notes” that identify known minor software “glitches” to facilitate 
deployment of the software. The Beta Site has, in fact, done this type of release on occasion. In 
some instances, the program offices would request that the software being evaluated be placed in 
a “withdraw” status. This essentially meant that the software would be taken out from the 
testing process to avoid the stigma of having the software classified as “failed.” 

5.5 Define and consolidate the network administration function and responsibilities 

Failure to adequately plan for Census 2000 network administration led to a division of 
responsibilities. In many government agencies, the network administration function is 
centralized--with both control and responsibility residing under a “single roof.” The centralized 
approach is often viewed as essential in order to maintain LAN standards (i.e., consistent use of 
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naming conventions, machine configurations, directory structures, etc.) within the enterprise. 
Also, it contributes to better communications with other network-related functions such as 
telecommunications support when only one organization speaks to all areas of network 
administration. From an administrative standpoint, centralization also simplifies budgeting, 
contracting, and acquisition functions. Given the magnitude of the decennial LAN, the split in 
network management responsibilities led to potentially counterproductive internal disputes over 
control issues. 

Recommendation: Regardless of how network support is provided, this vital function needs to be 
factored into the requirements process for any Beta Site-like operation in the future. Because 
network administration is a highly visible support function, it needs to be consolidated in the 
form of “one stop shopping” so that customers understand who they need to go to when faced 
with network-related problems. One possible solution to the problem would be to establish a 
dedicated unit–consisting of TMO and Beta Site personnel–that is solely responsible for 
providing decennial-related network support operations. The Beta Site management has unique 
knowledge of decennial applications and therefore is in a position to provide valuable technical 
consulting on an on-going basis. It is recommended that, in view of the administrative issues 
cited above, this unit should be under a single organization. 

5.6 Improve life-cycle model for the 2010 Census 

Given the lack of agency guidelines for requirements planning and a system development life-
cycle model, the software testing function has not benefitted from a structured or disciplined 
approach to software development. Such an approach would have greatly facilitated testing. 
Nor did testing benefit from a detailed system architecture document which would have defined 
all systems, data bases, interfaces, etc. in the Census Bureau’s IT environment. Current trends in 
industry are leading to the adoption of the Capability Maturity Model (CMM). CMM is a multi-
layered structure, developed by the Software Engineering Institute (research center sponsored by 
DoD and operated by Carnegie Mellon University), which outlines principles and practices that 
should be addressed in order to improve software quality and process management. While 
conducting interviews for this study, Titan was informed that the Census Bureau is already 
starting to move in this direction and is currently assessing software tools that are designed to 
promote compliance with CMM practices. 

Recommendation: The CMM framework is a model, or process architecture, which is “intended 
to help software organizations improve the maturity of their software processes in terms of an 
evolutionary path from ad hoc, chaotic processes to mature, disciplined software processes. The 
focus is on identifying key process areas and the exemplary practices that may comprise a 
disciplined software process" (quote from University of Massachusetts Dartmouth “Software 
Process Collection” web site). The CMM defines five levels of process maturity and Key 
Process Areas within each level. An exploration of the intricacies of this model goes far beyond 
the scope of this report. However, suffice it to say that the Key Process Areas include several 
beneficial areas that could lead to improvements in the Census Bureau’s systems. Some of these 
are: requirements management; software project planning; software quality assurance; software 
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configuration management; software product engineering; intergroup coordination. It is 
recommended that the Census Bureau evaluate the CMM and tools which can support its 
implementation well in advance of the next decennial. During an interview with the Beta Site 
management, the Titan team learned that CMM compliance tools leading to Level 3 certification 
are already being evaluated. This model holds great promise for streamlining future testing 
operations and should be adopted. 

It is also recommended that the Census Bureau prepare a comprehensive system architecture 
document for the agency’s nationwide IT infrastructure. Many other agencies use such a 
document to provide an enterprise perspective for requirements studies, system development 
activities, and testing processes. 
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: http://www.census.gov/pred/www/. 
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1. Background 

The mail return to the 1990 U.S. 
census averaged 64.6 percent, 
some 10 percentage points less 
than in 1980 and 5 points less 
than had been anticipated by the 
Census Bureau (Singer, Mathiowetz, 
and Couper, 1993). One hypothe
sis put forward for the reduced 
return rate was increased public 
concern about privacy, document
ed in a series of surveys by the 
Harris Organization (Westin, 1990), 
and about confidentiality. In this 
report, concern about confidentiali
ty refers to a desire to keep infor
mation already given to one agent 
out of the hands of others; concern 
about privacy refers to a desire to 
keep information out of the hands 
of others altogether. Although 
there is some evidence that the 
public may be blurring the distinc
tion between these concepts 
(Martin, 2000), the distinction 
appears to be a meaningful one in 
much of the research reported 
here. Although the Outreach 
Evaluation Study, carried out by 
the Census Bureau in 1990, found 
that the large majority of respon
dents believed that census data are 
kept confidential (Fay, Bates, and 
Moore, 1991:18), and that such 
beliefs had not declined since the 
last decennial census, it also docu
mented a significant change in the 
relationship between trust in the 
Census Bureau's assurance of con
fidentiality and self-reported cen
sus return rate. Whereas trust was 
not predictive of self-reported 
returns in 1980, it was predictive 
of such returns in 1990 (ibid. and 
table 4), with some 17 points sepa
rating the self-reported return rates 

of those with a high and a low 
degree of trust.1 

In an analysis of actual census mail 
return rates and attitudes toward 
privacy and confidentiality (as 
measured in the Survey of Census 
Participation, carried out by the 
National Opinion Research Center 
in the summer of 1990), Singer, 
Mathiowetz, and Couper (1993) 
found that both attitudes were pre
dictive of actual returns, with con
cerns about confidentiality, meas
ured by a series of items all 
pertaining to the census, the 
stronger predictor of the two.2 In 
a subsequent analysis that pitted 
concerns about privacy and confi
dentiality against other attitudes, 
demographic characteristics, and 
various measures of competing 
demands as well as access and 
capacity, Couper, Singer, and Kulka 
(1998) demonstrated that confi
dentiality concerns (but not con
cerns about privacy) remained a 
significant predictor of mail returns 
to the 1990 census. 

Adding to the Census Bureau's 
unease was a National Academy of 
Sciences panel recommendation 
that it consider using administra
tive records to improve the accura
cy of the Census 2000 count 
(Steffey and Bradburn, 1994). It 
was hypothesized that such data 
sharing among federal agencies, if 
it became public knowledge, might 

1 In 1999 and 2000, the relationship 
between trust in the Census Bureau's prom
ise of confidentiality and self-reported return 
of the census form was smaller but still sta
tistically significant (Singer, 2001, p. 342). 

2 The privacy index consisted of eight 
items, only two of which dealt explicitly with 
the Census Bureau or census. 

increase existing confidentiality 
concerns, as might a request for 
the respondent's Social Security 
number (SSN) to facilitate the 
merging of information. 

As a result of these various devel
opments, the Census Bureau in the 
early 1990s embarked on a pro-
gram of privacy-related research, 
including focus groups, large-scale 
experiments, and commitment to 
support a series of cross-sectional 
surveys that would track attitudes 
about privacy and confidentiality, 
especially as these related to the 
decennial census and the proposal 
to supplement the traditional count 
by use of administrative records. 
This report synthesizes the find
ings resulting from that program 
under the following headings: 
Changes in attitudes about privacy, 
confidentiality and data sharing 
over time; the effect of the Census 
outreach campaign on attitudes 
toward confidentiality and data 
sharing; the impact of negative 
publicity on privacy concerns; the 
effect of privacy-confidentiality 
concerns on census participation; 
public perceptions of agency confi
dentiality practices; the effect of a 
request for Social Security num
bers; the role of the partnership 
program in privacy attitudes; atti
tudes and behavior; and the role of 
informed consent. The research 
projects serving as the basis for 
the evaluation were the Surveys of 
Privacy Attitudes (SPA); the Social 
Security Number, Privacy Attitudes, 
and Notification experiment 
(SPAN), which examined the effect 
of requesting Social Security num
bers on unit and item nonresponse 
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to the census form; the Survey of 
Partners, which questioned organi
zations that participated in the out-
reach program on what they 
thought was effective or ineffective 
about the campaign; the report of 
focus groups held in Puerto Rico 
on why households did not mail 
back the Census 2000 question
naire; an ethnographic investiga
tion of people's privacy schemas; 
and an Internet survey of privacy 
attitudes during Census 2000. 

However, drawing inferences from 
this research for the public's 
behavior 7 years from now is risky. 
The world has changed drastically 
since Census 2000 and the 
research reviewed here was carried 
out. A terrorist attack leveled the 
World Trade Center and damaged 
the Pentagon. The future, in terms 

of other terrorist attacks on the 
United States and more stringent 
security laws, is uncertain. All of 
these events have potential impli
cations for the climate of public 
opinion that will surround the next 
decennial census, but it is impossi
ble at present to predict either 
what that climate will be or how it 
will affect data collection efforts. 

Since Census 2000, two pieces 
of legislation diametrically 
opposed in their implications have 
both been enacted into law. The 
E-Government Act, passed in 
November 2002, provided 
unprecedented protections for the 
confidentiality of data collected by 
government agencies. In principle, 
the existence of this legislation 
should make it easier to reassure 
the public that the information 

they provide to the Census Bureau, 
as well as other government agen
cies, cannot be used in administra
tive proceedings against them, and 
that the confidentiality of this 
information is protected by strong 
legislation and appropriate penal-
ties. However, the USA Patriot Act 
was also enacted into law since 
Census 2000, and extensions to it 
are being planned as this is being 
written. The implications of that 
legislation for the ability of the 
Justice Department and other law 
enforcement agencies to gain 
access to data regardless of the 
confidentiality assurances given by 
other agencies have not yet been 
tested. As a result, it is by no 
means clear what the net effect 
of these two pieces of legislation 
will be. 
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2. 	Changes in Attitudes About Privacy, 
Confidentiality, and Data Sharing 
Over Time3 

2.1 Methods 

The findings reported in this 
section are based largely on four 
surveys of the telephone popula
tion 18 and over residing in the 
contiguous 48 states carried out 
between 1995 and 2000. The first 
was developed in consultation with 
the Census Bureau as part of the 
University of Maryland's 1995 Joint 
Program in Survey Methodology 
practicum. The second, which 
used a questionnaire virtually iden
tical to that in 1995, was carried 
out by Westat in 1996 under con-
tract to the Census Bureau. The 
third and fourth, done in July 
through October 1999, just before 
the start of the public relations 
campaign and nationwide field 
recruiting for Census 2000, and 
from April to July of 2000, after 
delivery of census forms to U.S. 
households, were done by the 
University of Michigan under con-
tract with the Census Bureau, with 
data collected by The Gallup 
Organization. 

All four surveys used virtually 
identical methods and achieved 
very similar response rates. All 
were random digit dialed surveys 
with one member of the house-
hold, aged 18 and over, randomly 
selected after household listing by 
the interviewer. The response 
rates for each survey follow: 

3 This section is an abridged version of 
material reported in Singer (2001). 

Year Sample Response 
size rate 

1995 1443 61a 

1996 1215 60b 

1999 1677 62b 

2000 1978 61b 

a Interviews divided by the total sample 
less businesses, nonworking num
bers, and numbers that were never 
answered after a minimum 
of 20 calls. 

b Interviews divided by the total 
sample less businesses, non-
working numbers, and the estimated 
number of ineligibles among the non-
contacts. 

2.2 Limitations 

A number of limitations attend the 
findings summarized in Section 2. 
First, the population covered 
excludes adults living in nontele
phone households and non-English 
speakers (except for Spanish 
speakers in 1999 and 2000). 
Second, compared to face-to-face 
surveys, the response rates 
obtained are relatively low; third, 
attitudes about confidentiality and 
data sharing may belong to the 
realm of nonattitudes – that is, atti
tudes that are created on the spot 
and therefore ephemeral; finally, 
the organizations carrying out the 
surveys have changed over the 
years. 

These limitations are discussed in 
more detail in Singer (2001). In 
brief, there is reason to believe 
that the bias introduced by nonre

sponse to the survey is relatively 
small, but that it serves to under-
estimate privacy concerns and 
opposition to data sharing. There 
is also reason to believe that 
respondents answer questions 
about novel phenomena not in ran
dom fashion, but rather in light of 
their attitudes toward known, relat
ed stimuli. Examination of the sur
vey findings and related behaviors 
suggests that attitudes bear a non-
trivial relationship to relevant 
behavior, especially when the 
object of the attitude and the 
behavior are identical (i.e., provi
sion of a SSN). 

Changes in the organizations car
rying out the surveys are another 
potential threat to the data, and, 
given that three different survey 
organizations carried out four sur
veys, there is no way to control for 
this effect. However, many so-
called "house" effects are attribut
able to variations in question order 
or differences in probing of Don't 
Know responses. Question order 
was virtually identical across the 
four surveys discussed here, and 
Don't Know and Not Sure rates are 
very similar across the four sur
veys. Furthermore, the pattern of 
changes in responses over time 
varies from question to question, 
making it unlikely that there are 
consistent house effects in these 
data. Changes in sample composi
tion that might result from differ
ent calling algorithms and different 
refusal conversion strategies are 
compensated to some extent by 
weighting the data to known cen
sus distributions, although such 
weighting obviously cannot com-
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pensate for attitudinal differences 
that might be associated with vari
ations in sample composition due 
to differential recruitment and fol
low-up strategies. This last limita
tion potentially affects the accura
cy of the estimated trends from 
1995 to 2000. Because the same 
organization carried out the 1999 
and 2000 surveys, estimates of 
attitude stability and change dur
ing those 2 years should be less 
affected. 

A potential source of bias in three 
of the surveys is the introduction, 
which in 1996,1999, and 2000 
mentioned both the fact that the 
survey was "a study of people's 
attitudes about whether govern
ment agencies keep information 
about them private" and that it was 
being done on behalf of the U.S. 
Census Bureau. This may have 
reduced the participation of people 
most concerned about privacy, as 
well as that of people with unfa
vorable attitudes toward the 
Census Bureau. 

2.3 Trends in beliefs about 
confidentiality 

Trends in beliefs about the Census 
Bureau's treatment of personal 
information were measured in sev
eral different ways on these sur
veys. Early in the interview, 
respondents were asked for their 
beliefs about Census Bureau prac
tices. Later questions probed their 
knowledge of the laws governing 
confidentiality practices, and then 
those knowledgeable about the rel
evant laws were asked whether 
they trusted the Census Bureau to 
obey them. Finally, at the very 
end of the interview, respondents 
were asked several questions 
about potential misuses of census 
data involving breaches of confi
dentiality. Most questions were 
asked in all 4 years, but some 

were asked in only 3, as a result of 
our experience with the 1995 sur
vey. 

The first question designed to 
probe beliefs about actual prac
tices asked, "Do you believe other 
agencies, outside the Census 
Bureau, can or cannot get people's 
names and addresses along with 
their answers to the census, or are 
you not sure?" The introduction to 
the question referred back to the 
demographic questions asked on 
the short form and informed peo
ple that "the person in the house-
hold who fills out the form must 
list the full name of everyone who 
lives there along with each per-
son's age, sex, race, [and marital 
status.]" The second question, 
asked for the first time in 1996 to 
assess whether use of the term 
"confidentiality" would change the 
pattern of responses, was, "Do you 
think the Census Bureau does or 
does not protect the confidentiality 
of this information, or are you not 
sure?" with an introduction identi
cal to that already quoted. 
Respondents in 1996 were ran
domly assigned to one question or 
the other. Finally, in 1999 and 
2000, in order to try to clarify ear
lier inconsistencies, one third of 
the sample was asked both of 
these questions (with the order of 
questions randomized), followed 
by an open-ended question about 
the meaning of confidentiality to 
the respondent. 

Responses to the two questions 
inquiring into beliefs about Census 
Bureau practices show a significant 
increase between 1996 and 2000 
in the proportion giving the correct 
response (that other agencies can-
not get the data, and that the 
Census Bureau protects confiden
tiality)--from 6.1 percent to 17.3 
percent in the case of "can get" 
(Singer et al., 2001, Table 2.7), and 
from 12.9 percent to 25.1 percent 

in the case of confidentiality (ibid., 
Table 2.8). Unlike later questions 
discussed in this section, these 
questions offered an explicit Not 
Sure category to respondents. The 
very large proportion of Not Sure 
answers, which is perhaps the 
most striking feature of both 
tables, is, therefore, a function 
both of the public's lack of infor
mation and of the response 
options offered by the question; cf. 
Schuman and Presser (1981). In 
1996, for example, when the ques
tions were asked both with an 
explicit Not Sure option and, in 
split-ballot form, without such an 
option, the Not Sure rate shown 
dropped from 46.8 percent to 7.7 
percent; however, the ratio of cor
rect to incorrect responses did not 
change (Kerwin and Edwards, 
1996, Table 7).4 

Data comparable to those reported 
above are also available from a 
National Research Council (1979) 
study inquiring into confidentiality 
concerns as factors in survey 
response, which asked an almost 
identical question. Reanalyzing the 
responses to this question, Brick et 
al. (1997) report that 39 percent 
believed Census records were 
available to other agencies, 9 per-
cent believed they were not, and 
51 percent said they did not know. 
These figures are quite similar to 
those obtained in 1995, although a 
larger percentage answered Don't 
Know and a smaller percentage 
offered the incorrect response in 
1979. 

4 When respondents who answered 
“Not Sure” were asked to guess, the propor
tion giving the correct response increased to 
52.8 percent and 60.5 percent in 1999 and 
2000, respectively, for the question about 
confidentiality, and to 20.8 percent and 24.2 
percent for the question about other agen
cies (calculated from Table 1 in Tourangeau, 
Singer, and Presser, 2003). 
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Near the end of the 1996 inter-
view, respondents were asked for 
the first time whether the Census 
Bureau was forbidden by law from 
sharing identified data with other 
agencies, or (in a split-ballot ver
sion) whether the Census Bureau 
was required by law to keep the 
data confidential. These questions 
were repeated in 1999 and 2000. 
Trends in responses to the "forbid-
den by law" question show a large 
increase in the proportion giving 
the correct response ("Forbidden 
by law") between 1996 and 1999, 
and a further proportional increase 
between 1999 and 2000 (Singer, et 
al., 2001, Table 2.18), although 
even in 2000 the correct response 
was given by less than half the 
sample. Incorrect responses also 
increased between 1996 and 1999, 
but this trend was dramatically 
reversed in 2000, perhaps as a 
result of the Census Bureau's pub
lic relations campaign in connec
tion with the decennial census. In 
every year, the proportion believ
ing that there is a law requiring 
confidentiality is much larger than 
the proportion believing that there 
is a law forbidding data sharing 
with other agencies (ibid., Tables 
2.18 and 2.19). 

However, just as the percentage of 
those correctly perceiving the 
Census Bureau's protection of con
fidentiality increased between 
1995 and 2000, so did the per
centage of those saying it would 
bother them "a lot" if another gov
ernment agency got their answers 
to the census, along with their 
name and address, or if their 
answers to the census were not 
kept confidential. The percentage 
responding "a lot" to the former 
question increased significantly 
from 36.8 percent to 45.6 percent 
between 1995 and 2000 (ibid., 
Table 2.16); corresponding 
responses to the latter question 

increased from 36.6 percent to 
49.6 percent between 1996, the 
first time the question was asked, 
and 2000 (ibid., Table 2.17). In 
both cases, the largest increase 
occurred between 1996 and 1999, 
with the further change between 
1999 and 2000 not statistically 
significant. 

In all 3 years, respondents who 
indicated that there were laws for-
bidding data sharing or requiring 
confidentiality were asked whether 
they trusted the Census Bureau to 
obey these laws. In all three years, 
about two thirds of those asked 
said they would trust the Census 
Bureau to uphold the law (ibid., 
Table 2.20). 

Almost at the end of the question
naire, respondents were asked 
three questions designed to meas
ure the prevalence of suspicions 
sometimes voiced about the mis
use of census data for law enforce
ment purposes. The first of these 
asked (in 1995, 1999, and 2000), 
"Do you believe the police and the 
FBI use the census to keep track of 
troublemakers?" The percentage of 
those giving the correct response 
(i.e., that it is not used for that 
purpose) increased slightly, from 
49.0 percent to 52.1 percent, 
between 1995 and 1999, and then 
substantially, to 63.5 percent, 
between 1999 and 2000 (the over-
all change is statistically significant 
at .001). The second question, 
used only in 1999 and 2000, 
asked, "How about to locate illegal 
aliens? Do you believe the census 
is used for that?" The percentage 
voicing this belief declined signifi
cantly, from 50.3 percent in 1999 
to 42.1 percent in 2000. Finally, 
respondents in 1999 and 2000 
were asked, "Do you agree or dis
agree that people's answers to the 
census can be used against them?" 
The percentage agreeing declined 
from 39.2 percent to 37.3 percent, 

but this change was not statistical
ly significant (ibid., p. 35). 

Martin (2001) reports that agree
ment that people's answers can be 
used against them increased signif
icantly during the period following 
mailing of the Census 2000 forms; 
her finding is based on Inter-
Survey tracking surveys with inde
pendent samples. The Surveys of 
Privacy Attitudes (SPA) also found 
an increase in agreement with this 
statement by interview date 
(logged) during the 2000 survey 
(p= .2) (Singer, 2001, footnote 9). 
Thus, there is evidence of a long-
term decline in suspicion about the 
use of census data for law enforce
ment purposes, coupled with 
heightened suspicion during the 
data collection period itself. 

2.4 Trends in attitudes 
toward privacy 

So far, we have considered trends 
in beliefs about confidentiality. 
SPA also, however, asked questions 
about privacy, as distinct from con
fidentiality. One question asked 
specifically whether the respon
dent regarded the Census Bureau's 
asking about age, race, and sex, 
along with name and address, as 
an invasion of privacy; others were 
more general questions. Some of 
these questions were asked in all 4 
years; most were asked only in 
1995, and then again in 1999 and 
2000. 

There was a small but significant 
decline between 1995 and 2000 in 
the percentage of the sample 
regarding the questions asked on 
the census short form as an inva
sion of privacy; 23.5 percent 
regarded it as an invasion in 1995, 
and 20.9 percent did so in 2000 
(Singer et al., 2001, Table 2.6). 
Scores on the Privacy Index, con
sisting of answers to the five more 
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general privacy questions, also 
declined slightly but significantly 
during this period. 

2.5 Attitudes toward 
confidentiality in the 
Puerto Rican sample 

A small sample of Puerto Rican res
idents was interviewed by tele
phone as part of the SPA in 2000. 
This sample expressed less con
cern about privacy and more trust 
in the Census Bureau to protect 
confidentiality than the mainland 
sample did (Singer et al., 2001, 
pp. 107). It is possible that nonre
spondents to the survey--the 43 
percent of the sample who did not 
answer the survey--and those 
(roughly one third of the popula
tion) who do not own a telephone 
may hold attitudes quite different 
from those of the interviewed sam
ple. It was not possible to match 
the census returns of the Puerto 
Rican sample to their survey 
responses in order to examine the 
relation between privacy attitudes 
and census returns directly. Focus 
group discussions of why Puerto 
Ricans did not mail back their cen
sus forms revealed concerns about 
confidentiality as one factor men
tioned by participants (Berkowitz 
and Brudvig, 2001, pp. 17-18), but 
they cannot inform us about the 
importance of that factor relative 
to others. 

2.6 Trends in attitudes 
toward data sharing 

Singer, Schaeffer, and Raghunathan 
(1997) have shown that opinions 
about data sharing are related in 
predictable ways to trust in gov
ernment, to confidence in the 
Census Bureau's promise of confi
dentiality, to feelings of political 
effectiveness, and to a more gener

al inclination to share or withhold 
personal information. Although 
such opinions may shift in 
response to media attention to the 
issue (Kerwin and Forsyth, 1998, 
p. 19), they can usefully be regard
ed as reflecting these general pre-
dispositions. 

Trends in attitudes toward three 
different issues are explored in the 
series of surveys under discussion 
here: the use of administrative 
records to reduce the undercount; 
the use of such records to replace 
the conventional census; and the 
use of administrative records to 
provide the information currently 
collected by means of the census 
long form.5 Questions about 
reducing the undercount were 
asked in terms of data sharing by 
the Social Security Administration, 
the Internal Revenue Service (IRS), 
and one additional agency, which 
varied from year to year;6 the 
order in which agencies were 
asked about was randomly rotated. 
Questions about a records-only 
census did not specify any particu
lar agency, and questions about 
the long form were asked only 
about the IRS and a second agency, 
which also varied from year to 
year. In each case, the question 
about administrative records was 
preceded by a short description of 
the problem their use was 
designed to address. Thus, 
respondents were first informed 
about the existence of the under-
count, and then asked how they 
felt about specific federal agencies 
sharing data with the Census 
Bureau in order to "identify people 
who are missed in the census." To 

5 The findings of earlier studies are 
reviewed in Blair (1994). 

6 In 1995, it was the Immigration and 
Naturalization Service; in 1996, it was the 
Food Stamp Office; and in 1999-2000 it 
was "agencies providing public housing 
assistance." 

motivate the use of administrative 
records to replace the conventional 
count, respondents were told, "No 
one would be asked to fill out a 
[census] form. Instead, the Census 
Bureau would count the entire pop
ulation by getting information from 
other government agencies." The 
question about replacing the long 
form was preceded by a question 
probing awareness of the existence 
of the long form, and the question 
itself contained a fairly lengthy 
rationale: "Other government agen
cies . . . already have some of the 
information asked on the long 
form. It has been proposed that 
they give this information to the 
Census Bureau. Combining infor
mation from agencies would mean 
that everyone could fill out the 
short form instead of some people 
having to fill out the longer form. 
To make this possible, would you 
favor or oppose . . ." 

All three questions show a decline 
in approval for data sharing 
between 1995 and 2000, and in 
every year, those strongly opposed 
outnumber those strongly in favor 
(Singer et al., 2001, Tables 2.21-
2.28). The decline in support for a 
records-only census is almost lin
ear, with the total drop between 
1995 and 2000 amounting to 
approximately 17 percentage 
points (ibid., Table 2.29). Those 
opposed to a records-only census 
were then asked whether they 
would favor it if it led to increased 
accuracy and (if they were still 
opposed) if it saved money. 7 

The argument about accuracy per
suaded more people than the 
argument about economy (ibid., 
Tables 2.30 and 2.31). The per
centage remaining opposed in the 

7 The order of asking about accuracy 
and economy was randomized, with those 
who continued their opposition to a records-
only census being offered a second reason 
for changing their views. 
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face of both arguments increased 
from 16 percent in 1996 to 23 per-
cent in 1999 and 24 percent in 
2000 (ibid., pp. 43-44). Those 
who remained opposed were asked 
about the reasons for their opposi
tion. The most frequently given 
reasons involved concerns about 
privacy and confidentiality, given 
by 22 percent in 1999 and 29 per-
cent in 2000; the second most fre
quent reason was a belief that 
such a census would be less accu
rate (17 percent in 1999 and 19 
percent in 2000) (ibid., p. 44). 

Since 1995, the Surveys of Privacy 
Attitudes have inquired whether 
people were aware of the long 
form and whether they would be 
willing to have government agen
cies share data with the Census 
Bureau in order to eliminate it. 
Only about one-fifth of the popula
tion was aware of the existence of 

the long form in 1996, down 
somewhat from 1995, and that 
figure had declined to 17 percent 
in 1999. But by the time of the 
2000 survey, which was conducted 
the week after census forms were 
delivered to every U.S. household, 
some 59 percent claimed aware
ness of the long form (ibid., 
Table 2.32). However, increased 
awareness did not translate into 
increased approval of having gov
ernment agencies such as the IRS 
share data with the Census Bureau 
in order to eliminate the need for 
the long form. The percentage 
favoring data sharing for this pur
pose declined from 52.2 percent 
in 1995 to 42.9 percent in 2000, at 
an average rate of about 2 percent-
age points per year (ibid., Table 
2.33); and, as in the case of data 
sharing to reduce the undercount, 
those strongly opposed to data 
sharing of long-form information 

outnumbered those strongly in 
favor by roughly 2 to 1 (ibid., 
Tables 2.34 and 2.35). 

In every year, the public was more 
reluctant to permit sharing of sen
sitive data than to permit sharing 
of the information needed to pro
duce a count of the population. 
However, the gap between the long 
and short form actually declined, 
over the years, from about 18 per
centage points in 1995 to about 12 
percentage points in 2000, 
because reluctance to permit shar
ing even short-form information by 
the IRS declined at a greater rate 
(ibid., Table 2.36). Not unexpect
edly, those who believed the 
Census Bureau protects data confi
dentiality were significantly more 
willing to have other agencies 
share long-form data with the 
Census Bureau in all 3 years (ibid., 
Table 2.38). 
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3. 	The Effect of the Census Outreach 
Campaign on Attitudes Toward 
Confidentiality and Data Sharing 

Chapter 3 of the final report on the 
SPA assesses the effect of the 
Census Outreach Campaign on atti
tudes toward confidentiality and 
data sharing by comparing atti
tudes in 1999 and 2000, using the 
two cross-sectional surveys con
ducted in those years. The surveys 
used identical questionnaires, iden
tical methods of sampling and 
interviewing, had very similar 
response rates, and were done by 
the same survey organization, so it 
is reasonable to assume that they 
are measuring change in the rele
vant attitudes. The analyses also 
control for several demographic 
characteristics, so it is possible, 
but very unlikely, that differences 
in the composition of the sample 
might account for the differences 
observed. 

The comparison reveals a number 
of significant changes in attitudes 
during the 10 months separating 
the two surveys. People's aware
ness of the uses to which the cen
sus is put increased, as did the 
importance they attached to it. 
Although there was no change in 
the percentage-a fifth of the popu
lation-who considered the census 
an invasion of privacy, there was a 
significant decline in the percent-
age of those perceiving, correctly, 
that other government agencies 
could not get census data identi
fied by name and address. The 
percentage of those who knew that 
the Census Bureau is required by 
law to protect the confidentiality of 
the data it collects (or forbidden by 
law to disclose it) also increased 
significantly. These changes are, in 
all likelihood, attributable to pub

licity about the census, since in 
most cases they reverse or dramat
ically accelerate trends apparent 
from 1995 to 1999 (ibid., p. 3, 
59-65). 

At the same time, a number of 
related questions showed no sig
nificant change between 1999 and 
2000, even though the messages 
disseminated by government 
might have been expected to have 
an impact on responses to at least 
some of them. First, and perhaps 
most important, there was no sig
nificant increase in the percentage 
of those who said they believe the 
government protects the confiden
tiality of the data. (Given the 
other findings cited here, we are 
inclined to interpret the absence of 
change in responses to this ques
tion as signifying that it tapped an 
element of trust rather than aware
ness or knowledge about the law.) 
Nor was there a significant 
increase in the percentage of those 
saying they trust the Census 
Bureau to keep data confidential. 
This question was asked only of 
those who answered, correctly, 
that the Census Bureau is required 
by law to protect the confidentiali
ty of the data it collects (or pre-
vented by law from disclosing it), a 
percentage that did show a signifi
cant increase between the 2 years. 
Nor was there any change in the 
generalized trust which people 
expressed in the federal govern
ment (ibid., p. 3, 59-65). 

A series of questions pertaining 
directly to willingness to have the 
Census Bureau use data from other 
agencies to fix the undercount, 
eliminate the need for a census 

altogether, or eliminate the need 
for answering questions on the 
long form, either showed no 
change between 1999 and 2000 
or, in the case of willingness to 
have agencies share data to elimi
nate the census, showed a signifi
cant decline. Similarly, willingness 
to provide one's SSN in order to 
facilitate such sharing showed no 
significant change between these 2 
years. It is hard to know how to 
interpret these findings. A signifi
cant decline in willingness to have 
agencies share data, and to pro-
vide one's SSN, had been apparent 
since 1995 or 1996. This trend 
appears to have been halted, if not 
reversed, between 1999 and 2000. 

Finally, there does not appear to 
have been an increase between 
1999 and 2000 in concern about 
either privacy in general or the pri
vacy of census-related information. 
An indicator of generalized privacy 
concerns showed a small but sig
nificant decline between 1999 and 
2000 (ibid., p. 3); however, this 
decline was no longer significant 
when demographic variables were 
controlled (Table 3.1). Responses 
to the questions that asked, "How 
much would it bother you if anoth
er government agency, outside the 
Census Bureau, got your name and 
address, along with your answers 
to the census?" and "How much 
would it bother you if your 
answers to the census were not 
kept confidential?" showed a simi
lar pattern, with sizable increases 
in concern from 1995 (or 1996, 
the first time the question about 
confidentiality was asked) to 1999, 
and only small, nonsignificant 
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increases thereafter (ibid., Tables 
2.16, 2.17). 

Singer et al. (2001, pp.66-68) also 
examined demographic predictors 
of some of these attitudes. Better-
educated respondents in 1999 and 
2000 were more knowledgeable 
about the census and considered it 
more important than those with 
less education; they expressed 
fewer privacy concerns and were 
less likely to see the census as an 
invasion of privacy or to believe 
census information will be mis
used. They were significantly 
more likely to believe that other 
agencies cannot get identified cen
sus data and that the Census 
Bureau protects data confidentiali
ty; they were more willing to have 
agencies provide data to the 
Census Bureau to eliminate the 
long form and to provide their SSN 
to make this possible. 

People whose racial identification 
was other than white were signifi
cantly more concerned about pri
vacy than whites, less likely to 
believe the Census Bureau protects 
confidentiality; less likely to be 
willing to have agencies share data 

to reduce the undercount, and less 
willing to provide their SSN. At the 
same time, they were more likely 
to see the census as important 
than whites. 

Self-identification as Hispanic had 
nonsignificant relationships to 
many variables, but those that 
were significant tended to resem
ble those of the better-educated. 

Gender had inconsistent effects on 
the attitudes measured. Women 
were less knowledgeable about the 
census but considered it more 
important than men did. They were 
marginally more likely to express 
trust in government. They were 
more concerned about privacy in 
general but less likely to believe 
that answers to the census would 
be misused. And though they 
were significantly more likely than 
men to favor data sharing under 
certain circumstances, they were 
less willing to provide their Social 
Security number to facilitate this. 

The effects of age were also some-
what inconsistent. Older people 
were significantly more knowl
edgeable about census uses. They 
had significantly higher scores 

than younger people on the gener
al privacy index, but were signifi
cantly more likely to believe that 
other agencies cannot get identi
fied data and less likely to consid
er the census an invasion of priva
cy. Nevertheless, they were 
significantly less likely to trust the 
Census Bureau to uphold confiden
tiality laws (and less likely to trust 
government in general). They 
were significantly less likely than 
younger people to approve of any 
form of data sharing, yet they were 
significantly more willing to pro-
vide their Social Security number 
to facilitate such sharing. 

Like older people, those with high
er incomes had significantly higher 
scores (greater concern) on the pri
vacy index and were significantly 
less likely than those with lower 
incomes to trust the Census 
Bureau to uphold confidentiality 
laws. Yet they were also signifi
cantly less likely than those with 
lower incomes to think responses 
to the census would be used 
against people. Their answers to 
the data sharing questions are 
inconsistent. 
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4. 	The Impact of Negative Publicity on 
Privacy Concerns 

Martin (2000) examined the impact 
of three factors on privacy and 
confidentiality concerns during 
Census 2000: (1) receipt of a long 
form; (2) mistrust of government; 
(3) publicity and commentary that 
increase the public's sensitivity to 
privacy and confidentiality issues. 
During Census 2000, several 
prominent figures commented on 
the perceived intrusiveness of the 
long form and were widely quoted 
in the press in late March. The 
public became increasingly aware 
of the controversy, which peaked 
at just about the time the census 
forms were being mailed to U.S. 
households. 

Martin (2001) used five cross-sec
tional surveys conducted by 
InterSurvey, Inc. under the spon
sorship of several private founda
tions between March 3 and April 
13, 2000. The surveys were self-
administered using web TV; the 
cumulative response rate is about 
30 percent. Sample sizes ranged 
from about 1900 for the first sur
vey to 1300 for the fifth. Because 
of nonresponse and sample biases, 
the InterSurvey results probably 
overestimate awareness of the cen
sus and underestimate privacy con
cerns. However, they probably 
reflect less bias of the survey aus
pices, since the Census Bureau was 
not a sponsor of the surveys. 

Martin created a privacy scale con
sisting of three agree-disagree 
items: (1) My answers to the cen
sus could be used against me; (2) 

The Census Bureau promise of con
fidentiality can be trusted; and (3) 
The census is an invasion of priva
cy. (The three items form an 
acceptable unidimensional scale; 
Martin, 2001, Table 2.) She then 
tested the effect of three hypothe
sized causal variables on concern 
about privacy: (1) receipt of a long 
form, (2) awareness of the contro
versy about census long-form 
questions, and (3) mistrust in the 
government and general mistrust 
of people. 

Mistrust in government and in peo
ple in general was highly predic
tive of the level of privacy concern 
about the census (ibid., Table 3), 
even with demographic variables 
controlled. Receipt of a long cen
sus form was likewise predictive of 
increased privacy concerns. 
Finally, hearing about the long 
form controversy was also strongly 
associated with increased privacy 
concerns (ibid). Martin argues, on 
the basis of several analyses, that 
this association should be inter
preted causally (ibid). The effects 
of the long form and hearing about 
the controversy are additive; there 
is evidence of a weak, nonsignifi
cant interaction between mistrust 
and hearing about the controversy. 
These results resemble those 
reported by Singer et al. (2001), 
who found that respondents who 
reported exposure to negative as 
well as positive publicity about the 
census had significantly higher 
scores on the privacy index and 

were significantly more likely to 
regard the census as an invasion of 
privacy, and less likely to be will
ing to provide their Social Security 
Number, than those reporting no 
exposure to publicity about the 
census (ibid., Table 3.2). 

Like Singer et al. (2001), Martin 
found fewer privacy concerns 
among the better-educated and 
more concerns about privacy 
among older people. Differences 
by race and ethnicity were non-
significant in Martin's data, where-
as they were significant in the 
Singer et al. (2001) study (cf. 
Section 3, above). 

Finally, Martin shows that respon
dents who received a long form or 
were concerned about privacy 
were more likely to report return
ing an incomplete census form, or 
failing to return it at all (ibid., 
Table 4). This finding is replicated 
through actual matching of survey 
response and census returns in 
Singer et al. (2001); see Section 5, 
below. An experiment by Junn 
(2001) also shows that respon
dents receiving negative priming, 
in the form of questions designed 
to raise privacy concerns about the 
census, were less likely to respond 
to long-form questions adminis
tered experimentally than were 
respondents who received positive 
priming, in the form of reasons for 
asking intrusive questions, or 
those in a control group, who 
received no priming at all. 
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5. 	The Effect of Privacy-Confidentiality 
Concerns on Census Participation 

Because the Census Bureau 

matched the 2000 SPA responses 

to its file of addresses for the U.S. 

population, it was possible to 

examine the relationship between 

attitudes and behavior--that is, 

whether attitudes toward privacy 

and confidentiality continued to 

predict census mail returns in 

Census 2000 as they had in the 

decennial census a decade earlier 

(Singer, Mathiowetz, and Couper, 

1993). At the conclusion of the 

interview, all respondents were 

asked by The Gallup Organization 

interviewers for their address "in 

case the Census Bureau wants to 

do any follow-up research." (If the 

address had already been obtained 

prior to the survey, the interviewer 

merely verified it with the respon-

dent.8 ) Interviewers obtained 

1695 addresses from 1978 respon

dents, or 85.7 percent.9 Of these, 

the Census Bureau matched 1199, 

or 70.7 percent, at the household 

level. Thus, analyses of census 

returns are based on 1199 of the 

1978 respondents (60.6 percent) 

who provided an address that was 

matched by the Census Bureau 

(Singer, Van Hoewyk, and 

Neugebauer, 2003).10 

8 Where possible, Gallup matched the 
sample of telephone numbers to lists of 
addresses before the survey in order to send 
advance letters to potential respondent 
households. 

9 The results reported here differ some-
what from those in the final report to the 
Census Bureau because only the data for 
2002 are analyzed here. For a variety of rea
sons, the prediction from 1999 attitudes to 
2000 behavior was deemed unreliable. 

10 This is a very low match rate. For 
example, for their analysis of privacy and 
confidentiality as factors in response to the 

A number of beliefs and attitudes 
directly related to privacy and con
fidentiality concerns (Privacy 
Index; believes census is an inva
sion of privacy; believes census 
information may be used for law 
enforcement purposes), and others 
inferentially related to these con
cerns (willing to have agencies 
share data with Census Bureau to 
reduce undercount, replace the 
census, or eliminate the long form; 
willing to provide SSN), were 
measured on the 2000 survey. 
Also measured were positive atti
tudes toward the census (obliga
tion to cooperate with the census, 
importance attached to the census, 
knowledge about census uses, and 
trust in the federal government), 
which the Census Bureau hypothe
sized would have a positive effect 
on participation. 

Singer, Van Hoewyk, and 
Neugebauer present three separate 
tests of the effect of attitudes 
about privacy and confidentiality 
on behavior. First, they estimate 
the effects of these attitudes on 
willingness to provide an address 
to the Gallup interviewer. Second, 
they estimate the effect of privacy 
and confidentiality concerns on 

1990 census, Singer, Mathiowetz, and Couper 
(1993) used respondents to the Survey of 
Census Participation, carried out in the sum
mer of 1990 by the National Opinion 
Research Center (NORC) with a response rate 
of 89.8 percent. Respondents to this survey 
had been linked to decennial census informa
tion as part of a larger project on survey par
ticipation (see Groves and Couper, 1998); 
97.6 percent of the addresses were success-
fully matched at the household level. Since 
the Survey of Census Participation was a 
face-to-face survey, good addresses were 
available for all or almost all respondents. 

respondents' return of their cen
sus form, correcting these esti
mates for attrition (due to failure 
to provide an address and failure 
to match the address) in order to 
compensate to some extent for the 
low match rate. Third, to avoid 
some ambiguities in this analysis, 
they repeat it for one-person 
households. Only the second and 
third are discussed here. 

Among the attitudinal variables, 
the belief that the census may be 
misused for law enforcement pur
poses, as measured by an index 
based on responses to three sepa
rate questions, was a significant 
negative predictor of returning the 
census form. Thus, like Singer, 
Mathiowetz, and Couper (1993), 
the authors found that concerns 
about the possibility of confiden
tiality breaches are negative pre
dictors of cooperation with the 
census. Those who favored data 
sharing to permit replacing the tra
ditional census with administrative 
records were also marginally less 
likely to return their census form. 
On the other hand, agreeing that 
everyone has an obligation to 
cooperate with the census had a 
significant positive effect on cen
sus returns. Concerns about priva
cy and confidentiality were esti
mated to explain 1.19 percent of 
the variance in census mail 
returns, compared with 1.3 percent 
in 1990. Thus, the effect of these 
concerns on mail returns is appar
ently consistent from 1990 to 
2000. 

Another way of looking at the 
effect of confidentiality concerns is 
to look at the relationship between 
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beliefs that the census may be mis
used for law enforcement purposes 
and return of the census form by 
mail. Of the 478 respondents (39.6 
percent of the matched sample) 
who believed that census data are 
used for none of the three purpos
es (identifying illegal aliens, keep
ing track of troublemakers, and 
using census answers against 
respondents), 86.2 percent 
returned their census form by mail. 
The percentage dropped to 80.5 
percent among those who 
endorsed one of the three items 
(N=303), to 76.1 percent among 
those who endorsed two items 
(N=255), and to 73.7 percent 
among the 171 respondents who 
endorsed all three items. In 1990, 
census return rates declined from 
77.8 percent to 54.8 percent on 
a similar, but not identical, index 
of confidentiality concerns. The 
generally higher return rates in 
2000 reflect the fact that for a vari
ety of reasons, the 2000 sample 
included more compliant respon
dents than the 1990 sample did. 
Nevertheless, concerns about con
fidentiality affect behavior in both 
samples. The effect in 2000 
appears to be linear, whereas the 
effect in 1990 appeared only 
among those below the midpoint 
on the confidentiality index. 

The results reported in the para-
graph above are bivariate relation-
ships. Controlling for all the other 

variables included in the multivari
ate model estimated by Singer, Van 
Hoewyk, and Neugebauer reduces 
the percentage spread by a half a 
percentage point. Given the cost of 
retrieving census information not 
returned by mail, even this reduc
tion in the likelihood of returning 
the census form is substantial. 

There are two sources of ambiguity 
in the data about the effect of pri
vacy and confidentiality concerns 
on census mail returns. One is 
that a household may have moved 
between Census Day (April 1) and 
the date of the interview, which 
ranged from a few days to 3 
months later, and this may have 
attenuated the relationship 
between attitudes and behavior as 
measured in the 2000 study.11 An 
additional source of ambiguity is 
that except in one-person house-
holds, the individual whose 
attitudes were measured on the 

11 From March 1999 to March 2000, 
some 16.9 percent of U.S. households 
moved (U.S. Census Bureau, Current 
Population Survey, March 2000); therefore 
some 5 percent of the households inter-
viewed in 2000 may have been occupied by 
residents other than those who filled out the 
census form. The respondents were not 
asked whether they had lived at the same 
address on Census Day. In the 1990 Survey 
of Census Participation (SCP), some 6 per-
cent of the sample had moved between 
Census Day and the date on which they 
were interviewed (Singer, Mathiowetz, and 
Couper, 1993). Interviewing for our survey 
began immediately after Census Day, where-
as interviewing for the SCP did not begin 
until July; as a result, the percentage of 
movers in the current study should have 
been even smaller. 

survey was not necessarily the 
same person who had returned the 
census form. Respondents were 
selected at random from house-
hold members, and only those who 
claimed their household had 
returned the form were asked 
whether they were the person who 
had returned it. 

In order to try to remove this sec
ond source of ambiguity, the 
authors examined the relationship 
between attitudes and behavior 
separately in one-person house-
holds, where the respondent and 
the person returning or failing to 
return the form would almost 
always be the same. Comparing 
the results with those in multiple-
person households, they found, as 
expected, that attitudes of all 
kinds accounted for a much larger 
share of variance in one-person 
than in multiple-person house-
holds--7.4 percent, compared with 
3.1 percent. Privacy attitudes 
accounted for 4.5 percent of the 
variance in one-person households, 
compared with only 1.1 percent in 
multiple-person households. Thus, 
the authors argue that the findings 
concerning the effect of privacy 
and confidentiality concerns on 
return of the census form would 
have been even stronger had they 
been able in all cases to interview 
the person who actually returned 
(or was responsible for returning) 
the census form for the household. 
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6. 	Public Perceptions of Agency 
Confidentiality Practices 

There is abundant evidence, dating 
at least to 1979, that public per
ceptions of agency practices with 
respect to confidentiality are inac
curate (see Section 1 of this 
report). In the first place, most 
people, when given an opportunity, 
claim not to know what Census 
Bureau practices with respect to 
confidentiality are. Second, among 
those who say they do know, the 
majority believe that other agen
cies can gain access to the data. 
Although there was increased accu
racy in public perceptions about 

agency practices between 1999 
and 2000, it is not at all clear that 
these gains in accuracy will be 
maintained once the effects of the 
extensive and intensive public rela
tions campaign connected to the 
decennial census have faded. 

These perceptions of government 
agency practices are also exempli
fied in "Privacy Schemas and Data 
Collection: An Ethnographic 
Account," carried out by Gerber as 
part of the Census 2000 Testing 
and Experimentation Program. 

Gerber and her colleagues inter-

viewed 120 people from diverse 

backgrounds in the DC area, using 

semi-structured research protocols 

(ibid., p. ii). They found that 

respondents (many of them mem

bers of minority groups) believed 

that information is freely shared 

between government agencies, 

despite assurances of confidentiali

ty. As a result, if they have some-

thing to hide, they are reluctant to 

provide information to any govern

ment agency (ibid., pp. iii, 12-14). 
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7. 	The Effect of a Request for Social 
Security Numbers 

For more than a dozen years, the 
Census Bureau has been exploring 
the use of administrative records 
in order to improve coverage in 
the decennial census or to reduce 
the burden of responding by 
obtaining some information from 
records that otherwise would be 
requested on the census long 
form. In Census 2000, the Census 
Bureau sponsored research 
designed to assess the effect of a 
request for Social Security 
Numbers (SSNs) on (a) return rate 
to the census, (b) item nonre
sponse, and (c) accuracy of 
response. In addition, the experi
ment was designed (d) to assess 
the effect of a general vs. a specif
ic notification that administrative 
records might be linked with cen
sus records. "General" notification 
informed the household that cen
sus data might be linked with data 
from other federal agencies, 
whereas "specific" notification 
named the agencies whose data 
might be sought for linking. The 
experiment was carried out in the 
context of Census 2000. 

Past research had indicated two 
different response patterns to SSN 
requests. When asked in the con-
text of a focus group, large majori
ties react negatively to the 
prospect of such a request (Singer 
et al., 1992). In response to a 
hypothetical question on a survey, 
a substantial and growing minority 
indicate they would oppose such a 
request (Singer, 2001). But when 
respondents were actually asked 
for their SSN in a 1992 experiment, 
the request generated a much 
smaller than expected (3.4 percent) 

decline in response rates, and an 
additional 17 or so percentage 
point increase in item nonresponse 
(Dillman, Sinclair, and Clark, 1993). 
There had been no prior experi
mental research on notification of 
administrative record use, and 
qualitative research had yielded 
only ambiguous clues (Aguirre 
International, 1995). 

The Census 2000 Social Security 
Number, Privacy Attitudes, and 
Notification (SPAN) experiment was 
designed to clarify all these ques
tions. The experiment created ten 
panels, three using the long form 
and seven the short form, with half 
the forms mailed to High Coverage 
and half to Low Coverage Areas 
(Guarino, Hill, and Woltman, 2001, 
p. 4). The mailout for each panel 
was a little over 5200; about 10 
percent were undeliverable and 
were excluded from the denomina
tor in calculating response rates 
(ibid., pp. 6-7). 

The findings from the SPAN experi
ment are consistent with earlier 
research on actual SSN requests. 
Asking for a SSN for one or all 
members of the household results 
in a small, significant decrease in 
mail response to Census 2000. 
When the request is for all house-
hold members, it results in a 
decline of 2.1 percent in High 
Coverage Areas (HCAs) and 2.7 in 
Low Coverage Areas (LCAs) (ibid., 
p. 17). These two figures are not 
statistically different from each 
other, and are comparable to the 
3.4 percent decline observed in 
1992. (Low Coverage Areas con
tain a large proportion of the coun
try's Black and Hispanic popula

tions as well as renter-occupied 
housing units.) The HCA stratum 
comprised about 81 percent of 
the total Decennial Master Address 
File as of September 9, 1999 (ibid., 
p. 5). 

The findings with respect to notifi
cation of administrative record use 
indicate that such notification 
results in an additional small but 
significant decrease in response 
rates (ibid., Table 3.). Looking at 
the interaction between notifica
tion and the request for SSNs sug
gests that specific notification cou
pled with such a request results in 
a significant decline in return rates, 
whereas a general notification cou
pled with such a request does not 
(ibid.). 

Item nonresponse was defined as 
the likelihood of a household hav
ing any missing data among the 
100 percent person items in addi
tion to household tenure. Thus, 
this data quality measure does not 
specifically address the effect of a 
SSN request on providing the SSN 
itself. The request for a SSN for 
Person 1 did not result in a signifi
cant increase in item nonresponse 
on the census form, whereas the 
request for SSNs for all household 
members did result in such an 
increase. Notification in the pres
ence of a SSN request did not fur
ther increase item nonresponse 
(ibid., Table 4). 

With respect specifically to the SSN 
item, the results are highly compa
rable to those by Bates (1992). 
Some 15.5 percent of SSNs are 
missing for Person 1 when a 
request is made for Person 1 only, 
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with increasing percentages miss
ing for Persons 2 through 6 when 
SSNs are requested for all mem
bers of the household (Guarino, 
Hill, and Woltman, 2001, Table 5). 
The implication is that those num
bers are missing not only because 
of refusal, but also because the 
person filling out the census form 
is ignorant of the SSNs of other 
household members. Interestingly 
enough, nonresponse to the SSN 
item decreased for Person 1 in the 
presence of specific or general 
notification; such notification had 
little, if any, effect on nonresponse 
to the requested SSNs for other 
household members (ibid., p. 22 
and Table 7). This finding supports 
the interpretation that nonresponse 
to the request for one's own SSN 
signifies refusal, whereas nonre
sponse to the request for others' 
SSN signifies both refusal and igno
rance. It further suggests that the 
notification statement may have 

provided justification for providing 
the SSN number requested. 

Thus, whereas specific notification 
in the presence of a SSN request 
discouraged return of the census 
form, specific as well as general 
notification encouraged supplying 
the SSN among those who did 
return the form. 

The Census Bureau subsequently 
validated the SSNs given by com
paring them to the Census 
Numerical Identification (Numident) 
File.12 The results of that exercise 
showed that 94.77 percent of all 
those SSNs given were accurate 
(Brudvig, 2003, p. iv). There was a 
small but statistically significant 
difference between low and high 
coverage areas-95.15 percent were 

12 Accurate SSNs are those where the 
SSN and name provided by the respondent 
match an SSN, name and, as needed, year of 
birth and gender on the Census Numident 
file. See Brudvig, 2003, pp. 8-9 for details. 

accurate in HCA areas, compared 

with 92.8 percent in LCA areas. For 

Person 1, the accuracy rate is even 

higher, ranging from 96.01 to 

96.93 percent depending on the 

experimental condition. Neither the 

type of notification, nor requesting 

an SSN for Person 1 only or for all 

persons in the household, affects 

the accuracy of the report for 

Person 1. However, accuracy 

shows a decline in each panel from 

Person 2 through Person 6. The 

validation rates found in the cur-

rent study are very similar to those 

found in the Simplified 

Questionnaire Test in 1992 (ibid., 

pp. iv-v). 

The Census Bureau had planned 

various other analyses of the costs 

and benefits of using the SSN to 

link administrative and census 

files. These analyses were not car

ried out because of resource con

straints. 
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8. 	The Role of the Partnership Program in 
Privacy Attitudes 

The Survey of Partners (Westat and 
Poyer, 2002) asked Partners in the 
Census how helpful the 
Partnership public relations pro-
gram materials provided by the 
Census Bureau were in achieving 
each of six stated goals. The rat
ings showed that materials related 
to goals of basic education about 
the census--understanding the pur
pose of Census 2000 and explain
ing its importance– received high
est ratings (ibid., p. 26). And 
indeed, the Surveys of Privacy 
Attitudes showed significant gains 
in knowledge and significant 

increases in importance attached 
to the census between 1999 and 
2000 (Singer et al., 2001, pp. 59-
60). Materials were rated as less 
helpful for goals that were related 
to attitudes of trust in the promise 
of confidentiality and to creating a 
sense of civic responsibility for 
being counted (Westat and Poyer, 
p. 26). Indeed, materials related to 
the goal of instilling trust in the 
Census Bureau's promise of confi
dentiality were most likely to be 
rated as not helpful (13 percent), 
least likely to be rated very helpful 
(29 percent), and received the 

highest percentage of Don't Know 

responses (31 percent) (ibid., p. 

26). The Surveys of Privacy 

Attitudes showed no significant 

gain in trust between 1999 and 

2000, when the Census outreach 

program was in full swing (Singer 

et al., 2001, p. 62). These findings 

suggest that increasing trust in the 

Census Bureau is likely to be a far 

more difficult challenge than sim

ply increasing knowledge about 

the census, but it is necessary if 

cooperation with the census is to 

be improved. 
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9. Attitudes and Behavior 

Evidence on the relevance of the 
privacy attitude-behavior relation-
ship for the Census Bureau comes 
from two sources. In the first 
place, the analyses reported earlier 
(see Section 5) of the effects of pri
vacy attitudes on return of the cen
sus form indicate quite clearly that 
those who express more concern 
about privacy and confidentiality 
are less likely to provide their 
address and less likely to return 
their census form, but this relation-
ship is quite small, accounting, in 
the case of census returns, for less 
than 2 percent of the variance. 

The second test of the relation 
between attitudes and behavior 
comes from comparison of 
answers expressed in various ven
ues toward the hypothetical ques
tion of whether respondents would 
be willing to provide their SSN to 
the Census Bureau, and the actual 
provision of those numbers in the 
SPAN experiment. 

Unlike the examination of priva
cy/confidentiality attitudes and 
census returns, attitudes and 
behaviors with respect to SSNs 
were measured on different sam
ples of individuals. Hence, there is 
no question of predicting behavior 
from attitudes. However, the object 
of the attitude and the behavior is 
virtually identical--i.e., willingness 
to provide one's SSN to facilitate 
Census Bureau use of other gov
ernment records. Hence, it is perti

nent to ask whether the attitudinal 
and behavioral measures of will
ingness to provide one's SSN to the 
Census Bureau would lead one to 
the same conclusion. 

Singer et al. (2001) report that the 
percentage of those who said they 
were willing to provide their SSN to 
the Census Bureau declined from 
68.3 percent in 1996 to 55.9 per-
cent in 2000 (Table 2.45). In the 
SPAN experiment (see Section 7, 
this report), approximately 3 per-
cent failed to return their census 
form because of a request for SSN 
and an additional 15.5 percent 
failed to provide their SSN for 
Person 1 if they did return the 
form. (Nonresponse to the SSN 
request increased for Persons 2-6 
on the form, suggesting that igno
rance as well as unwillingness is a 
factor for these persons.) In addi
tion, between 5 and 7 percent of 
SSN numbers for Person 1 were 
inaccurate (Section 7). Thus, this 
direct test of how closely 
expressed unwillingness to provide 
one's SSN corresponds with the 
number who fail to provide their 
SSN when asked to do so suggests 
that approximately half of those 
saying they would be unwilling to 
provide their SSN to the Census 
Bureau would actually fail to pro-
vide an accurate number if they 
were directly asked to do so. This 
is in fact a very substantial rela
tionship between an attitude 
expressed in one context and 

behavior observed in another, and 
the differences between the two 
contexts are such as to make the 
increase in observed compliance 
plausible. It should be noted once 
again that this comparison does 
not involve the same individuals. 
However, it does involve a compar
ison between two samples drawn 
from the same population at about 
the same point in time. 

The question has been raised 
whether asking everyone for a 
SSN in the context of the decennial 
census would facilitate response or 
increase resistance. This question 
cannot be answered in the 
abstract. Experience with Census 
2000 suggests that if the request 
comes to the attention of influen
tial elites who oppose it, compli
ance might indeed suffer. This was 
the case with questions on the 
long form in Census 2000, which 
generated widely reported unfavor
able publicity in the days immedi
ately surrounding distribution of 
the Census 2000 forms. Analysis 
of those reporting exposure to this 
unfavorable publicity suggests that 
there was indeed a significant neg
ative impact on attitudes (Singer 
et al., 2001, pp. 69-74; Martin, 
2001), including a significant nega
tive effect on expressed willing
ness to provide one's SSN. 
However, because of the nonexper
imental design, selective exposure 
is an alternative explanation of the 
findings. 
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10. The Role of Informed Consent 

The question is often raised 
whether providing respondents 
information about the content of a 
survey ahead of time is likely to 
increase or reduce their willingness 
to participate in it. The question 
cannot, of course, be answered in 
that form. For example, while an 
experiment by Singer (1978) 
shows that providing respondents 
somewhat more information about 
the sensitive content of a survey 
did not reduce the response rate or 
increase refusals, an experiment by 
Groves, Presser, and Dipko (2000) 
indicates that respondents who, by 
virtue of their membership in cer
tain organizations, might be 
expected to be more interested in 
a particular topic were in fact more 
likely to respond when the intro
duction mentioned that topic. It is 
also possible that respondents who 
hold very negative attitudes about 
a particular topic may refuse to 
participate in a survey about that 
topic, or they may be sensitized by 
a reference to the topic in the 

introduction to refuse to answer 
certain questions (Singer, 1978). 

The Social Security Notification 
experiment indicates that inform
ing respondents that their census 
form might be linked to other gov
ernment records had a small but 
significant negative effect on 
returns of the census form itself 
(see Section 6 above). However, 
among those who did return the 
form, notification had a positive 
effect on the likelihood of respond
ing to the Social Security Number 
question (Section 6). Notification 
had no impact on whether the SSN 
reported was accurate. Thus, as 
an empirical matter, the value of 
informing respondents about link-
age ahead of time may depend on 
whether the interest is primarily in 
return of the entire form or in 
answers to the question about 
SSN. As an ethical matter, however, 
some would argue that there is an 
obligation to inform respondents 
about the proposed linkage in any 
case. 

In her ethnographic exploration of 

the meaning of privacy and confi

dentiality concerns and the rele

vance of these concerns for return

ing the census form, Gerber (2002) 

points out that respondents form 

expectations of what questions are 

legitimate for a sponsor to ask, 

based on their understanding of 

the nature and purpose of the sur

vey and the sponsoring organiza

tion (ibid., p. iii). She therefore rec

ommends that sponsors provide 

good, understandable explanations 

of why these data are needed and 

how they will be used (ibid., p. iv). 

This recommendation would clear

ly seem to apply to the Census 

Bureau's request for SSNs. Martin's 

ASA paper (2001) also addresses 

these issues, and includes informa

tion about the nature of respon

dents' objections to long form 

questions and about the kind of 

information they say they want. 
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11. Summary of Findings 

11.1 Trends in attitudes, 
1995-2000 

In general, knowledge about 
Census Bureau confidentiality prac
tices increased between 1995 and 
2000. Even in 2000, however, 
most respondents either did not 
know what the Census Bureau's 
practices and legal obligations 
were, or responded that data were 
shared with others. 

During this same period of time, 
the percentage saying they would 
be bothered "a lot" if their census 
data were shared with anyone out-
side the Census Bureau increased 
significantly, and approval of data 
sharing for all three of the purpos
es asked about (to reduce the 
undercount, to eliminate the cen
sus, and to replace the long form) 
declined. With the exception of 
support for data sharing to reduce 
the undercount, which stabilized 
between 1999 and 2000, these 
trends appear to be linear. 
Expressed willingness to provide 
one's Social Security number also 
declined between 1996 and 1999, 
with no further change in 2000. 

Increased disapproval of data shar
ing was not paralleled either by 
increasing distrust of the uses to 
which census data might be put, or 
by increasing concerns about pri
vacy in general, or by declining 
trust in government or in the 
Census Bureau to keep data confi
dential. Three questions about 
possible misuse of census data all 
showed a decline in distrust 
between 1999 and 2000, with two 
of the three statistically significant. 
The question asking whether 

people trust the Census Bureau to 
keep data confidential (if they cor
rectly perceived that there were 
laws governing confidentiality) 
showed no significant change. The 
question asking whether the cen
sus short form is an invasion of 
privacy showed a small significant 
decline between 1995 and 2000, 
and other questions asking about 
general privacy concerns for the 
most part showed no consistent 
trends. Finally, people's trust in 
"the government in Washington" 
showed a small, significant 
increase between 1996 and 2000 
after declining from 1995 to 1996. 

11.2 The effect of Census 
Bureau’s public relations 
activities on beliefs about 
confidentiality 

Although there was no change 
between 1999 and 2000 in the 
percentage--a fifth of the popula
tion--who considered the census an 
invasion of privacy, there was a 
significant decline in the belief that 
census data were likely to be mis
used, and a significant increase in 
the percentage of those perceiving, 
correctly, that other government 
agencies could not get census data 
identified by name and address. 
The percentage of those who knew 
that the Census Bureau is required 
by law to protect the confidentiali
ty of the data it collects (or forbid-
den by law to disclose it) also 
increased significantly. These 
changes are, in all likelihood, 
attributable to publicity about the 
census commissioned or stimulat
ed by the Census Bureau, since in 

most cases they reverse or dramat
ically accelerate trends apparent 
from 1995 to 1999. 

At the same time, a number of 
related questions showed no sig
nificant change between 1999 and 
2000, even though the messages 
disseminated by the Census 
Bureau might have been expected 
to have an impact on responses to 
at least some of them. First, and 
perhaps most important, there was 
no significant increase in the per
centage of those who said they 
believe the government protects 
the confidentiality of the data. 
(Given the other findings cited 
here, we are inclined to interpret 
the absence of change in respons
es to this question as signifying 
that it tapped an element of trust 
rather than awareness or knowl
edge about the law.) Nor was there 
a significant increase in the per
centage of those saying they trust 
the Census Bureau to keep data 
confidential. 

11.3 Attitudes and 
behavior 

As we have seen, the relationship 
between attitudes and behavior 
varies depending on how close the 
conceptual relationship is between 
the two. Respondents' concerns 
about confidentiality and privacy 
predict their return of the census 
form. The relationship to census 
returns is statistically significant, 
and though small, it is of the same 
order of magnitude as that meas
ured in the 1990 census (Singer, 
Mathiowetz, and Couper, 1993). 
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Obviously, there is no one-for-one 
relationship between concerns 
about confidentiality and willing
ness to return the census form; the 
latter is motivated by other atti
tudes and concerns - e.g., how 
important the respondent consid
ers the census, concern about 
breaking the law, desire to obtain a 
fair share of government 
resources--and these attenuate the 
relationship between privacy/confi
dentiality concerns and census 
returns. The relationship is also 
attenuated by error in the meas
urement of both attitudes and 
behavior. Looked at another way, 
however, the relationship is sub
stantial. The difference in census 
returns between those who 
endorse none of the three beliefs 
that the census may be misused 
for law enforcement purposes and 

those who endorse all three of 
those beliefs is 12.5 percentage 
points. 

When the object of the attitude and 
the behavior are more closely relat
ed to one another, the conclusions 
that would be drawn from attitudi
nal and behavioral data are easier 
to compare. Some 45 percent of 
respondents to the 1999 and 2000 
surveys said they would not be 
willing to provide their SSN to the 
Census Bureau to facilitate data 
linkage; in an experimental test of 
such willingness, some 22 percent 
of subjects failed to provide an 
accurate SSN for Person 1 on the 
census form. Thus, one might con
clude that about half of those 
expressing reservations about pro
viding a Social Security Number 
would actually fail to do so if 
requested by the Census Bureau. 

11.4 Willingness to 
provide Social Security 
Numbers 

The SPAN experiment demon

strates that (a) large percentages 

of the population will provide their 

SSN to the Census Bureau if asked 

to do so on the census form; (b) 

the request reduces the response 

rate by less than 3 percentage 

points; (c) nonresponse to the SSN 

item totals 15.5 percent for Person 

1 and more for subsequent per-

sons in the household; (d) between 

93 and 95 percent of the SSNs pro

vided are accurate; and (e) notifica

tion of record linkage has a small 

but significant negative effect on 

the response rate but a small posi

tive effect on responding to the 

SSN item. 
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12. 	Conclusions and Recommendations for 
Future Research 

12.1 Conclusions 

In this section, I outline the conclu
sions that can be drawn on the 
basis of the research carried out 
under the Census Bureau's privacy 
initiative, keeping in mind the 
caveats outlined at the beginning 
of this report. 

1. Except in the period surround
ing the decennial census, when 
publicity about the census was 
at its height, knowledge and 
beliefs about the Census Bureau 
and attitudes toward privacy 
and confidentiality showed only 
small year-to-year changes 
between 1995 and 2000. 

Nevertheless, there appears to 
be a trend toward increasing 
concern about the sharing of 
confidential data. 

2. Knowledge, beliefs, and atti
tudes were all significantly relat
ed to self-reported exposure to 
positive as well as negative pub
licity about the census. 
However, the SPA found no 
direct effect of self-reported 
exposure on census returns. 
Knowledge and opinions 
seemed much more amenable to 
change as a result of the publici
ty campaign than trust. 

3. Attitudes about privacy and con
fidentiality vary by demographic 
characteristics, with nonwhites 
significantly more concerned 
about privacy than whites, less 
likely to believe the Census 
Bureau protects confidentiality; 
less likely to be willing to have 
agencies share data; and less 
willing to provide their SSN. 

4. Attitudes about confidentiality 
and privacy are reliable and sig
nificant predictors of behavior. 
They predicted respondents' 
return of the census form in 
2000 as well as in 1990, with 
concern about the possible mis
use of census data for law 
enforcement purposes account
ing for a substantial decline in 
census mail returns. 

5. Approval of data sharing among 
federal agencies, as well as 
expressed willingness to provide 
one's Social Security number to 
facilitate such sharing, declined 
between 1995 and 2000. 

6. At the same time, the impact of 
a request for SSN on response 
rates was much smaller than 
would be predicted from the 
attitudes expressed, accounting 
for a decline in response rates 
of less than 3 percentage points. 
When nonresponse to the SSN 
item and inaccuracy in SSN num
bers are added to failure to mail 
back the census form, however, 
the impact was larger, amount
ing to some 22 percent of the 
sample. 

7. Ethnographic work in connec
tion with Census 2000 and 
focus groups in Puerto Rico are 
in accord with the conclusions 
reached on the basis of surveys 
and experiments. Respondents 
and participants expressed con
cerns about privacy and confi
dentiality and mentioned these 
as reasons for reluctance in 
sharing information. 

8. There is support both from the 
ethnographic interviews and 
from the Notification part of the 
SPAN experiment that explaining 
why information is requested 
may help in obtaining it. Even 
though notification had a small 
but significant negative impact 
on response rates, it increased 
response to the SSN item. 

12.2 Recommendations 

Given these general conclusions, 
we make the following recommen
dations for future research in this 
area by the Census Bureau: 

1. Continue to monitor trends in 
knowledge, beliefs, and atti
tudes. Given the small year-to-
year changes observed to date, 
the interval between surveys 
could probably be increased to 
three or four years. Such sur
veys are needed to document 
the effect of recent events on 
knowledge and beliefs relevant 
to the census. 

Supplementing the cross-sec
tional surveys with some panel 
components would be useful in 
understanding what causes 
individual-level change. In addi
tion, it might be useful, and 
economical, to add a subset of 
key questions to ongoing high-
quality surveys (e.g., the 
General Social Survey or the 
Survey of Consumer Attitudes) 
at more frequent intervals. For 
both of these activities, replica
tion of questions and survey 
procedures is essential if the 
intent is to monitor change in 
attitudes. 
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2. Well before the next census, 
design, conduct, and analyze 
small-scale research that devel
ops and then tests more effec
tive ways of communicating the 
Census Bureau's confidentiality 
practices to the general public. 
It is clear from both the ethno
graphic and survey research 
reviewed above that the public 
does not understand or believe 
the confidentiality assurances 
provided by the Census Bureau, 
and that their beliefs have con-
sequences for behavior. A pro-
gram of qualitative research, fol
lowed by small-scale laboratory 
experiments, is recommended. 
The effectiveness of the mes
sages developed in this way 
should then be tested in field 
experiments. 

3. Conduct qualitative research on 
impediments to trust in the 

Census Bureau and in the gov

ernment more generally, and on 

ways in which feelings of trust 

might be enhanced. Research of 

this kind may be especially use

ful among groups who are less 

likely to cooperate with the 

Census Bureau. Because trust, 

rather than knowledge, may 

well be crucial to the public's 

cooperation with the census, 

this research is especially impor

tant. At the same time, such 

research is likely to be difficult 

to carry out, and it is not clear 

that much can be done by the 

Census Bureau to change levels 

of trust. Research by economists 

and psychologists on decision 

making under conditions of 

uncertainty, including recent 

research by neuroscientists, 

should be reviewed for its possi

ble contribution to the activities 

in Recommendations 2 and 3. 

4. Because attitudes toward priva

cy and confidentiality account 

for only a small portion of the 

variance in census mail returns, 

design and conduct research to 

identify and reduce other barri

ers to response. While it is clear 

from all the research carried out 

under this program that con

cerns about privacy and confi

dentiality affect respondents' 

cooperation, it is also clear that 

such concerns explain only a 

small part of the variation in 

behavior. Thus, it is important to 

look for, and affect, other poten

tial barriers to response, such as 

motivation and capacity. 
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  www.census.gov/pred/www/.

Foreword
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The Puerto Rico Topic Report
looked at 15 evaluations.  Four
Puerto Rico specific evaluations
were conducted: two involved
focus groups, one an analysis of
census data files, and one an oper-
ational analysis.  Nonresponse and
reactions to the Hispanic origin
and race questions were evaluated
using focus groups.  Frequency
and cross-tabulation files tables for
both Puerto Rico and the U.S. were
prepared from the census data files 

on Hispanic origin and race.
Puerto Rico enumeration was the
topic for the operational analysis. 

While not specifically Puerto Rico
evaluations, evaluations in the
Address List Development category
provide a considerable amount of
data on Puerto Rico.  These evalua-
tions covered the following opera-
tions: address listing, Local Update
of Census Addresses 99 (LUCA 99),
and update/leave.

Many evaluations included in this
topic report include Puerto Rico in
the stateside analysis and provide
few, if any, breakouts of Puerto
Rico data.  A number of evalua-
tions that could have provided
information on operations that
took place in Puerto Rico, did not
provide any analysis for Puerto
Rico.  Examples include evalua-
tions which looked at the success
of the advertising and promotion
programs, enumeration of special
places and coverage issues.

U.S. Census Bureau Puerto Rico  1
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2.  Background 

Census 2000 in Puerto Rico was
marked with two historic “firsts:” the
use of the same questionnaire con-
tent as stateside and the require-
ment that respondents mail back
their questionnaires.  Both of these
significant events, one requested by
the Government of Puerto Rico dur-
ing the content determination
process and the other a Census
Bureau methodological decision,
affected the results of many of the
evaluations included in the Puerto
Rico Topic Report.

2.1  Historical

Spain ceded the island of Puerto Rico
to the United States in 1898.  Prior
to then, Spain had taken censuses at
irregular intervals between 1765 and
1887.  The U.S. War Department
took a special census of Puerto Rico
in 1899.  Puerto Rico, which became
a commonwealth in 1952, has been
included in every U.S. decennial cen-
sus since 1910.  Beginning in 1960,
the census of population and hous-
ing was conducted as a joint project
of the U.S. Census Bureau and the
Government of Puerto Rico.  The
Puerto Rico Planning Board (PRPB)
has been identified by the Office of
the Governor as the liaison agency
for census activities on the island.
The Census Bureau was responsible
for the data collection, and the PRPB
provided input on content and data
needs.  

This partnership between the gov-
ernment of Puerto Rico and the
Census Bureau is the result of an
October 1958 special agreement
concerning the censuses in Puerto
Rico.  The basic purposes of the
agreement were to assure the effi-

cient operation of the census pro-
gram, to provide the Commonwealth
with a large share of the responsibili-
ty for planning the census, and to
assure full consideration of its
unique statistical needs.1 Each cen-
sus thereafter conformed to the
basic 1958 agreement with subse-
quent amendments, including
Census 2000.  Governors of Puerto
Rico regularly have directed the PRPB
to serve as the coordinating agency
for the census operations.

2.2  Questionnaire content

From 1960 - 1990, the Census
Bureau worked with the PRPB to
develop questionnaire content that
met Puerto Rico’s unique needs.  For
example, in 1990 the Puerto Rico
questionnaire had unique topics
such as parents’ place of birth, voca-
tional training, and condition of
housing unit; but did not include
stateside topics such as race,
Hispanic origin, and home heating
fuel.

During the questionnaire content
development phase for Census
2000, however, the Government of
Puerto Rico informed the Census
Bureau in a letter to Dr. Martha
Farnsworth Riche, Census Bureau
Director, from Norma Burgos, PRPB
Chairwoman, dated October 31,
1997, that Puerto Rico was request-
ing the same decennial questionnaire
content as stateside.  The reasons
given for the same content request
included quicker processing and

release of Puerto Rico census data
and the inclusion of Puerto Rico in
stateside summary statistics as well
as comparability with stateside data.

2.3  Data collection

Prior to Census 2000, Puerto Rico
had always been enumerated using
the list/enumerate (L/E) methodolo-
gy.  With L/E data collection, enumer-
ators visit each housing unit to com-
plete a census questionnaire, record
addresses and update the L/E maps. 

For Census 2000, a decision was
made by the Census Bureau to use
the update/leave (U/L) methodology
for the entire Island.2 In order to
conduct an U/L operation, the
Census Bureau first had to conduct
an islandwide address listing (AL)
operation.  The AL operation was
conducted in Puerto Rico from
October, 1998 through January,
1999.

During U/L, enumerators canvass
assignment areas to deliver a census
questionnaire to each housing unit,
update the address listing pages and
Census Bureau maps. The household
then completes and returns the
questionnaire by mail.  The move to
an U/L strategy responded to
changes taking place on the Island,
including an increase in limited
access communities and a popula-
tion that mirrored the United States
in the prevalence of two income
families.  These two trends indicated

1 U.S. Census Bureau, 1990 Census of
Population and Housing, History, Part D,
Chapter 13, Puerto Rico, Virgin Islands, and
the Pacific Island Territories, March 1996

2 Thompson, John H., 2000 Decennial
Census, Decision Memorandum No. 6,
Recommendation that the Census Bureau Use
the Update/Leave Methodology for Data
Collection During the Year 2000 Census of
Puerto Rico, signed by Robert W. Marx on
August 12, 1996
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that it would be more difficult to
implement a L/E methodology in
2000.  The U/L methodology also
offered other benefits, available

stateside for many decennial census-
es:  self-response resulting in higher
data quality and the development of

an address list that could be used in
future decennial operations.



The purpose of this report is to
summarize the findings and recom-
mendations from the evaluation
studies for those operations which
took place in Puerto Rico.  Not all
evaluations provide information or
data specific to Puerto Rico.
Sometimes Puerto Rico data are
included within the stateside analy-
sis of an operation.  The following
is a list of the evaluations which
provided Puerto Rico specific data:

Response Rates and
Behavior Analysis

A.2.b Internet Data Collection

A.3 Be Counted Campaign for
Census 2000

A.8 Puerto Rico Focus Groups
on Why Households Did
Not Mail Back the Census
2000 Questionnaire

Content/Data Quality

B.1.b Analysis of Item
Nonresponse Rates for the
100 Percent Housing and
Population Items from
Census 2000

B.12 Puerto Rico Census 2000
Responses to the Race &
Ethnicity Questions

B.13 Puerto Rico Focus Groups
on the Census 2000 Race
and Ethnicity Questions

Special Places and Group
Quarters

E.5 Group Quarters
Enumeration

Address List Development

F.2 The Address Listing
Operation and Its Impact
on the Master Address File

F.6 Evaluation of the Local
Update of Census
Addresses 99 (LUCA 99)

F.10 Evaluation of the
Update/Leave Operation

Field Operations

H.2 Assessment of Field
Verification

H.5 Nonresponse Followup for
Census 2000

H.8 Operational Analysis of
Enumeration of Puerto Rico

H.9 Local Census Office Profile
for Census 2000

H.10 Date of Reference for Age
and Birth Date used by
Respondents of Census
2000

U.S. Census Bureau Puerto Rico  5
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4. Results of Analysis

4.1  Address list
development activities

The research question posed was:
How successful were the address
list development activities?  There
are three relevant evaluations in
this category: F.2 The Address
Listing Operation and Its Impact on
the Master Address File, F.6
Evaluation of the Local Update of
Census Addresses 99 (LUCA 99),
and F.10 Evaluation of the
Update/Leave Operation.  All of
these evaluations provide a signifi-
cant amount of data that are
Puerto Rico specific.

In 1990, all of Puerto Rico was
enumerated using the list/enumer-
ate methodology.  A decision was
made to enumerate all of Puerto
Rico using the update/leave
methodology in Census 2000 -
basically a rural procedure in the
U.S.  While it represented a step
forward, it was difficult to use a
rural listing procedure, which
included map spotting, in urban
areas.  

In addition to methodological
issues, there was concern about
Puerto Rico’s unique addressing
conventions and the use of
Spanish.  Most notable is the four
line address where the urbaniza-
tion name (neighborhood equiva-
lent/connotation) is used to elimi-
nate the tie between repeated
street names in different urbaniza-
tions.  In some instances, the
urbanization, condominium, or
community/district name is used
in lieu of a street name. 

Puerto Rico’s unique addressing
norms and systems do not allow

the Census Bureau to apply the
same business rules for automated
processing that are followed state-
side.  The address landscape
across Puerto Rico is a mix of
styles and standards.  These situa-
tions that complicate parsing and
standardization do occur stateside,
but not to the degree and variety
found in Puerto Rico.  

In addition to the mix of styles and
standards related to Puerto Rico
addresses, there were several cap-
ture and processing problems.
The problems stem from not suffi-
ciently modifying the Census 2000
procedures and instruments
designed for stateside opera-
tions to capture, process, transfer,
and store address information.
From field listing forms, to ques-
tionnaire design, to data entry
instruments, to file exchange lay-
outs, to the basic layout of the
Master Address File (MAF), the
fields and field lengths provided
were not always adequate to han-
dle Puerto Rico addresses and in
some instances not consistent
from one medium to the next.

All three authors acknowledge that
some parts of their analysis for
Puerto Rico are limited due to an
address listing processing error of
the keyed listing pages.  This error
affected the Puerto Rico address
list and subsequent operations
which used and/or built upon this
list.  The keyed listing pages had a
60 character address field that
could contain a city-style address
or a location description.  The
stateside files used a flag, “A/D,”
set by the lister to indicate
whether it was “A” for a city-style

address or “D” for a location
description.  In Puerto Rico, the
address listing pages were in
Spanish and the flag set by the lis-
ter was “D/L.” The “D” was used
for city-style addresses and stood
for the Spanish word dirección.
The “L” was used for a physical
location description and stood for
the Spanish word localización.
Another difference between the
stateside and Puerto Rico listing
pages was the addition of a fourth
line for urbanization or condomini-
um name.

When the Decennial Systems and
Contracts Management Office
(DSCMO) processed the files for
Puerto Rico, the “D” flag was
processed as a location descrip-
tion, as it was in the U.S., and the
Puerto Rico keyed data were run
through the stateside standardizer.
However, the Census Bureau did
not have a standardizer that could
accommodate the Spanish, four
line addresses from Puerto Rico.
As a result, all of the address infor-
mation collected in Puerto Rico had
to be moved to the location
description field. The location
description field then had a flag
indicating whether the address was
a city-style or non-city style
address.  Processing was compli-
cated by the fact that often the 60
character field frequently con-
tained a field listing entry that
incorrectly blended both city style
and location description together.
Any lister error in setting the flags
or recording the information in the
assigned fields, further complicat-
ed this solution.  While this solu-
tion was less than perfect, it

U.S. Census Bureau Puerto Rico  7



8 Puerto Rico U.S. Census Bureau

allowed the Census Bureau to use
the addresses that had been col-
lected during address listing for
subsequent census operations. 

F.2 The Address Listing and
Operation and Its Impact on the
Master Address File

This evaluation provides some
tables where information from the
U.S. and Puerto Rico are combined,
as well as some specific tables for
either the U.S. or Puerto Rico.

Since all of Puerto Rico was to be
update/leave, the entire Island
needed to be listed, about 1.4 mil-
lion addresses.  Of those addresses
listed, 99.5 percent were Decennial
Master Address File (DMAF) deliver-
able and over 94 percent were in
the final census count.

The processing error described in
Section 4.1 affected the results of
this analysis, notably the absence
of any information on multi-unit
and city-style addresses in Puerto
Rico. Both items require the use of
the city-style address field on the
Master Address File (MAF) extract
as the starting point and all of
Puerto Rico’s addresses were in the
location description field.  Thus in
this analysis, all of Puerto Rico
housing units were treated as sin-
gle units and there were no city-
style addresses in Puerto Rico. 

F.6 Evaluation of the Local Update
of Census Addresses 99 (LUCA 99) 

The LUCA 99 program invited local
governments to participate in the
review of the addresses collected
during the address listing opera-
tion.  In Puerto Rico, 50 of the 78
muncipios signed up to participate.
This was a higher participation
rate, by eligible governmental
units, than any of the four regions
of the U.S.  The Boston Regional
Census Center (RCC) considered
the Puerto Rico LUCA 99 program a
success because the high participa-

tion rate indicated an awareness of
the importance of Census 2000 to
the local governments.  About 20
percent of the Puerto Rico partici-
pants challenged blocks.

In the U.S., program participants
were provided map spotted maps,
a census block housing unit sum-
mary list, and a list of addresses
for their area to be used as a refer-
ence.  A LUCA 99 material modifi-
cation was required for Puerto Rico
because of map quality concerns.
Due to map spot crowding, pro-
gram participants received block
maps with the map spots removed.  

Using the materials provided by
the Census Bureau, municipios
identified any block counts they
deemed inaccurate and the Census
Bureau recanvassed those blocks.
In Puerto Rico 35,563 addresses
were sent out for review.
Enumerators could verify, delete,
declare non-residential, correct or
add addresses.  In Puerto Rico:
33,029 addresses were verified;
2,513 were deleted; 21 were deter-
mined to be non-residential; and
zero were corrected.  In areas that
were recanvassed, enumerators
added a total of 9,874 addresses.

The zero corrections requires fur-
ther explanation.  The LUCA 99
field verification listings for Puerto
Rico were erroneously run using
the stateside listing page format
instead of the Puerto Rico format.
This error was discovered when
the enumerators were in the field
with the binders.  The stateside
listing page did not display the
additional line for the urbanization
or condominium name and used
“A/D” (address/description) rather
than the Puerto Rico “D/L” (direc-
ción/localización) for capturing
addresses or location descriptions.
The complication was that enumer-
ators made corrections to the
urbanization/condominium name

anywhere on the listing page they
found space.  The correct Puerto
Rico Spanish blank add pages,
however, were inserted into the
binders.

As a result, all added addresses
and existing addresses with action
codes of “does not exist” and “non-
residential” could be keyed.
Corrections to address listings
were not keyed since the correc-
tions made on the stateside
address listing pages for items
such as urbanization/condominium
name could have been placed any-
where on the line or page.  The
National Processing Center (NPC)
did not have a sufficient number of
bilingual clerks that could have
interpreted these corrections.3

As in Evaluation F.2, this evaluation
is limited by the processing error
that occurred during address list-
ing with respect to analysis by
city-style address or multi-unit 
status.  

F.10 Evaluation of the
Update/Leave Operation

All of Puerto Rico was Type of
Enumeration Area (TEA) 2 and enu-
merated using update/leave (U/L).
The pre-printed U/L listing page
for Puerto Rico was in English and
the U/L add page was in Spanish.
Both pages carried an additional
line for the urbanization or condo-
minium name.  

In Puerto Rico, a total of 1,471,225
U/L actions were taken.  This con-
sisted of:

adds 111,787
corrections 751,156
deletes 122,815
verifies 485,467   

3 Hovland, Idabelle B., Memorandum for
the Record, Keying LUCA 99 Field
Verification Results for Puerto Rico, August
24, 1999.



The author notes that Puerto Rico
U/L had a higher percentage of
adds, deletes and corrections than
stateside operations, but acknowl-
edges that the address listing pro-
cessing error may account for the
additional work that was required.

Of the 111,787 added addresses,
nearly 90 percent of the adds per
block occurred in blocks with
fewer than ten adds. The numbers
of corrections and deletes per
block were more widely distrib-
uted, especially corrections.  The
wide distribution of corrections
may be attributable to the initial
processing error and that LUCA 99
field verification corrections were
not keyed.  Of the 111,787
addresses added in the U/L opera-
tion, 93,607 (83.7 percent) were in
the final count.

As with evaluations F.2 and F.6,
this evaluation is limited by the
processing error that occurred dur-
ing address listing with respect to
analysis by city-style address or
multi-unit status.  In addition, the
Delivery Sequence File analysis
that the author provides for state-
side, as an indicator of possible
future mail-out/mail-back areas,
was not done for Puerto Rico
because the addresses were not
matchable city-style addresses.  

Independent Analysis of Address
List Development Activities in
Puerto Rico

In 1996, a Puerto Rico 2000
Working Group was formed with
representatives from the following
divisions: Decennial Management
(DMD), Population (POP), Field
(FLD), Decennial Statistical Studies
(DSSD), and Geography (GEO).  (At
that time DMD also encompassed
the functions of the current
Decennial Systems and Contracts
Management Office).  In retrospect,
a critical omission from the team
was a representative from the

Technologies Management Office
since many of the address listings
were of the automated variety
whose templates could not be
modified in time to accommodate
Spanish.

The Puerto Rico 2000 Working
Group was responsible for the
overall planning of census activi-
ties.  In addition, they provided
background support to other divi-
sional teams that were responsible
for specific operations (e.g. Group
Quarters enumeration) that would
take place in Puerto Rico.

The Puerto Rico 2000 Working
Group supported the move from
the 1990 List/Enumerate method-
ology to Update/Leave.  The 1990
census data showed 71 percent of
the population in Puerto Rico as
urban.  There had even been a
1990 Puerto Rico Multi-unit
Coverage Improvement Operation
Evaluation that encompassed the
four San Juan area District Offices.
That evaluation found 262 eligible
multi-units with over 34,000 units.
Given this information, the work-
ing group even explored the possi-
bility of having a Mailout/Mailback
test site in Bayamón but concluded
that it would not be feasible with-
out a 1990 census address list that
could be used in conjunction with
the Puerto Rico United States
Postal Service (USPS) Delivery
Sequence File that used four-line
addresses. While the working
group recognized that
Update/Leave represented a step
forward along the enumeration
continuum, it also recognized the
drawback of its being a basically
rural procedure. 

The working group used the state-
side address listing page as the
base for developing an address
listing page for Puerto Rico.
Concern over processing issues,
kept modifications to a minimum.

It was agreed that, at a minimum,
the page would have to be in
Spanish and a fourth line would be
required for urbanization or condo-
minium name.  The working group
used the Postal Addressing
Directory, produced by the USPS
Caribbean District, as a guide in
developing address collection
requirements for Puerto Rico.
Research in Puerto Rico revealed
that E-911 addresses were not
established.  The working group
agreed to remove that field from
the Puerto Rico listing page and
allow larger spaces for the existing
fields.  

The working group discussed pro-
cessing concerns such as lengths
of fields, capturing diacriticals, and
the transfer of files between GEO
and DMD.  There was general
agreement that modifications for
Puerto Rico would be necessary
and modifications were kept to a
minimum.  The working group was
aware of the changes that were
made to the address fields in
Puerto Rico, and communicated
them via memoranda to affected
divisions (Puerto Rico 2000
Memoranda Series, NO. 97-01;
Memorandum to Distribution List
from Idabelle B. Hovland, January
28, 1998).  While the memoranda
were widely distributed, the infor-
mation was not communicated to
everyone within each division who
needed to know.  The most glaring
result of this lack of communica-
tion between all affected parties is
evidenced in the initial processing
of the address listing. 

From that point on, salvaging the
address listings from Puerto Rico
became the goal for each succes-
sive census operation - some of
which introduced new problems.
These unplanned for operational
challenges, plus the use of a basi-
cally rural procedure in a pre-
dominantly urban environment,

U.S. Census Bureau Puerto Rico  9



complicated enumeration and
affected the address list develop-
ment evaluations.  Loading all
addresses into the location
description field allowed us to pro-
ceed with enumeration operations,
but could not provide any evalua-
tion statistics based on city style
or multi-unit status.

The compromised state of the
Puerto Rico Master Address File
(MAF) at the end of census opera-
tions was the reason the Census
Bureau entered into a contract with
Seek Data to clean up the Puerto
Rico MAF.  Seek Data took the
Puerto Rico MAF records and stan-
dardized and parsed them into
individual address components and
added components as appropriate.
Seek Data is currently working
with GEO to develop a new data
model for Puerto Rico MAF
addresses that will better enable
the Census Bureau to implement
automated address processing
activities for the 2010 census. 

The need to improve communica-
tion with, and involvement of, all
affected parties with interest in the
Puerto Rico address list develop-
ment activities is the basis for our
recommendation to improve the
process for including and inform-
ing all parties when customization
is required.  Among other things,
we suggest an increase in the use
of Joint Application Developments
and the inclusion of in-house per-
sonnel from all relevant subject
matter and operational divisions in
the planning, specification, devel-
opment, and testing of materials
for Puerto Rico.

4.2 Mail response and mail
return rates

The research questions posed are:
What were the mail response and
mail return rates? and How did
they differ by long and short form?

In Puerto Rico, the response rate as
of April 18, 2000 was 48.4 per-
cent.  Stateside, the response rate
as of April 18, 2000 was 59.3 per-
cent.  The Evaluation H.8 author
explains that the mail response
rate is defined as the number of
mail returns received prior to the
cut date for the NRFU universe
divided by the total number of
housing units in mailback areas
that were eligible for NRFU.  It is a
measure that represents the per-
centage of addresses eligible for
NRFU that returned questionnaires
prior to the designation of the
NRFU universe.  In Puerto Rico, for
short form questionnaires, the
response rate as of April 18, 2000
was 50.5 percent; for long form
questionnaires the response rate
was 37.6 percent.  Stateside, as of
April 18, 2000, for short form
questionnaires the response rate
was 61.9 percent; for long form
questionnaires it was 51.9 percent.

In Puerto Rico, the mail return rate
as of April 18, 2000 was 55.0 per-
cent.  Stateside, the return rate as
of April 18, 2000 was 69.6 per-
cent.  The Evaluation H.8 author
explains that the mail return rate is
defined as the number of mail
returns received prior to the cut
date for the NRFU universe divided
by the total number of occupied
housing units in mailback areas
that were on the DMAF prior to
NRFU.  In Puerto Rico, as of April
18, 2000, for short form question-
naires the return rate was 57.2
percent and for long form ques-
tionnaires it was 43.7 percent.
Stateside, as of April 18, 2000, the
return rate for short form question-
naires was 72.3 percent; for long
form questionnaires it was 61.9 
percent. 

Two evaluations in this category
address additional ways people in
Puerto Rico could answer the cen-
sus - by responding via the

Internet or through the use of a Be
Counted questionnaire (A.2.b.
Internet Data Collection and A.3 Be
Counted Campaign for Census
2000).  The third evaluation in this
category is devoted solely to the
issue of why Puerto Rico house-
holds chose not to mail back the
questionnaire (A.8 Puerto Rico
Focus Groups on Why Households
Did Not Mail Back the Census 2000
Questionnaire).  Evaluation H.8
Operational Analysis of
Enumeration in Puerto Rico, dis-
cussed more fully in the field data
collection category, is the source
for the mail response and mail
return rates for Puerto Rico.

A.2.b. Internet Data Collection

This evaluation provides opera-
tional summaries on the use of the
Internet as a response mode.
Puerto Rico is included in the over-
all data analysis.  The author does
note that there was insufficient
time to create a Spanish-language
version of the internet form for
Puerto Rico.  “Thus, respondents in
Puerto Rico and other Spanish
speakers could respond on the
Internet in English only.”

Only short form mailback house-
holds with an ID number from the
delivered questionnaire were eligi-
ble for the internet response
option.  Puerto Rico had 1,094,593
potentially eligible households and
107 households chose to respond
to the Puerto Rico English short
form questionnaire via the
Internet.  Table P19, Age by
Language Spoken at Home by
Ability to Speak English for the
Population 5 Years and Over, from
the Census 2000 Summary File 3
detailed tables for Puerto Rico indi-
cate that only 30 percent of the
population 18 to 64 years old
speak only English or speak
English “very well.” 

10 Puerto Rico U.S. Census Bureau



A.3 Be Counted Campaign for
Census 2000

A Be Counted campaign was imple-
mented in Puerto Rico for Census
2000 with the same goals as state-
side:

•  count persons who did not
receive a census questionnaire

•  count persons who believed
they were not included on any
other census form

•  encourage participation of per-
sons who are traditionally
undercounted in the census

•  provide a means for persons
with no usual residence to be
counted

In Puerto Rico, Be Counted forms
(BCFs) were available in Spanish
and English.  In addition, Be
Counted display boxes were avail-
able with Be Counted messages in
Haitian-Creole.

The author includes Puerto Rico in
the overall evaluation of the Be
Counted campaign.  The author
reports that 60,000 English BCFs
and 360,000 Spanish BCFs were
printed for Puerto Rico and are
included in the numbers of total
English and Spanish BCFs printed.
Table T., Cost and Expenditure
Category, shows that printing the
English and Spanish BCFs for
Puerto Rico cost $127,181.

A.8 Puerto Rico Focus Groups on
Why Households Did Not Mail Back
the Census 2000 Questionnaire

The author draws conclusions for
reasons for mail nonresponse in
Puerto Rico based on focus groups
conducted in nine sites across
Puerto Rico with a combined total
of 41 participants (28 women and
13 men).  The nine sites were:
Mayagüez, Ponce, Cayey, Loíza,
Bayamón, Humacao, Añasco, Old
San Juan and Santurce.  Focus

group participants were household
heads who had not returned the
questionnaire by mail or household
heads who had later filled out their
questionnaire with the help of an
enumerator.

The author divides her reasons for
mail non-response into four broad
categories:

•  Motivational and process-related  

•  Practical and logistical   

•  Cultural and political   

•  Related to questionnaire content
and design   

Motivational and process-related
reasons.  A lack of clarity about
the purpose of the census is
included in this category.  The
focus group participants remem-
bered the advertising campaign as
emphasizing mailing back the
questionnaire and how the number
of responses was important in
determining federal aid.  They felt
that the advertising campaign did
not convey a broad sense of pur-
pose and was reminiscent of a
political campaign.

Also included in this broad catego-
ry was focus group participants’
confusion over the distribution of
questionnaires and the role of enu-
merators in Census 2000 versus
1990.  Participants may have seen
an U/L enumerator updating
address lists and dropping off
questionnaires, an Accuracy and
Coverage Evaluation (A.C.E.) enu-
merator with A.C.E. questionnaires,
and/or a Nonresponse Followup
(NRFU) enumerator with an
Enumerator Friendly Questionnaire
(EFQ).

Practical and logistical. This broad
category includes focus group par-
ticipants reporting a lack of time to
complete the questionnaire.  An
example given was that of a work-
ing mother returning home from

work and having to balance com-
peting demands on her time - meal
preparation, child care, and com-
pleting a census questionnaire. 

Another example included in this
category is the difficulty some
focus group participants had, espe-
cially in rural areas, in returning
their form by mail. 

Cultural and political. Some focus
group participants voiced their
fears about the perceived lack of
confidentiality with questionnaire
responses and the attendant con-
sequences if the information fell
into the wrong hands - e.g. the tax
authority, welfare officials.  The
focus group participants voiced a
general mistrust of government
and politicians.

Nonresponse focus group partici-
pants “in all communities and
across all demographic and eco-
nomic groups expressed a strong,
unqualified support for in-person
data collection as the means of
gathering the necessary informa-
tion.”  The 1990 L/E data collection
method offered this approach.  In
L/E, an enumerator came by each
household to pick up a completed
Advance Census Report or fill out a
questionnaire with the respondent
and took the completed question-
naire with him/her.  Anecdotes
which elaborated on the perceived
cultural preference for a personal
approach were supplied by the A.8
author.

Related to questionnaire content
and design. As discussed in
Section 2.2, Questionnaire Content,
Census 2000 was the first time
that stateside questionnaire con-
tent was used in Puerto Rico.  The
Census Bureau used the stateside
questionnaire content in Puerto
Rico at the request of the Puerto
Rico Planning Board, the Census
Bureau’s officially designated 
liaison.

U.S. Census Bureau Puerto Rico  11
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As a result of this request, several
new topics were introduced (such
as race and Hispanic origin) while
other topics from previous census-
es were dropped.  Many nonre-
sponse focus group participants
voiced their objections to the use
of the race and Hispanic origin
questions in Puerto Rico.  They
viewed the questions as divisive
and insensitive to the ‘mixed’ reali-
ties of Puerto Rico.

Various nonresponse focus group
participants also voiced objections
to questions on income, marital
status and household composition.
However, these were not new
questions for Census 2000 in
Puerto Rico.

Finally, nonresponse focus group
participants voiced concerns about
the overall length and complexity
of the long form questionnaire.
Some nonresponse focus group
participants also felt that the lan-
guage used on the questionnaire
was hard to understand.  The A.8
author suggests that in some cases
the basic issue was literacy and
reported that respondent strategies
included waiting for an enumerator
or neighbor to help them complete
the form correctly.

Independent Analysis of Mail
Response and Mail Return Rates

According to Evaluation H.8,
Operational Analysis of
Enumeration in Puerto Rico, the
mail response rate in Puerto Rico
as of April 18, 2000 (Nonresponse
Followup [NRFU] cut date) was
48.4 percent and the mail return
rate was 55.0 percent.  Cost model
assumptions for the Puerto Rico
NRFU operation assumed a 50 per-
cent response rate.  We used this
rate based on the fact that Puerto
Rico households had no prior
experience with mailback censuses
or surveys.  (At that time Puerto
Rico was not included in some of

the larger U.S. surveys conducted
by the Census Bureau, such as the
American Community, that require
respondents to mail back a ques-
tionnaire.)  Stateside respondents
have been responding by mail
since 1970.  We would expect the
response rate in Puerto Rico to
increase in the 2010 Census, given
the mailback experience in Census
2000, and a clear media message
in 2010 to continue mailing back
the questionnaires.

Be Counted forms (BCFs) were
another way respondents could
answer the census.  Past experi-
ence has shown that the most
used language in Puerto Rico is
Spanish, followed by English.  Thus
the BCFs and display boxes in
Puerto Rico were available in both
Spanish and English.  A June 28,
2000 check-in record of Puerto
Rico BCFs shows that there were
13,300 Spanish and 1,069 English
BCFs checked in to the Data
Capture Center in Jeffersonville, IN.  

In an effort to count what was
thought to be an emerging Haitian
immigrant population, Haitian-
Creole Language Assistance Guides
were available for Puerto Rico as
well as a Be Counted display box
with Haitian-Creole stickers.
Results from Census 2000 show
that 328 residents claimed Haiti as
their place of birth.  However, we
have no data on the use of the
Haitian-Creole language assistance
guides in Puerto Rico. 

The internet was another response
option.  In Puerto Rico, this option
was available in English to short
form mailback household respon-
dents with an ID number from the
delivered U/L questionnaire.  In
Puerto Rico, only 107 respondents
chose the Internet as a response
option.  If the Internet response
option is expanded to include
Spanish, we would expect that the

number of Internet respondents in
Puerto Rico to increase for 2010.
We base this recommendation on
the increase in the number of
Internet users and services avail-
able to them in Spanish.

A December 2002 study conducted
in Puerto Rico by Research &
Research in collaboration with
Nobox Marketing Group for the
Puerto Rico chapter of the Internet
Society, points to 970,000 Internet
users.  This is up from an estimat-
ed 551,000 Internet users in
2000.4 In addition, several of the
most popular Internet Service
Providers (ISPs) like AOL and ATT,
as well as local ISPs, provide serv-
ice to the island and have Spanish
speaking support.  

There are many websites in
Spanish, including many of the
popular stateside websites such as
Yahoo and Amazon, which have
mirror pages in Spanish.  On island
there are many websites, such as
the El Nuevo Día newspaper, which
provide content solely in Spanish.
Newer versions of web browsers
such as Internet Explorer and
Netscape Navigator can be set up
in Spanish to view all browser but-
tons and menus in Spanish.

Some potential respondents chose
not to complete a questionnaire.
Many of the reasons are familiar -
competing demands for time, the
questionnaire is too long, the
questions are offensive - and are
applicable across cultures. As
voiced by the focus group partici-
pants in Evaluation A.8, there does
appear to be at least some cultural
preference in Puerto Rico for the
more personal approach that
List/Enumerate offered and focus
group participants were willing to

4 Caribbean Business, Internet Users in
Puerto Rico Near One Million, Volume 31, No.
15, April 10, 2003.



wait for the NRFU enumerator to
come around to complete the inter-
view.  Whether this would be true
for a larger segment of the popula-
tion is unclear.

4.3 Completeness and
quality of data

The research questions posed are:
How complete are census data 
for Puerto Rico and What is their
quality as measured by item non-
response and rate of proxy
responses? Two of the three evalu-
ations in this category look at
Puerto Rico responses to the
Hispanic origin and race questions:
B.12 Puerto Rico Census 2000
Responses to the Race and
Ethnicity Questions and B.13
Puerto Rico Focus Groups on the
Census 2000 Race and Ethnicity
Questions.  Since the Census
Bureau has never asked the
Hispanic origin question in Puerto
Rico, and race was last collected in
the 1950 census, there has been
considerable interest in analyzing
the results of these questions.

One evaluation, B.1.b Analysis of
Item Nonresponse Rates for the
100 Percent Housing and
Population Items from Census
2000, looks at overall item nonre-
sponse. 

Past research, cited by the B.12
and B.13 authors, suggest that
respondents of Hispanic origin
tend not to differentiate between
race and Hispanic origin.  This idea
is more fully explored with the
Evaluation B.13 focus group partic-
ipants who corroborate the find-
ings from this earlier research.
Results from the focus groups eval-
uation discuss how participants
felt that the existing race cate-
gories did not match their Puerto
Rican identity.  Focus group partici-
pants discussed whether race was
measured by color, features, origin,
etc. and that members of the same

family could be classified different-
ly, depending on how race was
defined.

The B.13 evaluation author reports
that past research has also found
that Hispanics may feel pressure to
use the “White” category even
though they do not consider this
response accurate nor feel they
would be considered “White” in
their country of origin.  Findings
from the response tally and the
focus group participants give fur-
ther credence to this theory. 

While Evaluation B.13 indicates
there was controversy over the
Hispanic origin and race questions
in Puerto Rico, Evaluation B.12
demonstrates that Puerto Rico
respondents of Hispanic origin
seemed to have less trouble with
the questions than their stateside
counterparts of Hispanic origin, as
measured by lower item nonre-
sponse rates.

B.1.b. Analysis of Item
Nonresponse Rates for the 100
Percent Housing and Population
Items from Census 2000

Item nonresponse occurs when no
answer is provided to an item on
the questionnaire.  Examining item
nonresponse provides information
about data quality.  The item non-
response evaluation universe is the
housing unit population.

While the analysis in this report
does not include Puerto Rico, sta-
tistics for Puerto Rico are provided
in Appendix G.  We looked at some
of the major stateside findings to
see if they held true for Puerto
Rico.

In the U.S., item nonresponse for
the Census 2000 100 percent
items ranged from 1.13 percent for
the sex item to 4.14 percent for
the tenure item.  In Puerto Rico,
the overall item nonresponse rate
for the Census 2000 100 percent

items ranged from 1.01 percent for
the Hispanic origin item to 6.15
percent for the tenure item.  The
low nonresponse rate to the
Hispanic origin question is not sur-
prising given that Puerto Rican was
a checkbox choice.

In the U.S., item nonresponse was
generally higher for enumerator
returns than for self-response and
higher for long forms than short
forms.  For both short and long
forms, item nonresponse for all
questions except Hispanic origin
was higher for enumerator returns.
The tenure and age items had the
largest absolute differences in item
nonresponse rates between
response modes.  The absolute dif-
ferences were 6.22 and 6.91 per-
centage points, respectively.  In
Puerto Rico, item nonresponse was
generally higher for enumerator
returns than for self-response and
higher for long forms than short
forms.  For both short and long
forms, item nonresponse for all
questions except race was higher
for enumerator returns.  The race
and tenure items had the largest
absolute differences in item nonre-
sponse rates between response
modes.  The absolute differences
were 3.56 and 3.15 percentage
points, respectively.

It is not surprising that the
Hispanic origin (stateside) and race
(Puerto Rico) swapped places, with
regards to the one item where the
enumerator nonresponse rate was
lower than self response.  Puerto
Rican was an obvious choice for
Puerto Rico, but Puerto Ricans are
not accustomed to being asked
their race on official Puerto Rico
government documents (see subse-
quent discussions of Evaluations
B.12 and B.13).  Enumerators were
trained on the differences between
race and Hispanic origin.
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In the U.S., tenure had a relatively
higher overall nonresponse rate
compared to other items.
Specifically, long form tenure non-
response rates are higher perhaps
due to the placement of tenure
after all long form items for Person
1.  In Puerto Rico, tenure had a rel-
atively higher overall nonresponse
rate (6.15 percent) compared to
other items.  In Puerto Rico, the
tenure nonresponse rate for the
short form was 5.35 percent and
10.26 percent for the long form
tenure.  As in the U.S., the place-
ment of the tenure question after
all of the Person 1 population char-
acteristics may be the reason for
this.

In the U.S., age had differentially
higher nonresponse for enumera-
tors; which may be due to the use
of proxy in personal interviews.  In
Puerto Rico, tenure had differential-
ly higher nonresponse for enumer-
ators. 

In the U.S., for the Hispanic origin
item, nonresponse was higher for
self-response.  The lowest nonre-
sponse for Hispanic origin is asso-
ciated with enumerator short
forms.  It appears that self respon-
dents do not understand the differ-
ence between race and Hispanic
origin, so they answer the race
question and leave Hispanic origin
question blank.  In Puerto Rico, for
the race item, nonresponse was
higher for self-response.  The low-
est nonresponse for race is associ-
ated with enumerator short forms.
It appears that self respondents in
Puerto Rico do not understand the
difference between race and
Hispanic origin, so they answer the
Hispanic origin question and leave
the race question blank.

B.12 Puerto Rico Census 2000
Responses to the Race and
Ethnicity Questions

Evaluation B.12 for Puerto Rico
looks at the Hispanic origin and
race responses, item non-response
rates for the Hispanic origin and
race questions, and any differences
in Hispanic origin and race
responses by response mode
(respondent or enumerator sup-
plied).  Many results are compared
with those of respondents of
Hispanic origin in the 50 states
and DC.

Hispanic origin responses. The
analysis shows that the residents
of Puerto Rico identified them-
selves as overwhelmingly of
Hispanic origin (98.8 percent).
About 95.1 percent of the popula-
tion identified themselves as of
Puerto Rican origin; 1.5 percent as
of Dominican origin and less than
1.0 percent as of either Cuban or
Mexican origin.  Of these groups,
only Dominican required a write-in
response as there was no check
box for Dominican.

Race responses. The analysis
shows that more than 95 percent
of people who identified them-
selves as of Hispanic origin in
Puerto Rico also identified them-
selves as of one race.  The great
majority of those who identified
themselves as Hispanic also report-
ed themselves as White alone (80.7
percent), while 7.9 percent identi-
fied themselves as Black or African
American alone, and just under 7
percent reported themselves as of
Some Other Race alone.  This dif-
fers from stateside Hispanics
where only 47.9 percent identify
themselves as White alone, 2.0
percent as Black or African
American alone, and 42.2 percent
identify themselves as Some Other
Race alone. 

More than 90 percent of the Puerto
Rico respondents who identified
themselves as of Hispanic origin
used the race check boxes, while

9.2 percent provided write-in
responses.  Of the write-in
responses, 82.8 percent were in
the space provided to specify the
Some Other Race response.
Almost two-thirds of these
responses provided Hispanic origin
identifications and not their race,
while slightly less than one-third
provided a color response such as
“moreno” or “brown.”

Item non-response for Hispanic 
origin. Item non-response, includ-
ing invalid response, can be an
indicator of how well a question
has been received and handled by
the respondent.  This can be meas-
ured by the number of responses
that need to be generated by the
edit and allocation process during
Census processing. 

The percent of responses to the
Hispanic origin question resulting
from the edit and allocation by
Hispanic origin was 4.6 percent in
Puerto Rico as compared to the
stateside rate of 9.2 percent. 

Item non-response for race. The
author looks at the percent of
responses to the race question that
were the result of the edit and allo-
cation process, by Hispanic origin,
and finds that only 6.2 percent of
the Puerto Rico responses by those
of Hispanic origin were edited and
allocated, while 18.2 percent of
the stateside responses were edit-
ed and allocated. 

Differences between respondent
and enumerator completed ques-
tionnaires.  The author explains
that another indicator of how well
a question is received and
answered by respondents is if
there are differences in responses
from questionnaires filled out by
respondents as compared with
enumerator completed question-
naires.  
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The response to the Hispanic ori-
gin question shows very little dif-
ference between respondent com-
pleted and enumerator completed
questionnaires.  More variation is
shown for the race question.
During enumerator conducted
interviews, those of Hispanic origin
tended to give a White alone or
Black or African American alone
response less frequently, while giv-
ing a Some Other Race alone or
Two or More Races response more
frequently. 

B.13 Puerto Rico Focus Groups on
the Census 2000 Race and
Ethnicity Questions

The author draws her conclusions
from 86 participants at focus
group discussions that were con-
ducted in 12 sites across the
Island.  The 12 sites represented
both urban and rural areas
(Arecibo, Isabela, Rincón,
Mayagüez, Lares, Yauco, Ponce,
Cidra, Bayamón, San Juan, Río
Grande and Yabucoa).

As a context for the discussion on
Hispanic origin and race in Puerto
Rico, the author makes two impor-
tant observations:

•  Puerto Ricans are not accus-
tomed to being asked for their
race in official Puerto Rico gov-
ernment documents.

•  Issues of race, nationality, and
identity are politically charged.

Hispanic origin. Since Puerto Rican
was one of the check box options,
most participants had no difficulty
with this question and it was not
subject to the same scrutiny as the
race question.  Some focus group
participants did report that the
phrase “Spanish/Hispanic/Latino”
origin was confusing or more
appropriate to a U.S. context.

Race. Having answered the
Hispanic origin question, many

focus group participants thought
the race question, which followed
the Hispanic origin question, was
redundant.  They did not see them-
selves accurately represented in
the race question answer cate-
gories and they would have pre-
ferred to see the “Puerto Rican” cat-
egory as a pre-printed category on
the race question.  

Focus group participants repeated-
ly observed that the race question
was inappropriate to the Puerto
Rico context and inherently divi-
sive.  This varied surprisingly little
by place or social class.  The par-
ticipants pointed out that in school
they learn that the Puerto Rican
“race” is a distinctive mixture of
Spanish, Indian, and African.  This,
plus the fact that race is not
requested on official Puerto Rico
government documents, did not
give participants a lot of experi-
ence defining race using Census
Bureau categories.  (Although
Puerto Ricans who have had expe-
rience filling out other forms from
the U.S. government may be famil-
iar with race and ethnicity ques-
tions.)  Participants therefore tend-
ed to think of race in terms of
nationalities or in terms of color.
Participants then reported, howev-
er, that the problem with using
color or phenotypic characteristics
was that family members could be
different races.  While the focus
group participants reported diffi-
culty with the race question, the
results of the B.12 evaluation show
that only 6.2 percent of the
responses to the race question by
respondents of Hispanic origin in
Puerto Rico required edit and allo-
cation.

The B.12 evaluation also shows
that 80.7 percent of the respon-
dents in Puerto Rico who reported
Hispanic origin also reported them-
selves in the White alone category.
Focus group participants provide

some insights as to why this may
be, including: White was the best
answer among inappropriate alter-
natives, Black was only for those
who were pure Black, and that
there is still a stigma to being
identified as Black in Puerto Rico.

Given that the focus group partici-
pants did not see the individual
pre-printed race categories as
applicable to their situation, the
question remains as to why they
did not check multiple boxes to
indicate their mixed heritage.  The
B.12 evaluation reports that only
4.1 percent of the Hispanic origin
respondents in Puerto Rico report-
ed two or more races.  The B.13
author observes: “Quite a few of
the focus group participants had
not realized they could have
checked off multiple racial cate-
gories for each person in their
household.”  Other participants,
who were aware of the option,
thought of the Puerto Rican race as
a unitary or continuous concept
which would not be captured by
checking multiple boxes.  Many
focus group participants would
have preferred a single response
option that acknowledged their
mixed ancestry and suggested
“Creole,” “trigueño,” or “Caribbean.”

Independent Analysis of
Completeness and Quality of Data
in Puerto Rico

There has been considerable inter-
est within Puerto Rico and the
Census Bureau as to how the race
and Hispanic origin questions were
received by respondents and the
resulting data.  Race was last col-
lected by enumerators in the 1950
Census of Puerto Rico.  Hispanic
origin has never been asked in
Puerto Rico.  These questions were
asked in Puerto Rico for Census
2000 as the result of the
Government of Puerto Rico’s
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request for the same questionnaire
content as the United States. 

Because two of the three evalua-
tions in this category focus exclu-
sively on the race and Hispanic ori-
gin questions, we limit our
analysis to these questions.

All three evaluations suggest that
in Puerto Rico there is more
respondent difficulty with the race
question than the Hispanic origin
question.  Intuitively, that seems
reasonable since Puerto Rican is a
check box response for the
Hispanic origin question.  As
Evaluation B.1.b. demonstrates, the
race item was the only item where
non-response was higher for self-
response than enumerator returns.
On the other hand, Evaluation B.12
finds that for respondents of
Hispanic origin only 6.2 percent of
the Puerto Rico responses to the
race question were edited and 
allocated, while 18.2 percent of
the stateside responses to the 
race question were edited and 
allocated.

Contextually, as the Evaluation
B.13 author points out, Puerto
Ricans are not accustomed to
being asked for their race in offi-
cial Puerto Rico government docu-
ments and issues of race, nationali-
ty, and identity are politically
charged.  A panel of social scien-
tists and professors convened by
the San Juan City Magazine in
1995 to analyze the variations on
racism in Puerto Rico, would agree
with that assertion.  The director
of the Institute of Caribbean
Studies at the University of Puerto
Rico, Aaron Gamaliel Ramos,
observed: “To talk about race and
racism is to agitate the still waters
of national solidarity.”  This view
coincides with that observed by
the Evaluation B.13 author that
focus group participants saw
“Puerto Rican” as a unitary or con-

tinuous concept that cannot be
captured by checking multiple race
categories.

In addition to interest in why the
questions on race and Hispanic ori-
gin were being asked in Puerto
Rico, considerable interest was
generated in the resulting data.
Census results showed that the
great majority of those who identi-
fied themselves as Hispanic in
Puerto Rico also reported them-
selves as White alone (80.7 per-
cent), while 7.9 percent identified
themselves as Black or African
American alone, and just under 7
percent reported themselves as of
Some Other Race alone.  A head-
line in the newspaper El Nuevo Día,
dated April 16, 2001, read
“Rechazo boricua a su origen
negro” (Puerto Ricans reject their
black origins).  Persons inter-
viewed for the article indicated
that these Census results do not
reflect the racial reality of Puerto
Rico. 

Although the race question and
resulting data caused controversy
within Puerto Rico, two facts
remain:

•  Race and Hispanic origin
appeared on the questionnaire
as a direct result of the request
from the Government of Puerto
Rico for the same questionnaire
content as stateside; and

•  Puerto Rico respondents of
Hispanic origin seemed to have
less trouble with the questions
than their stateside counterparts
of Hispanic origin, as measured
by lower item nonresponse
rates.

4.4  Field data collection

The research question posed is:
How well did we perform the field
data collection activities? Topics
reviewed were field verification for

Non-ID housing units, nonresponse

followup (NRFU), an operational

analysis of Puerto Rico enumera-

tion, a statistical profile of Local

Census Offices, and the date of ref-

erence used by respondents when

reporting age and date of birth.

Three of the field data collection

evaluations (field verification,

NRFU, and date of reference) pres-

ent Puerto Rico data in combina-

tion with U.S. data.  Two of these

three evaluations (field verification

and date of reference) each provide

one table with Puerto Rico specific

information.  The third evaluation

(NRFU) provides six tables with

Puerto Rico specific data.  

Evaluation H.9, Local Census Office

Profile for Census 2000, provides

hundreds of Puerto Rico specific

tables.  Evaluation H.8, Operational

Analysis of Enumeration of Puerto

Rico, primarily focuses on the

update/leave (U/L) operation.

H.2 Assessment of Field

Verification 

This evaluation focuses on the Be

Counted/Telephone Questionnaire

Assistance Field Verification opera-

tion.  During this operation, enu-

merators visited the location of

units without an assigned Census

identification number to verify

their existence before they were

included in Census 2000.  Puerto

Rico is included in the overall

analysis, with one table providing

Puerto Rico specific data.  The

table shows that there were 690

assignment areas (AAs) in Puerto

Rico with field verification cases.

(For Census 2000, Puerto Rico had

6,225 AAs.)  These 690 AAs repre-

sent 0.16 percent of the total num-

ber of AAs within the U.S. and

Puerto Rico that had field verifica-

tion cases.
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H.5 Nonresponse Followup for
Census 2000  

The objective of the NRFU opera-
tion was to obtain a completed
questionnaire from all households
in mailback areas that did not
respond by mail, through the
Internet or via a Telephone
Questionnaire Assistance operator.
Since all of Puerto Rico was enu-
merated by L/E in 1990, NRFU was
a new operation for Puerto Rico in
Census 2000.  From the point of
view of the Boston Regional
Census Center (RCC), NRFU in
Puerto Rico was very successful
and all NRFU operations at the
Local Census Offices (LCOs) were
finished ahead of schedule.

In this evaluation, Puerto Rico sta-
tistics are combined with those of
the U.S.  Puerto Rico specific data,
however, are available from six
tables in the appendices which
provide state level data.  The data
in the appendices show that while
Puerto Rico had 1,357,301 housing
units potentially eligible for fol-
lowup, the NRFU workload uni-
verse in Puerto Rico was 699,540
housing units. 

The following NRFU operational
challenges in U/L areas, noted by
the author, also occurred in Puerto
Rico: surname in the incorrect field
on the listing page, address regis-
ters started with the address of the
first nonresponding housing unit
on each block, and U/L adds were
not processed in time to update
the NRFU registers.  Because the
U/L adds were not keyed in time,
enumerators may have added the
missing units again during the
NRFU operation and thus inflated
the percentage of added address-
es.  In Puerto Rico, NRFU was
responsible for adding 28,793
addresses and deleting 78,680
addresses.

H.8 Operational Analysis of
Enumeration of Puerto Rico

The author looks at the way the
address list was compiled, charac-
teristics of the U/L operation and
operational problems which
occurred in the NRFU and
Coverage Improvement Followup
(CIFU) operations.  An analysis of
the debriefing questionnaires com-
pleted by the Assistant Manager
for Field Operations (AMFO) found
three main problem areas: late
arrival of training materials, maps,
and merging long-form and short-
form questionnaires in the Local
Census Offices (LCOs).

Training materials for Puerto Rico
field operations were adapted for
addressing conventions and geo-
graphic and questionnaire differ-
ences.  In addition, all materials for
enumerators, crew leaders and
field operations supervisors were
to be translated into Spanish.
While materials for Puerto Rico
were adapted and translated on a
flow basis, they could not be final-
ized until the stateside materials
were completed.  This meant that
Puerto Rico materials were always
available after stateside materials
were available.  Occasionally, there
was not enough time in the sched-
ule to allow for the translation of
field operations supervisor materi-
als.  Any problems with assem-
bling and shipping materials exac-
erbated an already tight schedule.

The AMFOs felt that numerous map
updates were required, especially
in rural areas.  While U/L is prima-
rily a rural procedure in the U.S., in
Puerto Rico it was used islandwide.
Because of scale issues, map spot-
ting in urban areas was difficult.
Furthermore, the process of pass-
ing on map updates to subsequent
field operations was considered
problematic. 

The LCOs prepared the U/L enu-
merator assignments.  One of the
difficult tasks, reported in the
AMFO debriefing questionnaires,
was merging the long form and
short form questionnaires so that
they appeared in the order found
on the U/L listing pages.  

There were 1,471,225 addresses in
Puerto Rico, including addresses
from the address listing operation
and adds from the U/L operation,
U/L adds accounted for 7.6 percent
of the Puerto Rico workload.  Of
the 111,787 U/L adds in Puerto
Rico, 83.7 percent (93,607) were
included in the final counts.  

Deletes accounted for almost 8.4
percent of the Puerto Rico U/L
workload (as compared to 5.2 per-
cent of the stateside workload).
Some of Puerto Rico’s higher delete
rate may have been due to a
change in Puerto Rico’s address
listing procedures which allowed
for the inclusion of vacant dam-
aged living quarters in the address
listing registers.  This change was
made to take into account the
effects of Hurricane Georges,
which occurred in late September
1998, just before address listing
was to begin.  At that time it was
estimated that Hurricane Georges
had damaged or demolished over
100,000 housing units in Puerto
Rico.  Address listing procedures
were modified in anticipation that
many of these damaged units
would be repaired or reconstructed
on the same site in upcoming
months.5

Corrections accounted for 38.45
percent of the stateside U/L work-
load and 51.06 percent of the
Puerto Rico workload.  Puerto
Rico’s higher correction rate is not
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5 Monaghan, Brian, Memorandum for
Arthur Dukakis, Inclusion of Vacant
Damaged Living Quarters in Address Listing
Registers for Puerto Rico, October 16, 1998.
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surprising given the address listing
processing error and the decision
not to key LUCA field verification
corrections. 

The AMFOs reported that the NRFU
workload for Puerto Rico was larg-
er than it needed to be. Not all of
the Puerto Rico questionnaires sent
in were processed before the NRFU
cut date.  The maps also were
cited by the AMFOs as NRFU and
CIFU problems.  There were prob-
lems with crowded map spots and
U/L map updates not being passed
on to the NRFU and CIFU opera-
tions.  The AMFOs did report suc-
cess in retaining qualified staff
from earlier operations to work on
NRFU and CIFU.

H.9 Local Census Office Profile for
Census 2000

This profile covers 16 general top-
ics, including counts by housing
unit types, householder demo-
graphics, response rates and work-
loads for various field operations.
In all, there are over 1400 statis-
tics produced for each of the LCOs
in the U.S. and Puerto Rico.  When
showing the totals for the various
statistics, the tables give the U.S.
totals with and without Puerto
Rico.

H.10 Date of Reference for Age
and Birth Date used by
Respondents of Census 2000

This evaluation analyzes how well
respondents used Census Day as
their date of reference when
answering the age and date of
birth questions.  For Census 2000,
the ‘average’ date of reference was
April 20, 2000.  

Appendix D, State Return Rates as
of December 31, 2000 and State
Date of Reference, shows that
Puerto Rico’s date of reference was
May 3, 2000 and its return rate as
of December 31, 2000 was 63.9
percent.  The author explains that

a state’s return rate seems to be
correlated with the date of refer-
ence for that state.  As the rate
increases, the date of reference for
the state is closer to April 1, 2000.
Since Puerto Rico’s return rate was
less than that of any U.S. state, it
is not surprising that it is the only
state (equivalent) with a reference
date in May.

Independent Analysis of Field Data
Collection Activities

The state of the address list and
mail response rate for Puerto Rico
are the two overarching issues
affecting the evaluations in this
category.  Field Verification (FV),
Update/Leave (U/L) and Non-
response Followup (NRFU) were the
operations most affected by the
different addressing conventions
used in Puerto Rico and/or the
condition of the address list at
their respective stages.  Puerto
Rico’s lower return rate appears to
be associated with a May date of
reference for respondents
(Evaluation H.10) and affected
NRFU workloads.

The workload for Puerto Rico for
non-MAF ID processing was 40,330
addresses.  The FV workload con-
sisted of those non-MAF ID ques-
tionnaires that could not be
matched to the existing address
lists.  Because the existing GEO
matching and geocoding software
could not process the unique
addressing conventions found in
Puerto Rico, GEO entered into a
contract with Seek Data to match
and geocode non-MAF ID question-
naires from Puerto Rico.  This oper-
ation marked the beginning of an
ongoing relationship with Seek
Data to clean up and standardize
address components for the Puerto
Rico MAF.

The U/L and NRFU operations in
Puerto Rico followed the stateside
schedule and the same basic enu-

meration procedures.  Thus state-
side successes and challenges also
affected Puerto Rico.  The inclusion
of Puerto Rico in the automated
Cost and Progress reports, as well
as the LCO statistics reported in
Evaluation H.9, are examples of
successes.  Stateside operational
challenges affecting Puerto Rico
are evident in some of the same
NRFU listing page errors.

Unique to Puerto Rico was the use
of a basically rural procedure to
enumerate the entire Island.  In
1990, Puerto Rico included four
Metropolitan Statistical Areas and
one Consolidated Metropolitan
Statistical Area.  Using a rural pro-
cedure in this environment creates
its own set of problems - most
notably map spotting. 

The state of the Puerto Rico MAF,
after all census data collection
operations were completed, is the
reason DMD has funded GEO’s con-
tract with Seek Data to clean up
the existing MAF.  Seek Data is cur-
rently working with GEO to devel-
op a new data model for Puerto
Rico MAF addresses that will better
enable the Census Bureau to imple-
ment automated address process-
ing activities.  This will allow us to
explore additional enumeration
methodologies for Puerto Rico for
the 2010 census and better sup-
port Puerto Rico Community
Survey activities.

4.5  Special places/group
quarters

The special place/group quarters
evaluation that provides Puerto
Rico specific data is E.5, Group
Quarters Enumeration.  One table
in the appendices provides data
using a state-by-state breakout.
The Appendix C table provides
counts of the group quarters (GQ)
population by GQ category.  Puerto
Rico had a total of 46,774 persons
in GQs, distributed as follows:



17,283 in correctional institutions;
853 in juvenile institutions; 7,311
in nursing homes; 3,356 in hospi-
tals; 2174 in colleges/universities;
1,199 in military facilities; 6,419 in
group homes; and 8,179 in serv-
ice- based and other GQs.

Independent Analysis of Special
Places/Group Quarters
Enumeration

The E.5 evaluation provides Puerto
Rico specific data on the popula-
tion associated with each type of
group quarters.  However, Puerto
Rico also participated in the follow-
ing operations: Special Place LUCA,
Special Place Advance Visits,
Military, Maritime, T-Night, Mobile
Food Vans, Service Based
Enumeration, Shelter, Soup Kitchen
and Targeted Non-Sheltered
Outdoor Locations.  Operationally

these operations followed the
stateside procedures and sched-
ules, thus conclusions drawn from
stateside evaluations can probably
be applied to Puerto Rico as well.
(Refer to the Special Place/Group
Quarters Enumeration Topic Report
by Florence H. Abramson, issued
September 17, 2003.)

In Puerto Rico, the long and short
form Individual Census Reports
(ICRs) and Individual Census
Questionnaires (ICQs) were avail-
able in both Spanish and English.
Between ICRs and ICQs, there were
eight forms for Puerto Rico.  In
addition there were Puerto Rico
Military Census Reports (MCRs) and
Shipboard Census Reports (SCRs)
available only in English.  In Puerto
Rico, the Facility Questionnaire was
only available in Spanish and was a

paper version as there was not
enough time to translate the paper
version into a computer assisted
telephone interview (CATI) instru-
ment.

Numerous forms and the late
arrival of training materials were
the issues that most affected
Puerto Rico Special Place/Group
Quarters enumeration.  There was
insufficient lead time to adapt and
translate all of the Special
Place/Group Quarters training
materials.  Various imperfect solu-
tions were tried, including using
stateside materials or only adapted
materials.  Sometimes, when there
was not enough time to translate
the materials, the positions were
filled with bilingual personnel in
order to meet the enumeration
schedule. 
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The following list of recommenda-
tions represents a summary of
those provided by the authors of
the evaluations.  The specific
study(ies) and/or assessment is
provided in parentheses.  

•  Include Puerto Rico in any cogni-
tive testing or efforts to field
test different versions of the
race question.
The findings from the race ques-
tion suggest that the residents
of Puerto Rico interpreted this
question differently than those
of Hispanic origin and even
those of Puerto Rican origin in
the 50 states and DC.
Consequently, it will be impor-
tant to include Puerto Rico in
future census tests.  (B.12, B.13)

•  Investigate further the use of
the Some Other Race Category.
Investigate further the use of
the Some Other Race category
of the race question to assure
that the range of responses
excludes those that better fit
the Hispanic origin question.
(B.12)

The Census Bureau also is con-
ducting research on eliminating
the Some Other Race category
from the race question.

•  Improve the census message. 
Provide more extensive public
education to the Puerto Rican
population on the larger mission
of the census, the rationale for
asking questions about race and
ethnicity, and the intended uses
of the data.  (B.13)

Develop advertising appeals for
census participation more

attuned to the Puerto Rican pop-
ulation.  (A.8)

•  Conduct a survey on respon-
dents’ views on data collection,
census materials, and questions.
Consider using the results of the
B.13 study, along with the
results of the A.8 study, to cre-
ate a survey to be administered
to a probability sample of resi-
dents on the Island.  The survey
could seek the respondents’
views of different approaches to
data collection and their reac-
tions to any new materials
developed, including any allow-
able changes made to the struc-
ture and content of the ques-
tions on race and Hispanic
origin. (A.8, B.13)

•  Promote the use of the Internet
form.
While not specific to Puerto
Rico, consider how to promul-
gate the Internet form as an
option and convince the public
that there is sufficient data
security. (A.2.b) For Puerto Rico,
provide a Spanish Internet
response option in 2010 to
respond to the increasing num-
bers of Internet users on the
island.

•  Create a new Puerto Rico
address list.
At the point of questionnaire
delivery, the initial errors in the
address list for Puerto Rico have
been compounded from the
effects of several operations.  It
might be advisable for future
efforts in Puerto Rico to create a
new address list rather than do

a dependent listing starting
from the current listing. (F.10)

•  Consider mailout/mailback for
2010.
Build on the experience from
Census 2000 and the Puerto
Rico Community Survey and
consider mailout/mailback data
collection in 2010 for at least
the urban parts of the island.
(H.8)

•  Improve census maps and pro-
vide more map training.
Include reference points and
change the scale of maps to
make them easier for enumera-
tors to use.  Provide more
extensive map training for enu-
merators and look into the feasi-
bility of using Global Positioning
System technology to improve
the accuracy of enumerator map
spotting.  Attempt to automate
changes and corrections to cen-
sus maps from early census
field operations so that they can
be utilized in subsequent field
operations. (H.8)

•  Ensure that field materials
arrive on time.
Build enough time into the
stateside schedule for field
materials preparation so that
training materials for Puerto
Rico can be adapted and trans-
lated and arrive in the LCOs
with enough lead time for train-
er preparation.  (H.8)
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The “standardize/customize” conflict
affected decennial operations for
Puerto Rico.  Standardization offers
cost savings, ease of processing,
quicker release of data products, and
comparability with stateside data.
Customization allows us to prepare
materials in Spanish, offer question-
naire content that can meet the
Island’s unique data needs, and uti-
lize different addressing require-
ments and geography.  Puerto Rico
customization requirements, howev-
er, compete for limited decennial
resources, including staff, time and
money.

Census 2000 was the first time that
the Census Bureau and Puerto Rico
really experienced the benefits of
standardization.  Benefits included
timely release of data products within
the existing stateside schedule, the
inclusion of Puerto Rico in U.S. sum-
mary statistics, and American Fact
Finder availability.  While some evalu-
ations suggest the use of the state-
side questionnaire in Puerto Rico had
its drawbacks, the use of the same
questionnaire content simplified the
processing and tabulation of data.
These benefits were available to the
Census Bureau and Puerto Rico
because the Government of Puerto
Rico requested the same question-
naire content.  However, we cannot
assume that Puerto Rico will request
stateside questionnaire content in
2010.  

Some customization for Puerto Rico,
beyond the scope of questionnaire
content, will always be required.  The
use of Spanish is the most obvious.
In addition to questionnaires and
publicity for the general population
in Puerto Rico, materials for a pre-
dominantly Spanish speaking labor
force also must be available.  

Several evaluations addressed the
problems that resulted from cus-
tomizing addresses for Puerto Rico to
include condominium or urbanization
name, and using the Spanish initials
for address or location description.
This customization was needed to
ensure deliverability in Puerto Rico,
both by Census 2000 enumerators
and for future use by the USPS for
mail delivery of the Puerto Rico
Community Survey.  As the evalua-
tions suggest, the Census Bureau’s
standard systems and processes
were not sufficiently prepared to han-
dle these customization require-
ments.  

The long term solution for 2010 may
be to consider a total redesign of the
listing page to allow the Census
Bureau  to successfully parse Puerto
Rico addresses into their component
parts (e.g., urbanization, house num-
ber, direction, street name, street
type).  Parsing will allow us to devel-
op the intelligence/capability, over
time, to build the various supplemen-
tal tables needed for Puerto Rico
standardization - like alternative
name tables.

Given the “standardize/customize”
challenges, we recommend:

Improve the process for including
and informing all parties when cus-
tomization is required 

•  Increase the use of Joint
Applications Development.

•  Include in-house personnel from
all relevant subject matter and
operational divisions in the plan-
ning, specification, development,
and testing of materials for Puerto
Rico.

•  Ensure that all team members,
such as subject matter experts
and processing staffs, stay actively
involved in the continued adapta-
tion of requirements and the reso-
lution of technical issues through-
out the development and
implementation efforts.

•  Schedule development activities so
that ample time is allowed for the
adaptation and translation of
materials for Puerto Rico.

Standardize where appropriate

•  Standardize the process for ensur-
ing that Puerto Rico customization
requirements are included in all
processes and systems.

•  Standardize processes, such as
enumeration methodology, when
the Census Bureau determines
they can be applied to Puerto Rico
without a resulting loss in data
quality. 

6.  Topic Report Authors’ Recommendations
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•  Collect Puerto Rico addresses
using a parsed format developed
specifically for Puerto Rico.

•  Develop a Puerto Rico address
standardizer.

Support early planning

•  Explore ways to improve the mail-
back response rate for Puerto
Rico.

•  Redesign the Puerto Rico address
listing page.  Conduct a limited
address collection field test in
Puerto Rico and of the address list-
ing processing systems prior to
2010 decennial census implemen-
tation.

•  Dedicate more Census Bureau staff
resources to Puerto Rico enumera-
tion issues, so that internal exper-

tise can be developed across divi-
sions.

Develop Puerto Rico specific evalua-
tions

•  Build Puerto Rico specific data
requirements and analysis into the
program design of future census
evaluations.



Positive first steps have been taken

following Census 2000 towards

improving the Puerto Rico Master

Address File (MAF).  The

Geography Division (GEO) has had

a contract since 2000 with Seek

Data, Inc., a private sector compa-

ny experienced in working with

Puerto Rico addresses and geogra-

phy.  Seek Data is currently alter-

ing many existing MAF records by

parsing and standardizing the indi-

vidual address components, or by

adding these components to some

MAF records where no address
components exist.  Seek Data also
is working with GEO to develop a
new data model for Puerto Rico
MAF addresses that will better
enable the Census Bureau to imple-
ment automated address process-
ing activities in the future.  This is
key to the Census Bureau’s ability
to maintain the Puerto Rico MAF
through automated means.

Seek Data also has begun attempt-
ing to provide new, city-style
Puerto Rico addresses to the

Census Bureau for potential use in

future MAF activities.  As part of

this, they are examining the utility

of the United States Postal Service

file of addresses, which is a key

component of MAF maintenance

stateside.  This process has only

recently begun, and it is too early

to predict what results will be

achieved.6
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The decision to move from
list/enumerate to update/leave for
Census 2000 in Puerto Rico repre-
sented the first step, in a series of
steps that still need to be made, of
moving Puerto Rico to
mailout/mailback in future census-
es.  Beginning with address listing,
and continuing with subsequent
census operations, an address list
was built for Puerto Rico.  The
Puerto Rico address list required
customization for deliverability,
including Spanish and a fourth line
for development or condominium
name.  As the evaluations indicate,

however, the address list was
flawed from the beginning and its
effects on census operations and
data were noted.  The GEO is now
working with Seek Data to repair
and enhance this list for future
census operations and the Puerto
Rico Community Survey (known as
the American Community Survey in
the U.S.).  

The standardization of question-
naire content has resulted in the
timely release of Puerto Rico data
products and comparability
between stateside and Puerto Rico
data.  However, as the author of

the focus group evaluations points
out, standardization often comes
with a  price - as evidenced by the
focus group respondents’ com-
plaints with the Hispanic origin
and race questions.

The standardization/customization
debate for Puerto Rico will contin-
ue, with choices to be made for
enumeration methodologies, con-
tent, geography, data products and
so on.  Standardizing the process
for including customization
requirements will help us at every
stage along the way.
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: www.census.gov/pred/www/. 
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1. Introduction and Background 

This report discusses many of the 
key findings regarding race and 
Hispanic-origin reporting from 
Census 2000 research. We seek to 
assess how wording changes, 
question sequencing, revised 
instructions, dropping examples, 
and the option to report more than 
one race worked for Census 2000 
in the United States and Puerto 
Rico, and make recommendations 
for designing the 2010 Census 
questions on race and ethnicity. 

1.1 Related reports 

This topic report is related to the 
Content and Data Quality Topic 
Report, and is overlapping to the 
extent of the discussion on race 
and ethnic items – specifically race, 
Hispanic origin, ancestry, and place 
of birth. 

1.2 Past research 

In some ways we have learned a 
lot from our experience with 
Census 2000, and in some ways 
things have not changed all that 
much. Part of the difficulty is that 
we are trying to measure what is 
essentially a social phenomenon. 
In order to understand what is still 
occurring to this day, we need to 
review what has been said in the 
past. We would do well to reflect 
on the words of William Alonso 
and Paul Starr (1987:24-27): 

Official statistics do not merely 
hold a mirror to reality. They 
reflect the presuppositions 
and theories about the nature 
of society. They are products 
of social, political, and eco

nomic interests that are often 
in conflict with each other. 
They are sensitive to method
ological decisions made by 
complex organizations with lim8
ited resources. More over, offi8
cial numbers... often do not 
reflect all these factors instanta8
neously: They echo their past 
as the surface of a landscape 
reflects its underlying geology. 
(1987:1) [emphasis added] 

Official statistics directly affect 
everyday lives of millions of 
Americans. ...But official statis8
tics also affect society in subtler 
ways. By the questions 
asked (and not asked), cate
gories employed, statistical 
methods used, and tabula
tions published, the statistical 
systems change images, percep8
tions, aspirations. The Census 
Bureau’s methods of classifying 
and measuring the size of pop8
ulation groups determine how 
many citizens will be counted as 
“Hispanic” or “Native American.” 
These decisions direct the flow 
of various federally mandated 
“preferments,” and they in turn 
spur various allegiances and 
antagonisms throughout the 
population. Such numbers 
shape society as they meas
ure it. (1987:2) [emphasis 
added] 

Heraclitus noted that “change 
alone is unchanging” and Charles 
Dickens noted that “change begets 
change.” So it is that change 
affects our work at the Census 
Bureau. To paraphrase 

Shakespeare, sometimes we seek 
change, and sometimes change is 
thrust upon us. An area of regular 
change in decennial censuses is 
the items, categories, and meth8
ods used to collect racial and 
ethnic data (Edmonston and 
Schultze, 1995:142-143). We 
included racial identification, in 
one form or another, in every cen8
sus since the first in 1790 
(Bennett, 2000:313; Petersen, 
1987:193). Hispanic origin did not 
appear as a distinct question until 
1970 (Chapa, 2000:244). Prior to 
1960, census enumerators deter-
mined the race of respondents 
through observation (Bennett, 
2000:314). Moreover, from 1790 
to 1860 enumerators were not 
given instructions or definitions of 
racial categories, and were free to 
determine the race of each person 
(Petersen, 1987:190). 

Our research leading to the intro8
duction of mail- and self-enumera8
tion in the 1960 census, showed 
higher rates of enumerator error 
compared with self-enumeration 
error (Baylor, 2000:63). This sug8
gested that census data could be 
more accurate if self-enumeration 
was used as much as feasible 
(Goldfield and Pemberton, 
2000:149). Two conflicting issues 
have arisen in recent times. First, 
as the nation’s diversity increases, 
there is growing pressure for revis8
ing and expanding the categories 
included on the census to be inclu8
sive of all groups and identities. 
Second, there is a growing and 
documented recognition of the 
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fluidity and ambiguity of racial 
identities (Edmonston and 
Schultze, 1995:141). Courts have 
begun to litigate the classifications 
because of the different conceptual 
approaches. “The legal approach 
views individuals as potential 
members of protected classes,” 
while “the statistical approach 
reflects an effort to provide a com8
prehensive demographic profile 
that may extend beyond legal con8
siderations” (Edmonston and 
Schultze, 1995:141). 

According to Becker (2000:157), 
the 1980 census was the first that 
required us to produce data by 
race and Hispanic origin that con-
formed with the Office of 
Management and Budget’s (OMB) 
Statistical Directive No.15, issued 
in 1977. The data requirements 
for the Public Law 94-171 “file 
included a count of the total popu8
lation and the population eighteen 
and older by each of five race 
groups (White, Negro or Black, 
Asian and Pacific Islander, 
American Indian, and Other) in 
total and for persons who also 
reported a Hispanic origin. These 
items were required to meet the 
data needs of the Voting Rights 
Act.” As a consequence, these cat8
egories received prominent atten8
tion on the questionnaire and in 
early tabulations (Becker, 
2000:157). 

Another reason for heightened 
concern over the race and 
Hispanic-origin data was brought 
about by our research showing a 
differential undercount for people 
in racial and ethnic minority 
groups (Robinson and West, 
2000:165-166). Many interest 
groups argued that the census 
should be adjusted for the under-
count, but the Census Bureau con8
cluded that the methods to achieve 
a fair and equitable adjustment 
were not available. The announce8

ment by the Census Bureau 
Director that the 1980 census 
would not be adjusted was fol8
lowed by numerous lawsuits which 
occupied census staff well into the 
1980s. In the end, the 1980 cen8
sus was not adjusted for the 
undercount (Becker, 2000:157). 

Our research also shows that there 
are other factors associated with 
why people are missed in the cen8
sus, but many of those factors, 
such as illiteracy or lack of English 
proficiency, lack of familiarity with 
reasons for data collection, and 
housing units without clear 
addresses or in high crime areas 
(Cohen, 2000:100), may dispro8
portionately affect minority popula8
tions as well. Our research on the 
1990 census shows that a differen8
tial undercount still existed but 
was declining (Bryant, 2000:160-
161). 

In any case, litigation demanding 
that census counts be adjusted for 
undercount also plagued the 1990 
census. Numerous lawsuits were 
filed against the Census Bureau, 
and in the process created a nega8
tive media environment during the 
census-taking and the data release. 
This round of litigation was not 
settled until the Supreme Court 
handed down a decision in March 
1996 that left the census count as 
enumerated (Bryant, 2000:15-159). 

Census 2000 did not escape the 
public and private scrutiny and liti8
gation either. The General 
Accounting Office (GAO) alone 
issued at least forty-seven reports 
on the census between January 
1995 and March 2003. We used a 
lot of staff, time, and resources to 
collect, analyze, and document our 
decision not to adjust Census 
2000, and the GAO concluded that 
the two coverage measurement 
programs did not meet their objec 

tives.1 The U.S. Constitution gives 
Congress the authority to deter-
mine how the census will be con8
ducted, but congressional over-
sight is influenced by the tension 
between decisions affecting how 
the census will be conducted and 
the political consequences of those 
decisions. While most technical 
and operation decisions are made 
by the Census Bureau, Congress 
continues to direct specific census 
operations (Lowenthal, 2000:83). 

1.3 Research questions 

The major objectives of this Topic 
Report are to synthesize results 
from the Census 2000 Testing, 
Experiment, and Evaluations 
Program research relevant to race 
and ethnicity, and to find answers 
to the following questions: 

1. What was the overall effect on 
reporting of race and Hispanic 
origin engendered by the 
changes in question sequencing, 
wording, questionnaire layout, 
and dropping examples that 
were included in 1990? Was 
completeness of reporting 
adversely affected? 

2. Did sequencing of Hispanic ori8
gin ahead of race have the 
desired effect of reducing nonre8
sponse to Hispanic origin? Did 
the sequencing of Hispanic ori8
gin ahead of race result in pro8
portionately fewer “Some other 
race” responses in race and did 
Hispanics have more complete 
reporting of race? 

3. How do the decennial data on 
race compare to data collected 
in other sources, such as in the 
Accuracy and Coverage 
Evaluation (A.C.E.), the American 
Community Survey (ACS), the 

1 The GAO references the Accuracy and 
Coverage Evaluation (A.C.E.) and the 
Integrated Coverage Measurement (ICM) pro-
grams. 
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Census 2000 Supplementary 
Survey (C2SS), and the Current 
Population Survey? 

4. Given the changes in the race 
and Hispanic-origin questions in 
2000, how can these data be 
compared to data from 1990? 
What are the limitations of such 
comparisons? What lessons 
have we learned about bridging 
the Census 2000 race data so 
that they are more comparable 
to those collected prior to 1990 

and in other data collections 
that do not allow for more than 
one race response? 

5. Given that the Census 2000 of 
Puerto Rico was the first decen8
nial census to ask a question on 
race in many decades, what 
were the issues in collecting 
those data? What were the gen8
eral attitudes and problems 
expressed by the Puerto Rican 
public in terms of the race ques8
tion? How do the race and 

ethnic data collected in Puerto 
Rico compare to those collected 
state-side for the total popula8
tion, Hispanics, and Puerto 
Ricans in the United States? 

6. What research and testing 
should be conducted before the 
2010 Census in order to 
improve upon the Census 2000 
questions on race and Hispanic 
origin? 
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2. Census 2000 Alternate Questionnaire 
Experiment 


The Alternate Questionnaire 
Experiment (AQE) was one of the 
more effective evaluations con8
ducted for Census 2000. Although 
its main limitation is that it can 
only inform us about the mail 
responses, Martin’s (2002a) AQE-
based findings are significant for 
our understanding about the total 
effect of the changes in the census 
mail questionnaire from 1990 to 
2000. A summary of Martin’s 
(2002a) findings follows: 

2.1 Study design 

During Census 2000, the 
Alternative Questionnaire 
Experiment 2000 mailed 1990-
style short forms to an experimen8
tal sample of 10,500 households. 
The 1990-style form preserves 
1990 question wording, cate8
gories, order, and format, but 
incorporates some recognizable 
elements of the Census 2000 
design. Race and Hispanic-origin 
responses were coded and pre-
edited using a simplified version of 
Census 2000 procedures, but were 
not fully edited and imputed. A 
control panel of about 25,000 
households received Census 2000 
questionnaires. Mail return rates 
were very similar for both panels 
(72-73 percent) (Martin, 2002a:iv). 

2.2 Limitations 

Results of the experiment are 
generalizable only to the Census 
2000 mailout/mailback universe. 
Excluded are mail nonrespondents 
enumerated in nonresponse fol8
lowup, and segments of the popu8
lation enumerated in other opera8
tions (such as American Indians on 

reservations and Alaska Natives) 
(Martin, 2002a:iv). Race and 
Hispanic-origin responses were 
coded and edited using simplified 
versions of Census 2000 edit and 
imputation procedures. For exam8
ple, reports of more than one race 
would not have been allowed in 
the 1990 census but were allowed 
in the 1990-style panel in the AQE. 
Furthermore, missing data were 
not imputed for race or for 
Hispanic origin. 

One limitation listed prominently in 
Martin’s study is the relatively 
small sample size – “...so statistical 
inferences about small differences 
between forms, or small popula8
tion groups” may not be reliable 
(Martin, 2002a:5). 

2.3 Findings in brief 

2.3.1. Changes to the Census 
2000 questionnaire resulted in 
“substantially improved complete8
ness of race and Hispanic origin 
reporting” (Martin, 2002a:iv) as 
measured by item nonresponse. 

• ;Hispanic origin: Overall item 
nonresponse to the question on 
Hispanic origin was 3.33 per-
cent in the Census 2000-style 
questionnaire, compared with 
14.46 percent in the 1990-
style questionnaire. 

• ;Race: Overall item nonresponse 
to the question on race was 
3.27 percent in the Census 
2000-style questionnaire, and 
5.95 percent in the 1990-style 
questionnaire. 

• ;Race nonresponse by Hispanics: 
Item nonresponse to the ques8

tion on race by Hispanics was 
20.79 percent in the Census 
2000-style questionnaire, com8
pared with 30.53 percent in 
the 1990-style questionnaire. 

• ;Race nonresponse by non-
Hispanics: Item nonresponse to 
the question on race was 0.60 
percent by non-Hispanics in the 
Census 2000-style question8
naire, and 1.53 percent in the 
1990-style questionnaire. 

2.3.2 Discussion of item nonre
sponse 

Item nonresponse is one of the 
main indicators of data quality 
because, in the absence of a 
response by the respondent, we 
must impute the missing informa8
tion. Traditionally, Hispanic origin 
had one of the highest allocation 
rates among the short-form items 
(Edmonston and Schultze, 
1995:150). One of the major 
changes in Census 2000 was to 
sequence Hispanic origin ahead of 
race in order to reduce the nonre8
sponse to the Hispanic-origin ques8
tion (OMB, 1997:58789). Census 
Bureau research showed that most 
people who did not answer the 
Hispanic-origin question in 1990 
were non-Hispanics (Martin, 
2002a:1). In addition, Census 
Bureau research showed that about 
6 percent of those who did not 
respond to the Hispanic-origin item 
in the 1990 census were reported 
as Hispanic in the 1990 Content 
Reinterview Survey compared to 
about 7 percent of those who 
answered the question on Hispanic 
origin (McKenney, Bennett, 
Harrison, and del Pinal, 1993:5). 
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The 2000 Content Reinterview 
Survey (CRS) showed that 25 per-
cent of people who left the ques8
tion on Hispanic origin blank in 
Census 2000 but answered it in 
the CRS were of Hispanic origin 
(Singer and Ennis 2002:52). By 
implication, the overwhelming pro-
portion of those who did not 
answer the question on Hispanic 
origin in AQE were likely to be 
non-Hispanic. 

Several Census Bureau tests con8
ducted in 1987 and published in 
1990 showed that reversing the 
order of the race and Hispanic 
origin items, and adding instruc8
tions to answer both questions 
resulted in improved Hispanic 
origin response rates (Martin, 
2002a:1). According to Peterson 
(1987:207), a Census Advisory 
Committee had recommended that 
the Census Bureau reverse the 
order of race and Hispanic-origin 
questions for the 1980 census. 
However, many saw this as an 
attempt “to raise the maximum the 
number that would be classified” 
as Hispanic (Petersen, 1987:207). 
As we will see in a section below, 
that fear appears to be unfounded. 
In any case, implementing this 
change came about only after the 
Office of Management and Budget’s 
(OMB) mandated sequencing 
change (Martin, 2002a:1). 

From the standpoint of item nonre8
sponse to the Hispanic-origin item, 
the changes in the Census 2000 
questionnaire were highly success8
ful. Compared to the 1990-style 
form, the 2000-style form may 
have reduced nonresponse by 
about eleven percentage points or 
77 percent (see Table 2.1). 
However, as we will discuss later, 
reporting of specific groups may 
have been adversely affected by 
the questionnaire changes. On the 
other hand, race nonresponse 
shows a much more moderate 
level of improvement with the 
2000-style form: a change of less 
than three percentage points or 
about 45 percent lower. As shown 
above, race nonresponse varies 
quite a bit by Hispanic origin. 
Nonresponse to race by Hispanics 
was reduced by almost 10 percent-
age points with the 2000-style 
form, but represented a change of 
32 percent. On the other hand, 
nonresponse by non-Hispanics was 
reduced by 0.93 percentage points 
with the 2000-style form, but rep8
resents a 61 percent reduction. 
One downside to the 2000-style 
form, from the perspective of non-
response, was a higher race nonre8
sponse by people who did not 
respond to Hispanic origin either. 
Race nonresponse when Hispanic 
origin was missing was higher by 
3.5 percentage points or about 36 
percent in 2000-style forms com-

Table 2.1 
Alternative Questionnaire Experiment (AQE) Item Non-
response for Hispanic Origin and Race by Hispanic Origin 

pared with the 1990-style forms. 
However, this was a much smaller 
group than it was for the 1990-
style form. 

2.3.3 Conclusion on item nonre
sponse 

It is worth mentioning again that 
the previously discussed results 
may only apply to mail responses. 
The changes to the 2000 question8
naire appear to have produced a 
very salutary effect on Hispanic-
origin nonresponse, at least in mail 
returns. Although the response 
rates to the question on Hispanic 
origin are vastly improved in the 
2000-style questionnaire (3.3 per-
cent compared with 14.5 percent), 
nonresponse to Hispanic origin 
remains on the high side. 
Nonresponse to the race question 
is very low for non-Hispanics (0.6 
percent on the 2000-style form, 
and 1.5 percent on the 1990-style 
form). On the other hand, race 
nonresponse remains unacceptably 
high for Hispanics at over 20 per-
cent despite a significant improve8
ment in race reporting by 
Hispanics in 2000-style forms. 
Future research is needed to 
address this persisting issue. 

2.4 Overall race reporting 

2.4.1 “Changes to the Census 2000 
questionnaire also affected race 
reporting” (Martin, 2002a:iv,12). 

• ;Reporting of Two or more races: 
In the Census 2000-style ques8
tionnaire 2.03 percent of 
respondents reported Two or 

Percent more races compared with 0.82 
Item 2000-Style 1990-Style Difference difference percent in the 1990-style ques-

(1) (2) (3=1-2) (4=3/2) tionnaire. 
Hispanic origin . . . . . . . . . . . . . . . . . . . . .  3.33 14.46 –11.13 –77.0 
Race . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.27 5.95 –2.68 –45.0 • Reporting of Native Hawaiian 

Non-Hispanics . . . . . . . . . . . . . . . . . . .  0.60 1.53 –0.93 
Hispanics . . . . . . . . . . . . . . . . . . . . . . .  20.79 30.53 –9.74 
Origin missing . . . . . . . . . . . . . . . . . . .  13.18 9.72 3.46 

–60.8 
–31.9 
35.6 

and Other Pacific Islander: In 
the Census 2000-style question-

Note: Bold numbers in Column 3 indicate significant differences at the p<.05 level. 

Source: Derived from Martin (2002a:7,11 Table 2 and Table 4) 

naire 0.17 percent of respon-
dents reported Native Hawaiian 
and Other Pacific Islander 
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compared with 0.05 percent in 
the 1990-style questionnaire . 

• ;Reporting of Some other race: In 
the Census 2000-style question8
naire 3.72 percent of respon8
dents reported Some other race 
compared with 4.42 percent in 
the 1990-style questionnaire. 

2.4.2 Discussion of overall race 
reporting 

Compared to the 1990-style, the 
2000-style form yields a higher 
proportion of responses of more 
than one race. We expected this 
finding because the 2000-style 
form allows reporting of more than 
one race but the 1990-style does 
not. This was also one of the 
changes called for by the new OMB 
standards (OMB, 1997:58789). 
What is more interesting is that 
nearly one percent of respondents 
to the 1990-style form also gave 
more than one race. While it is 
well known that people have 
responded in this manner in past 
censuses (Edmonston, Goldstein, 
and Tamayo Lott, 1996:23), our 
procedures edited multiple race 
responses into single responses 
(Cresce, 2003). 

Another issue of concern is the 
reporting of “Some other race,” 
which is not a standard OMB race 
category (OMB, 1997:58789). The 
“Some other race” category was 
added for respondents who were 
unable to identify with one or 
more of the OMB categories (White; 
Black or African American; 
American Indian or Alaska Native; 
Asian; and Native Hawaiian and 
Other Pacific Islander). One diffi8
culty is that “Some other race” 
(SOR) has become the third largest 
category after “White” and “Black or 
African American” (Grieco and 
Cassidy, 2001:2-3). Another diffi8
culty is that for all other federal 
statistical purposes we have reclas8
sified the SOR responses into the 

OMB categories, and there is “no 
way to evaluate how this reclassifi8
cation corresponds to people’s self-
perception” (Edmonston, Goldstein, 
and Tamayo Lott, 1996:39). As in 
previous censuses, the vast majori8
ty of people in the SOR category in 
Census 2000 were of Hispanic ori8
gin (Grieco and Cassidy, 2001:11). 
For all these reasons, it is impor8
tant to examine race reporting sep8
arately by Hispanic origin (Martin, 
2002a:13,14). 

2.4.3 Race reporting by Hispanics 

• ;Reporting of Two or more races 
by Hispanics: In the Census 
2000-style questionnaire 7.84 
percent of Hispanics reported 
Two or more races compared 
with 4.59 percent in the 1990-
style questionnaires. 

• ;Reporting of Some other race by 
Hispanics: In the Census 2000-
style questionnaire 39.03 per-
cent of Hispanics reported 
Some other race compared with 
51.47 percent in the 1990-
style questionnaire. 

• ;Reporting of White by Hispanics: 
In the Census 2000-style ques8
tionnaire 48.98 percent of 
Hispanics reported White com8
pared with 39.88 percent in 
the 1990-style questionnaire. 

2.4.4 Discussion of race reporting 
by Hispanics 

There are several significant differ8
ences in race reporting by 
Hispanics in the 2000 and 1990-
style forms, as can be seen in 
Table 2.2. First, Hispanics were 
much less likely to report as SOR 
(about 24 percent less), and much 
more likely to report as White in 
the 2000-style forms (about 23 
percent more). They were also 
more likely to select more than one 
race (about 71 percent) than in the 
1990-style, as expected. Other 
research (del Pinal, Martin, Bennett, 
and Cresce, 2002:3) shows that 
much of the Two or more races 
reporting by Hispanics involves 
SOR in combination with other 
races as one of the races. Thus, 
eliminating SOR responses reduces 
Hispanic reporting of Two or more 
races to about the same level as 
non-Hispanics. 

Another interesting finding is that 
Hispanics are more likely (about 
106 percent more) to report as 
American Indian in 2000-style than 
in 1990-style forms, and much less 
likely (about 93 percent less) to 
report as Native Hawaiian and 
Other Pacific Islander. But overall 
these differences are not statisti8
cally significant. However, Martin 
(2002a:13) reports that the 

Table 2.2 
Alternative Questionnaire Experiment (AQE) Race 
Responses by Hispanics 

Race 2000-Style 1990-Style Difference 
(1) (2) (3=1-2) 

White . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  48.98 39.88 9.10

Black . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.07 2.32 –0.25

American Indian and Alaska Native . . 1.48 0.72 0.76

Asian. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.58 0.88 –0.30

Native Hawaiian and Other Pacific

Islander . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.01 0.15 –0.14

Some other race. . . . . . . . . . . . . . . . . . . .  39.03 51.47 –12.44

Two or more races. . . . . . . . . . . . . . . . . .  7.84 4.59 3.25


Note: Bold numbers indicate significant differences at the p<.05 level. 

Source: Derived from Martin (2002a:13 Table 6). 

Percent 
difference 

(4=3/2) 

22.8 
-10.8 
105.6 
-34.1 

-93.3 
-24.2 
70.8 
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difference is significant in the low 
Table 2.3coverage area (LCA) strata (2.08 Alternative Questionnaire Experiment (AQE) Race 

vs. 0.79 percent, or about a 163 Responses by Non-Hispanics and Hispanic Origin Not 
percent difference) but not in the Ascertained2 

high coverage area (HCA) strata. 
The 2000-style form captured 
more Native Hawaiian and Other 
Pacific Islander responses, 
although the percentages are 
small. At this point it may be 
worth reminding readers that small 
categories are “more vulnerable to 
inaccuracies” due to both sampling 
and non-sampling error 
(Edmonston, Goldstein, and 
Tamayo Lott 1996:24,39). Indeed, 
Martin (2002a:5) prominently lists 
among the limitations of this study 
the relatively small sample size – 
“so statistical inferences about 
small differences between forms, 
or small population groups” may 
not be reliable. In view of this lim8
itation Martin’s (2002a) findings are 
remarkable indeed. 

2.4.5 Race reporting by non-
Hispanics 

• ;Reporting of Native Hawaiian 
and Other Pacific Islander by 
non-Hispanics: In the Census 
2000-style questionnaire 0.18 
percent of non-Hispanics 
reported Native Hawaiian and 
Other Pacific Islander compared 
with 0.04 percent in the 1990-
style questionnaire. 

• ;Reporting of White by non-
Hispanics: In the Census 2000-
style questionnaire 81.15 per-
cent of non-Hispanics reported 
White compared with 82.43 
percent in the 1990-style 
questionnaire. 

• ;Reporting of Two or more races 
by non-Hispanics: In the Census 
2000-style questionnaire 1.45 
percent of non-Hispanics 
reported Two or more races 
compared with 0.48 percent in 
the 1990-style questionnaire. 

Percent 
Race 2000-Style 1990-Style Difference difference 

(1) (2) (3=1-2) (4=3/2) 

White . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  81.15 82.43 –1.28 -1.6 
Black. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12.28 12.02 0.26 2.2 
American Indian and Alaska Native . . 0.38 0.48 –0.10 -20.8 
Asian . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.39 4.34 0.05 1.2 
Native Hawaiian and Other Pacific 
Islander . . . . . . . . . . . . . . . . . . . . . . . . . .  0.18 0.04 0.14 350.0 

Some other race . . . . . . . . . . . . . . . . . . .  0.17 0.20 –0.03 -15.0 
Two or more races. . . . . . . . . . . . . . . . . .  1.45 0.48 0.97 202.1 

Note: Bold numbers indicate significant differences at the p.05 level; bold Italic number indicates 
significant differences at the .10 level. 

Source: Derived from Martin (2002a:14 Table 7) 

2.4.6 Discussion of race reporting 
by non-Hispanics 

There are several significant differ8
ences in race reporting by non-
Hispanics and respondents who 
did not report a Hispanic origin in 
the 2000 and 1990-style forms 
(see Table 2.3). First, non-
Hispanics were slightly less likely 
to report as White (about 1.6 per-
cent less), and much more likely to 
report as Pacific Islander in the 
2000-style forms (about 350 per-
cent more). As expected, and simi8
lar to Hispanics, non-Hispanics 
were also more likely to select 
more than one race (about 202 
percent more) in the 2000-style 
form. 

Martin (2002a:14) explains the 
slightly lower reporting of White 
among non-Hispanics in 2000-
style forms as an effect of the 
option of reporting more than one 
race, yet there was no measurable 
downward effect on other cate8
gories. If this proposition is true, 
it suggests that people of more 

2 This table included both non-Hispanics 
and respondents who did not answer the 
Hispanic-origin question, which makes sense 
because our previous research suggests that 
most of the non-responders are not Hispanic 
(McKenney, Bennett, Harrison, and del Pinal, 
1993:5). 

than one race tend to report as 
White when only one race response 
is allowed, but report as Two or 
more races when multiple race 
responses are allowed. In a later 
section I examine the propensity 
to report White among respondents 
who report more than one race, 
which may shed light on this issue. 

Another interesting finding is that 
“contrary to what might have been 
expected, there is little evidence 
that allowing respondents to report 
more than one race reduced the 
single race reporting in the 5 
major race categories” (Martin, 
2002a:iv). This may allay some 
fears among those who thought 
that the reported size of some 
minority categories may be smaller 
because of the reporting of more 
than one race. However, one rea8
son that the non-White categories 
appear not to be as affected is that 
the 1990-style forms also had 
some (0.82 percent) respondents 
report more than one race despite 
the instruction to report one. 
These multiple responses would 
have been edited into a single race 
category in 1990. In addition, 
almost one-third (30.5 percent) of 
Hispanics did not report a race, so 
it is unknown how their responses 
would have impacted the results. 
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The actual effect in published race 
data may be affected by how these 

Table 2.4 
responses are allocated. In addi- Alternative Questionnaire Experiment (AQE) Detailed 
tion, as Martin (2002a:5) reminds Hispanic Origin Responses by Form Type 

us, these findings are generalizable Percent 
only to the Census 2000 mailout/ Race 2000-Style 1990-Style Difference difference 

mailback universe. (1) (2) (3=1-2) (4=3/2) 

2.5. Overall Hispanic-origin 
reporting 

According to Martin (2002a:v), 
“despite the reversed sequence of 
Hispanic origin and race question 
wording differences, the same per8
centage (slightly over 11.1 per-
cent) reported as Hispanic in both 
forms.” 

Martin (2002a:7) reports that both 
the 2000- and 1990-style forms 
yielded nearly identical proportions 
of Hispanic respondents – about 
11 percent. However, the high 
rates of missing data create uncer8
tainty about the overall percentage 
of Hispanics identified by each 
form. On the other hand, the pro-
portion of non-Hispanics in the 
2000-style form was about 85 per-
cent compared to about 74 percent 
in 1990-style forms. The remain8
ing difference is due to people who 
did not respond – about 3 percent 
did not respond in 2000-style 
forms compared to about 14 per-
cent in 1990 style forms. 

2.5.1 Discussion of overall 
Hispanic-origin reporting 

As discussed above, our previous 
research suggests that in the past 
non-Hispanics were much more 
likely to omit answering the 
Hispanic-origin question. Martin 
(2002a:7) concludes that “under 
this assumption, the results sug8
gest the 2000-style questionnaire 
did not affect reporting as 
Hispanic, except to reduce the 
number of non-Hispanics who 
would have left the item blank in a 
1990-style questionnaire.” The 
ultimate distributional effect would 

Total people identified as 
Hispanic (percent) . . . . . . . . . . . .  100.00 100.00 

‘‘Check box groups’’ . . . . . . . . . . . . . . . .  70.25 73.23 –2.98 -4.1 
Mexican, Mexican American, Chicano 54.26 58.68 –4.42 -7.5 
‘‘Example groups’’ . . . . . . . . . . . . . . . . .  6.41 11.16 –4.75 -42.6 

All other specific Hispanic groups . . . .  4.20 8.68 –4.48 -51.6 
Write-in general descriptor 

(‘‘Hispanic’’/‘‘Latino’’/‘‘Spanish’’) . . . . . .  11.90 1.90 10.00 526.3 
Other Hispanic, no write-in . . . . . . . . . .  7.25 5.03 2.22 44.1 

Note: Bold numbers indicate significant differences at the p<.05 level. 

Source: Derived from Martin (2002a:9 Table 9). 

depend on how the missing data 
are edited and imputed. Martin 
(2002a:7) notes that the “differ8
ence in rates of missing data is 
very large, and was expected 
based on previous tests of effects 
of item sequence and an added 
instruction.” 

This finding is very important 
because of the concerns that 
sequencing Hispanic origin ahead 
of race might have the effect of 
artificially inflating the number of 
Hispanics (Petersen, 1987:207). 
The equal proportions of Hispanics 
in the 2000-style and 1990-style 
forms (about 11 percent) strongly 
suggest that this was not the case. 
This supports Martin’s (2002:v) 
conclusion that “any changes from 
1990 to 2000 in the fraction of the 
population identifying as Hispanic 
are not due to changes in the 
design of mail questionnaire. 
However, there were questionnaire 
effects on reporting a detailed 
Hispanic origin,” as I discuss next. 
We should note that the high rates 
of missing data create uncertainty 
about the overall fraction of 
Hispanics that would be identified 
by each form after the data were 
fully edited and imputed. 

2.6 Detailed Hispanic-
origin reporting 

According to Martin (2002a:v), “the 
2000-style questionnaires elicited 
fewer reports of specific Hispanic 
groups, and more reports of gener8
al Hispanic identity (e.g., Hispanic, 
Latino, Spanish) than the 1990-
style questionnaires.” 

Martin’s (2002a:10) AQE findings 
point out that “about 92 percent of 
Hispanics reported a specific group 
in 1990-style forms, compared 
with 80 percent who filled out 
2000-style forms.”3 Martin 
(2002a:10) broke out these 
responses into five categories 
(shown in Table 2.4 below), and 
reported that the 2000-style forms 
produced more general or non-spe8
cific Hispanic responses (e.g., 
“Hispanic,” “Latino,” “Spanish”; or 
“Other Hispanic” without providing 
a write-in response) and fewer spe8
cific groups (“check box groups,”4 

3 GAO (2003:14) reported “93 percent of 
Hispanics given the 1990-style form report8
ed a specific subgroup, compared to 81 per-
cent of Hispanics given the 2000-style form,” 
but that was based on preliminary AQE find8
ings. 

4 Groups with their own specific check-
box included: 1) Mexican, Mexican Am., 
Chicano; 2) Puerto Rican; and 3) Cuban. 
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“example groups,”5 and all other 
specific national origin groups). 
Table 2.4 summarizes the final 
AQE results regarding Hispanic 
subgroup reporting. 

The largest difference between the 
2000-style and 1990-style forms is 
the proportion of general Hispanic 
responses (“Hispanic,” “Latino,” and 
“Spanish”). The 2000-style forms 
produced 10 percentage points or 
526 percent more of these 
responses than did the 1990-style 
forms. Similarly, the 2000-style 
form also produced another 2.22 
percentage points or 44 percent 
more “Other Hispanic” responses 
with no write-in (see Table 2.4). 
On the other hand, the 2000-style 
forms produced fewer specific 
Hispanic groups than the 1990-
style forms. The 2000-style form 
had about 43 percent (4.75 per8
centage points) fewer of the exam8
ple groups and about 52 percent 
(4.48 percentage points) fewer of 
the specific non-example groups. 
Although 2000-style forms had 4 
percent (2.98 percentage points) 
fewer specific checkbox groups 
overall than did the 1990-style 
form, that difference was not sta8
tistically significant. However, 
when compared separately, the 
Mexican-origin check box group 
was 7.5 percent (4.42 percentage 
points) lower in the 2000-style 
forms, and that difference is statis8
tically significant. 

Martin (2002a:10) concludes: 

...the experiment does offer evi8
dence that the questionnaire 
affected reporting of detailed 
Hispanic origin. Hispanics who 
filled out 2000-style mail ques8
tionnaires were less likely to 
report a specific Hispanic group 

5 Groups given as specific examples in 
the 1990-style form included: Argentinean, 
Columbian, Dominican, Nicaraguan, 
Salvadoran, and Spaniard. 

and more likely to report a gen8
eral descriptor (such as 
Hispanic, Latino, or Spanish) 
than those who filled out 1990-
style questionnaires. Although 
the cause of the effect is uncer8
tain, it is probably due to the 
combined effect of question 
wording and the elimination of 
examples in the Census 2000 
questionnaire. 

2.6.1 Discussion of detailed 
Hispanic-origin reporting 

Are the AQE results just a fluke or 
is there other evidence of differ8
ences in reporting? I believe the 
AQE results for detailed Hispanic 
reporting do, in fact, explain much 
of what was noticed from the 
Census 2000 data. In a report 
about the Hispanic population from 
Census 2000, Guzmán (2001:2) 
also noted that “17.3 percent (6.1 
million) of the total Hispanic popu8
lation” did not give a specific 
national origin group; and these 
responses “were second in size” 
behind the population that report8
ed Mexican origin. 

As additional information from 
Census 2000 became available at 
more local levels during the sum8
mer of 2001, community advo8
cates, journalists and researchers 
noted unexpectedly low numbers 
of specific Hispanic groups. 
According to Suro (2002:3), two 
competing explanations emerged: 
“either a large number of people 
had chosen to identify themselves 
with a broad ethnic designation, 
such as Hispanic or Latino, rather 
than a specific national origin, 
such as Dominican or Salvadoran, 
or these results were a product of 
changes in the way the census 
questionnaire asked about 
Hispanic origin.” 

After examining the Hispanic-origin 
data, Logan (2002:3,4) concluded 
that “Census 2000 did an excellent 

job of counting Hispanics, but per-
formed poorly in identifying their 
origin.” Among the likely causes, 
Logan noted that “no examples” 
and a “change in wording of the 
question itself” in Census 2000 
resulted in “a severe underestimate 
of the numbers of specific Hispanic 
groups in 2000.” Logan also noted 
a more dramatic effect in states 
and metropolitan areas with large 
concentrations of specific Hispanic 
groups. Another reason Logan 
(2001:4) has for finding the 
Census 2000 results implausible is 
a comparison with the Census 
2000 Supplementary Survey 
(C2SS). In the C2SS (which was 
taken the same year), about 9.6 
percent of Hispanics did not 
report a specific national origin, 
compared with about 17.6 percent 
in Census 2000. Similarly, Suro 
(2002:8) finds the distribution of 
specific Hispanic groups more 
plausible in C2SS. 

Responding to complaints from 
community groups, local govern8
ment officials, and researchers, 
members of Congress asked the 
U.S. General Accounting Office 
(GAO) to look into the issue. The 
GAO (2003a:1) report expresses 
concerns that the “deletion of 
Hispanic subgroup examples” from 
the Census 2000 questionnaire 
was the cause of lower than 
expected “counts of Dominicans 
and other Hispanic subgroups.” 
GAO concluded that for “Census 
2000, the [Census] Bureau 
removed the subgroup examples 
as part of a broader effort to sim8
plify the questionnaire and help 
improve response rates.” GAO 
(2003a:14), as noted above, found 
that early AQE results and C2SS 
data seemed to indicate a problem 
with the Census 2000 detailed 
Hispanic distribution. 

While the debate about how to 
identify the Hispanic population 
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dates back to the 1960s (see 
Choldin, 1986:403), as seen 
above, the issue in Census 2000 is 
the distribution by specific nation8
al-origin groups. Choldin 
(1986:404) noted that “national 
statistics must change in response 
to sociopolitical changes” and that 
“the role of the statistician is not 
simply scientific, but is also condi8
tioned by events in the political 
environment.” However, up until 
Census 2000, the differential 
undercount was controversial, not 
the distribution of specific groups. 

2.6.2 Analysis of general Hispanic 
responses in Census 2000 

At the request of members of 
Congress, the Census Bureau 
undertook the task of using infor8
mation on place of birth and 
ancestry from the Census 2000 
long form to supplement the gen8
eral Hispanic-origin responses 
(Cresce and Ramirez, 2003). These 
new estimates “do not fully reflect 
self-identification” and are not 
meant to replace the official 
Census 2000 figures. Still, this 
“simulation” produced interesting 
results: of an estimated 5.7 mil-
lion individuals who provided a 
general Hispanic response, 54 per-
cent (3.1 million) also provided 
more information about their spe8
cific origin in either place of birth 
or ancestry. That left about 2.6 
million individuals who gave no 
additional information about their 
specific Hispanic origin (Cresce and 
Ramirez, 2003:9). 

This simulation suggests that every 
single specific category (check box 
and specific write-in groups) could 
be increased using additional infor8
mation from place of birth and 
ancestry (see Table 2.5). The sim8
ulation increases the proportion in 
all specific groups from 84 percent 
to 93 percent of all Hispanics, an 
increase of about 10 percent. 

Table 2.5 
Comparison of Specific Hispanic-Origin Distributions From 
Census 2000 Long Forms and Simulated Totals Using Supple-
mental Information on Place-of-Birth and Ancestry 

Census 

Race 2000 Long Simulated Percent 
Form totals Difference difference 

(1) (2) (3=2-1) (4=3/1) 

Total people identified as 
Hispanic (percent) . . . . . . . . . . . .  100.0 100.0 

‘‘Check box groups’’—total . . . . . . . . . .  72.5 77.2 4.6 6.4 
Mexican, Mexican American, 
Chicano . . . . . . . . . . . . . . . . . . . . . . .  59.3 63.4 4.1 6.9 

‘‘Example groups’’ . . . . . . . . . . . . . . . . . .  6.9 9.2 2.4 34.7 
All other specific Hispanic groups . . . .  4.9 6.3 1.4 28.4 
Write-in general descriptor 
(‘‘Hispanic’’/‘‘Latino’’/‘‘Spanish’’) . . . . .  9.9 4.8 -5.1 -51.8 

Other Hispanic no-specific . . . . . . . . . .  5.8 2.5 -3.3 -56.5 

Source: Derived from Cresce and Ramirez (2003:11 Table 6). 

However, example groups 
increased by 35 percent (2.4 per8
centage points) and other specific 
groups increased by 28 percent 
(1.4 percentage points). And by 
design, the general responses 
declined by 52 percent (5.1 per8
centage points) and the other non-
specific responses declined by 57 
percent (3.3 percentage points). 
These results are very similar to 
those of Martin (2002), Logan 
(2001), and Suro (2002), which all 
use slightly different data sources 
and methods. Cresce and Ramirez 
(2003:19) specifically compare the 
simulation total to Logan (2001) 
and Suro (2002), and find that the 
former overshoots and the latter 
undershoots the simulation totals. 

2.6.3 Discussion of general 
Hispanic responses in Census 2000 

Cresce and Ramirez (2003:7) list 
several limitations to their simula8
tion analysis, some of which also 
apply to the research by Logan 
(2001) and Suro (2002). These 
analyses only add to specific 
groups by subtracting from the 
general groups, and don’t use con8
tradictory information to reduce 
specific groups. All three analyses 
assume the total Hispanic popula8
tion is correct and do not add or 

subtract from that total. The 
Martin (2002) analysis does not 
have this limitation, but is limited 
to a relatively small sample of mail 
returns. While Cresce and Ramirez 
(2003) use Census 2000 long form 
data, Logan (2001) models the dis8
tribution of specific groups with 
Current Population Survey (CPS) 
data, and Suro (2002) uses C2SS 
data. For a more detailed discus8
sion of these differences, see 
Cresce and Ramirez (2003:7-8,19-
20). All of these studies seem to 
indicate that the observed changes 
in the distribution of Census 2000 
detailed Hispanic groups compared 
with changes seen in other sources 
were not due entirely to a shift in 
how people of Hispanic origin 
define themselves, but rather to 
some product of the changes in 
the way we asked the Hispanic 
origin question. We are left with 
the question of whether the elimi8
nation of examples was the proba8
ble cause of the reporting differ8
ences in detailed Hispanic groups. 

2.6.4 Conclusions about detailed 
Hispanic responses in Census 2000 

In discussing the reporting 
changes in Hispanic groups, Martin 
(2002a:16) speculates: 
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Although the cause of the effect 
is uncertain, it is probably due 
to the combined effect of ques8
tion wording and the elimination 
of examples in the Census 2000 
questionnaire. The examples 
next to the write-in box provid8
ed cues about the type of 
answer intended by the ques8
tion in the 1990-style form. In 
the Census 2000 questionnaire, 
the instruction to “print group” 
right after the “Yes, other 
Spanish/Hispanic/Latino” 
response category may have 
suggested to some respondents 
that they should print whichever 
of these three terms they 
preferred. 

Although the elimination of exam8
ples is commonly assumed to be 
the main cause of this problem 
(see GAO 2003:2 for example), 
Martin (2002a:16) argues that “the 
hypothesis of example effects does 
not account for the higher report8
ing of Mexicans in the 1990-style 
form. This difference requires a 
different explanation, because the 
specific examples (Mexican, 
Mexican Am., Chicano) are identi8
cal in both forms.” Similarly, the 
analysis by Cresce and Ramirez 
(2003:11) suggests that all check 
box groups (Mexican, Puerto Rican, 
and Cuban) may have been affect8
ed, which also argues that some-
thing other than removing exam8
ples was at work. 

Martin (2002a:16) goes on to 
argue that: 

The wording change from “Is 
this person of Spanish/Hispanic 
origin?” to “Is this person 
Spanish/Hispanic/Latino?” may 
have contributed to the report8
ing difference. The Census 
2000 question appears directed 
to an overarching identification 
as Hispanic (or Spanish or 
Latino), and the absence of 

specific Hispanic examples 
would reinforce this wording 
effect. 

Reflective of the issue of examples 
as they may have affected both 
Hispanic and race reporting, Martin 
(2002b:4) notes: 

The apparent contrast between 
the effects of examples in the 
Hispanic origin and race items 
merits further analysis and con8
sideration. The examples in the 
1990 Hispanic origin question 
may have served to clarify that 
the intent of the question was 
to collect detailed Hispanic ori8
gin, while the race question may 
not have suffered from the same 
ambiguity, hence may not need 
examples. In addition, the 
examples were placed different8
ly in the two questions. In the 
1990 form, the Hispanic exam8
ples were prominently placed, 
just below the “other 
Spanish/Hispanic” response 
option, above the write-in 
space. The race examples were 
off to the left, below the ques8
tion and remote from the write-
in space, where they were less 
likely to be seen than the 
Hispanic examples were. This 
difference in placement would 
likely reduce their impact in the 
race item compared to the 
Hispanic origin item. 

Unfortunately, as Martin (2002a:16) 
suggests, “the experiment was 
designed to evaluate the effects of 
all the wording and design differ8
ences between the 1990 and 2000 
mail questionnaires, it is not well 
suited to isolating the causes for 
this or other differences.” We 
speculate that in effect we 
changed the “sense” of the 
Hispanic-origin question by remov8
ing examples, dropping “origin” 
from the question, using three gen8
eral terms separated by slash 

marks (Spanish/Hispanic/Latino), 
and using a write-in instruction 
(“Yes, other Spanish/Hispanic/ 
Latino – Print group”) that seems to 
request one term should be print8
ed. All of these combined changes 
may have caused respondents to 
select among the terms listed (or 
even reject these terms) rather 
than report their specific origin. In 
later sections, I will present other 
evidence to support this con8
tention. In any case, the AQE pro8
vides the most important and 
telling evidence to date on the 
effect of questionnaire changes in 
Census 2000. 

As reflected in the GAO (2003a:10) 
report, neither the 1997 OMB revi8
sions to Directive No.15 nor Public 
Law 94-311 require us to collect 
data on detailed Hispanic groups 
but we have done so in the best 
effort to get an accurate overall 
count of the Hispanic population. 
All evidence points to the achieve8
ment of this goal in Census 2000. 
However, the fact we publish data 
on detailed Hispanic-origin groups 
indicates to data users that we 
have some confidence in the accu8
racy of the reported data. As GAO 
(2003a:3) summarized the issue, 
“while the [Census] Bureau report8
ed what respondents marked on 
their questionnaires, because of 
confusion over the wording of the 
question, the subgroup data could 
be misleading” [emphasis added]. 
It may no longer be possible for us 
merely to publish what respon8
dents provided without a thorough 
assessment of the data and a deci8
sion process about whether to 
publish or not. However, the pub8
lic demand for census data, no 
matter how flawed or inconclusive, 
may give us no recourse but to 
make the data available. This 
point is well illustrated by the 
demand for group quarters (see 
GAO, 2003b) and adjustment data 
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(see GAO, 2003c) from Census 
2000. 

While respondent confusion may 
play a role in producing differences 
in detailed Hispanic reporting, it is 
also likely that our instructions 
were not clear in communicating 
what we wanted from the respon8
dent. As Martin (2002c:592) 
reminds us, “questionnaire changes 
that seem minor can have impor8
tant effects” on our data. 
Therefore, we need to “pretest and 
evaluate all questionnaire 
changes,” and although we did 
conduct tests prior to the changes 
in the census questionnaire, “per-
haps the test design and sample 
size were not adequate to detect” 
any effects that would illuminate 
these complex and important 
issues. It seems that an inade8
quate and small sample size, in 
particular, may limit our ability to 
detect the effect of changes. I will 
address these concerns in subse8
quent sections of this report. The 
GAO report emphasizes the need 
for further improvements in the 
quality of detailed Hispanic data, 
and highlights the need for consis8
tency among data sets in this 
regard. 

2.6.5. Reporting of detailed Asian 
and Pacific Islander responses in 
Census 2000 

Given the concern about the 
effects of dropping examples on 
the reporting of specific Hispanic 
groups, Martin (2002b:1) under-
took an examination of the AQE 
data to see how the changes in the 
questionnaire affected the report8
ing of specific race groups. 
Looking first at the race example 
groups (Hmong, Fijian, Laotian, 
Thai, Tongan, Pakistani, and 

Cambodian) taken as a whole, 
Martin (2002b:2) found a statisti8
cally significant difference in the 
reporting of these specific groups. 
However, the 2000-style form, 
which did not list examples, 
showed a higher proportion of 
these example groups than the 
1990-style form (0.356 vs 0.106 
percent). Martin (2002b:3) also 
notes that “in general, the 2000-
style form elicited more reports of 
both the Asian and the Pacific 
Islander example groups, although 
only the overall differences for 
Asians and for Pacific Islanders are 
statistically significant at the .05 
level.” One difficulty with the 
analysis was that there were no 
responses of specific Pacific Islander 
groups in the 1990-style forms (see 
Martin 2002b:3, Table 2), indicating 
that this sample may have been too 
small to conclude anything about 
example effects in this case. Martin 
(2002b:3) also notes that a larger 
sample is needed, but points out 
that “the difference is consistent for 
all the groups, and marginally sig8
nificant for several (t > 1.645 is sig8
nificant at p<.10 with a 2-tailed 
test), despite very small cell fre8
quencies.” Additional research on 
the use of examples is addressed by 
Martin, Gerber, and Redline (2003). 

Among Martin’s (2002:3-4) other 
findings was the discovery that 
there was no difference in overall 
reporting of the Asian category 
(4.04 percent in 2000-style and 
4.06 percent in the 1990-style 
forms), but there were significant8
ly more Pacific Islanders in the 
2000-style forms (0.17 percent vs 
0.05 percent). Martin (2002b:4) 
concludes that the “results do not 
indicate that dropping the exam8
ples had any negative effects on 

reporting of the [Asian and Pacific 
Islander] example groups in 2000-
style forms,” but that “differences 
in reporting probably arise from 
other design features of the ques8
tionnaire, and are probably not a 
(perverse) effect of examples.” 

Martin’s (2002b:4) preliminary con8
clusions are as follows: 

Other questionnaire features are 
probably influencing the results 
for Pacific Islanders, in particu8
lar, splitting the API [Asian and 
Pacific Islander] category into 
two separate categories [“Asian”; 
“Native Hawaiian and Other 
Pacific Islander”]. The Pacific 
Islander category is probably 
more populated in 2000-style 
forms because it is easier for 
Pacific Islanders to report when 
the Pacific Islander boxes are 
grouped together rather than 
interspersed among Asian 
boxes, as they are in the 1990-
style form, and when they have 
their own “Other Pacific 
Islander” response box associat8
ed with a write-in space. 

Both Asian and Pacific Islander 
respondents may have been 
confused by the label “Other 
API” used in the 1990-style 
form, which requires close 
attention and skilled reading to 
decode, and which may have 
contributed to the difference in 
write-ins of example groups. 
have not yet examined whether 
there are also form differences 
in write-ins of non-example 
Asian groups, which might shed 
light on whether the revisions 
made to the 2000-style forms 
led to a general increase in 
write-ins of specific Asian 
groups. 
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3. 	Census 2000 Content Reinterview 
Survey 

Content reinterview surveys con8
ducted during decennial censuses 
have traditionally been an impor8
tant tool in assessing the quality of 
census data (Thomas, Dingbaum, 
and Woltman, 1993:5). The 
Census 2000 Content Reinterview 
Survey (CRS) is no exception 
(Singer and Ennis, 2002). The pur8
pose of the Census 2000 CRS was 
to evaluate the consistency of 
responses to Census 2000 through 
a reinterview of a sample of 
respondents. A summary of the 
Census 2000 CRS findings follows 
(Singer and Ennis, 2002). 

3.1 Study design 

The CRS randomly selected 30,000 
households that were scheduled to 
receive the Census 2000 long 
form. Upon receipt of the long 
form from these households, they 
became eligible for a reinterview. 
The CRS randomly chose one sam8
ple person from each household to 
be reinterviewed via phone (from 
the roster collected at the begin8
ning of the CRS) by an experienced 
census field representative. If a 
respondent could not be reached 
by phone, a personal visit inter-
view was attempted. About 78.2 
percent of interviews were con8
ducted by telephone and 21.5 per-
cent by personal visit; the remain8
ing interviews utilized both modes, 
or the mode could not be deter-
mined (Singer and Ennis, 2002:3). 

The primary goal of the CRS was to 
evaluate the quality of data collect8
ed in Census 2000 using simple 
response variance as measured by 
the index of inconsistency (Singer 
and Ennis, 2002:1). A discussion 

of interpreting the index of incon8
sistency appears below in section 
3.3.2. While the index of inconsis8
tency is a point estimate, the level 
of inconsistency was considered 
low if the index was less than 20, 
moderate if between 20 and 50, 
and high if greater than 50. A low 
level of inconsistency for an item 
was interpreted as meaning that 
there is “usually not a major prob8
lem,” a moderate level as “some-
what problematic,” and high as 
“very problematic” (Singer and 
Ennis, 2002:9). 

Singer and Ennis (2002:9) point 
out that: 

The index of inconsistency may 
be substantially higher for rare 
categories6 when only a few 
individuals among the small 
number reporting the character8
istic change their response 
(interview vs. reinterview). This 
may also be a problem for small 
sample sizes, even when they 
don’t have rare characteristics. 
We may observe high indexes 
for rare categories in a distribu8
tion even though the gross dif8
ference rate (the proportion of 
individuals in the sample chang8
ing their minds) may be small. 

Ultimately, the CRS analyzed data 
for about 20,0007 preselected 
households (Singer and Ennis, 
2002:4). The CRS used edit proce8
dures similar to Census 2000 for 

6 For CRS, a characteristic is rare when 
5 percent or less cases fall in the category. 

7 After removing census non-interviews, 
CRS non-interviews, and non-matches, CRS 
had 19,554 sample-person matches. 

race, Hispanic origin, and ancestry, 
but did not go as far as imputing 
for nonresponse (Singer and Ennis, 
2002:4). 

3.2 Limitations 

This study does not address 
response bias because, unlike pre8
vious census CRS studies, no prob8
ing questions were asked. The 
test-retest response evaluation 
used in this study measures simple 
response variance (Singer and 
Ennis, 2002:10). The fact that no 
probing questions were asked is 
not necessarily a limitation 
because in order to measure bias 
one must know the “true” value of 
the characteristic being measured. 
The presumption had been that the 
probe or the CRS answer was true. 
The CRS questionnaire closely fol8
lowed the enumerator question8
naire for Census 2000, but, unlike 
Census 2000, most interviews 
were conducted by telephone. 

The mailback universe was over-
represented in the 2000 CRS – 
about three-quarters of the cases 
analyzed in CRS completed mail-
back forms in Census 2000 com8
pared with 58 percent of the pre-
selected households. For a majori8
ty of cases, then, there is a differ8
ence in the mode of collection 
between the census and the CRS. 
As consequence this study may 
overestimate inconsistency in 
Census 2000 because “data collect8
ed by mailback may be less incon
sistent than data collected by enu8
merators” (Singer and Ennis, 
2002:xxi,10-11). Additionally, the 
respondent answering the CRS was 
not always the census respondent. 
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About 68.4 percent of the respon8
dents were the same in CRS and 
census, although 48.2 answered 
for themselves in both and 20.2 

8were proxy respondents in both. 
About 22 percent were different 
respondents on CRS and census, 
and we were not able to determine 
the respondent in about 9.6 per-
cent of the cases (Singer and Ennis, 
2002:11). The data in this report 
are self-weighted and not weighted 
up to national estimates. Each 
housing unit had the same weight 
because the sample was selected 
with a single-stage systematic sam8
ple. The sampled person was 
selected at random within each 
household, so each person had an 
equal probability of selection with-
in the household. So “sample per-
sons within households of the 
same size had the same weight” 
(Singer and Ennis, 2002:11). 

The CRS study compares CRS and 
Census 2000 data before consis8
tency edits and imputations. Race, 
Hispanic origin, and ancestry were 
edited based only on the informa8
tion of the sampled person. 
Among the possible contributors 
to response error are the question8
naire design, question wording, 
interview mode, interviewer 
effects, inadequate instructions, 
scanning errors, and deliberate fal8
sification (Singer and Ennis, 
2002:11). The CRS questionnaire 
mimicked the census enumerator 
questionnaire. Collection of infor8
mation on race and Hispanic origin 
may have been affected by admin8
istration mode because responses 
may have been affected by the 
presence or absence of the flash 
card (Singer and Ennis, 2002:11-
12). 

8 In this report, “proxy” refers to a 
respondent who was a household member 
but not the sample person. 

3.3 Findings in brief 

In this topic report, I focus primari8
ly on the consistency of race and 
Hispanic-origin reporting, and to a 
lesser extent on place of birth and 
ancestry, which are also of interest 
in racial and ethnic research. The 
remaining population and housing 
items are covered in the compan8
ion Content and Data Quality Topic 
Report. Of the 58 population char8
acteristics evaluated by the CRS, 
16 showed good consistency, 26 
moderate consistency, and 16 poor 
consistency.9 The CRS report con8
sidered Hispanic-origin and place-
of-birth reporting to be of good 
consistency, and race and ancestry 
reporting to be of moderate consis8
tency. 

Over 95 percent of respondents 
answered both the race and 
Hispanic-origin question in Census 
2000 and CRS. When answering 
28 of the 58 population questions, 
including ancestry, households 
with non-Hispanic sample persons 
showed more consistency10 than 
households with Hispanic sample 
persons. From most consistent to 
least consistent, households with 
White sample persons showed 
more consistency than households 
with Asian sample persons, house-
holds with sample persons report8
ing Two or more races, households 
with Black sample persons, and 
households with sample persons 
reporting other single races. 
However, households with Hispanic 
sample persons were more consis8
tent in reporting place of birth 
than households with non-Hispanic 

9 For simplicity of expression, the fol8
lowing terms used in the CRS report were 
modified: 1) low inconsistency = good con8
sistency; 2) moderate inconsistency = mod8
erate consistency; and 3) high inconsistency 
= poor consistency. 

10 The phrase “more consistency” is used 
in this report instead of “less inconsistency,” 
and so on from the CRS report, for ease of 
expression. 

sample persons (Singer and Ennis, 
2002:19-20). 

3.3.1 Consistency of Hispanic-
origin reporting 

According to Singer and Ennis 
(2002:xxii-xxiii), the edited data 
for the Hispanic-origin question 
displayed good consistency. But 
the lack of instructions for 
Hispanic origin may have caused 
some respondents to “choose 
multiple categories” although 
the intent was to get only one 
category. 

Singer and Ennis (2002:52-53) note 
that the changes in the Hispanic-
origin question, including sequenc8
ing it ahead of race, the dropping 
of examples, changing the ques8
tion wording and adding “Latino,” 
and the new instructions to answer 
both Hispanic origin and race may 
have influenced consistency. They 
analyzed the Hispanic-origin 
responses in two ways. First, they 
treated each response category as 
a “Yes/No” question, using the 
unedited data. Second, they 
grouped the responses, including 
write-in entries, into eight cate8
gories, using the edited data. 

The first analysis suggested good 
consistency for the “non-Hispanic” 
and the “Mexican” categories, but 
only moderate consistency for the 
“Puerto Rican,” “Cuban,” and “Other 
Hispanic” categories (see Table 
3.1). The second analysis with 
eight categories (see Table 3.2) 
also showed good consistency 
with only about 3.3 percent of 
respondents changing their 
answers, and an aggregate index 
of inconsistency of 17.2. However, 
as Singer and Ennis (2002:53-54) 
remind us, all categories were 
“rare” except the “Non-Hispanic” 
and “Mexican” categories. They 
also noted that about 20 percent 
of those who changed answers 
went from non-Hispanic in the 
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Table3.1 
Aggregate Response Variance Measures for Hispanic 
Origin (Unedited Data) 

Reinterview classification Net 
difference 

rate 

Consis
tency 
level 

Index of inconsistency 

Estimate 

90-percent 
confidence 

interval 

Not Hispanic . . . . . . . . . . . . . . . . . . . . . . .  *02 Good 10.2 9.3 to 11.1 
Mexican . . . . . . . . . . . . . . . . . . . . . . . . . .  *–0.9 Good 18.0 16.6 to 19.5 
Puerto Rican . . . . . . . . . . . . . . . . . . . . . . .  *–0.3 Moderate 22.7 19.4 to 26.6 
Cuban. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  *–0.3 Moderate 41.7 34.6 to 50.3 
Other Hispanic . . . . . . . . . . . . . . . . . . . . .  0.0 Moderate 42.2 39.0 to 45.7 

* NDR significantly different from zero. 

Source: Adapted from Singer and Ennis (2002:53 Table 33). 

Table 3.2 
Response Variance Measures for Hispanic Origin 
(Edited Data) 

Reinterview classification 
Net 

difference 
rate 

Consis
tency 
level 

Index of inconsistency 

Estimate 
90-percent con
fidence interval 

Non-Hispanic . . . . . . . . . . . . . . . . . . . .  *0.6 Good 10.1 9.2 to 11.0 
Mexican . . . . . . . . . . . . . . . . . . . . . . . . .  *-0.3 Good 13.4 12.2 to 14.8 
Puerto Rican . . . . . . . . . . . . . . . . . . . . .  0.0 Good 14.2 11.5 to 17.6 
Cuban . . . . . . . . . . . . . . . . . . . . . . . . . .  *-0.1 Good 13.7 9.3 to 20.1 
Other Hispanic . . . . . . . . . . . . . . . . . . .  * 0.4 Moderate 33.8 30.7 to 37.3 
Multiple non-Hispanic . . . . . . . . . . . . .  0.0 Poor 100.0 42.5 to 100.0 
Multiple Hispanic . . . . . . . . . . . . . . . . .  *-0.1 Poor 80.5 62.4 to 100.0 
Mixed non-Hispanic and Hispanic . . *-0.6 Poor 98.6 88.0 to 100.0 

Aggregate . . . . . . . . . . . . . . . . . . . .  Good 17.2 16.1 to 18.4 

* NDR significantly different from zero. 

Source: Singer and Ennis (2002:55 Table 36). 

– ;both respondents who reported 
on mailback forms and to enu8
merators also showed good con8
sistency and were not statistical8
ly different (with index of 17.6 
and 16.9 respectively). 

– ;when the data were analyzed as 
single response versus multiple 
response, they showed poor 
consistency. Giving multiple 
responses was a “rare” category, 
which as stated above, can 
affect the index of inconsisten8
cy. Only about 1.4 percent of 
responses were multiple. 

– ;about 77 percent of those who 
changed their answers reported 
a single response in the census 
and multiple responses in the 
CRS; and about 23 percent 
reported multiple responses in 
the census and a single 
response in the CRS. 

3.3.2 Discussion of Hispanic-origin 
reporting 

According to Thomas, Dingbaum, 
and Woltman (1993:8-9), there are 

census to a mix of non-Hispanic 
and Hispanic in CRS, and about 53 
percent of those chose “non-
Hispanic” and “Mexican.” About 16 
percent of those who changed 
answers were “Other Hispanic” in 
census and “Mexican” in CRS. 
What is clear is that most of the 
inconsistency arises in the “Other 
Hispanic” category and the multi8
ple reports, as can be seen in 
Table 3.2. 

One caution noted by Singer and 
Ennis (2002:55) was that the “net 
difference rates for all categories 
except ‘Puerto Rican’ and ‘Multiple 
non-Hispanic’ were statistically dif8
ferent from zero suggesting that 
the CRS was not independent of 
the census and/or did not replicate 

the census conditions as well as 
desired.” Net difference rates 
(NDRs) give the difference between 
the original percent in a specific 
answer category and the reinter-
view percent in the same category. 
An NDR that is statistically differ8
ent from zero suggests that the 
assumption of replication is not 
satisfied. 

Among Singer and Ennis’ (2002:55-
56) other findings about Hispanic-
origin reporting were: 

– ;households with foreign-born 
sample persons showed good 
consistency compared with 
moderate consistency of house-
holds with native-born sample 
persons. 

several ways to interpret the index 
of inconsistency, depending on the 
methodology used to collect rein8
terview data. 

1. If each of the two observations 
(the census and the reinterview 
in this case) is regarded as an 
independent repetition of the 
same survey procedure under 
the same general conditions, the 
index of inconsistency estimates 
the ratio of simple response 
variance to the sum of sampling 
variance and simple variance. 
In this case, as noted by Biemer 
(1985), the index of inconsis
tency measures the impact 
of mis-classification errors 
on total variance of an 
observation (emphasis 
added). 
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2. The index of inconsistency 
may also be interpreted as a 
complement of a measure of 
agreement between the cen
sus and the reinterview 
responses. Viewed in this way, 
the index is the ratio of the 
observed number of response 
differences to the number that 
would occur if the cell counts 
were formed by a random 
agreement mechanism based on 
the observed marginal distribu8
tions (census and reinterview). 

So “when the second observa
tion is not an attempt to repeat 
the original interview proce
dure but may represent an 
‘improved’ data source,” the first 
interpretation of the index of 
inconsistency may be question-
able. The second interpretation is 
appropriate “even when the 
second observation is not an 
attempt to repeat the original 
interview procedure identical
ly” (Thomas, Dingbaum, and 
Woltman 1993:9). In this regard, it 
may be more appropriate to regard 
the 2000 CRS indexes of inconsis8
tency in this fashion rather than 
as simple response variance esti8
mators. 

Table 3.3 
Hispanic-Origin Index of 
Inconsistency: 2000 and 
1990 

Hispanic-origin category 2000 
CRS 

1990 
CRS 

Not Hispanic . . . . . . . . . .  10.1 9.3 
Mexican . . . . . . . . . . . . . .  13.4 8.5 
Puerto Rican . . . . . . . . . .  14.2 8.6 
Cuban . . . . . . . . . . . . . . . .  13.7 13.6 
Other Hispanic . . . . . . . . .  33.8 34.1 
Multiple non-Hispanic . . . 100.0 (X) 
Multiple Hispanic . . . . . . .  80.5 (X) 
Mixed non-Hispanic and 
Hispanic . . . . . . . . . . . . .  98.6 (X) 

Aggregate . . . . . . . . .  17.2 12.2 

(X) Not applicable. 

Source: Adapted from Singer and Ennis 
(2002:55 Table 36) and Thomas, Dingbaum, and 
Woltman (1993:36 Table 3; 17 Table 4.1). 

Table 3.4 
Hispanic-Origin Question by Questionnaire Type 

Census 2000 questionnaire Hispanic-origin question 

Census 2000 
Form D-2 (mailback long form) 

Is this person Spanish/Hispanic/Latino? Mark X the ‘‘No’’ 
box if not Spanish/Hispanic/Latino. 

Enumerator Questionnaire 
Form D-2(E) 

Are any of the persons that I have listed Mexican, Puerto 
Rican, Cuban, or of another Hispanic or Latino group? 

Content Reinterview Survey 
Form D-1010 (5-10-2000) 

(Are you/Is...) Mexican, Puerto Rican, Cuban, or of 
another Hispanic or Latino group? 

How does the 2000 CRS compare 
to the 1990 CRS? Looking first at 
the aggregate index of inconsisten-
cy11 in Table 3.3, the 2000 index 
(17.2) is greater than the 1990 
index (12.2), although both are 
still low. 

One reason for the difference in 
indexes is that more categories 
were used in the calculation in 
2000 than in 1990. As Thomas, 
Dingbaum, and Woltman (1993:9) 
remind us, “the level of index is 
sensitive to the number and 
detail of categories in a classifica8
tion system as well as to the dis
tribution of the population over 
these categories” [emphasis 
added]. Similarly, as discussed 
previously, Singer and Ennis 
(2002:53-54) remind us that all 
categories were “rare” except the 
‘Non-Hispanic’ and ‘Mexican’ cate8
gories. Although the total sample 
size should have no effect on the 
difference in indexes, the total 
sample size in the 1990 
(n=29,647) was about 52 percent 
larger than in 2000 (n=19,554) 
(see Thomas, Dingbaum and 
Woltman, 1993:30; Singer and 
Ennis, 2002:4). A larger sample in 
2000 may have yielded a greater 
number of observations in the 
rarer categories. 

11 In 1990 the aggregate index was 
referred to as an L-fold index and was 
defined as “a weighted average of the indi8
vidual indexes computed for each category 
of a distribution” (Thomas, Dingbaum, and 
Woltman 1993:9). 

Turning to individual categories, 
we see in Table 3.3 that there was 
much more consistent reporting in 
1990 in the “Mexican” and “Puerto 
Rican” categories, but about the 
same consistency in reporting for 
the “Cuban” and “Other Hispanic” 
categories. One explanation for 
the difference in reporting consis8
tency is that the 1990 CRS used 
exactly the same question in cen8
sus and CRS (Thomas, Dingbaum, 
and Woltman, 1993:6), but the 
2000 CRS did not, as we will see 
below. Another reason is that the 
2000 CRS used telephone inter-
views (78 percent; see Singer and 
Ennis, 2002:3) to a much greater 
extent than was probably the case 
in 1990. 

Unlike the 1990 CRS, the questions 
asked in the 2000 CRS differed 
from the ones used in the census. 
In case of Hispanic origin in partic8
ular, the CRS question is quite dif8
ferent from the mail form, but 
more similar to the Census 2000 
interviewer form (see Table 3.4). 

A reasonable person might con8
clude that the mailback Hispanic-
origin question is really asking if a 
person is “Spanish/Hispanic/ 
Latino,” whereas the enumerator 
and CRS questions are asking 
about specific groups (e.g., 
“Mexican,” “Puerto Rican,” “Cuban,” 
or of another Hispanic or Latino 
group). All had very similar 
response categories, with the pos8
sible exception of the “Other 
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Table 3.5 
"Other Hispanic" Category by Questionnaire Type 

Census 2000 questionnaire Hispanic-origin question 

Census 2000 
Form D-2 (mailback long form) 

Yes, other Spanish/Hispanic/Latino—Print group. 

Enumerator Questionnaire 
Form D-2(E) 

Yes, other Spanish/Hispanic/Latino—What is this group? 

Content Reinterview Survey 
Form D-1010 (5-10-2000) 

Yes, other Spanish/Hispanic/Latino—What is this group? 

Using the edited data from the 
2000 CRS study, Table 3.6 shows 
the distribution of general Hispanic 
responses (such as Spanish, 
Hispanic, or Latino).12 These data 
suggest that some portion of 
respondents shift between a gener8
al Hispanic response and specific 
responses. Most of the time the 
shift is towards a specific Hispanic 
national origin. For example, 
about 205 respondents in CRS 
gave a general response in Census 
2000. Of those, about 24 percent 
(weighted) gave a general 
response, 12 percent switched to 
non-Hispanic, and 64 percent to a 
specific Hispanic national origin. 
From the opposite perspective, 
there were 138 respondents in CRS 
that gave general Hispanic 
responses. Of those, about 35 per-
cent gave general responses in the 
census, 17 percent non-Hispanic, 
and 48 percent specific Hispanic 
national-origin responses. In any 
case, any confusion arising from 
the issues discussed above would 
lead to a much poorer consistency, 

12 The general terms used included: 
Hispanic, Latino, Spanish, Spanish American, 
Other Central American, Other South 
American, Other Hispanic check box with no 
write-in, Spaniard (including specific terms), 
and all other non-specific national origins. 

Hispanic” category (see Table 3.5). 
Furthermore, the mailback ques8
tion could also be seen as asking a 
person to select among the choices 
“Spanish/Hispanic/Latino.” The 
“print group” instruction on the 
mail form may have reinforced this 
because no examples were listed. 

In addition, the instruction “Mark X 
the “No” box if not Spanish/ 
Hispanic/Latino” on the mailback 
form may be interpreted as 
instructing the respondent to mark 
“No” if he/she does not identify 
with any or all of the terms. Either 
of these interpretations could have 
led to some of the multiple 
responses and the “switching” 
observed in CRS. 

Consider a hypothetical example of 
a respondent of Mexican origin 
who might have reasonably con8
cluded that the “proper” answer to 
the mailback form was one of the 
following: 

1. “No, not Spanish/Hispanic/ 
Latino” because he/she did not 
identify with any or all of the 
terms; or 

2. “No...” and “Yes, Mexican, 
Mexican Am., Chicano” because 

“Spanish,” “Hispanic,” or 
“Latino” because he/she identi8
fies with one of the general 
terms; or 

4. “Yes, Mexican ...” and “Yes, 
other ...” and a write-in of 
“Spanish,” “Hispanic,” or 
“Latino” because he/she identi8
fies as Mexican and also identi8
fies with one of the general 
terms (in essence votes for a 
favorite rubric). 

Yet, during the reinterview the 
respondent may have selected the 
“Yes, Mexican ...” category or 
another inconsistent choice. 
Dropping examples in Census 
2000 may have also led to the 
impression we were asking respon8
dents to select, or even reject, the 
general responses (see Martin, 
2002:16). 

Table 3.6 
General Hispanic Responses in Census 2000 and Content 
Reinterview Survey 

Number of Number of

general general


Hispanic Hispanic


Hispanic-origin category responses in responses in

the census the CRS

question by question by


CRS Weighted census Weighted 
response distribution response distribution 

he/she did not identify with Total . . . . . . . . . . . . . . . . . . .  205 100.0% 138 100.0% 
any or all of the general terms, Not Hispanic . . . . . . . . . . . . . . . .  32 12.3% 27 16.7% 

but does identify as Mexican – Mexican . . . . . . . . . . . . . . . . . . . .  
Puerto Rican . . . . . . . . . . . . . . .  

72 
7 

35.8% 
14.6% 

35 
7 

28.5% 
4.4% 

or it could because he/she is of Cuban . . . . . . . . . . . . . . . . . . . . .  5 6.7% - -

mixed heritage; or Central and South American . . 
General responses . . . . . . . . . .  

42 
47 

6.9% 
23.8% 

22 
47 

15.2% 
35.1% 

3. “Yes, other Spanish/Hispanic/ - Represents zero.


Source: Special tabulation of the 2000 CRS micro data.
Latino” and a write-in of 
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as measured by the CRS. Many of 
these types of responses are treat8
ed as a “change in response” 
although they may reflect unin8
tended effects of question design 
changes and methodological differ8
ences rather than inaccuracies of 
reporting. 

3.4 Consistency of race 
reporting 

The race questions changed sub8
stantially between 1990 and 2000. 
Among the most significant 
changes were that in Census 2000 
respondents were allowed to select 
more than one race, whereas in 
1990 they were only allowed to 
select one; in Census 2000 
Hispanic origin was sequenced 
ahead of race, while in the 1990 
census it followed, with two other 
questions in between the two; the 
1990 category “Asian and Pacific 
Islander” was split into separate 
“Asian” and “Native Hawaiian and 
Other Pacific Islander” categories; 
the 1990 categories “American 
Indian,” “Eskimo,” and “Aleut” were 
combined into an “American Indian 
and Alaska Native” category; and 
the 1990 examples for Asian and 
Pacific Islander groups were 
removed (see Singer and Ennis, 
2002:56, and Martin, 2002:2). 

As with Hispanic origin, Singer and 
Ennis (2002:56) analyze the race 
data in two ways. In the first 
analysis, Singer and Ennis 
(2002:57) examine only the check 
box entries and treat them as 
“Yes/No” responses. They note 
that “all categories were rare 
except ‘White,’ ‘Black or African 
Am. or Negro’ and ‘Some other 
race,’” and that “the net difference 
rates for eleven of the fifteen cate8
gories were statistically different 
from zero, suggesting that the CRS 
was not independent and/or did 
not replicate the census conditions 
very well.” Only the “White,” 
“Black,” “Filipino,” and “Korean” cat8
egories have good consistency. 
Next, Singer and Ennis (2002:57) 
look at edited (but not imputed) 
race data grouped into seven cate8
gories. The edited data showed 
moderate consistency, with 7.6 
percent of respondents changing 
their race and an aggregate index 
of 23.1. “American Indian and 
Alaska Native (AIAN),” “Native 
Hawaiian and Other Pacific Islander 
(NHPI),” and “Two or more races” 
categories were considered rare. 
In addition, the net difference rates 
for the “White,” “Some other race,” 
and “Two or more races” categories 
are statistically different from 
zero, meaning at least one of the 

model assumptions of independ8
ence or replication was not met. 

About 14 percent of the respon8
dents who changed their race 
between the census and the CRS 
reported as “White” in the census 
and “Some other race” in CRS. 
About 32 percent reported just the 
opposite – “Some other race” in 
census and “White” in CRS. 
Analysis of these responses indi8
cated that the “majority of the per-
sons in these two inconsistent cat8
egories were of Hispanic origin” 
(Singer and Ennis, 2002:58). 

Singer and Ennis (2002:59) then 
analyzed the data by Hispanic 
origin and found that households 
with non-Hispanic sample persons 
showed more consistency (good) 
than households with Hispanic 
sample persons (poor). Therefore, 
Singer and Ennis (2002:59) con8
clude that “this suggests that the 
Hispanic population are contribut8
ing greatly to the variability in the 
race data.” 

3.4.1 Discussion of race reporting 

Although the consistency of report8
ing race leaves much to be 
desired, it is quite clear that 
respondents of Hispanic origin are 
less likely to report consistently 

Table 3.7 
Response Variance Measures for Race by Hispanic Origin (Edited Data) 

Race categories 

Non-Hispanic Hispanic 

Consistency 
level 

Index of inconsistency 

Consistency 
level 

Index of inconsistency 

Estimate 

90-percent 
confidence 

interval Estimate 

90-percent 
confidence 

interval 

White . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Good 9.1 8.4 to 9.8 Poor 88.6 84.8 to 92.8 
Black, African Am., or Negro . . . . . . . . . . . . . . . .  Good 3.9 3.3 to 4.5 Moderate 47.8 36.6 to 62.4 
Am. Indian or Alaska Native . . . . . . . . . . . . . . . .  Moderate 32.1 26.1 to 39.5 Poor 72.0 50.5 to 100.0 
Asian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Good 7.1 5.9 to 8.6 Moderate 30.5 11.7 to 79.8 
Native Hawaiian or Pacific Islander . . . . . . . . . .  Moderate 38.5 26.0 to 57.0 Poor 100.0 44.4 to 100.0 
Some other race . . . . . . . . . . . . . . . . . . . . . . . . . .  Poor 90.5 74.5 to 100.0 Poor 90.5 86.2 to 95.2 
Two or more races . . . . . . . . . . . . . . . . . . . . . . . .  Poor 72.9 67.5 to 78.7 Poor 85.5 74.5 to 98.2 

Aggregate . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Poor 12.6 11.8 to 13.5 Poor 86.9 83.4 to 90.6 

Source: Adapted from Singer and Ennis (2002:59 Table 41) 
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than non-Hispanics. However, 
among non-Hispanics, only Blacks, 
Asians, and Whites showed good 
consistency, while American 
Indians and Pacific Islanders 
showed only moderate reporting 
consistency (see Table 3.7). The 
“Some other race” and “Two or 
more races” categories showed 
poor reporting consistency. As 
was discussed extensively in the 
Hispanic-origin reporting section, 
there are many reasons why we 
see such inconsistent reporting in 
race. 

Research by Jones and Smith 
(2003:4) found that the potential 
number of children in interracial 
families who could have been 
reported as more than one race 
approaches the number of children 
who were actually reported as 
more than one race in Census 
2000. Thus, Census 2000 does 
not reflect the potential number of 
“multiracial” children.13 This sug8
gests there is, and will be, a sub8
stantial proportion of respondents 
who at any one time may move in 
and out of the multiple race popu8
lation, making the exact measure8
ment of this group challenging 
indeed. 

How does race reporting in Census 
2000 compare to 1990? Thomas, 
Dingbaum, and Woltman (1993:21) 
reported good consistency for 
Whites (13.5 index of inconsisten8
cy), Blacks (3.9), and Asian and 
Pacific Islanders (9.4); moderate 
consistency for American Indian, 
Eskimo, and Aleut (41.2); and 

13 Jones and Smith (2002:24-25) found 
that more than 1.6 million additional chil8
dren could have been reported as more than 
one race based on their interracial parent-
age. Coupled with the actual number of 
children (2.1 million) in the four groups 
examined who were reported as more than 
one race, the total number of children 
reported as more than one race could be 
nearly 4 million or higher. The authors refer 
to this population as the “potential pool of 
‘multiracial’ children.” 

Table 3.8
Race Question by Questionnaire Type 

Census 2000 questionnaire Race question 

Census 2000 
Form D-2 (mailback long form) 

What is this person’s race? Mark X one or more races to 
indicate what this person considers himself/herself to be. 

Enumerator Questionnaire 
Form D-2(E) 

Now choose one or more races for each person. Which 
race or races does each person consider himself/herself to 
be? 

Content Reinterview Survey 
Form D-1010 (5-10-2000) 

Now choose one or more races for (yourself/...). Which 
race or races (do you/does) consider yourself/himself/ 
herself) to be? 

poor consistency for “Other Asian 
and Pacific Islander” (82.9) and 
“Other race” (70.3). 

Similar to Singer and Ennis (1993), 
Thomas, Dingbaum, and Woltman 
(1993:21) reported that the majori8
ty of the respondents switching 
between “White” and “Other race” 
and vice versa were Hispanic. 
Unlike the Hispanic question in 
1990, the race data were “evaluat8
ed using a response-bias (probing) 
type reinterview,” and “the CRS 
may be viewed as the ‘preferred’ 
measurement technique” (Thomas, 
Dingbaum, and Woltman, 1993:6). 
Given the assumption that the CRS 
is the preferred measure of race, 
Thomas, Dingbaum, and Woltman 
(1993:21) concluded that “the 
Hispanic population are contribut8
ing most of the bias in the race 
data in the census” by over-
reporting as “Other” and under-
reporting as “White.” This may 
have been the result of “respon8
dent confusion” or “interviewer 
behavior in the reinterview survey.” 
In any case, it is clear in both stud8
ies that Hispanic respondents had 
trouble answering the race ques8
tion. 

What accounts for the difference in 
the reporting of race? One, there 
is some evidence based on obser-
vations14 from nonresponse fol-

14 It should be noted that observations 
were not based on a scientifically selected 
sample, and were based on subjective judg8
ments of individual observers. 

low-up (NRFU) interviews that “a 
significant number of enumerators 
did not always read questionnaire 
items as written, and often did 
not use the flashcards provided,” 
particularly in the race and 
Hispanic-origin questions (Hough 
and Borsa, 2003:39). Two, similar 
to the Hispanic question, the race 
question was different in the mail-
back and CRS forms, as can be 
seen in Table 3.8. Additionally, the 
CRS (and enumerator) forms may 
be perceived by some respondents 
as suggesting or encouraging 
reporting of more than one race. 

Three, the sample size of CRS may 
be too small to properly measure 
differences in reporting patterns 
both because of rare categories 
and/or because the number of 
respondents answering a particular 
question is small (Singer and Ennis, 
2002:9). Four, as suggested by 
Singer and Ennis (2002:56,59), CRS 
methods do not replicate census 
methodology well for race and 
Hispanic origin. Furthermore, as 
Martin (2002c:592) reminds us, 
even small questionnaire changes 
can, and do, affect study results, 
and “test design and sample size” 
may not be adequate to detect 
these effects. It is quite possible 
that differences in modes of data 
collection and interviewer effects 
may account for some of these dif8
ferences as well. 
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3.5 Consistency of

ancestry reporting Table 3.9<

Single Ancestry Responses From Content Reinterview 
One of the changes to the ancestry Survey (CRS) and Census 2000 

question in Census 2000 was the 
restructuring of the list of exam8
ples from 21 to 16 example ances8
tries. German, Croatian, 
Ecuadorian, Cajun, Irish, Thai, and 
Slovak were dropped from the 
1990 list, and Cambodian and 
Nigerian were added for 2000. In 
order to analyze these data, we 
collapsed the ancestry responses 
into 58 categories. Single ancestry 
responses were reported with 
moderate consistency (about 29 
percent of respondents changed 
their answers in CRS; the aggre8
gate index of inconsistency was 
30.7). Some of the key findings 
are: 

– ;respondents who reported on 
mailback forms showed more 
consistency than those who 
reported to enumerators, 
although both were moderate; 

– ;households with foreign-born 
sample people showed more 
consistency than those with 
native-born sample people 
(moderate); 

– ;households with non-Hispanic 
sample people showed more 
consistency than those with 
Hispanic sample people (both 
moderate). 

One of the difficulties with ances8
try data is that many respondents 
leave the item blank, but the ques8
tion was more likely to be unan8
swered in Census 2000 (n=4,159 
or about 21.3 percent) compared 
with CRS (n=1,603 or about 8.2 
percent). Leaving ancestry blank 
may be a result of “perceived 
redundancy” by many respondents 
who felt they had already provided 
this information when they 
answered the race and Hispanic8

Same Hispanic or All other 
CRS ancestry country in Spanish in responses 

response Census Census in Census Level of 
Number 2000 2000 2000 consistency 

Colombian . . . . . . .  28 (100%) 85.7% - 14.3% Good 
Cuban . . . . . . . . . . .  43 (100%) 95.3% 2.3% 2.3% Good 
Dominican . . . . . . .  45 (100%) 84.4% 8.9% 6.7% Good 
Ecuadorian . . . . . .  22 (100%) 95.5% - 4.5% Good 
Guatemala . . . . . . .  32 (100%) 68.8% 31.2% - Moderate 
Honduran . . . . . . . .  22 (100%) 77.3% 13.6% 9.1% Good 
Mexican . . . . . . . . .  901 (100%) 92.1% 5.8% 2.1% Good 
Puerto Rican . . . . . 144 (100%) 80.6% 15.3% 4.2% Good 
Salvadoran . . . . . .  36 (100%) 72.2% 11.1% 16.7% Moderate 
Hispanic . . . . . . . . .  62 (100%) 8.1% 25.8% 66.1% Poor 
Spanish . . . . . . . . .  102 (100%) 29.4% 8.8% 61.8% Poor 

- Represents zero. 

Source: Adapted from Singer and Ennis (2002:E11-E15 Table E.29; C15-C16 Table C.29). 

origin questions (Martin, Demaio, 
and Campanelli, 1990:555-556). 

3.5.1 Discussion of ancestry 
reporting 

Although ancestry was reported 
with moderate consistency, it was 
less consistently reported in 
households with Hispanic sample 
people, but also more consistently 
in households with foreign-born 
respondents. Yet it is also true 
that proportionately more Hispanic 
households have foreign-born peo8
ple than non-Hispanic households. 
How can this be reconciled? 

Table 3.9 shows nine specific sin8
gle-ancestry Hispanic national-ori8
gin entries, and only two 
(“Guatemalan” and “Salvadoran”) 
had moderate levels of consisten-

15cy. On the other hand, two gen8
eral single ancestries (“Hispanic” 
and “Spanish”) showed even poorer 
levels of consistency, meaning that 
respondents answered differently 
in the census and CRS. 

Of 62 respondents who reported 
as “Hispanic” in CRS, only 8.1 per-

15 However, the lack of consistency may 
be related to switching to general responses 
such as “Hispanic” or “Spanish,” as shown in 
Tables 3.9 and 3.10. 

cent also did so in Census 2000; 
25.8 percent had reported as 
“Spanish” in Census 2000, and 
66.1 percent reported other 
responses (some of which could be 
other specific Hispanic-origin cate8
gories). Similarly, of 102 respon8
dents who reported as “Spanish” in 
CRS, 29.4 percent also did so in 
Census 2000; 8.8 percent had 
reported as “Hispanic” in Census 
2000, and 61.8 percent reported 
other responses. Clearly, 
“Hispanic” and “Spanish” are not 
consistently reported. 

Table 3.10 shows how respondents 
who reported “Hispanic” and 
“Spanish” in the Census 2000 
ancestry question reported in the 
CRS ancestry question. Of 116 
“Hispanic” entries in Census 2000, 
only 4.3 percent reported 
“Hispanic” in CRS. Nearly two-
thirds (62.9 percent) reported 
“Mexican” in CRS and 13.8 percent 
reported “Spanish.” About 1.7 per-
cent reported “U.S. or American,” 
and only 4.3 reported “other 
groups” (some of which could be 
other specific Hispanic origin cate8
gories). Among 84 who reported 
as “Spanish” in Census 2000, 35.7 
percent as reported “Spanish” in 
CRS, 10.7 percent reported 
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Table 3.10 
"Hispanic" and "Spanish" Single Ancestry Responses in 
Census 2000 and Content Reinterview Responses 

‘‘Hispanic’’ in Census ‘‘Spanish’’ in CensusCRS ancestry response 2000 ancestry question 2000 ancestry question 

Columbian . . . . . . . . . . . . . . . . . . . . . . . . .  - 3.6% 
Cuban . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - 8.3% 
Dominican . . . . . . . . . . . . . . . . . . . . . . . . .  2.6% -
Mexican . . . . . . . . . . . . . . . . . . . . . . . . . . .  62.9% 25.0% 
Puerto Rican . . . . . . . . . . . . . . . . . . . . . . .  7.8% 3.6% 
Salvadoran . . . . . . . . . . . . . . . . . . . . . . . .  2.6% 1.2% 
U.S. or American . . . . . . . . . . . . . . . . . . .  1.7% 1.2% 
Hispanic . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3% 10.7% 
Spanish . . . . . . . . . . . . . . . . . . . . . . . . . . .  13.8% 35.7% 
Other groups . . . . . . . . . . . . . . . . . . . . . . .  4.3% 10.7% 

Total . . . . . . . . . . . . . . . . . . . . . . . . . .  100.0% 100% 
Number . . . . . . . . . . . . . . . . . . . . . . .  116 84 

- Represents zero. 

Source: Adapted from Singer and Ennis (2002:E11-E15). 

“Hispanic,” and 25.0 percent 
“Mexican.” 

These results suggest that much of 
the inconsistency in the reporting 
of Hispanic ancestries is related to 
shifting between general terms 
(“Hispanic” or “Spanish”)16 and spe8
cific terms (“Mexican” or “Puerto 
Rican”), and between general terms 
themselves. Table 3.11 shows 
similar results when comparing 
“Hispanic” and “Spanish” responses 
in the CRS ancestry question with 
the matched Census 2000 ancestry 
question responses. Clearly, some 
respondents switch between spe8
cific and general Hispanic group 
terms, but relatively few switch 
between Hispanic and non-

try of birth. With respect to the 
check box responses, place of 
birth was reported very consistent8
ly (only about 0.5 percent of 
respondents reported a different 
place of birth for the sample per-
son, for an index of inconsistency 
of 2.7). Among the findings are: 

– ;respondents who reported on 
mailback forms showed more 
consistency than those who 
reported to enumerators, 
although both were low; 

– ;households with native-born 
sample persons (as identified by 
the check box on the citizenship 
question) showed more consis8
tency than households with for8
eign-born sample persons; 

– ; households with Hispanic sam8
ple persons showed more con8
sistency than households with 
non-Hispanic sample persons. 

3.6.1 Discussion of place-of-birth 
reporting 

Generally speaking, the consisten8
cy of place-of-birth reporting (as 
identified by the write-in response) 
is quite good (Singer and Ennis, 
2002:32). Sample individuals born 
outside of the United States were 
asked to report the country of 
birth. All responses to place of 
birth were grouped into 68 cate8
gories, which included the 50 
states, the District of Columbia, 
United States territories, and other 
countries and regions. 
Approximately 3 percent of CRS 
respondents changed answers dur8
ing the CRS, yielding an aggregate 
index of 3.2. 

Table 3.11 
"Hispanic" and "Spanish" Single Ancestry Responses in 
Content Reinterview and Census 2000 Responses 

Hispanic ancestries. 

3.6 Consistency of place-
of-birth reporting 

The Census 2000 question on 
place of birth included: 1) check 
boxes for respondents to indicate 
whether they were born in the 
United States or outside the United 
States, and 2) write-in spaces to 
report their state of birth or coun8

Census 2000 ancestry response ‘‘Hispanic’’ in CRS 
ancestry question 

‘‘Spanish’’ in CRS 
ancestry question 

Cuban . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.9% -
Dominican . . . . . . . . . . . . . . . . . . . . . . . . .  - 3.9% 
Guatemalan . . . . . . . . . . . . . . . . . . . . . . . .  1.7% 7.8% 
Honduran . . . . . . . . . . . . . . . . . . . . . . . . . .  0.9% 2.0% 
Mexican . . . . . . . . . . . . . . . . . . . . . . . . . . .  25.9% 21.6% 
Puerto Rican . . . . . . . . . . . . . . . . . . . . . . .  10.3% 9.8% 
Salvadoran . . . . . . . . . . . . . . . . . . . . . . . .  - 3.9% 
U.S. or American . . . . . . . . . . . . . . . . . . .  - 1.0% 
Hispanic . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3% 15.7% 
Spanish . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.8% 29.4% 
Other groups . . . . . . . . . . . . . . . . . . . . . . .  1.7% 6.0% 

Total . . . . . . . . . . . . . . . . . . . . . . . . . .  100.0% 100.0% 
Number . . . . . . . . . . . . . . . . . . . . . . .  62 102 

- Represents zero.


Source: Adapted from Singer and Ennis (2002:E11-E15).

16 “Latino” was not tabulated separately 

and may be tabulated with “Other groups.” 
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As shown in Table 3.12, place-of-
birth reporting from Central and 
South America appears to be quite 
consistent. These results for place 
of birth and the previously dis8
cussed results for ancestry sug8
gest that, at least for Hispanic 
groups, these questions may be 
considered reliable supplements to 
the Hispanic-origin data, as shown 
by Cresce and Ramirez (2003). 
However, their use for supplement8
ing race data needs to be explored 
further. 

Table 3.12 
Content Reinterview Survey (CRS) Place-of-Birth Reporting 
for Central and South America 

Area Consistency level Index of inconsistency 

Puerto Rico . . . . . . . . . . . . . . . . . . . . . . . .  High 3.8 
Mexico . . . . . . . . . . . . . . . . . . . . . . . . . . . .  High 1.2 
Other Central America . . . . . . . . . . . . . . .  High 1.5 
Caribbean . . . . . . . . . . . . . . . . . . . . . . . . .  High 5.0 
South America . . . . . . . . . . . . . . . . . . . . .  High 2.1 

Source: Adapted from Singer and Ennis (2002:C23 Table C.34). 
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4. 	Census Quality Survey to Evaluate 
Responses to the Census 2000 Question 
on Race: An Introduction to the Data 

The main objective of the Census 
Quality Survey (CQS) was to assist 
data users in comparing race data 
obtained by asking respondents to 
“mark one or more races” with data 
obtained by asking respondents to 
“mark one race.” The CQS collect8
ed race data using both methods 
from the same people, so poten8
tially it could be used to evaluate 
how respondents reporting multi8
ple races respond when asked to 
report a single race. For example, 
the data could be used determine 
the proportion of people who 
report as ‘Black’ when asked to 
report only one race but report as 
‘White and Black’ when asked to 
report one or more races. This 
information could be used “to 
‘bridge’ the two methods by con8
structing statistical adjustments to 
race distributions obtained using 
one method to make them more 
comparable to race distributions 
obtained using the other” (Bentley, 
Mattingly, Hough and Bennett, 
2003:1). 

4.1 Study design 

According to Bentley, Mattingly, 
Hough and Bennett (2003:11) sam8
ple households were contacted 
twice during the CQS survey to 
provide information on race. Both 
a “mark one race” 1990 census 
instruction and a “mark one or 
more races” Census 2000 instruc8
tion were administered in a split 
panel design. A total sample of 
55,000 addresses was selected. 

The sample households received a 
mailed initial questionnaire in June 
2001. Households that did not 
return the initial questionnaire 

were mailed a second question8
naire in early July 2001. 
Households that did not respond 
to the first or second mailings 
were contacted with nonresponse 
follow-up (NRFU) procedures simi8
lar to those used for Census 2000. 

The sample universe was split into 
two panels (A and B). Panel A, 
consisting of respondents from 
about 27,500 housing units (HUs), 
were asked the Census 2000 race 
question. Panel B, consisting of 
respondents from about 27,500 
housing units, received a similar 
questionnaire but the instruction 
to the question on race was to 
“mark one race.” During the initial 
contact, about 54 percent of 
households in both panels 
responded by mail and the remain8
der were interviewed in NRFU per8
sonal visits. As in Census 2000, 
enumerators used flashcards show8
ing the instructions and the cate8
gories for the questions on race 
and ethnicity in CQS initial contact 
NRFU visits. 

Respondents were also asked 
whether a Census 2000 form had 
been filled out for the household 
and, if so, who completed the 
form. This information was used 
to assess consistency of reporting 
when race was reported by the 
same or a different respondent. 
The CQS also collected information 
on the address where each person 
in the household was living on 
April 1, 2000 to assist in matching 
CQS respondents to their Census 
2000 data. Four to six weeks after 
the second mailout, households 
responding to the initial contact 
phase of the data collection were 

then re-contacted by telephone to 
collect data on race from the alter8
nate race question as well as other 
data, such as education and 
income. 

In the “re-contact” phase of data 
collection, Panel A households that 
received the “mark one or more 
races” instruction in the initial data 
collection were asked to “choose 
one race” in the re-contact inter-
view. Conversely, Panel B house-
holds that received the “mark one 
race” instruction in the initial con-
tact were asked to “choose one or 
more races” in the re-contact inter-
view. 

More than 70 percent of the re-
contact interviews were conducted 
by telephone. Personal interviews 
were conducted to collect the re-
contact information for households 
that were not contacted by tele8
phone. In both cases, every effort 
was made to speak with the indi8
vidual who completed the initial 
questionnaire. The Panel A ques8
tionnaire included a probe for addi8
tional information in instances 
where respondents were reluctant 
to report a single race when asked 
to do so. Respondents in both 
panels were asked to provide addi8
tional social and demographic 
information, such as relationship, 
veteran’s status, educational attain8
ment, household income, and lan8
guage spoken at home, which 
might be relevant to the issue of 
differential race reporting. 

The final sample size of the CQS 
was approximately 50,000 inter-
viewed housing units and 155,000 
respondents. About 25 percent of 
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the sample was allocated to each 
of the four cells created by cross8
ing panel (A or B) by census form 
type (short or long). Each state 
was treated as an independent 
sampling stratum and four distinct 
sampling strata were identified 
within each state.17 In order to 
maximize the likelihood of contact8
ing households in CQS with indi8
viduals reporting more than one 
race, 90 percent of the initial sam8
ple was selected from among 
households containing at least one 
individual who reported more than 
one race in Census 2000. 

Because most of the responses that 
are coded as “Some other race” 
(SOR) in Census 2000 are Hispanic 
ethnicities, the CQS focused prima8
rily on the OMB race combina-
tions18. In order to produce greater 
reliability for the combinations of 
two OMB race categories, combina8
tions including SOR were sampled 
at one-third the rate of the other 
combinations. As a result, 18 per-
cent of the CQS sample consisted 
of SOR combinations, compared 
with 42 percent in Census 2000. 
Finally, Census 2000 records were 
linked to CQS records in order to 
facilitate comparisons between 
CQS and Census 2000 race data. 
This linking process matched a 
record in the 100-percent Census 
Unedited File (HCUF) to records in 
the CQS file by comparing fields 
such as first name, last name, mid8
dle initial, suffix, sex, date of birth, 
age, street name, and zip code. 

This match also provides another 
set of observations which can be 
used to estimate “bridging parame8
ters,” as can be seen in Table 4.1. 

17 For additional information about 
these four strata see Bentley, Mattingly, 
Hough and Bennett (2003:15-16). 

18 White; Black or African American; 
American Indian and Alaska Native; Asian; 
and Native Hawaiian and Other Pacific 
Islander. 

Table 4.1 
Census Quality Survey Data Collection Sequence: Race 
Instruction by Panel 

CQS 
Panel Census 2000 CQS initial contact CQS re-contact 

A . . . ‘‘mark one or more races’’ ‘‘mark one or more races’’ ‘‘choose one race’’ 
B . . ‘‘mark one or more races’’ ‘‘mark one race’’ ‘‘choose one or more races’’ 

Source: Bentley, Mattingly, Hough and Bennett (2003:10, Table 1). 

. 

For example, in Panel A, one would 
compare the “mark one or more 
races” response in the CQS initial 
contact with the single-race 
response in the CQS re-contact. 

4.2 Limitations 

According to Bentley, Mattingly, 
Hough and Bennett (2003:21-22), 
there are operational and qualita8
tive limitations to this evaluation: 
1) the design of the CQS could not 
repeat the Census 2000 environ8
ment; 2) different collection meth8
ods were used in the CQS initial 
contact and re-contact; 3) the 
response to a subsequent question 
on race can be influenced or condi8
tioned by the response to the pre8
vious question; 4) proxy report8
ing; 5) effects of movers on the 
sample;19 and 6) possible error 
associated with linking Census 
2000 data. 

4.3 Findings in brief 

4.3.1 What were the response 
rates for each panel? 

After excluding vacant housing 
units, Bentley, Mattingly, Hough 
and Bennett (2003:23-24) report 
that response rates were about 97 
percent for the initial contact. In 
the re-contact, about 87 percent of 
Panel A housing units responded, 
compared with about 94 percent of 
Panel B. 

19 Movers created problems with sample 
weighting because of differential sampling of 
racial combinations. For additional informa8
tion about this issue see Bentley, Mattingly, 
Hough and Bennett (2003:27-28). 

4.3.2 Was the CQS representative 
of Census 2000 data? 

Because “analytical results can be 
biased if the interviewed sample is 
not representative of the popula8
tion of interest,” Bentley, Mattingly, 
Hough and Bennett (2003:24) com8
pared aggregate CQS distributions 
with Census 2000 reporting for 
each panel and concluded 
(2003:vi): 

The results from the question 
on race suggest that each 
panel appears to be repre
sentative of Census 2000. 
Aggregated reporting of race 
among non-Hispanic respon8
dents to the “mark one or more 
races” instruction closely resem8
bles Census 2000 reporting of 
race for each panel. No race 
group appears to be significant8
ly different from Census 2000 
(p < 0.1 level) in either panel, 
including the Two or more races 
population. Reporting of race 
for Hispanic respondents is also 
similar to that in Census 2000, 
though in Panel A a smaller pro-
portion of Hispanics chose 
“White” as a single race and a 
larger proportion chose “Some 
other race” compared with 
Census 2000 data. 

4.3.3 Persistence of more-than-
one-race reporting 

The effect of the probe question in 
Panel A reduced reporting of more 
than one race from 1.4 percent to 
0.4 percent. To the authors this 
indicated “that there is a sizeable 
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portion of people who will persist8
ently report Two or more races 
when asked to report only one” 
(Bentley, Mattingly, Hough and 
Bennett, 2003:25). The authors 
also note that “in general, unless a 
probing question is asked, it 
appears that about half of all Two 
or more race respondents do not 
give a single race response. 
Nonetheless, the data suggest that 
the race distributions do not 
change much with the follow up 
probe results” (Bentley, Mattingly, 
Hough and Bennett, 2003:27). 

4.3.4 Consistency of race report
ing between the CQS and Census 
2000 data 

Bentley, Mattingly, Hough and 
Bennett (2003:vi) report a “general8
ly low consistency of reporting 
more than one race between 
Census 2000 and the CQS”: 

Only 40 percent of the non-
Hispanic respondents in Panel A 
who reported more than one 
race in Census 2000 also report8
ed more than one race in the 
initial contact (“mark one or 
more races” instruction). 
Similarly, only 41 percent of 
those in Panel B who reported 
more than one race in the cen8
sus also reported more than one 
race in the re-contact. The 
other 60 percent reported a 
single race. In contrast, 97 per-
cent to 98 percent of those who 
reported a single race of White, 
Black, or Asian in Census 2000 
reported the same race in the 
Census Quality Survey. For 
American Indian or Alaska 
Natives, Native Hawaiian or 
Other Pacific Islanders, and 
Some other race respondents, 
the reporting of race consisten8
cy ranges from 55 percent to 58
percent in Panel A, and 72 per-
cent to 78 percent in Panel B. 

Table 4.2 
Overall Consistency of Race Reporting for Non-Hispanics 
for Panel A* 

Census 2000 race 

CQS initial contact 
(‘‘mark one or more races’’) 

Single race 
Two or 

more races Total 

Single race . . . . . . . . . . . . . . . . . . . . .  96,987,813 
n=34,839 

1,286,746 
n=1,978 

98,274,559 
n=36,817 

Two or more races . . . . . . . . . . . . . . .  1,089,924 
n=9,089 

724,686 
n=8,035 

1,814,610 
n=17,124 

Total . . . . . . . . . . . . . . . . . . . . . . .  98,077,737 
n=43,928 

2,011,432 
n=10,013 

100,089,169 
n=53,941 

* The data in Table 4.2 were restricted to matched people who did not have an imputed race in Cen
sus 2000; that is, only those cases where the final edited race was ‘‘as reported,’’ or where the code was 
changed ‘‘through consistency edit.’’ The CQS initial-contact Hispanic-origin response was used. Addi
tionally, the weighted data were obtained using the inverse of the original sampling probabilities with no 
adjustment (Z_WGT1). 

Source: Bentley, Mattingly, Hough and Bennett (2003:28, Table 9). 

Table 4.3 
Overall Consistency of Race Reporting for Non-Hispanics 
for Panel B* 

Census 2000 race 

CQS re-contact 
(‘‘mark one or more races’’) 

Single race 
Two or 

more races Total 

Single race . . . . . . . . . . . . . . . . . . . . .  89,881,179 
n=32,848 

935,610 
n=1,476 

90,816,789 
n=34,324 

Two or more races . . . . . . . . . . . . . . .  825,761 
n=8,994 

565,422 
n=7,148 

1,391,183 
n=16,142 

Total . . . . . . . . . . . . . . . . . . . . . . .  90,706,940 
n=41,842 

1,501,032 
n=8,624 

92,207,972 
n=50,466 

* The data in Table 4.3 were restricted to matched people who did not have an imputed race in Cen
sus 2000; that is, only those cases where the final edited race was ‘‘as reported,’’ or where the code was 
changed ‘‘through consistency edit.’’ The CQS initial-contact Hispanic-origin response was used. Addi
tionally, the weighted data were obtained using the inverse of the original sampling probabilities with no 
adjustment (Z_WGT1). 

Source: Bentley, Mattingly, Hough and Bennett (2003:30, Table 11). 

Tables 4.2 and 4.3 (Bentley, 

Mattingly, Hough and Bennett, 

2003:28,30) show the lack of con8

sistency among non-Hispanics. 

Among the consequences of the 

low level of consistency in the 

reporting of more than one race, 

the authors’ list: 

• ;The effective sample size for 

computing bridging parameters 

is reduced and the parameters 

are sensitive to which data are 

used to compute them. 

• ;The stability of bridging 

parameters may be unclear 

given the observed instability in 

reporting more than one race. 

4.3.5. Tabulating “mark one race” 

responses by specific combinations 

of “mark one or more races” 

Bentley, Mattingly, Hough and 

Bennett (2003:vii,32) find that 

“even with the ‘mark one race’ 

instruction, a significant portion of 

respondents report Two or more 

races,” and “even with a followup, 
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a significant portion of respon8
dents report Two or more races.” 
Data users must in the end decide 
how to deal with the “reluctant 
cases when computing bridging 
parameters” which may in turn 
depend “on the particular purpose 
and uses.” 

4.4 Discussion of Census 
Quality Survey findings 

The CQS is very impressive in four 
respects: 

• ;large sample size - about 
25,000 housing units per panel 
and 155,000 respondents. 

• ;very high housing unit 
response rates - about 97 per-
cent for the initial contact in 
both panels, and re-contact 
response rates of 87 percent in 
Panel A and 94 percent in Panel 
B. 

• ;representativeness - each 
panel appears to be representa8
tive of Census 2000. 
Aggregated reporting of race by 
non-Hispanics closely resembles 
Census 2000 reporting in both 
panels. Race reporting by 
Hispanics is also similar to 
Census 2000, but in Panel A a 
smaller proportion chose White 
and a larger proportion chose 
SOR compared with Census 
2000 data. 

• ;high matching rate - about 86 
percent of CQS person records 
were matched to their respec8
tive Census 2000 record. 

Despite the enviable survey execu8
tion described above, for the pur8
poses of studying possible bridg8
ing parameters, the CQS has 
several limitations: 

• ;too few cases reporting more 
than one race - despite very 
high housing unit response 
rates, and a high rate of over-

sampling of households who 
reported more than one race, 
the number of cases who report8
ed more than one race in CQS is 
quite low. Among Hispanics 
and non-Hispanics there were 
about 21,501 cases20 (or about 
17.8 percent of 120,522 total 
cases) reporting more than one 
race in CQS (Panels A and B) 
and it is those cases that are of 
most interest for computing 
bridging parameters. 

• ;fewer cases of Two or more 
races due to inconsistent 
race reporting - as mentioned 
in the results section, there is 
additional attrition to the cases 
of major interest due to incon8
sistent race reporting (Bentley, 
Mattingly, Hough and Bennett, 
2003:28-30). Jones and Smith 
(2002) also note that there is a 
substantial pool of children who 
could have been reported as 
multiracial but were not, sug8
gesting that there may be some 
instability associated with meas8
uring this population. However, 
it may be possible to overcome 
this limitation by selecting por8
tions of the inconsistent 
responses and pooling data 
from both panels. 

• ;fewer cases due to reluc
tance to select one race - in 
Panel A about 2.0 percent of 
non-Hispanics reported more 
than one race in the initial con-
tact. After the re-contact (which 
asked for one race) there were 
still 1.4 percent reporting more 
than one race. Even after prob8
ing for one race, 0.4 percent 
remained. 

• ;fewer cases due to split 
panel design - unless there is 
some statistically valid method 

20 Note, these figures do not include 
individuals who did not report a Hispanic 
origin. 

to pool Panels A and B, the 
effective sample size is reduced 
to the observations available in 
each panel. An ameliorating 
factor is that a good portion of 
the CQS cases were successfully 
matched to their respective 
Census 2000 records. 

• ;complex methodology and 
multiple modes of data col
lection - in selecting the CQS 
methodology, a panel design 
and contact/re-contact method8
ology was selected over a 
method of one instrument with 
two questions. Study designers 
were worried about the lack of 
independence and the condition8
ing effects of the latter method 
(see Attachment 3 in Bentley, 
Mattingly, Hough and Bennett, 
2003:54-56 for the six options 
considered). They believed 
“that substantial, but unmeasur8
able, interactions will take place 
between the collected data for 
both measurements with both 
race questions in the same 
instrument” (Bentley, Mattingly, 
Hough and Bennett, 2003:56). 

In retrospect, it seems that the 
CQS methodology may have intro8
duced many more sources of bias, 
such as time lag, mover gains and 
losses, interviewer effects, mode 
differences, proxy reporting, and 
possibly matching problems (all of 
which may give rise to apparently 
inconsistent reporting) without 
entirely eliminating conditioning 
effects or ensuring the independ8
ence of observations. 

Tables 4.4 and 4.5 show CQS 
respondents reporting selected 
combinations of races21 and how 
they reported on the alternative 
measurement. 

21 Most of these combinations are 
numerically the largest in each panel and are 
also of policy interest, but were selected pri8
marily for illustrative purposes. 
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Table 4.4 
Non-Hispanics Reporting Selected Combinations of Two 
Races in Panel A Initial Interview by Re-contact Response 
Including Probe 

Same 
CQS initial contact Second combina- Different No 

Number First race race tion response response 

White - Black . . . . . . . .  105,222 11.9% 33.8% 20.5% 19.3% 14.5% 
White - AIAN . . . . . . . .  129,101 50.1% 26.7% 8.1% 2.9% 12.2% 
White - Asian . . . . . . . .  175,034 36.9% 24.3% 18.5% 6.7% 13.7% 
White - SOR . . . . . . . .  32,634 69.7% 10.1% 3.6% 3.2% 13.4% 
Black - AIAN . . . . . . . .  20,880 56.2% 10.1% 11.5% 9.0% 13.2% 
Asian - NHPI . . . . . . . .  24,900 25.4% 47.0% 10.0% 5.5% 12.2% 

Source: Derived from Bentley, Mattingly, Hough and Bennett (2003:32, Table 13). 

Table 4.5 
Non-Hispanics Reporting Selected Combinations of Two 
Races in Panel B Re-contact Interview by Initial Contact 
Response 

Same 
CQS re-contact Second combina- Different No 

Number First race race tion response response 

White - Black . . . . . . . .  137,126 13.3% 35.6% 29.1% 20.6% 1.4% 
White - AIAN . . . . . . . .  230,566 58.0% 23.8% 14.3% 2.9% 0.9% 
White - Asian . . . . . . . .  211,546 25.2% 31.5% 31.0% 11.8% 0.4% 
White - SOR . . . . . . . .  171,512 76.1% 14.7% 2.4% 6.3% 0.4% 
Black - AIAN . . . . . . . .  37,927 65.8% 13.4% 11.8% 6.5% 2.5% 
Asian - NHPI . . . . . . . .  35,543 34.9% 26.6% 25.3% 12.2% 0.9% 

Source: Derived from Bentley, Mattingly, Hough and Bennett (2003:33, Table 14). 

Table 4.6 
Percent of Non-Hispanics Reporting Selected Combina�
tions of Two Races Providing or Not Providing One 
Consistent Race by Panel 

In both panels, the proportions giv8
ing the same response in both 
measurements was 10 percent or 
higher (except for “White and 
Some other race” and “White and 
American Indian and Alaska 
Native”). “White and Black” and 
“White and Asian” were most likely 
to provide the same response 
(about 20 percent in Panel A to 
about 30 percent in Panel B). 
Fairly substantial proportions in 
both panels gave different or 
inconsistent responses (ranging 
from 2.9 to 20.6 percent). “White 
and Black” respondents were par8
ticularly susceptible to this (19.3 
percent in Panel A and 20.6 per-
cent in Panel B), while “White and 
American Indian and Alaska Native” 
respondents were among least sus8
ceptible (2.9 percent) in both pan8
els. Often, when asked to report 
more than one race, respondents 
may report their race as “multira8
cial,” “mixed,” or “biracial,” which 
in census procedures get coded as 
“Some other race.” Additional 
analysis of these responses should 
be done. 

Table 4.6 shows CQS respondents 
reporting selected combinations of 
races and whether they reported 

Combination reported Panel A—one Panel A—no Panel B—one Panel B—no one consistent race in the alterna8
in CQS consistent race consistent race consistent race consistent race tive measurement – for example, 

White - Black . . . . . . . .  45.7% 54.3% 48.9% 51.1% 
White - AIAN . . . . . . . .  76.8% 23.2% 81.8% 18.2% 
White - Asian . . . . . . . .  61.1% 38.9% 56.7% 43.3% 
White - SOR . . . . . . . .  79.8% 20.2% 90.9% 9.1% 
Black - AIAN . . . . . . . .  66.3% 33.7% 79.2% 20.8% 
Asian - NHPI . . . . . . . .  72.4% 27.6% 61.6% 38.4% 

Source: Derived from Bentley, Mattingly, Hough and Bennett (2003:32-33, Tables 13 and 14). 

First, we can see that many more 
respondents did not answer in 
Panel A (more than 12.0 percent) – 
where the initial contact asked 
“mark one or more races” and the 
re-contact (and probe question) 
asked “mark one race” – than in 
Panel B (no more than 2.5 percent). 
This is not surprising because CQS 
deliberately over-sampled the “Two 

or more races” population, so it is 
reasonable to expect that in Panel 
A respondents may have been 
reluctant to report only one race. 
On the other hand, in Panel B, one 
might have expected that, having 
been restricted to one race initially, 
these respondents would have 
been eager to report more than 
one race. 

someone reporting “White and 
Asian” in one question and “White” 
or “Asian” in the other is a consis8
tent answer. Although some 
respondents did report one race in 
the alternate question, sometimes 
that race was not consistent (e.g., 
someone reporting “White and 
Asian” in one question and “Black” 
in the other is an inconsistent 
answer). Additional research on 
these inconsistent responses needs 
to be done. 

In general, “White and Black or 
African American” respondents in 
both panels were most resistant to 
selecting one consistent race (54.3 
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A) and 83.8 percent (Panel B) of 
Table 4.7 “White and Some other race”Example "Bridging" Parameters for Non-Hispanics 
Reporting Selected Combinations of Two Races and respondents select “White.” In the 
One Consistent Race by Panel case of “White and Asian” and 

Combination reported Panel A - Panel A - Panel B - Panel B - “Asian and Native Hawaiian and 
in CQS first race second race first race second race Other Pacific Islander” Panel A and 

White - Black . . . . . . . .  26.0% 74.0% 27.3% 72.7% 
White - AIAN . . . . . . . .  65.2% 34.8% 70.9% 29.1% 
White - Asian . . . . . . . .  60.3% 39.7% 44.4% 55.6% 
White - SOR . . . . . . . .  87.3% 12.7% 83.8% 16.2% 
Black - AIAN . . . . . . . .  84.8% 15.2% 83.0% 17.0% 
Asian - NHPI . . . . . . . .  35.1% 64.9% 56.8% 43.2% 

Source: Derived from Bentley, Mattingly, Hough and Bennett (2003:32-33, Tables 13 and 14). 

and 51.1 percent in Panel A and B 
respectively), while “White and 
Some other race” respondents were 
least resistant (20.2 and 9.1 per-
cent respectively). The signifi8
cance of these findings is that sub8
stantial proportions of respondents 
refused or were unable to give us 
the information we need to calcu8
late “bridging” parameters, and 
thereby further reduce the number 
of useful cases. 

Considering only those cases 
which provide the necessary infor8
mation for computing bridging 
parameters (that is, race questions 
are answered in both instruments, 
a multiple race response is provid8
ed in one instrument, and a “con8
sistent” single race response is 
provided in the other instrument), 
what proportion of selected combi8
nations select one race over the 
other? Table 4.7 shows some 
example bridging parameters com8
puted by ignoring all cases that 

did not report one consistent race. 
For example in Panel A, among 
“White and Black or African 
American” respondents who do 
select one consistent race, 26.0 
percent select “White” and 74.0 
percent select “Black or African 
American.” Despite the different 
methodologies, Panel B shows very 
similar proportions – 27.3 percent 
select “White” and 72.7 percent 
select “Black or African American.” 
However, these calculations ignore 
over half of the “White and Black 
or African American” respondents, 
as seen in Table 4.6 above. We see 
similar consistency between panels 
for “Black or African American and 
American Indian and Alaska 
Native.” About 84.8 percent select 
“Black or African American” in 
Panel A and 83.0 percent in Panel 
B. Among “White and American 
Indian and Alaska Native” respon8
dents, 65.2 percent selected White 
in Panel A, and 70.9 percent in 
Panel B. About 87.3 percent (Panel 

B produce contradictory parame8
ters. In Panel A, 39.7 percent of 
“White and Asian” select “Asian,” 
while in Panel B that proportion is 
55.6 percent. Similarly in Panel A, 
35.1 percent of “Asian and Native 
Hawaiian and Other Pacific 
Islander” select “Asian,” compared 
with 56.8 percent in Panel B. 

Although much more analysis 
needs to conducted, a question 
that needs to be answered is which 
bridging parameter should be used 
for any race combination. Should 
it come from Panel A or Panel B, or 
from a pooled sample of A and B? 
In addition, matching Census 2000 
records to CQS records affords us 
at least two more possible sources 
of bridging parameters (Census 
2000 to Panel A re-contact and 
Census 2000 to Panel B initial con-
tact). It is unknown whether these 
may yield either different parame8
ters or, worse, inconsistent param8
eters. Unfortunately, at this stage 
there is no a priori way to decide 
which approach yields the best 
bridging parameters. In any event, 
we lose cases because significant 
proportions of respondents do not 
provide one consistent race in the 
alternate question. 
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5. 	Comparing the Race and Hispanic-Origin 
Data From the American Community 
Survey and Census 2000


One of the main objectives of the 
American Community Survey (ACS) 
is to serve as a replacement for the 
long form in the 2010 Census. 
Another is to provide a continuous8
ly updated source of demographic, 
socioeconomic, and housing data 
for small areas and population 
groups, either as single-year esti8
mates or multi-year averages 
(Bennett and Griffin 2002:206). In 
this chapter, I will concentrate on 
how race and Hispanic origin differ 
in Census 2000 and the Census 
2000 Supplementary Survey (C2SS) 
based on the work of Bennett and 
Griffin (2002); Leslie, Raglin, and 
Schwede (2002); Raglin and Leslie 
(2002); and Schwede, Leslie, and 
Griffin (2002). 

5.1 Study design 

The primary objective of C2SS 
“was to evaluate the feasibility of 
collecting long-form data outside 
the decennial census” during 
Census 2000 (Bennett and Griffin, 
2002:206). The C2SS was a survey 
of about 700,000 housing units 
using the ACS methodology. It 
was an operational feasibility test 
to learn how to collect long-form 
data at the same time as, but sepa8
rately from, Census 2000. The 
C2SS was the first large-scale 
national data collection using the 
ACS methods (Raglin and Leslie, 
2002:2826). The C2SS used the 
questionnaire and methods devel8
oped for the ACS to collect demo-
graphic, social, economic, and 
housing data from a national sam8
ple of households. C2SS data col8
lection began in January 2000 and 
ran through December 2000. 

The C2SS was conducted in 1,203 
counties, and when the original 31 
sites were added, the full sample 
size was large enough to produce 
data for every state, and most 
counties and metropolitan areas 
with populations of 250,000 or 
more (Bennett and Griffin, 
2002:206). 

Data were collected in three phas8
es. First, a pre-notice letter was 
sent to each sampled unit, fol8
lowed by a questionnaire in the 
mail a week later.  If necessary, the 
initial mail questionnaire was fol8
lowed by a reminder card, and 
after three weeks, a replacement 
questionnaire was sent. Second, a 
telephone follow-up was attempted 
to obtain information from house-
holds that did not return the 
replacement questionnaire. Third, 
a sample of nonrespondents was 
selected for a personal visit inter-
view. Nonresponse follow-up 
(NRFU) interviews were conducted 
by permanent survey field repre8
sentatives using computer assisted 
technology (Bennett and Griffin, 
2002:207). 

5.2 Limitations 

One might have expected differ8
ences between Census 2000 and 
the C2SS because they had differ8
ent purposes and, therefore, had 
different design and implementa8
tion methods. The C2SS collected 
data continuously throughout the 
year using a combination of mail, 
telephone, and personal visit fol8
low-up which lasted over a three-
month period. Census 2000, on 
the other hand, was a single mas8
sive data collection over a very 

short period from late March 2000 
to July 2000 that included an ini8
tial mail out mode and subsequent 
personal visit NRFU interviews in 
as many non-responding house-
holds as possible. As a final 
resort, Census 2000 allowed 
proxy responses from non-house-
hold respondents, such as neigh8
bors, while the C2SS did not. 

There were several other important 
differences between Census 2000 
and the C2SS: the C2SS had fol8
low-up procedures for missing 
items on mail returns, while 
Census 2000 did not; question8
naires differed, residence rules and 
reference periods differed, and 
some editing and allocation proce8
dures varied. Additionally, fol8
lowup data were collected in-per-
son using paper questionnaires in 
Census 2000, but by phone or in 
person using automated instru8
ments in C2SS. In addition, census 
enumerators were temporary work8
ers and were not as well trained or 
as experienced as C2SS field repre8
sentatives (FRs). Finally, the C2SS 
estimates are subject to sampling 
error because they are based on a 
sample of the population, while 
the short-form census totals are 
not (Bennett and Griffin, 
2002:208). Moreover, comparisons 
between Census 2000 and C2SS 
are limited to the household popu8
lation because by design the C2SS 
did not include the population liv8
ing in group quarters. 

5.3 Findings in brief 

Although other 100-percent items 
are available for comparison 
between Census 2000 and C2SS, 
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Table 5.1 
Census 2000 and Census 2000 Supplementary Survey 
(C2SS) Hispanic Responses (Household Population Only) 

Percent 
Hispanic Origin Census 2000 C2SS Difference difference 

(1) (2) (3=2-1) (4=3/1) 

Hispanic or Latino: . . . . . . . . .  12.6% 12.6% - -
Mexican . . . . . . . . . . . . . . . .  7.4% 7.9% 0.5 6.8% 
Puerto Rican . . . . . . . . . . . .  1.2% 1.3% 0.1 8.3% 
Cuban . . . . . . . . . . . . . . . . . .  0.4% 0.5% 0.1 25.0% 
Other Hispanic or Latino . . 3.6% 3.0% -0.6 –16.7% 

Note: Bold numbers in Column 3 indicate significant differences at the p<.10 level. 

Source: Adapted from Bennett and Griffin (2002:210 Table 6). 

the “Other Spanish/Hispanic/ 
Latino” category similar to those 
used in the 1990 census. These 
aids were not provided during 
Census 2000 operations, although 
one could argue that the presence 
of the Hispanic-origin checkbox 
groups act as examples. This does 
not explain why the Mexican per8
centage is also lower in Census 
2000 – these categories were pres8
ent in all data collections. The 
Puerto Rican and Cuban propor8
tions also shows the same pattern 
but were not statistically signifi8
cant. 

Table 5.2 
Hispanic-Origin Question by Questionnaire Type 

Questionnaire Hispanic-origin question 

Census 2000 
Form D-2 (mailback long form) 
— person based or linear layout 

Is this person Spanish/Hispanic/Latino? Mark X the ‘‘No’’ 
box if not Spanish/Hispanic/Latino. 

American Community Survey 
Form ACS-1 (2000)—matrix 
layout . . . . . . . . . . . . . . . . . . . . . . .  

Is this person Spanish/Hispanic/Latino? Mark X the ‘‘No’’ 
box if not Spanish/Hispanic/Latino. 

Enumerator Questionnaire 
Form D-2(E) . . . . . . . . . . . . . . . . .  

Are any of the persons that I have listed Mexican, Puerto 
Rican, Cuban, or of another Hispanic or Latino group? 

American Community Survey 
CATI/CAPI instrument 

Part 1. Is <name>/ Are you Spanish, Hispanic, or Latino? 

Part 2. Is <he/she>/ Are you of Mexican origin, Puerto 
Rican, Cuban or some other Spanish/Hispanic/Latino group? 

Although the format and wording 
of the Hispanic-origin question on 
the mail questionnaire used in 
C2SS and Census 2000 were simi8
lar, there were differences in the 
other instruments (see Table 5.2). 
The ACS CATI/CAPI instruments 
had examples for the ‘other 
Spanish/Hispanic/Latino’ category 
(e.g., Argentinean, Columbian, 
Dominican, Nicaraguan, 
Salvadoran, Spaniard), but the 

the discussion in this chapter 
focuses on the Hispanic-origin and 
race variables. 

5.3.1 Reporting of Hispanic origin 

Bennett and Griffin (2002:210) 
found no discernible differences in 
the proportion of Hispanic-origin 
responses, although there were 
significant differences in the 
detailed Hispanic-origin responses. 
Table 5.1 shows that, compared 
with Census 2000, C2SS produced 
about 6.8 percent more Mexicans. 
On the other hand, the “Other 
Hispanic” category was about 16.7 
percent less. The proportion of 
Cubans and Puerto Ricans were not 
statistically different. 

5.3.2 Discussion of Hispanic 
origin 

Presumably the lower proportion in 
the “Other Hispanic” category in 
C2SS reported by Bennett and 
Griffin (2002:210) reflects fewer 
general Hispanic responses 
(“Hispanic,” “Spanish,” and 
“Latino”), as shown in other 
research (see Cresce and Ramirez, 
2003; Logan 2002; and Suro 
2002). Bennett and Griffin 
(2002:210) speculate that the 
observed differences are due to the 
use of examples in the C2SS. 
During telephone and personal 
visit interviewing, respondents 
were read or shown examples for 

decennial mail and enumerator 
instruments did not have exam8
ples. The basic response cate8
gories were similar, but the Census 
2000 mail questionnaire categories 
were double-banked (Bennett and 
Griffin, 2002:207). Having the one 
question split into two separate 
questions in CATI/CAPI would pre8
sumably make it easier to ask and 
answer in interview situations. 
This effectively reduces the double 
negative statement “Mark [X] ‘No’ 
box if not Spanish...” found on the 
mail questionnaires (Schwede, 
2003-personal communication). It 
makes sense that the use of expe8
rienced interviewers to probe for 
responses in other data collections 
may have contributed to getting 
more detail in C2SS than Census 
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2000. This argument is explored 
more vigorously in explaining the 
differences in race reporting. 

5.3.3 Race reporting 

Both Census 2000 and the C2SS 
allowed respondents to report one 
or more races. Bennett and Griffin 
(2002:208-210) found significant 
differences between C2SS and 
Census 2000 distributions for both 
the race alone and race alone or in 
combination categories.22 While 
the authors found a number of dif8
ferences in the race distributions, 

Table 5.3 
Census 2000 and Census 2000 Supplementary Survey 
(C2SS) Selected Race Responses by Non-Hispanics 
(Household Population Only) 

Census Percent 
Race 2000 C2SS Difference difference 

(1) (2) (3=2-1) (4=3/1) 

White . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  79.30% 79.58% 0.28 0.4% 
Black or African American . . . . . . . . . . .  13.49% 13.21% –0.28 –2.1% 
American Indian and Alaska Native . . 0.84% 0.76% –0.08 –9.5% 
Asian . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.15% 4.31% 0.16 3.9% 
Native Hawaiian and Other Pacific 
Islander . . . . . . . . . . . . . . . . . . . . . . . . . .  0.14% 0.16% 0.02 14.3% 

Some other race . . . . . . . . . . . . . . . . . . .  0.19% 0.25% 0.06 31.6% 
Two or more races . . . . . . . . . . . . . . . . .  1.89% 1.74% –0.15 –7.9% 

Two races which include Some 
other race . . . . . . . . . . . . . . . . . . . .  0.50% 0.15% –0.35 –70.0% 

All other race combinations . . . . .  1.39% 1.59% 0.20 14.4% 

the percent of respondents report8
ing “White alone” and “Some other 
race alone” showed the greatest 
difference in the distributions. In 
addition, the C2SS distribution had 
a significantly lower proportion of 
respondents reporting “Two or 
more races.” Small but significant 
differences also exist for “Black or 
African American alone” “American 
Indian or Alaska Native alone,” and 
“Asian alone” (Bennett and Griffin 
2002:208). 

It is important to compare the race 
distributions for Hispanics and 
non-Hispanics because reporting 
patterns tend to be quite different 
for Hispanic respondents. Table 
5.3 shows that the race distribu8
tion for non-Hispanics in C2SS is 
not very different from that of 
Census 2000. There were signifi8
cant differences for all of the race 
groups, except for “Native 
Hawaiian and Other Pacific 
Islander.” The largest difference 
between Census 2000 and C2SS 
was for the “Some other race 
alone” population. Compared with 

22 The race alone categories represent 
respondents who reported one race (plus a 
category with all respondents who reported 
Two or more races). Race alone or in combi�
nation categories represent respondents who 
selected a particular race regardless of the 
number of other races selected ( i.e., “the 
combination of people who reported one 
race and people who reported that same 
race in addition to one or more other races”). 

Note: Bold numbers in column 3 indicate significant differences at the p<.10 level. 

Source: Adapted from Bennett and Griffin (2002:208-209 Table 2 and Table 4). 

Table 5.4 
Census 2000 and Census 2000 Supplementary Survey 
(C2SS) Selected Race Responses by Hispanics (Household 
Population Only) 

Census Percent 
Race 2000 C2SS Difference difference 

(1) (2) (3=2-1) (4=3/1) 

Hispanic or Latino: . . . . . . . . . . . . . . . . .  100.00% 100.00% - -
White . . . . . . . . . . . . . . . . . . . . . . . . . . .  47.89% 62.91% 15.02 31.4% 
Some other race . . . . . . . . . . . . . . . . .  42.21% 29.39% –12.82 –30.4% 
Two or more races . . . . . . . . . . . . . . .  6.31% 4.79% 1.52 –24.1% 

Two races which include Some 
other race . . . . . . . . . . . . . . . . . . . .  5.09% 3.35% –1.74 –34.2% 

All other race combinations . . . . .  1.22% 1.45% 0.23 18.9% 

Note: Bold numbers in column 3 indicate significant differences at the p<.10 level. 

Source: Adapted from Bennett and Griffin (2002:210 Tables 3 and 4). 

Census 2000, C2SS had slightly 
more reports of “White alone” (0.4 
percent) and “Asian alone” (3.9 per-
cent), and fewer reports of 
“American Indian and Alaska 
Native” (9.5 percent) and “Two or 
more races” (7.9 percent). When 
“Two or more races” is broken into 
“Two races which include Some 
other race” and “All other race 
combinations,” we see that Census 
2000 had proportionately more 
race combinations that included 
“Some other race” as one of the 
races than did C2SS (0.50 versus 
0.15 percent). On the other hand, 
C2SS had proportionately more 
reports of all other race combina8

tions than did Census 2000 (1.59 
and 1.39 percent, respectively). 

Table 5.4 shows the race distribu8
tion for Hispanics. Compared with 
Census 2000, C2SS has about 31 
percent more reports of “White 
alone,” about 30 percent fewer 
“Some other race” reports, and 
about 24 percent fewer reports of 
“Two or more races” among 
Hispanics. When “Two or more 
races” were broken into “Two races 
which include Some other race” 
and “All other race combinations,” 
Census 2000 had proportionately 
more two race combinations that 
included “Some other race” as one 
of the races than did C2SS (5 per-
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cent versus 3 percent), and propor8
tionately fewer of “All other race 
combinations.” 

5.3.4 Discussion of race reporting 

Question Wording. While the word8
ing and response categories of the 
mail questionnaires for Census 
2000 and C2SS were identical (see 
Table 5.5), there were differences 
in the format of the question8
naires. With the exception of the 
nonresponse followup question8
naire, Census 2000 questionnaires 
were person based (several ques8
tions asked of each individual), 
while C2SS was matrix based 
(characteristics of all respondents 
in a household were collected in a 
column format). The wording of 
the race questions used in tele8
phone and personal visits in C2SS 
and Census 2000 differed from the 
mail versions and from each other. 
Some of the differences were need8
ed to accommodate the data col8
lection mode, but other differences 
did not appear to be necessary. 
One of the most notable differ8
ences was that both the mail and 
the enumerator decennial question8
naires asked for the race or races 
that a respondent considers him-
self/herself to be, while the C2SS 
CATI/CAPI questionnaire asked the 
category or categories that best 
indicate the respondent’s race, 
which may be measuring different 
cognitive domains. The C2SS 
CATI/CAPI instruments also had 
examples for the “Other Asian” 
(e.g., Cambodian, Hmong, Thai, 
Indonesian) and “Other Pacific 
Islander” (e.g., Tahitian, Fijian) cat8
egories, while the other three did 
not (Bennett and Griffin, 
2002:207).23 

Despite the subtle differences in 
the methodologies, Schwede, 

23 For a comprehensive list of differ8
ences, see Table 2 in Leslie, Raglin, and 
Schwede (2002:2064). 

Table 5.5 
Race Question by Questionnaire Type 

Questionnaire Race question 

Census 2000 
Form D-2 (mailback long form) 
—person based or linear layout 

What is this person’s race? Mark X one or more races to 
indicate what this person considers himself/herself to be. 

American Community Survey 
Form ACS-1 (2000)—matrix 
layout . . . . . . . . . . . . . . . . . . . . . . .  

What is this person’s race? Mark X one or more races to 
indicate what this person considers himself/herself to be. 

Enumerator Questionnaire 
Form D-2(E) . . . . . . . . . . . . . . . . .  

Now choose one or more races for each person. Which 
race or races does each person consider himself/herself to 
be? 

American Community Survey 
CATI / CAPI instrument . . . . . . . .  

{Show respondent flashcard B} I’m going to read you a list 
of race categories.Please /Using this list, please/choose one 
or more categories that best indicate {Name}/your race. 

Leslie, and Griffin (2002:3136) 
note these race questions share a 
common characteristic: 

The response categories for race 
on the census and ACS present 
a strange pastiche of skin color 
(white and black), internal 
indigenous ethnic groups (e.g., 
American Indian/Alaska Native), 
U.S. Island Areas (e.g., Samoa), 
nationality (e.g., Japanese), and 
geographical region for many 
countries (other Asian). 

Interviewer Effects. In examining 
data from Census 2000 and C2SS, 
Schwede, Leslie, and Griffin 
(2002:3134) found unexpectedly 
large differences in the distribution 
of race, particularly among 
Hispanics in interviewer-adminis8
tered data collections. They note 
that about the same percentage 
(46 percent) of Hispanics reported 
a race of “White” as reported “Some 
other race” in enumerator-collected 
data in Census 2000. On the other 
hand, more than twice as many 
Hispanics reported as “White” (64 
percent) as reported “Some other 
race” (30 percent) in the C2SS data 
collected by interviewers. 

Based on that finding, the Census 
Bureau conducted two studies. 
The first was a semi-structured 
debriefing study of ACS interview8

ers (Leslie, Raglin, and Schwede, 
2002). The authors hypothesize 
that the race reporting differences 
may be due to “interviewer behav8
ior” caused by differences in expe8
rience and training: 

• ;C2SS interviewers are experi8
enced, well-trained, and long-
term interviewers who work on 
other demographic surveys, but 
Census 2000 interviewers were 
hired just for Census 2000. 

• ;Most Census Bureau demo-
graphic surveys ask pre-Census 
2000 race and Hispanic- origin 
questions which do not ask for 
more than one race and do not 
allow reporting of “Some other 
race.” 

• ;In some surveys, interviewers 
“have been trained to mark race 
by observation if the respon8
dents refuse in certain situa8
tions.” 

• ;Unlike the Census 2000, the 
C2SS flashcard does not include 
an instruction that respondents 
may select more than one race. 

Although this study occurred well 
after Census 2000 and is based on 
reported not observed behavior, it 
suggests the possibility that some 
interviewers may have used active 
probes which might have influ-
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enced reporting of specific races 
responses (Leslie, Raglin, and 
Schwede, 2002:2068). The authors 
hypothesize that the race reporting 
differences may be due to “inter-
viewer behavior.” In another study 
of the debriefing data, Schwede, 
Leslie, and Griffin (2002) found 
that fewer years of experience, 
region of the country, and inter-
viewer interpretation of what the 
race question was asking were 
associated with FRs (field represen8
tatives) accepting and recording 
“Hispanic” as a response in “other 
race.” 

What is particularly interesting 
about this study is that “wide dif8
ferences in FRs’ interpretations of 
what the race question is asking 
for” suggest interviewers’ interpre8
tations of the race question may 
differ from region to region as well 
(Schwede, Leslie, and Griffin, 
2002:3136). In fact, in focus 
groups, FRs “pressed... researchers 
hard to explain just what it is 
headquarters wants to collect with 
the race question.” The questions 
themselves leave some doubt as to 
what is wanted: in mail question8
naires the race question asks for 
the race or races the respondent 
considers him/herself to be, while 
the ACS CATI and CAPI ask for one 
or more categories that best indi
cate the respondent’s race. 

The second study examined a 
matched sample of Census 2000 
and C2SS records. Raglin and 
Leslie (2002:2827) matched 
respondents interviewed in the 
C2SS in March, April, and May 
2000 to their respective Census 
2000 records and compared 
responses with the race question. 
The advantage of this study is the 
“ability to compare the paired 
responses for people as opposed 
to looking at totals” (Raglin and 
Leslie, 2002:2829). The authors 
found much more consistent race 

responses among respondents – 
both Hispanics and non-Hispanics 
– who answered Census 2000 and 
C2SS via mail, than those who 
were interviewed in each data col8
lection (Raglin and Leslie, 
2002:2831). In explaining the 
finding, Raglin and Leslie 
(2002:2831) note that households 
were not assigned randomly to 
mail versus interview, but rather 
were interviewed because they did 
not respond to the mail question8
naire. “Therefore, these people are 
the hardest to collect data from.” 
Raglin and Leslie (2002:2831) also 
note that census interviewers were 
allowed to use proxy respondents 
outside the household, were inex8
perienced, and used paper and 
pencil, as opposed to computer-
aided instruments. They also note 
that C2SS interviewers who did not 
work on Census 2000 were more 
likely to probe when “Hispanic” 
was given in answer to race and 
that many of these interviewers 
work on other surveys that do not 
allow “Some other race” (Raglin 
and Leslie, 2002:2830). 

Among non-Hispanics, Raglin and 
Leslie (2002:2831) also noted good 
consistency in reporting when both 
the Census 2000 and C2SS data 
were collected via mail for White, 
Black, and Asian respondents. 
They found only moderate consis8
tency for American Indian and 
Alaska Native, Some other race, 
and Two or more races respon8
dents. Raglin and Leslie 
(2002:2831) conclude: 

There is often concern about the 
consistency of race reporting, 
but these data indicate that for 
a large share of the population – 
non-Hispanics who are willing to 
fill out the mail forms – race 
reporting is consistent with the 
exception of people reporting 
Two or more races. 

According to Raglin and Leslie 
(2002:2830), there was a notable 
difference between Census 2000 
and C2SS race data for Hispanics 
collected by interviewers. This 
suggested that interviewers proba8
bly affected the reporting of race 
by Hispanics. The authors suggest 
that the reason for this was that 
many Census 2000 enumerators 
were temporary employees with 
little interviewing experience, 
while C2SS enumerators were per8
manent Census Bureau employees 
with more experience. 

Thus, it seems likely that enumera8
tors and interviewers may have 
caused differences in the report8
ing of “Some other race” alone or 
in combination with other races. 
To the extent that C2SS interview8
ers had experience with other data 
collection that does not have a 
“Some other race” category, it is 
likely that they were less willing to 
accept “Some other race” respons8
es. As discussed previously, an 
observation study24 reported by 
Hough and Borsa (2003:42) 
showed that some census enumer8
ators had difficulty asking about 
race. Some did not show the flash-
card, read the question as word8
ed, or read all of the race cate8
gories. 

Processing Differences. A differ8
ence in the processing of enumera8
tor forms (which had only one 
write-in area for race) compared to 
mail forms (which had three write-
in areas for race), led to an over-
statement of Some other race by 6 
percent, and Two or more races 
responses by about 15 percent 
(see Cresce, 2003 for a more 
detailed discussion). 

24 It should be noted that observations 
were not based on a scientifically selected 
sample, and were based on subjective judg8
ments of individual observers. 
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Discussion of Differences. Perhaps 
the question we should be asking 
is why there aren’t more differ�
ences between Census 2000 and 
C2SS race distributions, not why 
there are any differences (to para-
phrase sociologist Kingsley Davis). 
Even if we took two independent 
decennial censuses at the same 
time, it would be reasonable to 
expect differences due to non-sam8
pling error. In comparing Census 
2000 and C2SS, we know there are 
substantial wording and method8
ological differences, and some 
processing differences, as dis8
cussed above. However, the 
involvement of interviewers proba8

bly had a large effect on race 
reporting, particularly that of 
Hispanic respondents. Self-selec8
tion by the “difficult-to-enumerate” 
through not responding via the 
mail questionnaire may just com8
plicate the task of enumerators. 
But as noted by Leslie, Raglin, and 
Schwede (2002:2065): 

Probing is one part of the ques8
tion-and-answer process that 
cannot be completely standard8
ized and thus, there is an oppor8
tunity for interviewers to be 
inconsistent across respondents 
and across interviews. That is 
the one situation in which inter-

viewer-related error can occur 
(Mangione, Fowler, and Louis, 
1992). 

We should note that there are 
many other situations where inter-
viewer-related error can occur, but 
it is clear that responses tend to be 
most consistent when collected via 
mail (Raglin and Leslie, 2002:2830-
2831). Thus, it seems imperative 
that the Census Bureau study ways 
to maximize mail response, and to 
ensure that interviewers have a 
standardized approach to collect8
ing race in all its surveys in order 
to minimize interviewer effects on 
data collection. 

36 Race and Ethnicity in Census 2000 U.S. Census Bureau 



6. 	Puerto Rico Census 2000 Race and 
Ethnicity Questions 

Census 2000 was the first time 
that residents of Puerto Rico were 
asked to complete and return their 
questionnaires by mail (Berkowitz, 
2001:1). It also marks the first 
time questions on race and 
Hispanic origin were asked of indi8
viduals in Puerto Rico, although 
race was collected by enumerators 
through observation in the 1950 
census. The decision to include 
the race and Hispanic-origin ques8
tions “occurred because the gov8
ernment of Puerto Rico requested 
the same questionnaire content as 
stateside in order to speed the pro8
cessing and release of Puerto Rico 
census data and so that Puerto 
Rico could be included in statewide 
statistics” (Christenson, 2003:1). 

According to Berkowitz (2001:iv): 

Almost everyone had heard 
something about Census 2000 
from television and radio ads, 
newspapers, schools, or from 
informal sources such as rela8
tives, neighbors, and “brothers” 
or “sisters” in their churches. 
Most had also discussed some 
aspect of the process with 
someone else. Many partici8
pants indicated they had con8
sulted with family members or 
neighbors while trying to com8
plete their questionnaires, 
sometimes in an effort to reach 
a consensus as to what was 
being asked or how they should 
answer. 

Because of the newness of the 
questions, it is probably not sur8
prising that Berkowitz (2001:21-
22) found that there were “con8
cerns that some questions were 

too private,” and that “the 
race/ethnicity questions inspired 
the most strenuous negative reac8
tions of any questions on the 
Census 2000 questionnaire” in 
more urban coastal communities of 
Puerto Rico. It is also possible that 
the role of interviewers in Puerto 
Rico might be different from that 
role stateside. About 53 percent 
of Puerto Rico’s households 
returned their Census 2000 ques8
tionnaires by mail, compared with 
65 percent stateside (Berkowitz 
2001:1).25 Berkowitz (2001:16) 
found “a strong preference for the 
more personal, door-to-door 
approach taken in the 1990 cen8
sus. They found the idea of drop-
ping off the questionnaire at the 
gate too impersonal and bureau8
cratic for their taste.” 

6.1 Study design and 
limitations 

The basic method followed by 
Christenson (2003:2-3) was to 
compare race and Hispanic-origin 
distributions based on Census 
2000 100-percent data collected 
stateside and in Puerto Rico. The 
main limitation of the evaluation of 
Puerto Rico’s race and Hispanic-ori8
gin data is the “lack of any previ8
ous quantitative measures” for 
comparison. The lack of cognitive 
studies prevents drawing “defini8
tive conclusions about what led” 
respondents to answer the way 
they did. Finally, we may not 
know “the extent to which the 
responses of Puerto Ricans were 

25 Fifty states and the District of 
Columbia constitute the stateside data. 

shaped by their understanding of 
their racial identity as opposed to 
the way they interpreted and react8
ed to the question itself.” 

6.2 Nonresponse to race 
and Hispanic origin 

Table 6.1 shows that the nonre8
sponse to race is higher in Puerto 
Rico than in the United States (5.0 
and 4.1 percent, respectively), but 
just the opposite is true of the 
response to Hispanic origin (3.4 
and 4.8 percent, respectively). 

Table 6.1 
Nonresponse to Race and 
Hispanic Origin in the 
United States and Puerto 
Rico 

Question United 
States 

Puerto
Rico 

Race . . . . . . . . . . . . . . . . .  4.1% 5.0% 
Hispanic Origin . . . . . . . .  4.8% 3.4% 

Source: Tabulation of Census 2000 Hundred-
Percent Data File (HDF). 

Table 6.2 shows that Hispanics 
overall and Puerto Ricans in the 
U.S. are much more likely not to 
answer the race question than 
their counterparts in Puerto Rico. 

Table 6.2 
Nonresponse to Race by 
Hispanics and Puerto 
Ricans in the United States 
and Puerto Rico 

Hispanic group United 
States 

Puerto 
Rico 

All Hispanics . . . . . . . . . .  14.3% 3.4% 
Puerto Rican . . . . . . . . . .  17.5% 3.4% 

Source: Tabulation of Census 2000 Hundred-
Percent Data File (HDF). 
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Nonresponse to race by Hispanics26 

in the United States was over 14 Table 6.3 
Distribution of Hispanic Origin in Puerto Rico by Mode of 

percent, and over 17 percent by Data Collection 
Puerto Ricans in the United States,<
compar (1) (2) 3=(2-1)/1 
each on the island of Puerto Rico.27 

Hispanic . . . . . . . . . . . . . . . . . .  98.8% 98.8% 0.0% 
Puerto Rican . . . . . . . . . . . .  95.5% 94.8% –0.7% 

6.3 Hispanic-origin Dominican . . . . . . . . . . . . . .  1.0% 2.1% 110.0% 

reporting Cuban . . . . . . . . . . . . . . . . . .  
Mexican . . . . . . . . . . . . . . . .  

0.6% 
0.2% 

0.4% 
0.5% 

–33.0% 
150.0% 

It is not surprising that 98.8 per- Other Hispanics . . . . . . . . .  1.5% 
1.2% 

1.0% 
1.2% 

–33.0% 
0.0% 

ed with under 4 percent Hispanic Origin Respondent-filled Enumerator-filled Percent difference


cent of Puerto Rico’s residents were 
Non-Hispanic . . . . . . . . . . . . . .  

identified as Hispanic or that 95.1 Source: Adapted from Christenson (2003:14, Table 9). 

percent were identified as Puerto 
Rican. Another 1.5 percent were 
of Dominican origin; 1.4 percent Table 6.4 
were identified as “Other Hispanic Distribution of Hispanic Origin in the United States by 

Mode of Data Collection 
or Latino”; Cubans were about 0.5 
percent, and Mexicans 0.3 percent 
(Christenson, 2003:4). Less than 4 
percent of the Hispanic-origin 
responses in Puerto Rico were 
write-in entries, and 37.6 percent 
of those reflected the check box 
responses (Mexican, Puerto Rican, 
etc.). Another 52.8 percent of the 
write-in responses were detailed 
Hispanic responses; 6.5 percent 
were multiple-responses; and 3.1 
percent were other responses. 
Among the specific Hispanic 
groups written-in, 71.4 percent 
were “Dominican;”11.6 percent 
were South American entries; 5.7 
percent were Spaniard; 4.8 percent 
were Central American; and only 
6.4 percent were general descrip8
tors (e.g., Hispanic, Latino, etc.) 
(Christenson, 2003:5). 

6.3.1 Reporting of Hispanic origin 
by enumerators 

In general, the distribution of 
Hispanic-origin responses that 
were enumerator-filled does not 
vary much from those that were 
respondent-filled. Table 6.3 shows 
no differences in the proportion 
Hispanic and non-Hispanic in 

26 Hispanics overall and Puerto Ricans 
whose origin was not edited or imputed. 

27 Hereafter, I will refer to the island of 
Puerto Rico as “the Island.” 

Hispanic Origin Respondent-filled 
(1) 

Enumerator-filled 
(2) 

Percent difference 
3=(2-1)/1 

Hispanic . . . . . . . . . . . . . . . . . .  11.0% 16.8% 52.7% 
Puerto Rican . . . . . . . . . . . .  1.1% 1.6% 45.5% 
Dominican . . . . . . . . . . . . . .  0.2% 0.3% 50.0% 
Cuban . . . . . . . . . . . . . . . . . .  0.5% 0.4% –20.0% 
Mexican . . . . . . . . . . . . . . . .  6.1% 11.0% 80.3% 
Other Hispanics . . . . . . . . .  3.1% 3.5% 12.9% 

Non-Hispanic . . . . . . . . . . . . . .  89.0% 83.2% –6.5% 

Source: Adapted from Christenson (2003:14, Table 9). 

Puerto Rico by mode of collection, 
but there are some differences in 
the specific categories. Compared 
with respondent-filled returns, enu8
merator- filled returns showed pro8
portionately fewer Puerto Ricans 
(-0.7 percent), Cubans (-33.0 per-
cent), and all other Hispanic 
groups (-33.0 percent), but more 
Dominicans (110 percent) and 
Mexicans (150 percent). 

Table 6.4 shows more striking dif8
ferences in the proportion of 
Hispanics and non-Hispanics in 
the United States by mode of col8
lection. Enumerator-filled returns 
in the United States showed pro8
portionately fewer non-Hispanic 
(-6.5 percent) and more Hispanic 
(52.7 percent) responses than 
respondent-filled returns. 
Enumerator-filled returns in the 
United States showed proportion8
ately fewer Cubans (-20.0 percent), 
but more Puerto Ricans (45.5 per-

cent), Dominicans (50.0 percent), 
Mexicans (80.3 percent), and all 
other Hispanic groups (12.9 per-
cent) than respondent-filled 
returns. 

6.3.2. Discussion of Hispanic-ori�
gin reporting 

Although there is no benchmark to 
evaluate the reporting of Hispanic 
origin in Puerto Rico, the results 
from Census 2000 appear to be 
reasonable prima-facie, and there 
appears to be no particular bias in 
comparisons of respondent-filled 
returns and enumerator-filled 
returns in Puerto Rico. In contrast, 
there are significant differences in 
the distributions stateside: enu8
merator-filled returns showed pro8
portionately more Hispanics (with 
the exception of Cubans among 
the groups examined). In terms of 
reporting of detailed Hispanic 
groups, there did not appear to be 
excessive reporting of general 
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Hispanic terms probably because 
the overwhelmingly dominant 
group on the Island (Puerto Rican) 
appears as a reporting category in 
all data collections. Cresce and 
Ramirez (2003:11) suggest that the 
Puerto Rican category, along with 
the Cuban category, were the least 
affected by changes in the 
Hispanic-origin question used in 
Census 2000 (see Chapter 2 for a 
more detailed discussion). 

6.4 Race reporting 

Despite the newness of race 
reporting in Puerto Rico, reporting 
was very complete, as seen in the 
section above, and quite different 
than might have been expected. 
Table 6.5 shows the distribution of 
race in Puerto Rico for all people. 
About eight in every ten people 
(80.5 percent) were reported as 
“White alone,” and 84.0 percent 
reported “White alone or in combi8
nation with one or more other 
races.” Nearly one in twelve (8.0 
percent) reported as “Black or 
African American alone,” but 10.9 
percent reported “Black alone or in 
combination with one or more 
other races.” About 6.8 percent 

Table 6.5 
Race Distribution in Puerto Rico 

Selected race categories Race alone 
Race alone or in combi-
nation with other races 

White . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  80.5% 84.0% 
Black or African American . . . . . . . . . . .  8.0% 10.9% 
American Indian and Alaska Native . . . 0.4% 0.7% 
Asian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.2% 0.5% 
Some other race . . . . . . . . . . . . . . . . . . . .  6.8% 8.3% 
Two or more races . . . . . . . . . . . . . . . . . .  4.2% -

Source: Summary File 1, Table P3 and Table P9. 

Table 6.6 
Race Distribution of Hispanics in Puerto Rico and the 
United States 

Percent 
Selected race categories Puerto Rico United States difference 

(1) (2) 3=(1-2)/2 

White alone. . . . . . . . . . . . . . . . . . . . . . . . .  80.7% 47.9% 68% 
Black or African American alone . . . . . .  7.9% 2.0% 295% 
American Indian and Alaska Native 
alone . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.3% 1.2% –75% 

Some other race alone . . . . . . . . . . . . . .  6.9% 42.2% –84% 
Two or more races . . . . . . . . . . . . . . . . . .  4.1% 6.3% –35% 

Source: Adapted from Christenson (2003:6) Table 3. 

Table 6.7 
Race Distribution of Puerto Ricans in Puerto Rico and the 
United States 

Percent

Selected race categories Puerto Rico United States difference


(1) (2) 3=(1-2)/2


reported as “Some other race 
alone,” and 8.3 percent did so in 
combination with other races. One 
in 25 (4.2 percent) reported being 
of more than one race. 

Because most residents of Puerto 
Rico are Hispanic, it is important to 
compare their race distribution to 
that of stateside Hispanics and 
Puerto Ricans. Table 6.6 shows 
the race distributions of Hispanics 
in Puerto Rico and the United 
States. Compared with the United 
States, Hispanics in Puerto Rico are 
much more likely to report “White 
alone” (68 percent) and “Black 
alone” (295 percent). On the other 
hand, Hispanics in Puerto Rico are 
much less likely to report 
“American Indian and Alaska Native 

White alone . . . . . . . . . . . . . . . . . . . . . . . .  81.4% 47.4% 72% 
Black or African American alone . . . . . .  7.6% 6.5% 17% 
American Indian and Alaska Native 
alone . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.3% 0.6% –50% 

Some other race alone. . . . . . . . . . . . . . .  6.6% 37.3% –82% 
Two or more races . . . . . . . . . . . . . . . . . .  4.0% 7.4% –46% 

Source: Adapted from Christenson (2003:9-10) Table 5a and Table 5b. 

alone” (75 percent), “Some other 

race” alone (84 percent), and “Two 

or more races” (35 percent). 

Christenson (2003:8) reports a 

similar pattern when looking at the 

“race alone or in combination” dis8

tribution of race. 

How different are the responses of 

Puerto Ricans on the Island from 

those stateside? Table 6.7 shows 

similar results as for Hispanics 

overall. Compared to the United 

States, Puerto Ricans in Puerto Rico 

are also much more likely to report 

“White alone” (72 percent) but only 

somewhat more likely to report 

“Black alone” (17 percent). On the 

other hand, Puerto Ricans on the 

Island are also much less likely to 

report “American Indian and Alaska 

Native alone” (50 percent), “Some 

other race alone” (82 percent), and 

“Two or more races” (46 percent) 

than are Puerto Ricans stateside. 
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Table 6.8
Race Distribution of Hispanics in Puerto Rico by Mode of 
Data Collection 

Respondent- Enumerator- Percent 
Selected race categories filled filled difference 

(1) (2) 3=(2-1)/1 

White alone . . . . . . . . . . . . . . . . . . . . . . . .  83.0% 77.1% -8% 
Black or African American alone . . . . . .  8.3% 7.1% -17% 
American Indian and Alaska Native 
alone . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.5% 0.1% -400% 

Some other race alone . . . . . . . . . . . . . .  4.7% 10.3% 54% 
Two or more races . . . . . . . . . . . . . . . . . .  3.4% 5.2% 35% 

question28 “elicited the strongest 
negative reactions” from partici8
pants in four focus groups. 
Berkowitz (2201:17) notes that 
several participants reported that 
they “stopped filling out their 
questionnaire” upon reaching the 
race question. Some participants 
felt the questions were discrimina8
tory, divisive, and not appropriate 
for “the Creole or ‘mixed’ realities 

Source: Adapted from Christenson (2003:15, Table 10). 

Table 6.9 
Race Distribution of Hispanics in the United States by 
Mode of Data Collection 

Respondent- Enumerator- Percent 
Selected race categories filled filled difference 

(1) (2) 3=(2-1)/1 

White alone . . . . . . . . . . . . . . . . . . . . . . . .  49.2% 45.7% -8% 
Black or African American alone . . . . . .  2.0% 2.1% 5% 
American Indian and Alaska Native 
alone . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.3% 0.8% –63% 

Some other race alone . . . . . . . . . . . . . .  40.0% 46.1% 13% 
Two or more races . . . . . . . . . . . . . . . . . .  7.0% 4.9% -43% 

of Puerto Rico.” For example, 
Berkowitz (2201:17-18) reports 
some participants’ reactions 
[emphasis added]: 

“I have received training on 
equal employment. I under-
stand that about the races. 
When I saw the census form and 
read the race question I thought 
I am not White or Black or 
anything else because I am 
Hispanic and so I was upset 
and decided not to fill it out.” 

Source: Adapted from Christenson (2003:15, Table 10). 

Christenson (2003:11) reports that 
9.2 percent of the responses to 
race in Puerto Rico were  write-ins. 
Of those, 82.8 were classified as 
“Some other race.” Of the “Some 
other race” responses, 63.8 per-
cent involved a Hispanic-origin 
answer (e.g., “Hispanic,” “Puerto 
Ricans,” etc.), 31.9 percent were a 
‘color’ response (e.g. “Moreno,” 
“Brown,” etc.), 1.8 percent an unde8
fined mixed race response (e.g., 
“Mixed,” “Mulatto,” “Multiracial,” 
etc.), and the rest were other 
responses. 

6.4.1 Reporting of race by enu
merators 

Unlike Hispanic origin, race data 
collected by enumerators show 
reporting that is moderately dis8
tinct from that in respondent-filled 
returns. As shown in Table 6.8, 
enumerator-filled returns for 
Hispanics in Puerto Rico are pro8

portionately less likely to be 
“White alone” (-8 percent), “Black 
alone” (-17 percent), and “American 
Indian and Alaska Native alone” 
(-400 percent), but more likely to 
be “Some other race alone” (54 
percent) and “Two or more races” 
(35 percent). 

Enumerator-filled returns for 
Hispanics in the United States (as 
shown in Table 6.9) are proportion8
ately less likely to be “White 
alone” (-8 percent), “Two or more 
races” (43 percent), and “American 
Indian and Alaska Native alone” (63 
percent), but more likely to be 
“Black alone” (5 percent) and “Some 
other race alone” (13 percent). 
Unlike Hispanic origin, race data 
collected by enumerators showed 
moderately distinct reporting. 

6.4.2 Discussion of race reporting 

At least in some areas of Puerto 
Rico (urban coastal areas), the race 

“I did not find an alternative 
answer for my race because 
we are neither African Blacks 
nor American Indians. The cen8
sus did not have the optional 
answer of ‘Puerto Rican,’ our 
race. The question upset me 
because I thought why do we 
have to be divided as a race, if 
we have all kinds of races living 
here: Chinese, Arabs, 
Dominicans, Cubans. It 
occurred to me that this ques8
tion was somewhat racist and I 
did not want to fill out the form 
and so I did not.” 

“There was no option for 
Latino, or Puerto Rican, or 
Hispanic. This badly designed 
question demonstrated that our 
culture does not exist. I felt 
offended and said I would not 
fill it out. My wife told me I had 

28 Although Berkowitz (2001:17) reports 
strong reactions to the “race/ethnicity ques8
tions,” most of the reactions she reports 
seem directed solely at race. 
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to fill it out, according to law. I 
said let them come and get me 
and have them put me in jail!” 

Despite the strong reactions to the 
race question cited above, it is 
clear that the race reporting in 
Puerto Rico is good in terms of 
completeness (about 5 percent did 
not respond). Unlike stateside 
Hispanics and Puerto Ricans, Island 
residents were much more likely to 
respond to race (see Table 6.2). 
Residents of Puerto Rico were 
much more likely to report as 
“White” and much less likely to 
report as “Some other race” than 
their stateside counterparts. It is 
possible that the higher propor8
tion of “Some other race” stateside 
is partly a function of the much 
larger race nonresponse among 
Hispanic stateside, and the conse8
quent imputation. Hispanic resi8
dents in Puerto Rico were also 
more likely to self-report as “Black” 
on respondent-filled returns than 
their stateside counterparts (8 per-

cent and 2 percent, respectively; 
see Table 6.8), but Puerto Ricans 
in the United States were only 
slightly less likely to report “Black” 
than their Island counterparts (6.5 
and 7.6 percent, respectively; see 
Table 6.7). 

Because of the large role that enu8
merators played in Puerto Rico, 
there was some concern that enu8
merators may have affected race 
reporting. Were enumerators 
somehow responsible for the large 
proportion reporting “White” in 
Puerto Rico? That does not appear 
to be the case. 

As seen in Table 6.8, enumerator-
filled returns show slightly less 
reporting of “White,” and more 
reporting of “Some other race.” 
They also show slightly less report8
ing of “Black” than respondent-
filled returns. Interestingly, enu8
merator-filled returns in the United 
States showed the opposite: slight8
ly higher proportions of “Black” 
than respondent-filled returns (see 

Table 6.9). In any case, it is hard 

to conclude that enumerators 

somehow significantly biased or 

distorted the race data of 

Hispanics. The race reporting pat-

tern of respondent-filled returns is 

similar, although certainly not iden8

tical, for Hispanic respondents 

both in the United States and in 

Puerto Rico. 

On the other hand, the race report8

ing pattern is very different among 

Hispanic and Puerto Rican respon8

dents in Puerto Rico compared 

with their stateside counterparts 

(see Table 6.6 and Table 6.7). It is 

also clear that these differences are 

not explained by enumerator 

behavior. The differences in the 

race reporting pattern of Puerto 

Ricans on the Island and in the 

United States suggest that, despite 

the controversy, “race” is conceptu8

alized and understood differently 

on the Island than in the United 

States. 
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7. Conclusion 

The major objective of this Topic 
Report is to synthesize results 
from the Census 2000 Testing, 
Experiment, and Evaluations 
Program research relevant to race 
and Hispanic origin and, if possi8
ble, to answer some or all of the 
research questions that guided the 
report. 

7.1 Effects of question�
naire changes 

What was the overall effect on 
reporting of race and Hispanic ori
gin engendered by the changes in 
question sequencing, wording, 
questionnaire layout, and dropping 
examples that were included in 
1990? Was completeness of 
reporting adversely affected? 

The lesson we learned, once again, 
from the Alternative 
Questionnaire Experiment 
(AQE)29 (see chapter 2) is that 
changes in the questionnaire (in 
this case the mailout form) have 
unintended consequences. Some 
of the changes had a perverse 
effect and did not fully resolve the 
issues they were designed to 
address, as explained below. 

7.1.1 Sequencing and instructions 

In Census 2000, Hispanic origin 
was sequenced ahead of race and 
an instruction was added to 
answer both questions. These 
changes had two main objectives: 
a) decrease nonresponse to 
Hispanic origin; and b) increase 

29 Martin, Elizabeth, 2002, 
“Questionnaire Effects on Reporting of Race 
and Hispanic Origin: Results of a Replication 
of the 1990 Mail Short Form in Census 
2000,” Alternate Questionnaire Experiment. 

reporting in standard race cate8

gories by Hispanics. While the 

AQE could not differentiate exactly 

what effects were produced by a 

specific change, there is evidence 

that all the changes had an effect. 

First, nonresponse to the Hispanic-

origin question dropped quite dra8

matically in the 2000-style form 

compared to the 1990-style form. 

Second, the 2000-style form elicit8

ed better race reporting by 

Hispanic respondents, although 

nonresponse to race is still much 

too high. Proportionately fewer 

Hispanic respondents reported as 

“Some other race” in the 2000-style 

form, but this change did not even 

come close to eliminating the prob8

lem. Also, more Hispanic respon8

dents responded “White” in the 

2000-style form than in the 1990-

style form. 

7.1.2 Two or more races 

One of Martin’s (2002a:iv) interest8

ing conclusions is that, “contrary 

to what might have been expected, 

there is little evidence that allow8

ing respondents to report more 

than one race reduced the single 

race reporting in the 5 major race 

categories.” However, one reason 

is that, even with instructions to 

report one race, some respondents 

to the 1990-style form reported 

two or more races anyway. In 

addition, almost one-third of 

Hispanic respondents did not 

report a race. So, the actual 

impact on published race data 

depends on how these responses 

are imputed. 

It is important to remember that 
these findings are generalizable 
only to the mailout universe. 

It is also possible that, with a 
much larger sample, we might 
have reached different conclusions 
because we had few cases in the 
smaller categories. Small samples 
are a recurring problem with all 
research on these types of ques8
tions. 

7.1.3 Question wording and exam
ples 

One unintended effect of re-design8
ing the mail form to be more user-
friendly was to change the report8
ing of specific Hispanic groups. 
Fortunately, Martin (2002a:v) 
reports no evidence of any differ8
ence in the proportion of people 
reporting as Hispanic, but this con8
clusion could change if nonre8
sponses are imputed. 
Nonetheless, there was probably 
more complete reporting by non-
Hispanics in the 2000-style form. 
The problem is that the 2000-style 
form elicited fewer reports of spe8
cific Hispanic subgroups, and more 
reports of general Hispanic identity 
(Martin 2002:v). Data users were 
disturbed by the reduced detail for 
the Hispanic population in Census 
2000 (see GAO 2003a, Logan 
2002:3, and Suro 2002:8). 

Many of our critics blame the prob8
lem on the dropping of examples 
and the change in question word8
ing, but it is not clear that this is 
totally true. First, Martin (2002a) 
showed that the “Mexican” catego8
ry was affected, but logically this 
category should not have been 
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affected since it appeared as a 
checkbox in both forms. As Martin 
points out, some of these differ8
ences may have resulted from 
other changes to the form. 
Second, Cresce and Ramirez’s 
(2003) work suggests that “Puerto 
Rican” and “Cuban” groups may 
have been affected even though 
both appeared as checkboxes in 
both forms. Third, Martin 
(2002b:2) showed the opposite 
effect among Asian and Pacific 
Islander categories: the 2000-style 
form had higher proportions 
among the example groups than 
the 1990-style form. However, it is 
important to consider that these 
results may be an artifact of the 
relatively small sample size for the 
smaller race categories. Had the 
sample size been much larger, we 
might have reached different con8
clusions. Cresce and Ramirez 
(2003) did not undertake a similar 
analysis for Asian and Pacific 
Islander groups, but it should be 
done for completeness sake. 

Dropping examples in the question 
on Hispanic origin may have given 
some respondents the impression 
that we were attempting to get 
them to select among the terms 
“Spanish,” “Hispanic” or “Latino.” 
The “print group” instruction may 
have reinforced that notion, result8
ing in fewer specific and more gen8
eral responses. It may have also 
created inconsistent reporting, as 
explored below. In any case, the 
2003 National Census Test data 
should be able to shed additional 
light on the effect of examples and 
revised instructions on the 
responses to the Hispanic-origin 
and race questions. 

7.2 Consistency in 
reporting 

The Content Reinterview Survey 

(CRS)30 (see chapter 3) allows us to 
assess the consistency of reporting 
race, Hispanic origin, place of birth 
and ancestry, among other items. 
The CRS report considered 
Hispanic-origin and place-of-birth 
reporting to be of good consisten8
cy, and race and ancestry reporting 
to be of moderate consistency.31 

Over 95 percent of respondents 
answered both the race and 
Hispanic-origin question in Census 
2000 and CRS. 

Hispanic-origin reporting. 
According to Singer and Ennis 
(2002:xxii-xxiii), the edited 
Hispanic- origin data were of good 
consistency, but the lack of clear 
instructions on the question may 
have caused some respondents to 
report multiple categories when 
the question was intended to elicit 
one. Based on unedited data, 
there was good consistency for the 
“Not Hispanic” and the “Mexican” 
checkbox categories, but moderate 
consistency for the “Puerto Rican,” 
“Cuban,” and “Other Hispanic” 
checkbox categories when consid8
ered separately. Examining eight 
categories also showed good con8
sistency – about 3.3 percent of 
respondents changed their 
answers. However,  as Singer and 
Ennis (2002:53-54) remind us, all 
but the “Not Hispanic” and 
“Mexican” categories were “rare,” 
which can cause measurement 
error in the indexes. Singer and 
Ennis (2002) also noted that some 
respondents changed answers 
between Census 2000 and CRS, 

30 Singer, Phyllis, and Sharon R. Ennis, 
2002, “Census 2000 Content Reinterview 
Survey: Accuracy of Data for Selected 
Population and Housing Characteristics as 
Measured by Reinterview,” Census 2000 
Evaluation B5. 

31 For simplicity of expression, the fol8
lowing terms used in the CRS report were 
modified: 1) low inconsistency = good con8
sistency; 2) moderate inconsistency = mod8
erate consistency; and 3) high inconsistency 
= poor consistency. 

but what is clear is that most of 
the inconsistency arises in the 
“Other Hispanic” category and the 
multiple reports. 

Examining the differences in the 
questions used in Census 2000 
and CRS, a respondent might con8
clude that the mailback Hispanic-
origin question is asking if a per-
son is “Spanish” or “Hispanic” or 
“Latino,” whereas the enumerator 
and CRS questions are asking 
about specific groups (e.g., 
“Mexican,” “Puerto Rican,” “Cuban,” 
or of another Hispanic or Latino 
group). The “print group” instruc8
tion on the mailback form may 
have reinforced the notion that we 
were asking respondents to select, 
or even reject, the general respons8
es. If so, a respondent in Census 
2000 may have replied “No, not 
Spanish/Hispanic/Latino” and “Yes, 
Cuban,” meaning a Cuban who 
does not identify with the general 
terms, but during reinterview in 
CRS the respondent said, “Yes, 
Cuban,” thus creating an apparent8
ly inconsistent response. Similarly, 
a respondent might have identified 
as “Latino” in Census 2000, and 
then identified as “Yes, Puerto 
Rican” in CRS, also creating an 
apparent inconsistency. 

Race reporting. By examining 
reporting of Hispanic respondents 
separately, Singer and Ennis 
(2002:59) concluded that the 
Hispanic population contribute 
greatly to the race data variability. 
This finding reconfirms that 
Hispanic respondents have more 
difficulty answering the race ques8
tion than do non-Hispanics. 
However, among non-Hispanics, 
only Blacks, Asians, and Whites 
show good consistency, while 
American Indians and Pacific 
Islanders show only moderate 
reporting consistency. “Some other 
race” and “Two or more races” 
showed poor reporting consisten-
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cy. There is some evidence from 

observations that enumerators did 

not always read the question as 

worded and may have failed to 

show flashcards (Hough and Borsa 

2003:42). As with Hispanic origin, 

there were differences in question8

naires. But one reoccurring diffi8

culty is a sample size that is insuf8

ficient to properly measure 

differences in reporting, especially 

for the smaller or rare groups. 

Ancestry reporting. One of the 

interesting findings reported by 

Singer and Ennis (2002:27) was 

that responses collected by mail 

showed more consistency than 

those collected by enumerators, 

although both were in the moder8

ate range. In examining the data 

for specific Hispanic origins of 

sufficient size, we noted more con8

sistency. There was more inconsis8

tency in reporting “Hispanic” and 

“Spanish,” and some of the incon8

sistency came from moving 

between general Hispanic and spe8

cific Hispanic responses. 

Place-of-birth reporting. Generally 

speaking, the consistency of place-

of-birth reporting as identified by 

the write-in response was quite 

good. But Singer and Ennis 

(2002:32) warn of evidence that 

the model assumptions were not 

met for some categories. Even so, 

subgroups showed good consisten8

cy. When we examined place-of-

birth reporting from Central and 

South America, these responses 

appeared to be reported consis8

tently. These results suggest, for 

Hispanic groups at least, that place 

of birth and ancestry may be con8

sidered reliable supplements for 

Hispanic origin. Their use for sup8

plementing race responses, howev8

er, needs to be further explored. 

7.3 Sequencing and 
nonresponse 

Did sequencing of Hispanic origin 
ahead of race have the desired 
effect of reducing nonresponse to 
Hispanic origin? Did the sequenc
ing of Hispanic origin ahead of 
race result in proportionately 
fewer “Some other race” responses 
in race and did Hispanics have 
more complete reporting of race? 

There is very clear evidence that 
sequencing of Hispanic origin 
ahead of race did reduce nonre8
sponse to Hispanic origin. There is 
some evidence based on the AQE 
that sequencing of Hispanic origin 
ahead of race resulted in propor8
tionately fewer “Some other race” 
responses. Nonetheless, it is still 
the third largest race category after 
“Black or African American,” and 
shows no indication of disappear8
ing. The AQE also offers some evi8
dence that Hispanics reported race 
more completely in 2000-style 
forms, but very large proportions 
(about 21 percent) of Hispanics 
still did not answer the race ques8
tion. In Census 2000, about 17 
percent of race responses for 
Hispanics were imputed. 

7.4 Comparing Census 
2000 to other data sources 

How do the decennial data on race 
compare with those collected in 
other sources? 

Several recent studies compare 
Census 2000 data on race and eth8
nicity to data from other sources. 
Based on the work of Bennett and 
Griffin (2002); Leslie, Raglin, and 
Schwede (2002); Raglin and Leslie 
(2002); and Schwede, Leslie, and 
Griffin (2002), we examined how 
race and Hispanic origin differ in 
Census 2000 and the Census 2000 
Supplementary Survey (C2SS). One 
of the main objectives of the ACS 
is to serve as a replacement for the 

long form for the 2010 Census. 
Therefore, it is very important to 
understand how Census 2000 and 
C2SS differ for race and Hispanic 
origin, and what revisions to pro8
cedures and the questionnaires can 
reduce these differences. 

Hispanic-origin reporting. Bennett 
and Griffin (2002:210) found no 
discernible differences in the pro-
portion of Hispanic-origin respons8
es, but found significant differ8
ences in the detailed 
Hispanic-origin responses. 
Specifically, they found that com8
pared with Census 2000, C2SS pro8
duced proportionately more 
Mexicans. On the other hand, the 
“Other Hispanic” category declined 
by about 17 percent. Presumably 
this reflects proportionately lower 
reporting of general Hispanic 
responses, as shown in other 
research by Cresce and Ramirez, 
2003; Logan 2002; and Suro 2002. 

Bennett and Griffin (2002:210) 
speculate that the observed differ8
ences are due to the use of exam8
ples in the C2SS during telephone 
and personal visit interviewing. 
These aids were not provided dur8
ing Census 2000 operations, 
although one could argue that the 
presence of the Hispanic origin 
checkbox groups act as examples. 
This reasoning does not explain 
why the Mexican percentage is 
also lower in Census 2000. 

Race reporting. Bennett and Griffin 
(2002:208-210) found significant 
differences between C2SS and 
Census 2000 distributions for both 
the race alone and race alone or in 
combination categories. The 
authors found a number of differ8
ences in the race distributions, but 
the percentage of “White alone” 
and “Some other race alone” 
showed the greatest difference. 
The C2SS showed proportionately 
more “White alone” responses and 
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fewer “Two or more races” respons8
es. Census 2000 showed propor8
tionately more “Some other race 
alone” responses, as explained in 
more detail below. Small but sig8
nificant differences also existed for 
“Black or African American alone,” 
“American Indian or Alaska Native 
alone,” and “Asian alone” (Bennett 
and Griffin 2002:208). The 
authors also examined the race 
distributions for Hispanics and 
non-Hispanics because reporting 
patterns tend to be quite different 
for Hispanic respondents. 

Race reporting by Non-Hispanics. 
Compared with Census 2000, C2SS 
had slightly more reports of “White 
alone” and “Asian alone,” and 
fewer reports of “American Indian 
and Alaska Native alone” and “Two 
or more races.” The largest differ8
ence between Census 2000 and 
C2SS was for the “Some other race 
alone” population. When “Two or 
more races” is broken into “Two 
races which include Some other 
race” and “All other race combina
tions,” Census 2000 had propor8
tionately more race combinations 
that included “Some other race” as 
one of the races than did C2SS. 
On the other hand, C2SS had pro8
portionately more reports of all 
other race combinations than did 
Census 2000. 

Race reporting by Hispanics. 
Compared with Census 2000, C2SS 
has about 31 percent more reports 
of “White alone,” about 30 percent 
fewer “Some other race” reports, 
and about 24 percent fewer 
reports of “Two or more races” 
among Hispanics. Looking at “Two 
or more races” broken into “Two 
races which include Some other 
race” and “All other race combina
tions,” Census 2000 had propor8
tionately more two race combina8
tions that included “Some other 
race” as one of the races than did 
C2SS, and proportionately fewer 

that included “All other race combi
nations.” 

Based on the apparent reporting 
differences, the Census Bureau 
conducted two studies. The first, 
a semi-structured study of debrief8
ing data, suggested some C2SS 
interviewers used active probes 
that may have influenced reporting 
of specific race responses (Leslie, 
Raglin, and Schwede, 2002:2068). 
In another study of the debriefing 
data, Schwede, Leslie, and Griffin 
(2002) found that fewer years of 
experience, region of the country, 
and interviewer interpretation of 
what the race question was asking 
may have affected the responses. 
These studies also found differ8
ences in interviewers’ interpreta8
tions of “what” the race question is 
asking, and noted that interview8
ers pressed researchers to explain 
“just what it is headquarters wants 
to collect with the race question.” 

Raglin and Leslie (2002:2827) 
matched respondents interviewed 
in the C2SS to their Census 2000 
records and compared responses 
to the race question. The authors 
found much more consistent race 
responses among respondents who 
answered both Census 2000 and 
C2SS via mail than among those 
who were interviewed in both. 
This was true for both Hispanics 
and non-Hispanics. In explaining 
the finding, Raglin and Leslie 
(2002:2831) note that households 
were not assigned randomly to 
mail vs. personal interviews, but 
rather were interviewed because 
they did not respond to the mail 
questionnaire and may represent 
the hard-to-enumerate population. 

Among non-Hispanics, Raglin and 
Leslie (2002:2831) noted good 
consistency in reporting when both 
the Census 2000 and C2SS data 
were collected via mail for White, 
Black, and Asian respondents. 

They found only moderate consis8
tency for American Indian and 
Alaska Native, Some other race, 
and Two or more races respon8
dents. Raglin and Leslie 
(2002:2831) concluded that, for 
“non-Hispanics who are willing to 
fill out the mail forms – race 
reporting is consistent with the 
exception of people reporting two 
or more races.” 

According to Griffin et al., 
(2002:63) these studies suggest 
that differences in interviewing 
techniques used in Census 2000 
and C2SS may have led to more 
reporting of “White” in the C2SS 
and more reporting of “Some other 
race” in Census 2000 for 
Hispanics. This research did not 
explain the differences seen for 
non-Hispanics. These findings led 
researchers to investigate process8
ing differences between Census 
2000 and ACS. One processing 
difference in the race edits for enu8
merator forms in Census 2000 
may have led to an overstatement 
of the number of respondents in 
the “Some other race” and “Two or 
more races” categories. Other 
research suggests this may not be 
the entire explanation, although it 
may account for some of the dif8
ferences in distributions. This pro8
cessing difference may have exag8
gerated the Two or more races 
category by about 15 percent (see 
Cresce, 2003). 

7.5 Comparing Census 
2000 and the 1990 census 

Given the changes in the race and 
Hispanic-origin question in 2000, 
how can these data be compared 
to data from 1990? What are the 
limitations of such comparisons? 
What lessons have we learned 
about bridging the Census 2000 
race data so that they are more 
comparable to data collected 
previously and to data in other 
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data collections that do not allow 
for more than one race response? 

Hispanic origin. Although there 
were what turned out to be signifi8
cant differences in the Census 
2000 and the 1990 census 
Hispanic-origin questions, the 
overall total Hispanic population 
data are reasonably comparable. 
For example, Logan (2002:3,4) 
concluded that Census 2000 had a 
good count of Hispanics, but did 
not do well in identifying their spe8
cific origin. Several studies indi8
cate that the observed changes in 
the distribution of detailed 
Hispanic groups in Census 2000 
were not due entirely to a shift in 
how people of Hispanic-origin 
define themselves. Rather, this 
may have been affected by some 
change in the way we asked the 
Hispanic-origin question. We are 
left with the question of whether 
the elimination of examples was 
the probable cause of the reporting 
differences in detailed Hispanic 
groups. The GAO report (2003a) 
highlighted the discontent with the 
reporting of specific Hispanic sub-
groups in Census 2000. This 
report marks an important turning 
point in feedback given to the 
Census Bureau. Public concern is 
now focused on a very complete 
count of specific subgroups within 
minority categories, rather than 
the concern in previous censuses 
(e.g., Choldin, 1986) with the dif8
ferential undercount of minority 
groups. 

Race. The fundamental changes to 
the race question in Census 2000 
which allowed respondents to 
report more than one race have 
complicated comparisons with past 
collections that allowed only one 
race. The Census Bureau conduct8
ed the Census Quality Survey (CQS) 
to assist data users in comparing 
race data obtained under the new 

schema with that collected under 
the former format. 

The CQS is very impressive 
because of its large sample size, 
high response rates, representative 
sample, and the high matching 
rate with Census 2000 records. 
But despite an enviable survey exe8
cution, the CQS has several limita8
tions: too few cases reporting 
more than one race, which are fur8
ther diminished by inconsistent 
race reporting, reluctance to select 
one race, and the split-panel 
design. The complex methodology 
and multiple modes of data collec8
tion will make it difficult for users 
to decide how best to “bridge” 
multiple-race data from Census 
2000 to other single-race data col8
lections. But before we dismiss 
the CQS, we need to conduct addi8
tional research and analysis, and 
we need to explore how to pool 
the panel data. 

In retrospect, it seems that the 
CQS methodology may have intro8
duced many more sources of bias, 
such as time lag, mover gains and 
losses, interviewer effects, mode 
differences, proxy reporting, and 
possibly matching problems (all of 
which may give rise to inconsistent 
reporting) without entirely elimi8
nating conditioning effects or 
ensuring the independence of 
observations. It is quite clear that 
much more analysis is required to 
fully explore the CQS data and 
understand its implications for 
race reporting and bridging. 

7.6 Puerto Rico 

Given that the Census 2000 of 
Puerto Rico was the first to ask 
race in a decennial census in many 
decades, what were the issues in 
collecting those data? What were 
the general attitudes and problems 
expressed by the Puerto Rican pub
lic in terms of the race question? 
How do the race and ethnicity data 

collected in Puerto Rico compare 
with data collected state-side for 
the total population, Hispanics, and 
Puerto Ricans in the United States? 

Hispanic origin. Although there is 
no benchmark for Hispanic origin 
in Puerto Rico, the results from 
Census 2000 appear to be reason-
able prima-facie, and there appears 
to be no particular bias in compar8
isons of respondent-filled and enu8
merator-filled returns in Puerto 
Rico. In contrast, there are signifi8
cant differences in the distribu8
tions stateside: enumerator returns 
show proportionately fewer 
Hispanics (with the exception of 
Cubans among the groups exam8
ined). In terms of reporting of 
detailed Hispanic groups, there did 
not appear to be excessive report8
ing of general Hispanic terms, 
probably because the overwhelm8
ingly dominant group on the Island 
(Puerto Ricans) appears as a report8
ing category in all data collections. 
Cresce and Ramirez (2003:11) sug8
gest that the Puerto Rican catego8
ry, along with the Cuban category, 
were the least affected by changes 
in the Hispanic-origin question 
used in Census 2000. 

Race. Berkowitz (2201:17) report8
ed that at least in some urban 
coastal areas of Puerto Rico the 
race question elicited strong nega8
tive reactions from participants in 
focus groups. She reports that 
several participants reported that 
they “stopped filling out their 
questionnaire” upon reaching the 
race question. Some participants 
felt the questions were discrimina8
tory, divisive, and not appropriate 
for “the Creole or ‘mixed’ realities 
of Puerto Rico.” There is no evi8
dence on how, or even if, these 
negative reactions affected 
response rates. What we do know 
is that, in spite of these reactions, 
race reporting in Puerto Rico was 
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quite good in terms of complete8
ness. 

Unlike stateside Hispanics and 
Puerto Ricans, Island residents 
were much more likely to respond 
to race. Island residents were also 
much more likely to report as 
“White alone” and much less likely 
to report as “Some other race 
alone.” The higher proportion of 
“Some other race alone” responses 
stateside may be a function of the 
much larger race nonresponse 
among Hispanics in the United 
States, and consequently the need 
to impute race data for non-
respondents. Hispanic residents of 
Puerto Rico were also more likely 
to self-report as “Black alone” than 
their stateside counterparts, but 
Puerto Ricans in the United States 
were only slightly less likely to 
self-report “Black alone” than their 
Island counterparts. 

There was concern that enumera8
tors may have affected race report8
ing because of the large role enu8
merators played in Puerto Rico. 
Enumerator returns show slightly 
less reporting of “White,” and 
more reporting of “Some other 
race.” They also show slightly less 
reporting of “Black” than self-
reported returns. Interestingly, 
enumerator returns in the United 
States showed the opposite: slight8
ly higher proportion of “Black” than 
in mail returns. In this case, it is 
hard to conclude that enumerators 
somehow significantly biased or 
distorted the race data of 
Hispanics. The race reporting pat-
tern of mail returns is similar, 
although certainly not identical, for 
Hispanic respondents both in the 
United States and in Puerto Rico. 
The differences in race reporting 
suggest that the understanding 
and conceptualization of race is 
different for Puerto Ricans on the 
Island than in the United States. 
Despite the controversy that ask8

ing race engendered, a higher per8
centage of Puerto Ricans on the 
Island reported a race than did 
Puerto Ricans in the United States. 

7.7 Future research 

What research and testing should 
be conducted before the 2010 
Census in order to improve the 
Census 2000 questions on race 
and Hispanic origin? 

The suggestions arising from this 
review are consistent with those 
already underway with the 2003 
National Census Test (e.g., examin8
ing the role of examples, changing 
question wording and instruc8
tions, dropping “Some other race,” 
changing response categories, and 
examining new approaches to col8
lecting data on race and ethnicity). 

Examples. We need to test the 
effect of examples in getting better 
information about detailed 
Hispanic-origin and race groups. 
The detail will help not only to 
ensure a complete count but also 
to get the detailed tabulations that 
data users are expecting us to be 
able to generate. 

Question wording and instructions. 
We need to test the effect of restor8
ing “origin” in the Hispanic-origin 
question, improving the instruction 
for the “Other Hispanic” category, 
and clarifying the instructions to 
respondents to answer both ques8
tions and to not give an ethnicity 
response in race. 

“Some other race” (SOR). We need 
to test the feasibility of eliminating 
the SOR category because it is not 
very consistently reported or use8
ful, except as a collection category, 
and because we have to eliminate 
it for other purposes, such as sur8
vey controls and population esti8
mates. However, we must also 
understand what will happen if 
respondents, especially Hispanics, 

continue to report an identity 

which is not one of the OMB races. 

Fewer Response Categories. We 

need to continue to test approach8

es to reduce the “national” origin 

categories in both race and 

Hispanic origin. Some of these 

issues are being explored in the 

2003 National Census Test, but 

additional research needs to be 

conducted. The CRS findings sug8

gest that detailed categories tend 

to be less consistently reported. 

Part of this may be due to the con-

fusion associated with the pres8

ence of some Asian and Pacific 

Islander national-origin groups in 

the race question, and Hispanic 

national-origin groups in the 

Hispanic question. This creates 

confusion for some respondents 

about the purpose of both ques8

tions. As noted by Schwede, 

Leslie, and Griffin (2002:3136), our 

response categories are “a strange 

pastiche of skin color (white and 

black), internal indigenous ethnic 

groups (e.g., American Indian/ 

Alaska Native), U.S. Island Areas 

(e.g., Samoa), nationality (e.g., 

Japanese), and geographical region 

for many countries (other Asian).” 

The authors also note that even 

our Census Bureau field represen8

tatives expressed some confusion 

about exactly what headquarters 

intended to collect with these 

questions. Previous experience 

suggests that removing some of 

the categories would be difficult 

because many constituents expect 

that existing groups will be 

retained on the form, and in fact 

we have been under pressure to 

expand the number of categories 

shown. But, as with other ques8

tions, before changes can be 

made, extensive research and test8

ing needs to be done. 
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8. Recommendations 

Based on the studies reviewed in 
this report, we make the following 
recommendations (please note that 
we do not attach any particular 
importance to the order in which 
they appear): 

8.1 Pretest and evaluate 
all questionnaire changes, 
reduce uncontrolled 
variation in the questions 
that are asked, and 
conduct more research on 
mode and methodological 
influences on the data. 

It is important that we pretest and 
evaluate all questionnaire changes 
prior to implementation. We need 
to reduce uncontrolled variation in 
the questions that are asked and 
we need to understand how mode 
and other methodological differ8
ences affect the data that we col8
lect. Census 2000 had 54 different 
types of forms, and many forms 
had different race and Hispanic-
origin questions than the “stan8
dard” mail form. The AQE showed 
that even what appear to be minor 
changes on the Hispanic-origin 
question produced noticeable dif8
ferences in the responses we col8
lected. The studies contrasting 
Census 2000 and C2SS data sug8
gest that we do not understand 
how mode and other methodologi8
cal differences affected the 
responses in each data collection. 
(See chapter 2 for more discus8
sion.) 

8.2 Use larger sample 
sizes for tests. 

As the AQE, CRS, and CQS studies 
showed, there are many instances 

where larger sample sizes would 
have improved our ability to evalu8
ate effects on numerically small 
groups. While smaller sample 
sizes may save money in the short 
run, they may end up costing more 
in the long run if the tests must be 
repeated to yield definitive results. 
On the other hand, large data sets, 
such as the matched Census 2000 
and C2SS data, will often produce 
too many statistically significant 
differences to yield definitive 
results. However, on balance, it is 
better to have a lot of data rather 
than too little, particularly when 
we seek to understand how pro-
posed changes will affect numeri8
cally small groups. 

8.3 Avoid overly complex 
test designs – the simpler 
the better. 

It is important that we avoid overly 
complex test designs. For exam8
ple, the complex design of the 
CQS made it difficult to interpret 
the results and answer the ques8
tions the test was designed to 
explore. Having two panels in the 
CQS effectively reduced the sample 
size available for us to analyze. 
We need to do a lot more analysis 
of the CQS data, and we need to 
determine whether we can effec8
tively pool the data in order to 
obtain larger sample sizes for 
analysis. 

8.4 Explore ways to 
improve mail response – 
not only is it less 
expensive but we may also 
get more consistently 

reported race data. 

A study of matched Census 2000 
and C2SS records found much 
more consistent race responses 
among respondents who answered 
both Census 2000 and C2SS via 
mail. This was true both for 
Hispanics and non-Hispanics 
(Raglin and Leslie, 2002:2831). 
However, we know that house-
holds in Census 2000 and C2SS 
were not assigned randomly to 
mail or interview modes. In fact, 
households who were interviewed 
did not respond to the mail ques8
tionnaire and, therefore, may rep8
resent a particular segment of the 
population for whom it is hard to 
collect data. The combined bene8
fits of lower cost and potentially 
more consistent race responses 
make the mail data collection 
mode even more desirable. 

8.5 Explore ways to 
improve training and 
monitoring of enumerator 
and interviewer behavior. 

No matter how much we improve 
mail response, there will still be a 
need for enumerators and inter-
viewers to conduct non-response 
followup and other data collec8
tions. Therefore, interviewer 
behavior will always be an impor8
tant issue for data collection. 
Based on a semi-structured debrief8
ing study of ACS interviewers, 
Leslie, Raglin, and Schwede (2002) 
speculate that interviewer behavior 
caused by differences in experi8
ence and training may account for 
race reporting differences in 
Census 2000 and C2SS. Although 
this study was based on reported, 
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not observed, behavior, it suggests 
the possibility that some interview8
ers used active probes which may 
have influenced reporting of spe8
cific races responses (Leslie, 
Raglin, and Schwede, 2002:2068). 

1. Improve interviewer under-
standing of race and ethnici
ty questions. In order to 
ensure that we collect reliable 
information on race and 
Hispanic origin, interviewers 
must have a good understand8
ing of these concepts. In anoth8
er study of interviewer debrief8
ing data, Schwede, Leslie, and 
Griffin (2002) found variability 
in interviewer interpretations of 
“what the race question was 
asking.” They found that this 
varied by years of experience, 
type of experience, and region 
of the country. Recognizing 
this, we need to explore ways of 
ensuring a common understand8
ing among interviewers about 
the race and Hispanic-origin 
questions. 

2. Provide a standardized 
approach for collecting race 
and ethnicity data. In order 
to obtain reliable information on 
race and Hispanic origin, inter-
viewers must have training and 
standard methods for data col8
lection. It is important to main8
tain consistency across data col8
lections within mode so that 
interviewers have similar experi8
ence collecting these data. 

3. Improve methods to monitor 
enumerator and interviewer 
behavior. In order to reduce 
the effect of interviewer behav8
ior on the collection of consis8
tent race and Hispanic-origin 
data, we need to explore ways 
to monitor interviewer behavior 
through training, feedback, and 
reward or punishment of behav8
iors. 

8.6 Explore ways to 
minimize the differences 
between, if not 
standardize, race and 
ethnicity questions across 
data collections. 

The studies reviewed in this report 

point out many differences in the 

methods and materials used for 

race and ethnicity in our data col8

lections. In order to maximize our 

ability to collect consistent race 

and Hispanic-origin data, we need 

to consider standardizing the ques8

tions on race and ethnicity across 

our data collections as much as 

possible. We recognize that mode 

differences may require specific 

approaches, but the questions 

should be consistent within mode. 

This will also reduce variability 

arising from differences in the type 

of experience among interviewers. 

8.7 Within each data 
collection, minimize or 
eliminate variation in 
response categories across 
forms to avoid introducing 
data processing 
differences. 

We have one documented instance 

in which differences in the number 

of write-in areas for race respons8

es caused differences in the output 

data. A difference in the process8

ing of enumerator forms (which 

had only one write-in area for race) 

and to mail forms (which had three 

write-in areas for race) led to an 

overstatement of Some other race 

by 6 percent, and an overstate8

ment of Two or more races 

responses by about 15 percent 

(see chapter 5 for more discus8

sion). Reducing the number of 

forms and standardizing input 

fields will reduce the probability of 

spurious errors in data processing. 

8.8 Consider removing 
“Other...” check boxes and 
keeping the write-in area. 

Davis et al. (2001:III-16) note an 
inability of many respondents to 
use the existing categories. One 
source of incomparability arises 
when respondents check a box and 
write-in an entry in an inappropri8
ate area. For example, Davis et 
al.(2001:III-18) noted the instance 
of a respondent who reported her 
American Indian tribal affiliation in 
the “Yes, other Spanish/Hispanic/ 
Latino” write-in area, after marking 
the “No, not Spanish/Hispanic/ 
Latino” box. By checking both 
boxes, the respondent created a 
“mixed Hispanic origin” response 
which was probably not intended. 

Similarly, if a respondent were to 
mark the “Other Asian” checkbox 
and write “Irish” in the write-in 
area, we would have to make the 
decision of whether to classify the 
respondent as “Asian and White” 
or to remove the checkbox and 
keep the write-in response. 
Without the “Other...” checkboxes, 
write-in entries can be automatical8
ly evaluated and coded during the 
automated edit processing, without 
having to worry about whether the 
other checkbox marking was 
intended as an additional response 
or not. 

8.9 Consider not using 
“Some other race” in 
combination with other 
specified races (e.g., 
change “White and SOR” 
responses to “White 
alone”). 

The CRS report suggests that 
“Some other race” is not consis8
tently reported. Additionally, this 
category is not used in other feder8
al government programs, and it is 
not an official OMB-recognized race 
category outside of the census. 
Therefore, we should consider 
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ignoring these responses when 
they appear in combination with 
one or more OMB categories. But 
even if the SOR category is elimi8
nated from the census question8
naire, it is very likely that we will 
still get responses in other write-in 
areas that do not fit within the 
OMB-recognized race categories. 
What we decide to do with these 
non-OMB responses will affect the 
race distribution produced. 

8.10 Consider using 
information from other 
items to improve edit 
procedures, limit 100-
percent data tabulations to 
PL 94-171 race and 
Hispanic-origin groups, and 
derive detailed groups 
from American Community 
Survey data tabulations. 

Cresce and Ramirez (2003) showed 
that information from place of 
birth and ancestry can be used 
successfully to supplement “gener8
al Hispanic” responses, and pro8
duce more detailed information 
about the respondent’s particular 
Hispanic origin (e.g., Guatemalan). 
Cresce and Ramirez (2003) did not 
use this information to change a 
respondent from Hispanic to non-
Hispanic (or vice versa). We also 
know that Census 2000 100-per-
cent data show slightly different 
distributions than those based on 
Census 2000 sample data and 
C2SS distributions. In the future, 
we should consider releasing 
detailed race and Hispanic-origin 
tabulations from ACS data only, 
rather than 100-percent data. 

This recommendation arises from 
three sources: 1) our inability to 
reconcile the differences between 
ACS and 100-percent distributions; 
2) GAO admonishing us not to 
release detailed group data unless 
we can vouch for its accuracy; and 
3) data users’ desire to have the 
most complete data possible for 
detailed groups. Although the 
100-percent data is the largest 
data collection we undertake, it 
also has the greatest probability of 
suffering from non-sampling error 
because everything that can go 
wrong will go wrong in the larger 
endeavor. 

Under this proposal, the 100-per-
cent data would be used for consti8
tutionally mandated purposes and 
for enforcement of the Voting 
Rights Act; the sample data would 
be derived from the American 
Community Survey (once fully 
implemented). The 100-percent 
items on the ACS questionnaire 
could be edited with other data 
items on the questionnaire. For 
example, relationship could be 
edited with the assistance of mari8
tal status information. Similarly, 
place of birth and ancestry could 
be used to supplement the infor8
mation about detailed race and 
Hispanic-origin groups. This does 
not imply that these items would 
be used to change a respondent 
from one major category to anoth8
er. For example, you would not 
change a respondent from “Not 
Hispanic” to “Hispanic” based on 
their response to the place-of-birth 
question, but you could change a 

generic response of “South 

American” to “Columbian.” 

If we think of the 100-percent data 

as being a collection effort about 

the number of the nation’s inhabi8

tants and the race, Hispanic origin, 

and age of the population of each 

census block, then it makes sense 

to publish only the information we 

are required to at the block level.32 

The sample or long-form data 

derived from ACS then become the 

source of all other demographic, 

socioeconomic, and housing char8

acteristics of the nation and of the 

geographic units we feel are appro8

priate for release, including 

detailed subgroups of the racial 

and ethnic populations. 

8.11 Conduct additional 
analysis of the Census 
Quality Survey data. 

As noted in chapter 4, the main 

objective of the Census Quality 

Survey (CQS) was to assist data 

users in comparing race data 

obtained by asking respondents to 

“mark one or more races” with data 

obtained by asking respondents to 

“mark one race.” However, a great 

deal of further analysis needs to be 

conducted to determine how CQS 

data can be used to develop 

parameters for race bridging. 

32 Public Law 94-171, enacted in 1975, 
amended section 141 of title 13, United 
States Code, which directs the Census 
Bureau to provide redistricting data needed 
by the 50 states for their use in redrawing 
districts of the United States Congress and 
state legislatures 
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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup- 
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: www.census.gov/pred/www/. 

U.S. Census Bureau Response Rates and Behavior Analysis v 



This page intentionally left blank. 



1. Background 

The objective of this report is to 
answer the following seven ques�
tions: 

• � How quickly did the United 
States housing unit population 
respond by mail in Census 
2000? 

• � How did the mail response rates 
differ between short and long 
forms? 

• � How did the mail return rates 
differ between short and long 
forms? 

• � How many people and house-
holds were enumerated by the 
different modes/methods? 

• � Of the persons who used the 
Census Bureau's Internet web-
site, how satisfied were they 
with it? 

• � Of the person who used the 
Telephone Questionnaire 
Assistance program, how satis�
fied were they with it? 

• � How was the language program 
utilized in Census 2000? 

In order to answer the first three 
questions the report contains a dis�
cussion of the mail response and 
mail return rates; for the total and 
by form type - short versus long. 
For the fourth question a distribu�
tion of the number of persons and 
households by the different enu�
meration methods and data collec�
tion operations are provided. In 
addition, imputation rates are dis�
cussed. For the fifth and sixth 
questions data from the customer 
satisfaction surveys of the Internet 
website and the Telephone 

Questionnaire Assistance programs 
are analyzed. Finally for the lan�
guage program, the number of 
non-English questionnaires and 
language assistance guides are 
provided. In addition, data are 
provided on the amount of assis�
tance the Census Bureau provided 
respondents with completing the 
English questionnaire in a language 
other than English. The analysis 
for this report is limited to the 
United States housing unit popula�
tion. Therefore, persons enumerat�
ed in Group Quarters are not 
included in these analyses. In 
addition, Puerto Rico is not includ�
ed in these analyses. Other topic 
reports that are related to this 
report are: 

• Address List Development, 

• Content and Data Quality, 

• Coverage Improvement, 

• Data Collection, and 

• Puerto Rico. 

Census 2000 consisted of a large 
number of components or activi�
ties. In order to address the objec�
tives of this report three compo�
nents to the census are discussed 
in detail: 

• � the partitioning of the United 
States into enumeration areas, 

• � the questionnaires used to enu�
merate the population, and 

• the data collection operations. 

Sections 1.1, 1.2 and 1.3 provide a 
discussion of each component indi�
vidually. Section 1.4 provides a 
discussion of the three compo�

nents and how they were integrat�
ed for Census 2000. Finally, 
Section 1.5 provides a discussion 
of the three elements of the 
Census 2000 language program 
which affected mail response and 
respondent behavior. 

1.1 Types of enumeration 
areas 

The Census Bureau partitioned the 
geographic land mass of the 
United States into approximately 
7.2 million blocks (non-water 
blocks). For Census 2000, the 
Census Bureau assigned each block 
to one of six types of enumeration 
areas. The enumeration areas 
were determined depending on the 
address type in the block, the need 
for special enumeration proce�
dures, and/or the method for deliv�
ering the Census questionnaire. 
The six types of enumeration areas 
are Mailout/Mailback, 
Update/Leave, Urban 
Update/Leave, Update/Enumerate, 
List/Enumerate, and Remote Alaska 
(Treat and Stackhouse, 2002). 

1.1.1 Mailout/Mailback 

In Mailout/Mailback areas, the 
majority of addresses are city-
style, e.g., 801 Main Street. In 
addition, the address list was pri�
marily developed prior to Census 
Day, April 1, 2000. The Census 
Bureau mailed paper question�
naires to each address in 
Mailout/Mailback areas. The 
United States Postal Service deliv�
ered paper questionnaires between 
March 13 and March 15, 2000. For 
Mailout/Mailback areas respon�
dents could self-enumerate 
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providing their data on paper ques�
tionnaires. If they did not return 
their questionnaire on or before 
April 18, 2000, the address was 
visited by an interviewer during 
Nonresponse Followup (see Section 
1.3.6). An interviewer-adminis�
tered enumeration was performed 
using a paper questionnaire. Of 
the 7.2 million blocks in the 
nation, 52.71 percent (3,782,567) 
were in Mailout/Mailback areas 
containing approximately 79.81 
percent of all housing units. 
Mailout/Mailback areas were in all 
50 states and the District of 
Columbia. Mailout/Mailback areas 
also included areas designated as 
Military. Military areas were origi�
nally Update/Leave areas on mili�
tary bases. After the address list 
was created, it was determined 
that all the addresses were city-
style and received mail delivery by 
the United States Postal Service. 
Therefore, these areas were con�
verted over to Mailout/Mailback 
methodology but were classified as 
Military. Areas classified as 
Military do not make up all military 
bases. 

1.1.2 Update/Leave 

Update/Leave areas include both 
city and non-city style addresses. 
An example of a non-city style 
address is Rural Route 7, Box 4. 
United States Postal Service deliv�
ery coverage played a role in deter-
mining Update/Leave areas. Areas 
where the United States Postal 
Service had difficulty delivering to 
some or all of the housing units 
were classified as Update/Leave. 
While the address list was devel�
oped prior to Census Day, it was 
also updated during the delivery of 
the Census questionnaire. During 
March 2000, Census Bureau staff 
canvassed the Update/Leave 
blocks, updated both the address 
list and the maps, and delivered 
paper questionnaires. Like 

Mailout/Mailback areas, in 
Update/Leave areas respondents 
could self-enumerate providing 
their data on paper questionnaires. 
If they did not return their ques�
tionnaire on or before April 18, 
2000, the address was visited by 
an interviewer during Nonresponse 
Followup (see Section 1.3.6). An 
interviewer-administered enumera�
tion was performed using a paper 
questionnaire. Of the 7.2 million 
blocks in the nation, 41.72 percent 
(2,993,665) were in Update/Leave 
areas containing approximately 
18.80 percent of all housing units. 
Update/Leave areas were in all 50 
states except Rhode Island. The 
District of Columbia contained no 
Update/Leave areas. 

1.1.3 Urban Update/Leave 

Urban Update/Leave areas were 
originally Mailout/Mailback areas 
which were converted to an 
Update/Leave enumeration 
methodology. The Census Bureau 
identified blocks where we thought 
the United States Postal Service 
would have difficulty delivering the 
Census questionnaire. These areas 
were inner-city, usually containing 
multi-unit structures. During 
March 2000, Census Bureau staff 
canvassed the Urban Update/Leave 
blocks, updated both the address 
list and the maps, and delivered 
questionnaires. Like 
Mailout/Mailback and 
Update/Leave areas, in Urban 
Update/Leave areas respondents 
could self-enumerate providing 
their data on paper questionnaires. 
If they did not return their ques�
tionnaire on or before April 18, 
2000, the address was visited by 
an interviewer during Nonresponse 
Followup (see Section 1.3.6). An 
interviewer-administered enumera�
tion was performed using a paper 
questionnaire. Of the 7.2 million 
blocks in the nation, 0.18 percent 
(12,843) were in Urban 

Update/Leave areas containing 
approximately 0.21 percent of all 
housing units. Eight of the twelve 
Regional Census Centers identified 
blocks for Urban Update/Leave 
areas. The eight participating 
Regional Census Centers were 
Atlanta, Boston, Chicago, Dallas, 
Denver, Detroit, Philadelphia, and 
Seattle. The four Regional Census 
Centers that did not participate 
were Charlotte, Kansas City, Los 
Angeles, and New York. There 
were Urban Update/Leave areas in 
California, Colorado, Delaware, the 
District of Columbia, Florida, 
Idaho, Illinois, Louisiana, Michigan, 
New Jersey, Pennsylvania, Rhode 
Island, and Washington. 

1.1.4 Update/Enumerate 

Update/Enumerate areas were orig�
inally Mailout/Mailback or 
Update/Leave areas which were 
converted to this enumeration 
area. This enumeration area 
occurred in communities with low 
mail response rates in the 1990 
Census. Some of the areas had 
primarily city style addresses and 
some consisted of non-city style 
addresses. Update/Enumerate 
areas include some selected 
American Indian Reservations and 
the Colonias, which are Hispanic-
occupied unincorporated communi�
ties near the Mexican border. In 
addition, Update/Enumerate took 
place in resort areas with high con�
centrations of seasonally vacant 
housing units. From March to June 
2000, Census Bureau staff can�
vassed the Update/Enumerate 
blocks, updated both the address 
list and maps, and enumerated the 
housing units. An interviewer-
administered enumeration was per-
formed using a paper question�
naire. Of the 7.2 million blocks in 
the nation, 2.32 percent (166,427) 
were in Update/Enumerate areas 
containing approximately 0.83 per-
cent of all housing units. 
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Update/Enumerate areas were in 

portions of 35 states. These states 

were Alabama, Alaska, Arizona, 

California, Colorado, Connecticut, 

Florida, Idaho, Indiana, Iowa, 

Kansas, Kentucky, Louisiana, 

Maine, Massachusetts, Minnesota, 

Mississippi, Montana, Nebraska, 

Nevada, New Mexico, New York, 

North Carolina, North Dakota, 

Oregon, Pennsylvania, Rhode 

Island, South Carolina, South 

Dakota, Texas, Utah, Virginia, 

Washington, Wisconsin, and 

Wyoming. Detroit was the only 

Regional Census Center that did 

not participate in the 

Update/Enumerate operation. 

1.1.5 List/Enumerate 

List/Enumerate areas contain most�

ly non-city style addresses. These 

areas of the country are geographi�

cally remote with a low housing 

unit density. For these reasons the 

address list was developed during 

the enumeration of the housing 

units. From March to July 2000, 

Census Bureau staff canvassed the 

ground creating the address list, 

updating maps, and enumerating 

the housing units. An interviewer-

administered enumeration was per-

formed using a paper question�

naire. Of the 7.2 million blocks in 

the nation, 2.99 percent (214,785) 

were in List/Enumerate areas con�

taining approximately 0.34 percent 

of all housing units. 

List/Enumerate areas were in por�

tions of 20 states. These states 

were Alaska, Arizona, California, 

Hawaii, Idaho, Maine, Montana, 

Nebraska, Nevada, New 

Hampshire, New Mexico, New 

York, North Dakota, Oregon, South 

Dakota, Texas, Utah, Vermont, 

Washington, and Wyoming. These 

states are mainly in the West and 

Northeast regions of the country. 

1.1.6 Remote Alaska 

Remote Alaska areas contain most�
ly non-city style addresses. These 
areas of Alaska are the most geo�
graphically remote with a low 
housing unit density. For these 
reasons the address list was devel�
oped during the enumeration of 
the housing units. From late 
January to late April 2000, Census 
Bureau staff canvassed the ground, 
creating the address list, updating 
maps, and enumerating the hous�
ing units. An interviewer-adminis�
tered enumeration was performed 
using a paper questionnaire. Of 
the 7.2 million blocks in the 
nation, 0.08 percent (5,418) were 
in Remote Alaska areas containing 
approximately 0.02 percent of all 
housing units. 

1.2 Types of question
naires 

For Census 2000, there were three 
basic types of questionnaires; 
paper questionnaires, an Internet 
questionnaire, and computer 
assisted telephone interview (CATI) 
questionnaires (Treat and 
Stackhouse, 2002). 

1.3 Data collection opera
tions 

For Census 2000, there were nine 
major data collection operations 
related to the housing unit popula�
tion: Questionnaire Delivery, the 
Internet program, Telephone 
Questionnaire Assistance, the Be 
Counted program, Coverage Edit 
Followup, Nonresponse Followup, 
Coverage Improvement Followup, 
Personal Visit Enumeration, and 
Transient Night (T-Night) enumera�
tion. 

1.3.1 Questionnaire Delivery 

For the Questionnaire Delivery 
operation, paper questionnaires 
were delivered by either the United 
States Postal Service in 

Mailout/Mailback areas or Census 
Bureau staff in Update/Leave and 
Urban Update/Leave areas. The 
delivery operation occurred 
between March 13 to March 15, 
2000 in Mailout/Mailback areas. In 
Update/Leave areas, Questionnaire 
Delivery was scheduled to begin 
on March 3, 2000, with the intent 
that all questionnaires were to be 
delivered by Census Day, April 1, 
2000. In actuality some question�
naires were delivered earlier than 
March 3 during training exercises. 
In addition, the operation was not 
completed in some areas until 
April 6, 2000. In Urban 
Update/Leave areas, Questionnaire 
Delivery occurred from March 3 to 
March 31, 2000. Respondents 
were to complete their question�
naires and return the forms 
through the mail. Note that this 
operation includes the Local 
Census Office delivery of paper 
questionnaires which the United 
States Postal Service was unable to 
deliver. Questionnaire delivery 
occurred in Mailout/Mailback, 
Update/Leave, and Urban 
Update/Leave areas (Stackhouse 
and Brady, 2003a and 2003b; 
Rosenthal, 2002a; and Pennington, 
2003). 

1.3.2 Internet program 

For the Internet program, respon�
dents receiving the short form 
paper questionnaire were able to 
respond on the Internet. 
Respondents were required to pro-
vide their 22-digit census identifi�
cation number in order to access 
the Internet questionnaire site. 
The Census Bureau decided not to 
advertise the Internet program. 
Therefore, persons who responded 
using this program located it on 
the Census Bureau website or had 
some connection to the Census 
Bureau. The website was accessi�
ble between March 3 and April 18, 
2000. Internet program primarily 
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occurred in Mailout/Mailback, 
Update/Leave, and Urban 
Update/Leave areas (Whitworth, 
2002). 

1.3.3 Telephone Questionnaire 
Assistance 

For the Telephone Questionnaire 
Assistance program, the Census 
Bureau provided a toll-free 1-800 
telephone number to assist respon�
dents in completing the Census 
questionnaire. There were two 
ways respondents could provide 
their data. First, one of the capa�
bilities of the program was to 
allow the respondent to provide 
his or her Census short form data 
over the telephone. When the 
respondent met certain conditions, 
a computer assisted telephone 
interview was administered. Some 
of these enumerations resulted in 
addresses being added to the 
housing unit inventory. Second, 
respondents could request that a 
questionnaire be mailed to them. 
The operator collected the respon�
dent's address information and a 
paper questionnaire was mailed. 
Telephone Questionnaire 
Assistance network was available 
to the public from March 3 to June 
30, 2000. Telephone 
Questionnaire Assistance primarily 
occurred in Mailout/Mailback, 
Update/Leave, and Urban 
Update/Leave areas (Chesnut, 
2003). 

1.3.4 Be Counted program 

For the Be Counted program, the 
Census Bureau distributed unad�
dressed paper questionnaires at 
targeted locations in the communi�
ty. If a person felt he or she was 
not counted in the Census, he or 
she could complete the form and 
return the questionnaire through 
the mail. Questionnaires were 
available from March 31 to April 
17, 2000. The Be Counted 

program occurred in all six enu�
meration areas (Carter, 2002). 

1.3.5 Coverage Edit Followup 

For the Coverage Edit Followup 
program, the Census Bureau 
reviewed the data from paper 
questionnaires returned through 
the mail and from Internet ques�
tionnaires. The review consisted 
of checks or edits to ensure that 
the respondent provided consistent 
data on the number of persons in 
the household. The Coverage Edit 
Followup program was not 
designed to be a content followup. 
The program included two types of 
edit failures. The first edit was a 
consistency check on the number 
of persons in the housing unit. 
This edit was called "count discrep�
ancy". The second edit identified 
households that reported more 
persons than there was room on 
the questionnaire. This was called 
"large household edit". Computer 
assisted telephone interview was 
conducted that consisted of a 
review of the household roster and 
nine coverage probes. The probes 
were designed to identify persons 
included on the roster in error and 
excluded from the roster in error. 
The demographic data for persons 
added to the roster as a result of 
the coverage probes and persons 
resulting from the large household 
edit were obtained. This operation 
occurred from May 8 to August 13, 
2000 in Mailout/Mailback, 
Update/Leave, and Urban 
Update/Leave areas (Sheppard, 
2003). 

1.3.6 Nonresponse Followup 

For the Nonresponse Followup 
operation, addresses for which a 
questionnaire had not been 
received on or before April 18, 
2000 were visited by Census 
Bureau staff. Paper questionnaires 
were used during the Nonresponse 
Followup operation. In addition, if 

the enumerator located an address 
on the ground that was missing 
from their address register they 
were able to add and enumerate 
the housing unit. This operation 
occurred from April 27 to June 26, 
2000 in Mailout/Mailback, 
Update/Leave, and Urban 
Update/Leave areas (Moul, 2002). 

1.3.7 Coverage Improvement 
Followup 

The Coverage Improvement 
Followup operation occurred a few 
weeks after the completion of the 
Nonresponse Followup operation. 
This operation was designed to 
enumerate housing units that were 
added late to the address list and 
thus could not be included in the 
Nonresponse Followup operation. 
In addition, housing units classi�
fied as vacant or delete in 
Nonresponse Followup were visited 
again during Coverage 
Improvement Followup. Paper 
questionnaires were used during 
the Coverage Improvement 
Followup operation. In addition, if 
the enumerator located an address 
on the ground that was missing 
from their address register they 
were able to add and enumerate 
the housing unit. This program 
occurred from June 26 to August 
23, 2000 in Mailout/Mailback, 
Update/Leave, and Urban 
Update/Leave areas (Moul, 2003). 

1.3.8 Personal Visit Enumeration 

The Personal Visit Enumeration 
operation was designed to enumer�
ate areas of the country where the 
Census Bureau did not mail or 
deliver a questionnaire for the 
respondents to complete and 
return through the mail. These 
areas of the country are typically 
remote with low housing unit 
density. In addition they are in 
communities with low mail 
response rates in the 1990 Census. 
Census Bureau staff visited and 
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enumerated each housing unit 
using paper questionnaires. The 
Personal Visit Enumeration opera�
tion occurred between January 31 
and May 30, 2000. This operation 
occurred in Update/Enumerate, 
List/Enumerate, and Remote Alaska 
areas (Zajac, 2002 and Rosenthal, 
2002b). 

1.3.9 T-Night enumeration 

The T-Night enumeration was 
designed to enumerate persons at 
transient locations such as recre�
ational vehicle (RV) parks, camp-
grounds, marinas, racetracks, fairs, 
and carnivals. Persons living or 
staying at these locations on 
Census Day were not likely to be 
at these locations year-round. 
Persons at these locations were 
enumerated by the T-Night opera�
tion if they indicated they had no 
other usual home. At RV parks, 
marinas, and campgrounds, the 
objective was to enumerate per-
sons who primarily lived in RVs 
and houseboats, or other mobile or 
temporary housing. At racetracks, 
fairs, and carnivals, the population 
being enumerated was the resident 
workforce. Paper (household) 
questionnaires were used to enu�
merate all such persons. These 
sites and slips were enumerated as 
housing units. T-Night enumera�
tion occurred on March 31, 2000 
in all six enumeration areas (Jonas, 
2002). 

1.4 Enumeration methods 

Based on the six types of enumera�
tion areas, the three types of ques�
tionnaires, and the nine data col�
lection operations, there were large 
number of enumeration methods 
in Census 2000. For this discus�
sion, they have been collapsed into 
three enumeration methods based 
on how the data were collected. 

The first method is self-adminis�
tered enumerations. They are 

defined as questionnaires that 
respondents completed without 
the direct assistance of Census 
Bureau staff. This occurred in 
Mailout/Mailback, Update/Leave, 
and Urban Update/Leave areas. 
This includes paper questionnaires 
from the questionnaire delivery 
operation and the Be Counted pro-
gram that were completed by the 
respondent, and returned through 
the mail. In addition, Internet 
questionnaires are included. 

The second method is interviewer-
administered followup enumera�
tions. They are defined as ques�
tionnaires that were completed 
with the direct assistance of 
Census Bureau staff. In addition, 
most respondents had the option 
of performing and completing a 
self-administered enumeration and 
did not. This occurred in 
Mailout/Mailback, Update/Leave, 
and Urban Update/Leave areas. It 
includes paper questionnaires from 
the Nonresponse Followup and 
Coverage Improvement Followup 
operations. In addition, computer 
assisted telephone interviews from 
the Coverage Edit Followup opera�
tion and the Telephone 
Questionnaire Assistance program 
are included. Note that returns 
from the Coverage Edit Followup 
operation originally started as a 
self-administered enumerations 
however, since there was an inter-
action between the respondent and 
a telephone agent, these were clas�
sified as interviewer-administered 
followup enumerations. 

The third method is interviewer-
administered enumerations. They 
are defined as questionnaires that 
were completed with the direct 
assistance of Census Bureau staff. 
In addition, the respondent’s only 
option to complete his or her ques�
tionnaire was with direct assis�
tance from Census Bureau staff. 
Therefore, they did not have the 

opportunity to perform a self-
administered enumeration. This 
occurred in all six enumeration 
areas. For Mailout/Mailback, 
Update/Leave, and Urban 
Update/Leave areas, this included 
paper questionnaires for housing 
units added during Nonresponse 
Followup and Coverage 
Improvement Followup. In addi�
tion, housing units added as a 
result of the Telephone 
Questionnaire Assistance program 
are included. This consisted of 
computer assisted telephone inter-
views only. For Update/ 
Enumerate, List/Enumerate, and 
Remote Alaska areas, paper ques�
tionnaires from the Personal Visit 
Enumeration operation are also 
included. Finally, the T-Night enu�
meration is also included in this 
enumeration method, occurring in 
all enumeration areas. 

At the end of the census, all hous�
ing units should have been enu�
merated by one of the above meth�
ods. However, there were some 
housing units at the end of the 
census data collection operations 
for which there was no enumera�
tion. For these housing units, the 
Census Bureau imputed all of the 
person data. They are called 
Whole Household Substitutions. 

1.5 Language program 

For Census 2000, there were three 
components of the language pro-
gram; questionnaires in languages 
other than English, language assis�
tance guides, and assistance in 
completing the English question�
naire. 

1.5.1 Non-English questionnaires 

Questionnaires were provided in 
five languages other than English. 
The five languages were Spanish, 
Chinese, Korean, Tagalog, and 
Vietnamese. These questionnaires 
could have been obtained through 
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two methods. First, all households 
in Mailout/Mailback areas and 
households in Update/Leave areas 
with mailing addresses had the 
option to request a questionnaire 
in Spanish, Chinese, Korean, 
Tagalog, or Vietnamese through 
the advance letter. The advance 
letter contained a form allowing 
respondents to identify the non-
English questionnaire they 
required. Respondents would com�
plete and return the form to the 
Census Bureau. Upon receipt of 
the request, the Census Bureau 
mailed the respondent the request�
ed non-English questionnaire. The 
second method of obtaining a non-
English questionnaire was through 
the Be Counted program. Be 
Counted questionnaires were avail-
able in English, Spanish, Chinese, 
Korean, Tagalog, and Vietnamese. 
These Be Counted questionnaires 
were available at local 
Questionnaire Assistance Centers 
and at the "Be Counted" distribu�
tion sites (Carter, 2002 and Jones 
and Barrett, 2003). 

1.5.2 Language assistance guides 

Language assistance guides were 
brochures available in 49 lan�
guages other than English that 
assisted non-English respondents 
in filling out their English question�
naire. Language assistance guides 
could be obtained through three 
methods; from the Internet 
Questionnaire Assistance site, 
through the Telephone 
Questionnaire Assistance program, 
or obtained at a Questionnaire 
Assistance Center. Appendix A 
contains a list of the 49 languages. 
Note that in addition to the 49 lan�
guages, a large print English ver�
sion of the guide was available 
(Chesnut, 2003; Jones and Barrett, 
2003; and Pendleton, 2003). 

1.5.3 Assistance with completing 
the English questionnaire 

Assistance in completing the 
English questionnaire could be 
obtained through two methods; 
the Telephone Questionnaire 
Assistance program and the 
Questionnaire Assistance Centers. 

The Telephone Questionnaire 
Assistance program was imple�
mented to assist the public in com�
pleting their census forms. Six 
language specific national toll-free 
telephone numbers were printed 
on Census questionnaires and 
Language Assistance Guides. The 
English and Spanish toll-free tele�
phone numbers connected to an 
Interactive Voice Response system 
where a caller obtained informa�
tion by selecting from a series of 
menu options, and if needed, was 
transferred to an agent. The four 
Asian language toll-free telephone 
numbers connected directly to 
bilingual agents. The Asian lan�
guages supported were Chinese, 
Korean, Vietnamese, and Tagalog. 
The Operator Support System facil�
itated agents in servicing calls by 
providing verbatim scripting. One 
of the roles of the Questionnaire 
Assistance Centers was to assist 
respondents with language barriers 
in completing their questionnaire. 
Bilingual staff were hired to facili�
tate that role (Chesnut, 2003). 
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2. Results 

The analysis for this report is limit�
ed to the United States housing 
unit population. Therefore, per-
sons enumerated in Group 
Quarters and in Puerto Rico are not 
included in these analyses. 

2.1 Mail response rate 
versus mail return rate 

There are two measures that exam�
ine self-enumeration in Census 
2000; mail response rates and mail 
return rates. The mail response 
rates and the mail return rates for 
Census 2000 were calculated at 
two points in time: as of April 18, 
2000 and as of December 31, 
2000. April 18 was used as a ref�
erence date for calculating the 
rates since that was the date for 
determining which housing units 
would be contacted during the 
Nonresponse Followup operation. 
December 31 was used as a refer�
ence date for calculating the rates 
since that was the date the official 
counts were due to the President. 
While the rates are calculated 
through December 31, the last 
date on which the Census Bureau 
received a self-enumerated return 
was October 19, 2000. 

The mail response rate as of April 
18 is a measure that represents the 
percentage of addresses eligible 
for Nonresponse Followup that 
returned questionnaires prior to 
the designation of the 
Nonresponse Followup universe. 
The mail response rate as of 
December 31 is a measure of 
respondent participation by mail in 
Census 2000. The difference 
between the two rates is that the 
December 31 rate was not restrict�

ed to returns received before the 
cut for the Nonresponse Followup 
universe. Several criteria were 
used to identify addresses for 
inclusion in the denominator of the 
mail response rate. First the 
address had to be on the Census 
2000 address frame (Decennial 
Master Address File) and be eligi�
ble to be contacted in the 
Nonresponse Followup operation. 
In addition, the rate was restricted 
to housing units in mailback areas 
only. Mailback areas included 
Mailout/Mailback, Update/Leave, 
and Urban Update/Leave areas. 
Finally, addresses that were pre-
identified as having inadequate 
address information for mailout 
were excluded from the rates. For 
a housing unit to be in the mail 
response rate numerator, it had to 
be in the mail response rate 
denominator, and the Census 
Bureau received a questionnaire on 
or before a specific point in time, 
i.e., April 18 and December 31. 

The mail return rate is a measure 
of respondent cooperation by mail 
in Census 2000. Several criteria 
were used to identify addresses for 
inclusion in the denominator of the 
mail return rate. First the address 
had to be occupied in Census 2000 
(on the Hundred Percent Census 
Edited File) and be in the Census 
2000 address frame prior to the 
start of the Nonresponse Followup 
operation. In addition, the rate 
was restricted to housing units in 
mailback areas only, i.e., 
Mailout/Mailback, Update/Leave, 
and Urban Update/Leave. Finally, 
addresses identified by the United 
States Postal Service in 

Mailout/Mailback areas or by 
Census Bureau staff in 
Update/Leave and Urban 
Update/Leave areas as undeliver�
able were excluded from the rates. 
For a housing unit to be in the mail 
return rate numerator, it had to be 
in the mail return rate denominator 
and the Census Bureau received a 
questionnaire on or before a spe�
cific point in time, i.e., April 18 
and December 31. 

The main difference between the 
denominators of the mail response 
and mail return rates is that the 
mail response rate denominator 
includes vacant housing units, 
addresses determined by the 
United States Postal Service and 
Census Bureau staff as undeliver�
able, and addresses on the Census 
2000 address frame which were 
eventually determined not to exist. 

For the mail response rate and the 
mail return rate calculations, ques�
tionnaires completed from the fol�
lowing data collection operations 
are considered "mail" returns and 
are included in the numerators as 
responses: Questionnaire Delivery, 
the Internet program, the Be 
Counted program, Telephone 
Questionnaire Assistance, and 
Coverage Edit Followup. 
Therefore, questionnaires from 
those five data collection opera�
tions are considered mail respons�
es/returns. Finally, the national 
level rates include all 50 states and 
the District of Columbia. 

Table 1 contains the final mail 
response and final mail return 
rates (as of December 31). In addi�
tion, the table contains the mail 
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Table 1. 
Mail Return and Mail Response Rates Over Time 

Date Time frame 

Mail return rate Mail response rate 

Rate 

As a percent 
of the final 

rate Rate 

As a percent 
of the final 

rate 

March 3 
Questionnaire delivery begins in Update/Leave 
and Urban Update/Leave areas . . . . . . . . . . . . .  0.0 0.0 0.0 0.0 

March 6 Advance letter delivery begins . . . . . . . . . . . . . . . .  0.1 0.2 0.1 0.2 

March 13 
Questionnaire mailout begins in Mailout/Mailback 
areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.2 2.7 1.9 2.8 

March 20 Reminder postcard delivery begins . . . . . . . . . . . .  25.9 33.1 22.5 33.3 
April 1 Census Day . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  63.1 80.5 54.7 81.2 
April 8 One week past Census Day . . . . . . . . . . . . . . . . . .  70.5 89.9 61.2 90.7 
April 18 NRFU universe is determined. . . . . . . . . . . . . . . . .  74.1 94.5 64.3 95.3 

April 25 
One week past the NRFU universe 
determination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  75.1 95.8 65.2 96.7 

April 27 Official start date for the NRFU field activities . . . 75.4 96.1 65.4 97.1 
June 26 Official end date for the NRFU field activities . . . 77.9 99.3 67.0 99.4 
December 31 End of the Census Year . . . . . . . . . . . . . . . . . . . . . .  78.4 100.0 67.4 100.0 

Source: Stackhouse and Brady, 2003a and 2003b. 
NRFU means Nonresponse Followup. 

response and mail return rates at 
difference points in time. These 
points are related to the question�
naire delivery in Update/Leave and 
Urban Update/Leave areas, ques�
tionnaire mailing strategy in 
Mailout/Mailback areas, Census 
Day, and Nonresponse Followup. 
Finally, Table 1 contains percent-
ages using the final mail response 
and final mail return rates as the 
base. These percentages show the 
relative relationship between the 
two rates over time. 

As a measure of respondent coop�
eration, the final mail return rate 
(as of December 31) was 78.4 per-
cent. Therefore, of all the house-
holds who could have responded 
by mail 21.6 percent required a 
visit by a Census Bureau field staff 
to enumerate their household. As 
of the start of the advance letter 
mailing on March 6, the mail return 
rate was 0.1 percent. The forms 
received at that point in time were 
from Update/Leave and Urban 
Update/Leave areas. As of the 
start of the questionnaire mailing 
for Mailout/Mailback areas (March 
13), the rate was 2.2 percent. The 
majority of these forms were also 

from Update/Leave and Urban 
Update/Leave areas. As of the 
start of the reminder postcard 
mailing on March 20, the rate had 
increased to 25.9 percent. This 
represented 33.1 percent of the 
final mail return rate. On Census 
Day (April 1), the rate was 63.1 
percent, representing 80.5 percent 
of the final mail return rate. On 
April 8, one week after Census 
Day, the rate increased by 7.4 per�
centage points to 70.5 percent. 
The mail return rate on April 18 
was 74.1 percent, representing 
94.5 percent of all the mail returns 
that were received. April 18 was 
the date that the Nonresponse 
Followup universe was determined. 
Within one week after April 18 and 
two days prior to the official start 
date for the Nonresponse Followup 
field activities (April 27), the mail 
return rate increased to 75.1 per-
cent. At the official end date for 
the Nonresponse Followup opera�
tion (June 26), the mail return rate 
was 77.9 percent, representing 
99.3 percent of all the returns that 
were received. 

Between the mailing of the ques�
tionnaire in Mailout/Mailback areas 

and Census Day, forms were 
returned by respondents at a fairly 
high rate. During the 20 day inter�
val, the mail return rate increased 
by about 61 percentage points, an 
average of 3.0 percentage points 
per day. Between Census Day and 
the date the Nonresponse Followup 
universe was determined, the rate 
at which respondents returned 
forms started to decline. During 
this 18 day interval, the mail 
return rate increased by 11.0 per�
centage points, an average of 0.6 
percentage points per day. 
Between the date of the 
Nonresponse Followup universe 
determination and the official start 
of the Nonresponse Followup field 
activities, the rate at which respon�
dents returned forms declined 
even further. During this 10 day 
interval, the mail return rate 
increased by 1.3 percentage 
points, an average of 0.1 percent-
age points per day. The rate basi�
cally leveled off some time after 
the start of the Nonresponse 
Followup field activities. 
Therefore, by the official start of 
the Nonresponse Followup field 
activities the majority of the forms 
(96.1 percent) that the Census 
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Table 2. 
Mail Return and Mail Response Rates by Form Type Over Time 

Date Time frame 

Mail return rate Mail response rate 

Form type 

Difference 

Form type 

Difference 

Short form 
mail 

return rate 

Long form 
mail 

return rate 

Short form 
mail 

response 
rate 

Long form 
mail 

response 
rate 

March 3 
Questionnaire delivery begins in U/L and UU/L 
areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.0 0.0 0.0 0.0 0.0 0.0 

March 6 Advance letter delivery begins . . . . . . . . . . . . .  0.2 0.1 0.1 0.1 0.1 0.0 
March 13 Questionnaire mailout begins in MO/MB areas. 2.2 1.7 0.5 2.0 1.5 0.5 
March 20 Reminder postcard delivery begins . . . . . . . . .  28.6 12.7 15.9 24.9 10.8 14.0 
April 1 Census Day . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  66.4 47.1 19.2 57.7 40.3 17.4 
April 8 One week past Census Day . . . . . . . . . . . . . . .  73.1 57.8 15.4 63.6 49.4 14.2 
April 18 NRFU universe is determined. . . . . . . . . . . . . .  76.4 63.0 13.4 66.4 53.9 12.5 

April 25 
One week past the NRFU universe 
determination . . . . . . . . . . . . . . . . . . . . . . . . . . .  77.2 64.6 12.6 67.2 55.3 11.9 

April 27 
Official start date for the NRFU field 
activities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  77.5 65.1 12.4 67.4 55.7 11.8 

June 26 Official end date for the NRFU field activities. 79.6 69.7 9.9 68.7 58.8 9.9 
December 31 End of the Census Year . . . . . . . . . . . . . . . . . . .  80.1 70.5 9.6 69.1 59.4 9.6 

Source: Stackhouse and Brady, 2003a and 2003b. 

U/L means Update/Leave. 
UU/L means Urban Update/Leave. 
MO/MB means Mailout/Mailback. 
NRFU means Nonresponse Followup. 
Difference means the difference between short form rate and the long form rate for the mail return and mail response rates. 

Bureau was going to receive were 
received as measured by the mail 
return rate. 

The final mail response rate (as of 
December 31) was 67.4 percent. 
However at the time of the 
Nonresponse Followup operation 
universe determination (April 18) 
the mail response rate was 64.3 
percent. Therefore, 35.7 percent 
of the mailback universe 
(Mailout/Mailback, Update/Leave, 
and Urban Update/Leave areas) 
required contact during 
Nonresponse Followup. The differ�
ence between the final mail 
response and final mail return 
rates is about 11 percentage 
points. However, the pattern dis�
cussed with the mail return rate 
can also be observed with the mail 
response rate. Looking at the per�
centage distribution over time for 
the two rates we see that there is 
relatively no difference. 

2.2 Short form mail rates 
versus long form mail 
rates 

Table 2 contains the final mail 

response rate and the final mail 

return rates (as of December 31) 

by form type (short versus long). 

In addition, the table contains the 

form level rates at different points 

in time. Similar to Table 1, these 

points are related to the question�

naire mailing strategy in 

Mailout/Mailback areas, Census 

Day, and Nonresponse Followup. 

Table 2 also contains the difference 

between the short form mail rate 

and the long form mail rate at the 

different points in time. The clas�

sification of form type was based 

on the form the housing unit was 

sent and not the form of enumera�

tion. It is possible that some hous�

ing units were sent a long form by 

the Census Bureau but were enu�

merated on a short form. 

The differences by form type 
between the final mail return rates 
and the final mail response rates 
are relatively the same. For short 
forms, the difference between the 
final short form mail return rate 
and the final short form mail 
response rate is 11.0 percentage 
points. The difference for the long 
form mail rates is 11.1 percentage 
points. 

The short form final mail return 
rate of 80.1 percent is 9.6 percent-
age points higher than the long 
form final mail return rate of 70.5 
percent. For the final mail 
response rates, the short form final 
mail response rate and the long 
form final mail response rate are 
69.1 percent and 59.4 percent, 
respectively. The difference 
between these two rates is also 
9.6 percentages points. 

From Table 2 we see a similar pat-
tern in the difference between 
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Figure 1: 
Difference Between Short Form and Long Form Rates (in percent) 
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short forms and long forms over increase began two days after the lize). At the end of the rapid peri�
time for both mail return rates and start of the questionnaire mailing od of increase (on March 23) the 
mail response rates. Starting on in Mailout/Mailback areas (ques- observed difference is 18.4 per-
March 6 the differences are rela- tionnaires were mailed between centage points (2.4 percentage 
tively small. The difference March 13 and March 15). On points lower than the mail return 
increases substantially and then March 24, the difference dropped rate). It reaches its highest level of 
decreases, ending up at 9.6 per- over a percentage point to 19.2 

18.7 percentage points on two
centage points for both rates. To percentage points and then 

consecutive days (March 27 and 
get a better understanding of the rebounded over the next four days 
relationship between the short to a high of 20.9 percentage points 

28). Like the mail return rate, the 

form and the long form mail rates, on two consecutive days (March 27 difference for the mail response 

one would need to look at more and 28). March 29 began the rate does not fluctuate much from 

than the ten points in time pre- gradual decline in the difference the middle of June to the end of 

sented in Table 2. Figure 1 graphs that continued until June 14. On the year. By December 31, 2000, 

the difference between the short June 15, the difference in the rate the difference between the short 

form and long form mail rates went to 10.0 percentage points form and long form mail response 
starting on March 2, 2000 and from 10.7 percentage points on rates is 9.6 percentage points. 
ending on December 31, 2000. the previous day. From the middle 
The graph contains data for both of June to the end of the year, the Based on Figure 1, respondents 

the mail return rate and the mail difference does not fluctuate were more likely to complete short 

response rate. much, resulting in a difference of forms and return them earlier than 

9.6 percentage points. long forms. However, the large 
First we looked at the difference 

difference observed at the end of 
between the short forms and the The pattern observed for the mail 

the first few weeks between short 
long forms for the mail r
Between March 2 and March 14 we the difference for the mail 

form and long form mail rates 

see that while the difference is response rate. However, the mag- decreased later in the year. The 

increasing, it is relatively small. nitude of the difference is smaller patterns observed in Figure 1 

Between March 15 and March 23 for the mail response rate between could be the results of the 

the difference went from 2.7 per- March 15 (the first day of the rapid reminder postcards, the 

centage points to 20.8 percentage increase) and June 15 (the day we Nonresponse Followup advertising 

points. This period of rapid observed the rate starting to stabi- campaign, or other factors. 

eturn rate. return rate can also be seen with 
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2.3 Enumeration of people 
and households by the 
different modes/methods 

Table 3 contains a distribution of 
the number of persons and house-
holds by the three enumeration 
methods. Within each enumeration 
method there is a breakdown by 
the specific data collection opera�
tions which comprise that method. 
Table 3 also contains the average 
household size for the three enu�
meration methods and the specific 
data collection operations. It 
should be noted that the number 
of persons that respondents could 
provide data for differed by the 
questionnaire used for each data 
collection operations. The reader 
should be cautious when compar�
ing this statistic across operations 
given that for most households the 
operation they were enumerated 
by was a self selection process. In 
addition to the three enumeration 
methods discussed in the 
Background Section, there is a 
fourth category which includes 
operations that could not be cate�
gorized into an enumeration 
method and/or data collection 
operation. 

Self-administered enumerations 
represented 72.33 percent of the 
persons and 74.16 percent of the 
occupied housing units in the cen�
sus. The majority of these persons 
and returns (99.74 percent and 
99.76 percent, respectively) were 
from paper questionnaires from 
Mailout/Mailback, Update/Leave, 
and Urban Update/Leave areas. 
The paper questionnaires were 
completed by respondents and 
returned through the mail. 
Internet returns and Be Counted 
Forms accounted for a relatively 
small number and percent of the 
enumerations. 

Interviewer-administered followup 
enumerations are defined as ques�

tionnaires that were completed 
with the direct assistance of 
Census Bureau staff. In addition, 
most respondents had the option 
of performing and completing a 
self-administered enumeration and 
did not. Note that returns from 
the Coverage Edit Followup opera�
tion originally started as self-
administered enumerations howev�
er since there was an interaction 
between the respondent and a tele�
phone agent, these were classified 
as interviewer-administered fol�
lowup enumerations. These 
returns represented 25.26 percent 
of the persons and 23.35 percent 
of the occupied housing units in 
the census. The majority of these 
persons and returns (82.96 percent 
and 87.31 percent, respectively) 
were enumerated during 
Nonresponse Followup on a paper 
questionnaire. Within the inter-
viewer-administered followup enu�
merations, the Coverage 
Improvement Followup operation 
enumerated the second largest 
number of occupied housing units 
but the third largest number of 
persons. The Coverage Edit 
Followup operation accounted for 
the third largest number of occu�
pied housing units and the second 
largest number of persons. The 
high average household size in the 
Coverage Edit Followup operations 
is the result of the "large house-
hold edit". The purpose of the 
large household followup compo�
nent was to obtain the demograph�
ic data for the following: 

• � persons seven and higher on 
Questionnaire Delivery returns, 

• � persons seven and higher on 
Internet returns, and 

• � persons six and higher on Be 
Counted returns. 

These households were originally 
enumerated on a self-administered 

enumeration. Therefore, by 
design, households classified as 
enumerated during the Coverage 
Edit Followup operation should 
have more persons on average 
than the other operations. The 
impact of the large household fol�
lowup component can be seen in 
the average household size statis�
tics. The overall average house-
hold size is 2.59 persons, but for 
the Coverage Edit Followup opera�
tion the number is 5.81 persons 
per household. Finally, the 
Telephone Questionnaire 
Assistance program accounted for 
a relatively small number and per-
cent of the enumerations. 

Interviewer-administered enumera�
tions are cases where the house-
hold was not provided the oppor�
tunity to self respond to the 
census. These returns represented 
1.14 percent of the persons and 
1.10 percent of the occupied hous�
ing units in the census. The 
largest single contributing opera�
tion in this category is the 
Update/Enumerate operation, rep�
resenting 51.96 percent of the per-
sons and 47.40 percent of the 
occupied housing units. 
Nonresponse Followup Adds and 
Coverage Improvement Followup 
Adds are cases that were identified 
during the respective operations as 
new housing units. The field staff 
added the address and enumerated 
the household during the opera�
tions. Adds from the Nonresponse 
Followup operation were the sec�
ond largest contributing compo�
nent, followed by the 
List/Enumerate operation and adds 
from the Coverage Improvement 
Followup operation. Finally, the 
Remote Alaska and the T-Night 
operations accounted for a relative�
ly small number and percent of the 
enumerations. 
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Table 3. 
Number of Persons and Households by Enumeration Method 

Enumeration method 
Persons Occupied housing units Average 

household 
sizeNumber Percent Number Percent 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  273,643,273 100.00 105,480,101 100.00 2.59 
Self-administered enumerations:. . . . . . . . . . . . . . . . . .  197,939,491 72.33 78,220,756 74.16 2.53 

Paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  197,418,790 72.14 78,031,668 73.98 2.53 
Internet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  173,291 0.06 63,630 0.06 2.72 
BCF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  347,410 0.13 125,458 0.12 2.77 

Interviewer-administered followup enumerations: . . . 69,127,365 25.26 24,632,980 23.35 2.81 
NRFU. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  57,346,012 20.96 21,505,895 20.39 2.67 
CIFU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4,394,067 1.61 1,820,349 1.73 2.41 
CEFU. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7,231,591 2.64 1,245,603 1.18 5.81 
TQA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  155,695 0.06 61,133 0.06 2.55 

Interviewer-administered enumerations: . . . . . . . . . . .  3,131,137 1.14 1,159,514 1.10 2.70 
NRFU Adds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  662,284 0.24 276,485 0.26 2.40 
CIFU Adds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  191,478 0.07 75,965 0.07 2.52 
Update/Enumerate . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,627,023 0.59 549,658 0.52 2.96 
List/Enumerate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  559,800 0.20 221,729 0.21 2.52 
Remote Alaska. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  55,232 0.02 16,306 0.02 3.39 
T-Night. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  35,320 0.01 19,371 0.02 1.82 

Other: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,445,280 1.26 1,466,851 1.39 2.35 
Unlinked Enumerator Continuation Forms . . . . . . .  4,126 0.00 2,058 0.00 2.00 
WHH Substitutions . . . . . . . . . . . . . . . . . . . . . . . . . . .  3,441,154 1.26 1,464,793 1.39 2.35 

Source: Zajac, 2003 and Imel, 2003. 

BCF means Be Counted Form. 
NRFU means Nonresponse Followup. 
CIFU means Coverage Improvement Followup. 
CEFU means Coverage Edit Followup. 
TQA means Telephone Questionnaire Assistance. 
WHH means Whole Household. 

The last category in Table 3 is 
titled "Other". These returns repre�
sented 1.26 percent of the persons 
and 1.39 percent of the occupied 
housing units in the census. The 
majority of these persons and 
returns (99.88 percent and 99.86 
percent, respectively) were the 
result of the Whole Household 
Substitution process. The Whole 
Household Substitutions represent 
households which were not enu�
merated by a data collection opera�
tion. Thus, the data for these 
cases were imputed. The remain�
ing returns in the "Other" category 
are "unlinked enumerator continua�
tion forms". These returns were 
generated during the interviewer-
administered followup enumera�
tion (all except the Telephone 
Questionnaire Assistance opera�
tion) and the interviewer-adminis�
tered enumeration operations. 
Continuation forms were used 
when there were more than five 

persons in the household. The 
field staff was to transcribe the 
housing unit identification number 
(ID) onto the continuation form. 
The ID would permit the data from 
the continuation form to be linked 
with the parent form after the 
forms were data captured. A small 
number of continuation forms 
(2,058) could not be linked with 
their parent form. The failure to 
link the parent and continuation 
forms could have been caused by 
incompatible information between 
the two forms due to enumerator 
error, scanning error at the time of 
data capture, or some other com�
plexity of the case like a missing 
parent form. Most of the time the 
parent form was missing. These 
forms were included in the count 
of persons and households. The 
unlinked enumerator continuation 
forms accounted for a relatively 
small number and percent of the 
total housing unit population, 

4,126 persons and less than 0.00 
percent, respectively. 

A discussion of the imputation1 

rates by enumeration method is 
not possible since the rates were 
not produced by the three enumer�
ation methods. However, they 
were produced for the self-admin�
istered enumeration and the com�
bination of the other two enumera�
tion methods. In addition, the 
combined group also contains the 
unlinked enumerator continuation 
forms. Based on these two cate�
gories the self-administered enu�
merations had lower imputation 

1 Imputation occurs when a response 
for a data item is either missing or not con�
sistent with other responses. For person 
data items, the value is imputed based on 
provided information from the same person, 
from another person in the household, or 
from a person in a nearby household. For 
the tenure item, the value is imputed based 
on provided long form information from that 
same household or from a nearby house-
hold. 
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rates for the relationship, sex, age, 
race, and tenure data items. 
Hispanic origin was the only data 
item where the imputation rate 
was larger for the self-adminis�
tered enumerations. This could be 
due, in part, to the conscious 
choice for the self-administered 
enumeration respondents who are 
not Hispanic to skip the question. 
In addition, enumerators are able 
to explain to the respondent that 
the question requires a response. 
Based on these data, persons who 
provide their data by self-adminis�
tered enumerations were more 
likely to provide complete data 
(Zajac, 2003). 

2.4 Satisfaction with the 
Internet website 

Census 2000 marked the first time 
in the history of the decennial cen�
sus that the Census Bureau provid�
ed respondents with the option to 
submit their census form via the 
World Wide Web. As part of a com�
prehensive plan to simplify public 
participation and to increase mail 
response and mail return rates to 
Census 2000, Census Bureau staff 
designed a single website to serve 
Internet users. The site contained 
two major components: Internet 
Questionnaire Assistance and 
Internet Data Collection. The over-
all objectives were to provide cen�
sus respondents with a highly 
secure Internet filing option to the 
paper-based short form question�
naire, and to assist respondents 
with completing their census ques�
tionnaire (Stapleton, 2002). 

2.4.1 Internet Questionnaire 
Assistance 

Most respondents were not satis�
fied with the Internet 
Questionnaire Assistance. Nearly 
62 percent of the respondents indi�
cated that, overall, they were not 
at all satisfied with the Internet 
help screens. While nearly 77 per-

cent of the respondents found it 
easy or very easy to understand 
the help screen information, about 
58 percent said it was not at all 
easy to find the help topics for 
which they were searching. In 
addition, 65 percent of the respon�
dents stated that the help screen 
information was not at all helpful. 
These findings suggest that while 
the information presented on the 
site was easy to interpret, it may 
not have been the appropriate 
information for the users 
(Stapleton, 2002). 

It should be noted, that those 
respondents who did find the 
information helpful were more sat�
isfied overall. Helpfulness of the 
help screen information was highly 
associated with overall satisfaction 
with the Internet help screens 
(Stapleton, 2002). 

While the information on Internet 
Questionnaire Assistance was easy 
to understand, it was difficult to 
locate, and generally unhelpful. In 
short, the Internet Questionnaire 
Assistance did not provide the 
information that respondents were 
seeking (Stapleton, 2002). 

2.4.2 Internet data collection 

For the Internet data collection 
operation, satisfaction measures 
were collected on the following 
seven aspects: 

• time required to load the form, 

• moving through the form, 

• availability of help screens, 

• � understanding the help screen 
information, 

• ease of sending the form, 

• � security and confidentiality pro�
cedures, and 

• overall satisfaction. 

Respondents were largely satisfied 
with most of the seven aspects 
related to the Census 2000 
Internet Form. The percent of 
respondents indicating they were 
satisfied or very satisfied with a 
specific aspect was as high as 94 
percent (for the item ‘ease of send�
ing form'). However, satisfaction 
lapsed slightly for the two items 
which dealt with help screens: 
availability of help screens and 
understanding the help informa�
tion (74 percent and 73 percent, 
respectively). It is important to 
note that most respondents did 
not use help while completing the 
Census 2000 Internet Form. The 
percentage of respondents who 
chose "Not Applicable" on ques�
tions about the usefulness of spe�
cific help topics ranged from near�
ly 69 percent to over 85 percent 
(Stapleton, 2002). 

Overall, 91 percent of respondents 
were satisfied with the Census 
2000 Internet Form. Given the high 
levels of customer satisfaction, 
Internet Data Collection demon�
strated a strong potential for large-
scale implementation in 2010 
(Stapleton, 2002). Note that only 
173,291 persons in 63,630 house-
holds were enumerated using the 
Internet. 

2.5 Satisfaction with the 
Telephone Questionnaire 
Assistance program 

As part of the Census 2000 design, 
the Census Bureau implemented a 
telephone program to provide the 
public with assistance in complet�
ing their census forms. To meet 
the program requirements the 
Census Bureau contracted with 
Electronic Data Systems (EDS). EDS 
leveraged state-of-the art technolo�
gies commonly used in customer 
service environments in the private 
sector. The major technologies 
included Intelligent Call Routing 
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Table 4. 
Non-English Questionnaires Requested 

Language Advance letter 

Be Counted Forms 

QAC Distribution sites 

Number Percent Number Percent Number Percent 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2,235,435 100.00 65,264 100.00 656,639 100.00 
Spanish. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,871,065 83.70 55,482 85.01 450,000 68.53 
Chinese. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  151,752 6.79 4,914 7.53 69,710 10.62 
Korean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  101,653 4.55 1,995 3.06 44,342 6.75 
Tagalog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19,200 0.86 456 0.70 43,353 6.60 
Vietnamese . . . . . . . . . . . . . . . . . . . . . . . . . . . .  91,765 4.11 2,417 3.70 49,234 7.50 

Source: Carter, 2002; Imel, 2003; and Jones and Barrett, 2003. 
QAC means Questionnaire Assistance Center. 

software and Interactive Voice 

Response technology coupled with 

a network of commercial call cen�

ters to function as a single virtual 

call center. The Interactive Voice 

Response system was based on 

telephone technology that allowed 

callers to enter and obtain informa�

tion through a series of menu 

options using either the telephone 

keypad (touch tone) or for English 

speaking callers, voice response. 

The Intelligent Call Routing system 

responded to a request from the 

AT&T network and routed the calls 

to an Interactive Voice Response 

system or, if necessary, to an 

agent. 

The Telephone Questionnaire 

Assistance network was available 

to the public through language 

specific toll-free numbers March 3 

through June 30, 2000. Callers 

could access the Interactive Voice 

Response portion of the network 

24 hours a day, 7 days a week. 

Agents were available 8:00 AM to 

9:00 PM for each of the nation's 

nine time zones, 7 days a week. 

Telephone Questionnaire 

Assistance provided the following 

services: 

• � Answered questions about the 

census and the census question�

naire 

• � Allowed respondents to request 
a census form or language 
guide by mail 

• � Allowed callers who met certain 
criteria to respond to the census 

For the Telephone Questionnaire 
Assistance operation, the customer 
satisfaction survey included five or 
seven questions depending on 
whether they spoke to an agent. 
The questions asked about ease of 
moving through the automated 
menu system, quickness of the 
agent in understanding their 
request, agent's level of interest in 
helping, overall satisfaction with 
the call, and other customer con�
cerns. Overall, the callers were 
satisfied with the Telephone 
Questionnaire Assistance opera�
tion. At least 72 percent of the 
respondents to the customer satis�
faction survey replied favorably 
(Stevens, 2002). 

2.6 Use of the language 
program 

2.6.1 Non-English questionnaires 

Table 4 contains a distribution of 
the number and percent of non-
English questionnaires requested 
through the advance letter, distrib�
uted at the Questionnaire 
Assistance Centers, and obtained 
at the Be Counted distribution 
sites. The type of questionnaires 

provided to respondents at the 
Questionnaire Assistance Centers 
were Be Counted Forms. Respon�
dents requested approximately 2.2 
million questionnaires in a lan�
guage other than English through 
the advance letter. The 
Questionnaire Assistance Centers 
distributed a substantially smaller 
number of language Be Counted 
questionnaires, 65,264 forms. At 
the Be Counted distribution sites 
respondents obtained 656,639 
questionnaires in a language other 
than English. 

We see similar distributions for 
advance letter and the 
Questionnaire Assistance Center 
programs. The majority of the 
non-English questionnaires were 
Spanish, about 85 percent. 
Chinese questionnaires were the 
next largest category. Korean and 
Vietnamese forms were about the 
same within each program. Finally, 
Tagalog questionnaires were the 
least requested of the five lan�
guages, under one percent for 
both programs. 

For the Be Counted distribution 
sites the majority of the question�
naires that were picked up by 
respondents were Spanish. 
Chinese questionnaires were the 
next largest category followed by 
Vietnamese. Finally, Tagalog and 
Korean were about the same, 
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Table 5. 
Language Assistance Guides: Requests Through the Telephone Questionnaire Assistance Program, 
at the Questionnaire Assistance Centers, or at the Internet Website 

Total 
Language 

Number Percent 

Total . . . . . . . . . . . . . . . . . . . . .  242,840 100.00 

Albanian . . . . . . . . . . . . . . . . . . .  6,277 2.58 
Amharic . . . . . . . . . . . . . . . . . . .  528 0.22 
Arabic. . . . . . . . . . . . . . . . . . . . . .  3,228 1.33 
Armenian. . . . . . . . . . . . . . . . . . .  2,011 0.83 
Bengali. . . . . . . . . . . . . . . . . . . . .  604 0.25 
Burmese . . . . . . . . . . . . . . . . . . .  396 0.16 
Cambodian . . . . . . . . . . . . . . . . .  2,241 0.92 
Chamarro . . . . . . . . . . . . . . . . . .  518 0.21 
Chinese . . . . . . . . . . . . . . . . . . . .  10,334 4.26 
Creole . . . . . . . . . . . . . . . . . . . . .  3,825 1.58 
Croatian. . . . . . . . . . . . . . . . . . . .  1,033 0.43 
Czech. . . . . . . . . . . . . . . . . . . . . .  710 0.29 
Dari. . . . . . . . . . . . . . . . . . . . . . . .  554 0.23 
Dinka . . . . . . . . . . . . . . . . . . . . . .  5,273 2.17 
Dutch . . . . . . . . . . . . . . . . . . . . . .  590 0.24 
Farsi . . . . . . . . . . . . . . . . . . . . . . .  1,622 0.67 
French . . . . . . . . . . . . . . . . . . . . .  1,856 0.76 
German . . . . . . . . . . . . . . . . . . . .  1,623 0.67 
Greek . . . . . . . . . . . . . . . . . . . . . .  772 0.32 
Hebrew . . . . . . . . . . . . . . . . . . . .  1,244 0.51 
Hindi. . . . . . . . . . . . . . . . . . . . . . .  1,408 0.58 
Hmong . . . . . . . . . . . . . . . . . . . . .  1,548 0.64 
Hungarian . . . . . . . . . . . . . . . . . .  674 0.28 
Ilocano . . . . . . . . . . . . . . . . . . . . .  1,255 0.52 
Italian . . . . . . . . . . . . . . . . . . . . . .  1,016 0.42 

Total 
Language 

Number Percent 

Japanese . . . . . . . . . . . . . . . . . .  6,391 2.63 
Korean . . . . . . . . . . . . . . . . . . . .  6,131 2.52 
Kurdish. . . . . . . . . . . . . . . . . . . .  17,394 7.16 
Laotian . . . . . . . . . . . . . . . . . . . .  1,011 0.42 
Polish . . . . . . . . . . . . . . . . . . . . .  2,550 1.05 
Portuguese . . . . . . . . . . . . . . . .  1,810 0.75 
Roma . . . . . . . . . . . . . . . . . . . . .  380 0.16 
Romanian . . . . . . . . . . . . . . . . .  978 0.40 
Russian . . . . . . . . . . . . . . . . . . .  7,729 3.18 
Samoan . . . . . . . . . . . . . . . . . . .  777 0.32 
Serbian. . . . . . . . . . . . . . . . . . . .  602 0.25 
Slovak . . . . . . . . . . . . . . . . . . . .  460 0.19 
Somali . . . . . . . . . . . . . . . . . . . .  757 0.31 
Spanish . . . . . . . . . . . . . . . . . . .  115,010 47.36 
Swahili . . . . . . . . . . . . . . . . . . . .  704 0.29 
Tagalog . . . . . . . . . . . . . . . . . . .  1,324 0.55 
Thai. . . . . . . . . . . . . . . . . . . . . . .  3,747 1.54 
Tibetan . . . . . . . . . . . . . . . . . . . .  479 0.20 
Tigrean. . . . . . . . . . . . . . . . . . . .  472 0.19 
Tongan . . . . . . . . . . . . . . . . . . . .  385 0.16 
Ukrainian . . . . . . . . . . . . . . . . . .  1,290 0.53 
Urdu . . . . . . . . . . . . . . . . . . . . . .  868 0.36 
Vietnamese . . . . . . . . . . . . . . . .  6,203 2.55 
Yiddish . . . . . . . . . . . . . . . . . . . .  2,690 1.11 
Large print English. . . . . . . . . .  1,346 0.55 
Other Languages . . . . . . . . . . .  10,212 4.21 

Source: Chesnut, 2003; Jones and Barrett, 2003; and Pendleton, 2003. 

between 6.5 and 7.0 percentage tively. Another explanation could and selected for the household. 
points. be that the Be Counted distribution This represented 5.1 percent of the 

One explanation for these distribu-
tion differences is where the 

sites were more accessible to per-
sons interested in obtaining an 
Asian language questionnaire. 

requested non-English question-
naires. One possible reason for 
the small number of non-English 

51,692 Be Counted distribution questionnaires selected for the 
sites were located compared to the There were 2,235,435 requests for household was that the respondent 
location of the 13,817 a non-English questionnaire received, completed, and returned 
Questionnaire Assistance Centers. through the advance letter. Of the the English form prior to even 

A larger percent of the Be Counted 2.2 million requested non-English receiving the language form. 

distribution sites were placed in 
tracts identified through the 

questionnaires, 1,009,204 ques-
tionnaires (45.1 percent) were 2.6.2 Language assistance guides 

Planning Database2 as compared to checked-in and data captured. In Table 5 contains a distribution of 

the location of the Questionnaire many instances two forms were the number and percent of lan-

Assistance Centers, 13.7 percent completed by households request- guage assistance guides requested 

compared to 3.5 percent, respec- ing a non-English form; the English 
questionnaire and the non-English 

through the Telephone 
Questionnaire Assistance program, 

questionnaire. When reviewed for distributed at the Questionnaire 
2 The Planning Database is a file created 

by Population Division for planning purposes 
based on 1990 census tract data. It includes 

completeness the English question-
naires was often selected over the 

Assistance Centers, or obtained on 
the Census 2000 Internet website. 

information at the census tract. Field 
Division used the database to aid the Local 
Census Offices in knowing which tracts 

non-English questionnaire. Only 
114,110 non-English question-

For the Telephone Questionnaire 
Assistance program, data on the 

needed a Be Counted distribution site and a 
Questionnaire Assistance Center (Carter, 
2002). 

naires were returned by respon-
dents in occupied housing units 

number of language assistance 
guides requested came from the 
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Language 
Number Percent 

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  788,237 100.00 
Spanish . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  760,325 96.46 
Chinese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11,828 1.50 
Korean . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7,342 0.93 
Tagalog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7,249 0.92 
Vietnamese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1,493 0.19 

guage assistance guides by pro-
Table 6..
Assistance in Completing the English Questionnaire in a Language gram.�

Other Than English During Telephone Questionnaire Assistance

2.6.3 Assistance with completing 

Telephone Questionnaire Assistance the English questionnaire 

Table 6 contains information on 

Source: Chesnut, 2003. 

evaluation files. For the 
Questionnaire Assistance Centers, 
data on the number of language 
assistance guides requested came 
from the Record of Contact form 
(D-399). For the Census 2000 
Internet website, data on the num�
ber of language guides came from 
Pendleton (2003). Spanish lan�
guage assistance guides were the 
most requested of the 50 lan�
guages (including large print 
English). Of the four Asian lan�
guages in which questionnaires 
were also provided, Chinese, 
Korean, and Vietnamese each rep�
resented between two and five per�
centage points. A relatively small 
percent (0.55 percent) of the lan�
guage assistance guides were 
requested for Tagalog. Language 
assistance guides in Albanian, 
Dinka, Japanese, and Russian each 
represented about three percent-
age points. In addition, Kurdish 
was over 7 percent of the 

requests. The Other Languages 
category contains 12 language 
assistance guides which were 
available at some but not all of the 
Questionnaire Assistance Centers. 
For the Questionnaire Assistance 
Centers only, data on these lan�
guages could not be obtained 
because the D-399 did not list 
these languages separately. 
Therefore, information on the num�
ber of guides distributed was not 
reported individually but was col�
lapsed into "Other Languages" cat�
egory. These languages are 
Albanian, Amharic, Burmese, Dari, 
Dinka, Hebrew, Kurdish, Roma, 
Somali, Swahili, Tibetan, and 
Tigrean. Note that for the 
Telephone Questionnaire 
Assistance program and the 
Census 2000 Internet website data 
on these 12 languages were avail-
able. Refer to Appendix A for a 
breakdown of the number of lan�

the amount of assistance that was 
provided in completing the English 
questionnaire in a language other 
than English during the Telephone 
Questionnaire Assistance program. 
Assistance was provided in 
Spanish, Chinese, Korean, Tagalog, 
and Vietnamese. The majority of 
the time (96.46 percent) when 
assistance was provided in a lan�
guage other than English, it was in 
Spanish. For the four Asian lan�
guages, assistance was provided 
3.54 percent of the time. Chinese 
was the most frequent of the Asian 
languages, followed by Korean and 
Tagalog. Vietnamese represented a 
relatively small number of the non-
English workload. Two things 
should be considered when review�
ing these data. First, the 788,237 
cases represent 13.08 percent of 
the overall call volume received by 
the Telephone Questionnaire 
Assistance program. Second, the 
numbers presented in Table 6 are 
counts of the number of calls 
made by respondents to the lan�
guage specific toll-free 1-800 tele�
phone number. While the agents 
handling the calls were bilingual, 
the conversations may have 
occurred in English. 
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3. Conclusions/Recommendations 

Mail return rates were first meas�
ured for the 1970 Census. In addi�
tion, mail return rates were calcu�
lated for the 1980 and 1990 
censuses. In 1970, 1980 and 
1990 censuses, the mail return 
rate was 87.0 percent, 81.3 per-
cent, and 74.1 percent, respective�
ly (Stackhouse and Brady, 2003b). 
The Census 2000 mail return rate 
as of April 18, 2000 was 74.1 per-
cent. It should be noted the calcu�
lations for mail return rates are not 
always comparable across census�
es. One difference among the four 
reported rates is the time frame 
they represent, in number of calen�
dar days. While there are differ�
ences in the calculation among the 
four rates, it is of value to compare 
the numbers. Between the 1970 
and 1980 censuses, the mail return 
rate decreased, beginning a trend 
of decline in respondent coopera�
tion. Between the 1980 and 1990 
censuses we observed another 
decline in the mail return rate. 
However, Census 2000 halted the 
decline in respondent cooperation 
that was observed between the 
1970, 1980, and 1990 censuses. 

For Census 2000, self-administered 
enumerations consisted of paper 
questionnaires, Be Counted forms, 
and Internet returns. The majority 
of the self-administered enumera�

tions were paper questionnaires. 
For the 2010 Census, the Census 
Bureau needs to incorporate elec�
tronic self-response modes for 
respondents to provide their data, 
e.g., Internet and Interactive Voice 
Response. In addition, there is a 
need to encourage respondents to 
use the electronic modes. 

There was a large number of Whole 
Household Substitutions in the 
census, 3,441,154 persons in 
1,464,793 households. For the 
2010 Census, the Census Bureau 
needs to ensure that this is 
reduced. 

Results from the customer satisfac�
tion survey of the Internet 
Questionnaire Assistance site indi�
cated that respondents were not 
satisfied with the application. 
Therefore, the Census Bureau 
needs to improve the development 
and testing process for that appli�
cation. 

Through the use of the advance 
letter, respondents were able to 
request a non-English question�
naire in one of the following lan�
guages; Spanish, Chinese, Korean, 
Tagalog, and Vietnamese. There 
were 2,235,435 requests for a 
non-English questionnaire through 
the advance letter. As stated earli�

er, of the 2.2 million requested 
non-English questionnaires, 
1,009,204 questionnaires (45.1 
percent) were checked-in and data 
captured. In many instances two 
forms were completed by house-
holds requesting a non-English 
form; the English questionnaire 
and the non-English questionnaire. 
When reviewed for completeness 
the English questionnaire was 
often selected over the non-English 
questionnaire. Only 114,110 non-
English questionnaires were 
returned by respondents in occu�
pied housing units and selected for 
the household. This represented 
5.1 percent of the requested non-
English questionnaires. One possi�
ble reason for the small number of 
non-English questionnaires select�
ed for the household was that the 
respondent received, completed, 
and returned the English form 
prior to even receiving the lan�
guage form. Using the advance 
letter to provide respondents with 
the ability to obtain a non-English 
questionnaire did not work based 
on low percent (5.1 percent) of 
non-English questionnaires 
returned and selected for the 
household. Therefore, the Census 
Bureau needs to research methods 
for delivering non-English ques�
tionnaires. 
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Appendix A.

Table A-1. 
Number of Language Assistance Guides Requested Through the Telephone Questionnaire 
Assistance Program, the Questionnaire Assistance Centers, and at the Internet Website 

Language TQA QAC Internet Language TQA QAC Internet 

1 Albanian 5,388 NA 889 26 Japanese 60 408 5,923 
2 Amharic 9 NA 519 27 Korean 1,244 3,261 1,626 
3 Arabic 71 1,475 1,682 28 Kurdish 4 NA 17,390 
4 Armenian 65 1,470 476 29 Laotian 20 403 588 
5 Bengali 14 118 472 30 Polish 58 1,082 1,410 

6 Burmese 7 NA 389 31 Portuguese 102 844 864 
7 Cambodian 41 1,557 643 32 Roma 2 NA 378 
8 Chamarro 9 34 475 33 Romanian 143 73 762 
9 Chinese 2,326 4,964 3,044 34 Russian 219 4,999 2,511 
10 Creole 1,645 1,394 786 35 Samoan 14 412 351 

11 Croatian 61 254 718 36 Serbian 12 80 510 
12 Czech 256 30 424 37 Slovak 11 97 352 
13 Dari 96 NA 458 38 Somali 110 NA 647 
14 Dinka 4,630 NA 643 39 Spanish 57,563 51,017 6,430 
15 Dutch 11 21 558 40 Swahili 130 NA 574 

16 Farsi 49 189 1,384 41 Tagalog 63 333 928 
17 French 83 389 1,384 42 Thai 15 2,976 756 
18 German 39 74 1,510 43 Tibetan 40 NA 439 
19 Greek 27 82 663 44 Tigrean 4 NA 468 
20 Hebrew 232 NA 1,012 45 Tongan 4 53 328 

21 Hindi 23 452 933 46 Ukrainian 11 716 563 
22 Hmong 37 881 630 47 Urdu 15 197 656 
23 Hungarian 28 38 608 48 Vietnamese 1,394 3,151 1,658 
24 Ilocano 724 22 509 49 Yiddish 14 239 2,690 
25 Italian 68 288 660 50 Large Print English 310 1,036 NA 

Total 77,501 95,321 70,018 

Source: Chesnut, 2003; and Jones and Barrett, 2003; and Pendleton, 2003. 
TQA means Telephone Questionnaire Assistance.

QAC means Questionnaire Assistance Centers.

NA means the language assistance guide was not listed on form D-399—Record of Contact for the Questionnaire Assistance Center.


Note that there are 12 language assistance guides which were available at some but not all of the Questionnaire Assistance Centers. They are reported in 
the ‘‘Other’’ category on the D-399 form. There were 10,212 language assistance guides reported. 
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The Census 2000 Testing, Experimentation, and Evaluation Program
provides measures of effectiveness for the Census 2000 design,
operations, systems, and processes and provides information on 
the value of new or different methodologies.  By providing measures
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning
process with ongoing Master Address File/TIGER enhancements and
the American Community Survey.  The purpose of the report that 
follows is to integrate findings and provide context and background
for interpretation of related Census 2000 evaluations, experiments,
and other assessments to make recommendations for planning 
the 2010 Census.  Census 2000 Testing, Experimentation, and
Evaluation reports are available on the Census Bureau’s Internet site
at:  www.census.gov/pred/www/.
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1.1  Scope of the topic
report

The Special Place/Group Quarters
(SP/GQ) Topic Report provides a
synthesis of the Census 2000
results, lessons learned, and rec-
ommendations available on the
development of the SP/GQ invento-
ry, the enumeration of group quar-
ters, and data processing opera-
tions that were unique to the
group quarters records.
Specifically, the report answers
questions on how effective proce-
dures were for developing the
inventory of special places, how
many people were enumerated in
different types of special places,
how well procedures worked, and
how procedures might be
improved.

The report also provides a histori-
cal perspective on SP/GQ enumera-
tion from the 1990 Census and the
tests leading up to Census 2000.
Some operational background from
Census 2000 is also provided.
Most of the report is organized
around three components of the
SP/GQ operations: inventory devel-
opment, enumeration, and data
capture and processing.  The dis-
cussion of data capture and pro-
cessing is mostly limited to dupli-
cation of people in group quarters.

There are additional topic reports
that address subjects that have
some overlap with the information
contained in the SP/GQ Topic
Report:

•  The Address List Development
Topic Report provides informa-
tion on operations used to
develop the Master Address File

(MAF).  Operations used to
include group quarters address-
es on the MAF are discussed in
the SP/GQ topic report.

•  The Coverage Improvement
Topic Report provides informa-
tion on the coverage gains from
the service-based enumeration
operations.

•  The Coverage Measurement
Topic Report provides similar
information to the SP/GQ topic
report on the evaluation of
group quarters persons duplicat-
ed in housing units.

•  The Data Collection Topic Report
provides information on enu-
meration of housing units.

•  The Data Processing Topic
Report provides information on
GQ processing, including issues
with tracking GQ questionnaires
and processing GQ responses
with Usual Home Elsewhere
(UHE) addresses.

1.2  Introduction

The vast majority of United States
residents live in housing units
(HUs).  However, several million
people in the United States live in
group situations, collectively
known as group quarters (GQs).
While, overall, the decennial cen-
sus was an HU based enumeration,
unique operations were required to
compile the list of special places
and GQs and unique enumeration
activities were required to include
residents of GQs in Census 2000.
Within SP/GQ enumeration, there
were also unique operations to
identify locations and to include

persons without conventional
housing for the service-based enu-
meration (SBE).

Basic definitions of terms used in
the report:

Housing Unit (HU): An HU can be a
house, an apartment, a mobile
home or trailer, a group of rooms,
or a single room that is occupied
as a separate living quarters, or, if
vacant, is intended for occupancy
as a separate living quarters.

Group Quarters (GQ): The Census
Bureau defines GQs as places
where people live or stay other
than the usual house, apartment,
or mobile home.  Examples of GQs
include college and university dor-
mitories, hospital/prison wards,
and nursing homes.  For purposes
of evaluation, the GQ types were
classified into eight broad cate-
gories: Correctional Facilities,
Juvenile Institutions, Nursing
Homes, Hospitals, Colleges and
Universities, Military Installations,
SBE Facilities and Other GQs, and
Group Homes.  

Special Place: A special place is an
administrative entity containing
one or more group quarters where
people live or stay, such as a col-
lege or university, nursing home,
hospital, correctional facility, or
military installation or ship.  A spe-
cial place can include one or more
GQs.  There can also be HUs at the
special place, for example a col-
lege president’s home on a college
campus.
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1.3  Historical background

Since the Census 2000 operational
plan for GQ enumeration called for
mostly using the same basic 1990
Census operations with some mod-
ifications, most of the testing
involving GQs during the decade
leading up to Census 2000 concen-
trated on revising the approach to
enumerating people without con-
ventional housing.  The following
describes the tests involving SBE
enumeration.  The major differ-
ences between the 1990 Census
and Census 2000 SP/GQ inventory
development and enumeration
methods are noted in Section 1.4.

In the 1990 Census, Shelter and
Street Night (S-Night) was an oper-
ation designed to count persons
living in public and private shel-
ters, pre-identified places of com-
merce (e.g., bus and train sta-
tions), and pre-identified street
locations where people were visi-
ble on the streets during the early
morning hours.  Advocates for the
people experiencing homelessness
and some internal Census Bureau
studies pointed out that the proce-
dures used in S-Night still resulted
in an undercount of the population
the method was supposed to cap-
ture, since many of those people
would not have been “visible” to
the enumerators and would have
had no opportunity to be counted.
This led to research into other
ways to enumerate people experi-
encing homelessness.

Beginning in late 1989, the Census
Bureau began researching ways to
improve coverage of this popula-
tion in the census by:

•  conducting a small scale pilot-
study of a day time service-
based enumeration operation,

•  evaluating the 1990 Census S-
Night operations to identify

areas where procedures could
be improved, 

•  funding a study to learn about
local area methods,

•  funding a contract to research
the issue of sampling this popu-
lation group, and 

•  conducting meetings with
knowledgeable researchers, rep-
resentatives from national and
state homeless coalitions,
Federal agencies, and data
users.

Based upon the research, the
Census Bureau decided to test the
feasibility of a service-based enu-
meration operation in the census.

In early 1994, Westat issued a
report (Kalton et al, 1994) resulting
from their work to assist the
Census Bureau in developing pro-
cedures to be used in Census 2000
for counting persons with no usual
residence.  The report offered a
number of suggested methods,
including using service providers
as enumeration sources and
repeated enumerations at service
providers over a period of time.
They suggested that the 1995
Census Test be designed to collect
information that could resolve
many of the unanswered questions
so that a decision could be reached
on the broad general approach to
be used in Census 2000.  Specific
recommendations were:

•  Conduct a complete enumera-
tion of all shelters.

•  Include soup kitchens, and pos-
sibly other homeless outreach
programs, as the most  promis-
ing other sources for enumerat-
ing persons without convention-
al housing in the 1995 Census
Test.

•  Examine the use of repeated
enumerations across time in the
1995 Census Test and consider

embedding an experiment to
examine the effectiveness of dif-
ferent time periods and different
timing for the re-enumerations.

•  Further examine the use of cap-
ture-recapture methods for esti-
mating the size of the popula-
tion without conventional
housing and assess the quality
of the data collected.

•  Conduct a street enumeration
on a sample basis in the 1995
Census Test to determine the
coverage rate achieved for per-
sons without conventional hous-
ing.

The 1995 Census Test included the
first attempt at a fundamentally
different approach to providing
opportunities for enumerating per-
sons without conventional hous-
ing.  These persons were enumer-
ated at service locations such as
shelters, soup kitchens, and
hotels/motels.  Using the SBE
methodology was expected to
improve coverage in the test areas.
The 1995 Census Test methodolo-
gy included one followup visit to
shelters and soup kitchens to inter-
view a sample of the clients and
determine whether the data col-
lected during the followup visits
would be sufficient to make reli-
able statistical inferences about
coverage.

Results from the 1995 Census Test
of the SBE methodology (Martin,
1995) showed that:

•  Enumerating clients at service
locations should prove an effec-
tive means of including an at-
risk population in the census
count.

•  Operational procedures and
questionnaires need to be sim-
plified.

•  It may be beneficial to adapt the
procedures so that a common
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set of procedures could be
implemented in shelters and
soup kitchens.

•  Multiple enumeration attempts
resulted in unacceptable levels
of respondent confusion.

Other Census Bureau research and
testing leading up to implementa-
tion of the SBE in Census 2000
included:

•  1993 - Griffin (1993) document-
ed preliminary research on sam-
pling and estimation of the pop-
ulation experiencing
homelessness.  The two parts of
this research included 1) estima-
tion in conjunction with sam-
pling and unduplicating (i.e.,
matching) persons enumerated
more than once and 2) esti-
mates of the total population
not requiring matching.

•  1993 - The Census Bureau
began a project to gather infor-
mation on how communities
were conducting their own
counts of people experiencing
homelessness.  An aim of the
project was to assess whether
innovative local methods could
be adapted for later census
operations.

•  1994 - Cognitive testing to eval-
uate two forms specially pre-
pared for the SBE initial and  fol-
lowup enumerations centered
on respondents’ comprehension
of the usual residence question,
general readability of a self-
administered form to the target
population, the ability of
respondents to recall where they
had stayed over a period of
time, and the possible sensitivi-
ty of the questions.

•  1996 - A small scale test in New
York City was conducted to sim-
plify procedures and the ques-
tionnaire, to make them applica-
ble to mobile food van sites as

well as soup kitchens, and to
correct certain procedural prob-
lems in the 1995 Census Test.

•  1998 - Census 2000 Dress
Rehearsal - In addition to shel-
ters, soup kitchens, and regular-
ly scheduled mobile food vans,
targeted non-sheltered outdoor
locations were enumerated as
part of the SBE for the first time
in the dress rehearsal.  Be
Counted forms were distributed
at targeted locations in the
dress rehearsal.  People enumer-
ated on Be Counted forms who
indicated they had no address
and marked the “No Address on
April 18, 1998” box were includ-
ed in the SBE universe.  Also,
respondents who gave a shelter
as their usual residence on the
Be Counted form became part of
the SBE universe.  Procedures
for unduplicating people in the
SBE universe were also devel-
oped and tested in the dress
rehearsal.

In addition to the above research
and testing, there was ongoing
work throughout the decade to
develop and improve operational
procedures, questionnaires, and
multiplicity estimation for the SBE.
Concurrent with the internal
research, testing, and develop-
ment, the Census Bureau spon-
sored the following conferences
and meetings with outside stake-
holders:

•  1993 - Research conference enti-
tled “Towards Census 2000:
Research Issues for Improving
Coverage of the Homeless
Population”

•  1994 - Expert Panel Meeting to
discuss the 1995 Census Test
Service-Based Enumeration
Operation

•  1994 - Informational Meeting
about the “Service-Based

Enumeration Operation” planned
for the 1995 Census Test

•  1998 - Expert Panel Meeting to
discuss the inclusion of
“Targeted Non-sheltered
Outdoor Locations” in the
Census 2000 Service-Based
Enumeration Program 

Concurrent with the development
of the SBE for Census 2000, the
Census Bureau worked with 12
sponsoring federal agencies1 under
the auspices of the Interagency
Council on the Homeless to devel-
op the 1996 National Survey of
Homeless Assistance Providers and
Clients.  The Census Bureau
designed and collected data for the
1996 survey, which furnished
information about the providers of
homeless assistance and the char-
acteristics of the homeless popula-
tion who use services, based on a
statistical sample of 76 metropoli-
tan and nonmetropolitan areas. 

The 1996 survey was the first
national study that produced infor-
mation on the characteristics of
people participating in homeless
assistance programs since a 1987
study conducted by the Urban
Institute.  While using a similar
methodology to the 1987 study,
the 1996 survey was based on a
larger sample, collected more com-
prehensive information, and
included nonmetropolitan areas.  It
also included a wider variety of
locations in order to reflect more
accurately and fully the character-
istics of homeless people who use
services nationwide.  The 76 geo-
graphic areas that were included 
in the national sample in 1996
were comprised of the 28 largest

1 The 12 federal agency sponsors were
the Departments of Housing and Urban
Development, Health and Human Services,
Veterans Affairs, Agriculture, Commerce,
Education, Energy, Justice, Labor, and
Transportation, as well as the Social Security
Administration and the Federal Emergency
Management Agency.
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metropolitan areas, 24 randomly
selected medium and small metro-
politan areas, and another 24 ran-
domly selected nonmetropolitan
areas (small cities and rural areas).

1.4  Special place/group
quarters operational
background

Most of the information in this sec-
tion was obtained from Jonas
(2003).  Information was also
obtained from Gloster (2000),
Halterman (2000), Schoch (2001),
and Stackhouse (2000).

SP/GQ inventory development

Through 1998, the Census Bureau
did extensive development to iden-
tify prospective special places,
beginning with the cleanup of the
1990 base file.  The resulting
inventory formed the basis of the
file known as the SP/GQ Master
File.  Additional special places from
other pre-Census operations were
added to the SP/GQ Master File. 

The SP/GQ Master File was the
main repository of what was
known about each special place
and each GQ.  Additional files were
developed from it to support
updating operations involving GQs.
Updates were sent to the
Geography Division (GEO) to
update the MAF and assign MAF
Identification Numbers (MAFIDs).
The SP/GQ Master File, updated
with the addition of the MAFIDs,
became the basis for later Census
operations and enumeration. 

For the 1990 Census, the local
field office staff updated, added,
and deleted special places from the
Special Place Master Listing based
on results from the Special Place
Prelist operation.  The operation
produced too many changes to be
processed in time for enumeration
activities.  From that experience
and with improvements in technol-
ogy, the Census Bureau planned

the Special Place Facility
Questionnaire Operation to update
and correct the SP/GQ Master File
for Census 2000.  The Census
2000 Special Place Facility
Questionnaire operation was the
means for gathering information
about GQs and HUs in each special
place.  For the different types of
special places, the interviewer
asked the applicable questions to
collect information to identify what
GQs and HUs were at the special
place, the hours of operation, the
maximum number of clients or res-
idents per GQ and the number
expected in April 2000, the
address of each GQ, and other
information required for planning
the enumeration. 

For the 1990 Census, governmen-
tal units were invited to participate
in Precensus Local Review only in
mailout/mailback areas.  They
received census maps and housing
unit counts by block (but not
counts of special places or group
quarters).  The Census 2000
Special Place Local Update of
Census Addresses (SP LUCA) opera-
tion allowed local and tribal gov-
ernments to examine the Census
Bureau’s list of special places prior
to GQ enumeration.  They were
asked to identify special places not
on the list, to provide their physi-
cal location, mailing address, and
other related information, and to
assign special places to the Census
2000 collection blocks in which
they were located.  

Similar to the 1990 Census Local
Knowledge Update operation, in
the Census 2000 Local Knowledge
Update operation, staff in each
Local Census Office (LCO) reviewed
the lists to identify missing or
duplicate special places.  

During the Special Place Advance
Visit operation (a new operation
for Census 2000), crew leaders vis-

ited special places on the address
list to verify and correct informa-
tion for the GQs and HUs at the
special place, inform the contact
person about the enumeration
operations, assign missing
geocodes, and leave recruiting
materials. 

Group quarters enumeration

GQ enumeration was conducted
April 1, 2000 until May 6, 2000.
GQ enumeration methods are dis-
tinct from HU enumeration meth-
ods.  The household question-
naires that work well for people in
an HU are inappropriate for enu-
merating larger groups of unrelat-
ed people in places such as college
dormitories or nursing homes.
The GQ questionnaires were per-
son-based, rather than household-
based, and they did not ask the
relationship question or any hous-
ing questions.

There were four main types of GQ
questionnaires: the Individual
Census Report (ICR), the Individual
Census Questionnaire (ICQ), the
Military Census Report (MCR), and
the Shipboard Census Report (SCR).
The ICR was the form used to enu-
merate the vast majority of the GQ
population.  The ICQ (a new form
for Census 2000) was used solely
for enumeration at soup kitchens
and regularly scheduled mobile
food vans.  The MCR was used
solely to enumerate armed forces
personnel.  The SCR was used to
enumerate both military and civil-
ian shipboard residents.

During the enumeration at each
GQ, enumerators obtained a list of
residents, filled out a listing sheet,
and distributed ICR packets to resi-
dents.  In some instances where
residents could not fill out the
forms themselves, enumerators
were allowed to use administrative
records to augment the process.
They also used enumerator 



questionnaires to enumerate resi-
dents of HUs at the special place.

Certain GQs could request that
they self-enumerate for the safety
of the enumerator or for the bene-
fit or confidentiality of the resi-
dents.  The two most common
types of self-enumerating GQs
were hospitals and prisons.

Military enumeration operations
counted military personnel
assigned to stateside military
installations on Census Day.
Dependents of the military person-
nel living in family HUs on a mili-
tary installation were enumerated
by the same methodology used for
HUs in the area around the installa-
tion.

The maritime/military vessels enu-
meration operations counted indi-
viduals assigned to ships based at
American home ports (military ves-
sels) and American flag ships (mar-
itime vessels).  In 1990, vessels in
the 6th and 7th fleets were enu-
merated with the overseas popula-
tion.  In 2000, service members
were allowed to list a UHE address.
If the respondent didn’t provide a
UHE, they were counted at the
home port of the vessel.  Service
members aboard vessels that were
home ported overseas were count-
ed as part of the overseas popula-
tion.

The transient night (T-night) enu-
meration operation (conducted on
March 31, 2000) enumerated peo-
ple without a usual residence at
locations such as campgrounds
and parks, commercial or public
fairs, carnivals, marinas, race-
tracks, military hotels, and recre-
ational vehicle (RV) parks.  These
are places where the residents
tend to be highly transient.

SBE operations counted people
without conventional housing who

could have been missed in the tra-
ditional enumeration of HUs and
GQs.  People were enumerated at
shelters (March 27, 2000), soup
kitchens (March 28, 2000), regular-
ly scheduled mobile food vans
(March 28, 2000), and targeted
non-sheltered outdoor locations
(March 29, 2000).

Other differences between 1990
Census and Census 2000 GQ enu-
meration include modifications to
T-Night enumeration and targeting
counties with high concentrations
of migrant and seasonal farm
workers at census time.

Data capture and processing

All GQ questionnaires were sent to
the data capture center at the
National Processing Center (NPC) in
Jeffersonville, Indiana.  After all the
GQ questionnaires were data cap-
tured at the NPC and the captured
data transmitted to Census Bureau
headquarters, the SP/GQ Master
File was updated.

The SBE enumeration involved a
number of opportunities for per-
sons to be counted multiple times.
An unduplication process removed
duplicate enumerations from the
Census.

Respondents at certain types of
GQs could declare a UHE.2 That is,
they could check a box to indicate
that the GQ was not their usual
residence and provide the address
of their usual residence.  If the
Census was able to verify that an

HU was at the given address, then
the respondent was counted at
that residence and not in the GQ. 

Evaluations and assessments

There are three formal evaluations
that were used in the preparation
of this topic report, including one
from the second Executive Steering
Committee for Accuracy and
Coverage Evaluation Policy 
(ESCAP II) series of reports.  

The Census 2000 evaluations
include:

•  Evaluation E.5, Group Quarters
Enumeration

•  Evaluation E.6, Service-Based
Enumeration

The ESCAP II report is:

•  ESCAP II, Report Number 6,
Census Person Duplication and
the Corresponding Accuracy and
Coverage Evaluation
Enumeration Status

In addition, planning documents,
operational assessments, and qual-
ity assurance profiles provided
additional information.  Refer to
Section 7, References, for a com-
plete list of the documents that
were used in the preparation of
this report.

Sections 2 and 3 discuss the meth-
ods used and the limitations,
respectively.  Section 4 summa-
rizes the results, lessons learned,
and recommendations contained in
the reports mentioned above,
specifically intended to answer
research questions on inventory
development, the number of peo-
ple enumerated in GQs, operational
issues, and recommendations for
addressing those issues.  Section 5
provides a synthesis of the major
recurring themes contained in the
reports mentioned above.
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2 The types of GQs in which residents
were not eligible to declare a UHE were pris-
ons, juvenile institutions, hospital facilities,
nursing homes, college dormitories, emer-
gency shelters, and targeted non-sheltered
outdoor locations.  All others who filled out
GQ questionnaires were eligible to declare a
UHE, including armed forces personnel,
those enumerated at soup kitchens and reg-
ularly scheduled mobile food vans, residents
of group homes, worker dormitories, civilian
ships, and religious GQs.
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2. Methods

The methodology of the programs
involved in the source documents to
this topic report varied greatly by
whether the source was a statistical
evaluation, an operational report, or
a quality assurance 
profile.

2.1  Evaluations E.5 and E.6

The evaluations of the Group
Quarters and Service-Based enumer-
ations primarily provide descriptive
statistics of the operations, using
files that were already available
from Census 2000 or data files that
were specifically created for these
evaluations.  The files include:

•  the SP/GQ Master File, 

•  the Hundred Percent Census
Unedited File (HCUF), 

•  the Hundred Percent Census
Edited File (HCEF), 

•  a data extract known as the Non-
ID file which contained GQ per-
son records that listed a UHE,
and

•  a data extract containing all SBE
data captured records, as well as
Be Counted form records for
which the person indicated 
they did not have an address 
on April 1, 2000.

The Group Quarters evaluation also
used a statistical sample of GQs
designed to estimate the level of
within GQ person duplication, not
including military, correctional, and
service-based facilities. 

2.2  ESCAP II Report 6

The ESCAP II evaluation of Census
Person Duplication used data from

another ESCAP II report on person
duplication (Mule, 2001) to evaluate
how the Accuracy and Coverage
Evaluation (A.C.E.) coded E-Sample
people (i.e., people enumerated in
census HUs in the A.C.E. sample
block clusters) duplicated to people
outside the A.C.E. search area. 

2.3  Decennial Management
Division (DMD) operational
assessments

The DMD operational assessments
were the main vehicle for document-
ing Census 2000 information into a
set of comprehensive, integrated
reports.  Participating divisions were
asked to take an active role by
preparing or supplying initial assess-
ments of relevant aspects of particu-
lar operations or functional pro-
grams.  The initial assessments
made use of available sources
(debriefing results, observation
reports, formal and information
reports from staff and contractors,
memoranda, and the like) and
resources within each participating
division to assess the effectiveness
of each operation or function as well
as to identify lessons learned and
recommendations for the next cen-
sus.  A team of representatives from
DMD and the participating divisions
subsequently organized and ana-
lyzed these initial assessments,
along with other sources of informa-
tion, to produce comprehensive
assessments for the entire program.
The development of the recommen-
dations focused on the individual
operations, without an attempt to
assess the implications across the
entire census process. 

The DMD operational assessments
used in this topic report include:

•  SP/GQ Inventory Development

•  SP/GQ Enumeration Operations

•  1998, 1999, and Special Place
Local Update of Census
Addresses and New Construction
Programs

2.4  Decennial Statistical
Studies Division (DSSD)
quality assurance profiles

The DSSD Quality Assurance (QA)
Profiles provide assessments of
Census 2000 operations based on
data collected from the QA pro-
grams instituted for those opera-
tions.  Many of the QA programs
involved relisting or reinterviewing
procedures, usually conducted on
a sample basis.  The DSSD QA pro-
files used in this topic report
include:

•  Profile of the Military Group
Quarters Address Listing Quality
Assurance Operation

•  Profile of the Census 2000
Group Quarters Reinterview
Operation

2.5  Other source
documents

Some other source documents were
used as input to this topic report.
They include the following opera-
tional planning documents: SP/GQ
Inventory Development, Special
Place LUCA, GQ Enumeration,
Service-Based Enumeration, Military
Installation Enumeration, and
Questionnaire Assistance Center and
Be Counted Program Master Plans.

U.S. Census Bureau Special Place/Group Quarters Enumeration  7
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3.  Limits

3.1  Topic report limits

The research questions mentioned
in Section 1.1 are answered to the
extent that information was avail-
able in the evaluation and assess-
ment reports.  Some questions
could not be fully answered
because of cancelled evaluations
and/or reports not available at the
time this report was written.

Most of the information on file
development and enumeration
activities is derived from opera-
tional assessments, rather than
from empirical research.  The
assessments are useful for future
planning in that they document
lessons learned from Census 2000
and provide recommendations for
operational planning and testing
for the 2010 Census.  However,
although the assessments were
intended to be comprehensive,
many of the statements made in
the reports do not include informa-
tion that would help in understand-
ing exactly what was learned or
why a recommendation was pre-
sented. 

3.2  Specific limits

The evaluation reports list the lim-
its of the individual studies.  They
are briefly summarized here.

3.2.1  GQ enumeration

Individual GQ questionnaires con-
tained a space where enumerators
recorded the GQ identification
number (ID) and the person num-
ber at the time of enumeration.
This tracking information was not
used to track the progress of indi-
vidual forms from enumeration to
data capture.

The limitations of the system
designed to track special places
and GQs from the beginning of the
Special Place Facility Questionnaire
process through tabulation
reduced the ability to compare the
same special place before and after
the Special Place Facility
Questionnaire Operation.

Furthermore, if special places and
GQs were deleted and later re-
added during enumeration, they
received new ID numbers when
they were re-added.  As a result,
comparing snapshots of the SP/GQ
Master File at different times did
not allow a record of a special
place at different points in time to
be identified as the same place, if
the special place was deleted and
re-added during enumeration.

3.2.2  SBE enumeration

A small percentage of the total GQ
questionnaires were not data cap-

tured because the questionnaires
could not be identified with a spe-
cific GQ as a result of blank,
incomplete or erroneous GQ IDs.
Some portion of these affected the
SBE universe.  Questionnaires not
captured would affect the popula-
tion counts for SBE locations but
there is no information about the
number or source of these missing
questionnaires.

We accepted a UHE address from
people enumerated at soup
kitchens and regularly scheduled
mobile food vans.  The data avail-
able to the evaluation do not
include information about UHE
addresses reported by SBE respon-
dents.

3.2.3  Census person duplication 

The ESCAP II, Report Number 6
does not separately examine the
issue of movers.  It doesn’t meas-
ure the amount of duplication due
to people moving during the peri-
od of the enumeration.

3.3  General limits

In addition to the specific limita-
tions, there were opportunities for
field and processing operational
deviations that could affect the
data in the evaluation reports, the
operational assessments, and the
topic report.

U.S. Census Bureau Special Place/Group Quarters Enumeration  9
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4.1  Special place/group
quarters inventory
development

Most of the information in this sec-
tion came from Schoch (2003a)
and Johanson and Oliver (2003).

Schoch (2003a) reported three
major areas of success in the over-
all Census 2000 SP/GQ inventory
development process:

•  Census 2000 was the first cen-
sus in which the SP/GQ Master
File represented the creation
and maintenance of a link
between the special place and
its associated GQs and the
establishment of a centralized
repository for the complete
decennial inventory of GQs.

•  The Special Place Facility
Questionnaire provided a struc-
tured and consistent approach
to obtain information about the
GQs.

•  The Special Place Advance Visit
afforded a “last minute” oppor-
tunity to visit the facility and
verify, update, and correct infor-
mation prior to enumeration.

Aside from these major areas of
success, there were some aspects
of the development process where
there were noteworthy lessons
learned and recommendations.
These areas were:

•  Definitions and Classifications

•  Duplication

•  Geocoding

Issues and recommendations con-
cerning definitions are discussed in

Sections 4.1, 4.2 and 5.1.
Duplication issues and recommen-
dations are discussed in Sections
4.3 and 5.6.  Geocoding issues are
discussed below.

4.1.1  Initial file development

The creation of the Census 2000
SP/GQ Master File began with the
cleanup of the 1990 file.  This
included the creation of the linkage
between the special place and its
associated GQs.  In order to update
the 1990 file, most of the same
sources used for the 1990 opera-
tion were contacted for each type
of special place.  Multiple sources
were contacted for some special
place types that contributed to
duplication of facilities within the
file.  Due to a poor response from
some of the initial sources, there
were deficiencies in certain cate-
gories (particularly the migrant
worker camp and group home
inventories).

4.1.2  Special place facility 
questionnaire

The Special Place Facility
Questionnaire was designed to
provide a systematic method to
verify and update information
about known special place facilities
and all associated GQs and HUs.
The initial Special Place Facility
Questionnaire information was col-
lected through a Computer
Assisted Telephone Interview
(CATI) and the followup informa-
tion was collected through field
personal visit.

Although the Special Place Facility
Questionnaire allowed for a more
structured and consistent approach

for obtaining, correcting, and veri-
fying information about special
places and their associated GQs,
the overall design of the Special
Place Facility Questionnaire was
complex, confusing, and not user-
friendly.  The amount of informa-
tion initially collected was too
detailed and lengthy for a tele-
phone interview.  This was espe-
cially true for large facilities con-
taining multiple GQs.  Also, trying
to obtain geocoding information
by telephone was very difficult.

A major component of the training
and procedures was the geocoding
of the physical location of the spe-
cial place and its associated GQs
and HUs.  Although a detailed sec-
tion on geocoding procedures was
written and presented in the train-
ing sessions, the sizable number of
problems suggests this process
was not effective.  The failure to
consistently and correctly assign
geocodes created problems from
the time of enumeration and
resulted in the geographic misallo-
cation of GQs in data tabulations. 

4.1.3  Special place LUCA, local
knowledge update, and special
place advance visit

There were three pre-enumeration
operations to enhance and refine
the SP/GQ inventory prior to enu-
meration.

•  Special Place LUCA was an
opportunity for participating
governmental units to review
the existing special place inven-
tory list and provide feedback to
the LCOs for additions, dele-
tions, and corrections.  

U.S. Census Bureau Special Place/Group Quarters Enumeration  11
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•  Local Knowledge Update was an
operation where the special
place staff at the LCO reviewed
the SP/GQ inventory list for
completeness and accuracy
using their local knowledge of
the special place facilities and
locations in their area.

•  Special Place Advance Visit
required the special place LCO
staff to visit each special place
on the final inventory list to ver-
ify, update, and correct all infor-
mation about the special place
and the associated GQs and
HUs.  

The Special Place Advance Visit
was successful both in terms of
timing (right before GQ
Enumeration) and information veri-
fication. 

Although the overall LUCA pro-
gram was successful in fostering
positive partnerships, exceeding
local and tribal government partici-
pation, and contributing new
addresses, deleting addresses, and
making address corrections, one of
the lessons learned was that spe-
cial place addresses should have
been included with housing unit
addresses in LUCA.

Although these three operations
were designed as distinct opera-
tions, time constraints of the pre-
enumeration schedule forced them
to overlap, reducing the impact
and overall effectiveness of each
individually. 

4.1.4  Military group quarters
address list development

As reported in Johanson and Oliver
(2003), the Census Bureau con-
ducted an operation called Military
GQ Address Listing in 1999 to veri-
fy and update the database of GQs
on military installations.  For enu-
meration purposes, Military GQs
included barracks, unaccompanied
officer quarters, disciplinary bar-

racks, and military hospitals.
(Military hotels and campgrounds
were included in T-Night opera-
tions.)  To ensure the quality of the
address information, a QA program
was instituted.  Due to the relative-
ly small workload and because the
military installations are geographi-
cally scattered, address listers per-
formed QA on their own work.
They selected a sample of the GQs
on the installation and for each
selected GQ, they verified the
address information and geocod-
ing.  They also performed a cover-
age check by inquiring about the
function of the buildings to the
immediate left and right of each
sampled GQ.

There were 669 military installa-
tions for which QA data were
received.  Of these, 659 (98.5 per-
cent) had no critical errors (i.e., no
transcription, map spot, or
geocode errors).  In the ten mili-
tary installations with errors, there
were 57 errors: 15 transcription
errors, 24 geocoding errors, and
18 map spot errors.  The 57 errors
came from four out of the 222 lis-
ters (1.8 percent of the listers).

4.1.5  Recommendations

The following recommendations
were made by Johanson and Oliver
(2003), Medina (2003), and Schoch
(2003a and 2003b):

Reevaluate the role of the Special
Place Facility Questionnaire.
Develop and design a streamlined
user-friendly questionnaire, which
incorporates terminology and clas-
sifications consistent with the cur-
rent industry.  Limit the amount of
information collected through tele-
phone contact.

Make use of Global Positioning
System or other current technology
to satisfy geocoding requirements.

Extend the Special Place Advance
Visit operation to include a tele-

phone followup to the facility clos-
er to the time of enumeration.  The
followup should include scheduling
the enumeration appointment and
final verification of the contact per-
sons and expected populations of
all the associated GQs.

Reevaluate the Local Knowledge
Update and SP LUCA operations by
looking at alternative points in the
process to implement.  Integrate
the SP LUCA with the other LUCA
operations.  

Reevaluate and design a method to
integrate the SP/GQ inventory
development into the overall MAF
development process.

Use more controls to track the
SP/GQ inventory development QA
operation and obtain more infor-
mation to be able to determine the
cause of errors.

Maintain the military installation
lists between censuses by monitor-
ing the status of closings, down-
sizing, etc.

4.2  Enumeration

Schoch (2003b) reported three
areas of success in the overall
Census 2000 SP/GQ enumeration:

•  Service-Based Enumeration was
an improvement over previous
decennial operations to include
people without conventional
housing.

•  Group Quarters Reinterview pro-
vided quality control and was a
positive addition to the SP/GQ
enumeration operations.

•  Military Enumeration planning
was supported by a cooperative
effort between the military and
the Census Bureau and provided
a foundation for a smooth, time-
ly operation.  The Military Vessel
Enumeration also highlighted
the importance of accessible



liaisons from the Navy and
Coast Guard. 

Schoch (2003b) also reported some
challenges:

•  T-Night Enumeration raised
questions if this operation really
belongs under SP/GQ operations
or should be covered by HU
enumeration.  Although the enu-
meration was part of the SP/GQ
enumeration operations, the
sites/slips/units with persons
with no usual home elsewhere
were enumerated as HUs rather
than GQs.

•  GQ Enumeration identified new
issues for future consideration,
including privacy/confidentiality
issues3, gaining cooperation
from managers at the appropri-
ate levels of large special
places, and properly linking

individuals to their associated
GQs.

4.2.1  The GQ universe

Jonas (2003) reported the overall
composition of the GQ universe as
enumerated in Census 2000. 

Approximately 7.8 million people
were tabulated in places covered
by the GQ universe in Census
2000.  Most of these people lived
in colleges, prisons, or nursing
homes.

Roughly 78 percent of the special
places enumerated consisted of
only one GQ.  Over 98 percent
contained fewer than ten GQs.
The largest proportion of special
places with more than 50 GQs
included military installations, col-
leges and universities, and correc-
tional facilities.  The smallest pro-
portion of special places with more
than 50 GQs included nursing
homes and SBE facilities and 
other GQs. 

Forty percent of special places had
fewer than ten residents and 61
percent had fewer than 25 resi-
dents.  These were mostly group
homes, SBE facilities, and other
small GQs.  The 40 percent of spe-
cial places with fewer than ten res-
idents accounted for 2.3 percent of
the GQ population.

Even though enumerators were
allowed to use administrative
records to augment the process
only in cases where residents
could not fill out the forms them-
selves, Jonas (2003) found that
almost half (48.9 percent) of all GQ
questionnaires were filled out from
administrative data  and that most
GQ questionnaires at correctional
facilities, hospitals, nursing homes,
and group homes were filled out
from administrative data.  Other
GQ questionnaires were either
filled out by a respondent (24.8
percent) or by an enumerator (9.7
percent).  The item indicating
method of response was blank or
invalid for 16.6 percent of the GQ
questionnaires. 

4.2.2  The SBE universe

McNally (2002) reported the fol-
lowing:

•  There were 14,817 SBE sites in
Census 2000.  More than half
(51 percent) of the locations
were shelters.

•  There were a total of 258,728
person records data captured
from shelters, soup kitchens,
regularly scheduled mobile 
food vans, and targeted 

U.S. Census Bureau Special Place/Group Quarters Enumeration  13

3 In Census 2000, some administrators
of group quarters cited both Federal and
state laws that prevented them from allow-
ing census takers access to records or entry
onto the premises to interview inhabitants.
Issues were raised with regard to education-
al and medical records, nursing homes, and
drug and alcohol abuse facilities.  Census
enumerators eventually got into every facili-
ty, but there is a need to know what Federal
and/or state laws exist so that the Census
Bureau can proactively develop measures to
overcome this problem for the 2010 Census.

After Census 2000, the Census Bureau
funded a contract with Privacy Journal to 1)
research and identify Federal and state laws
that could be interpreted to prevent access
by census enumerators to the physical facili-
ties of group quarters or to the records on
inhabitants of the group quarters, 2)
describe each such law, 3) consult with
Census Bureau specialists to resolve any
questions, 4) organize descriptions of laws
by type, and 5) prepare interim and final
reports.

The resulting report distinguishes
between access to facilities and access to
records.  The laws and requirements on
access to records are more highly developed
than laws or requirements on access to facil-
ities.  In short, Privacy Journal's research
uncovered only a few instances where there
is a law that could be cited to deny physical
access to census workers.  Proprietors of
group quarters may have been reacting to a
generalized concern about privacy or to a
general memory that there are laws on the
books preventing access.

When confronted with denials of access,
Census workers should be able to consult
with a legal advisor who has on file a report
like the one prepared by Privacy Journal.

Table 1.
Number of Special Places and Group Quarters Enumerated4

SP/GQ type
Special places Group quarters Population

Number Percent Number Percent Number Percent

1. Correctional facilities . . . . . 5,420 5.4 15,775 8.2 1,993,302 25.5
2. Juvenile institutions . . . . . . 2,440 2.4 6,335 3.3 129,132 1.7
3. Nursing homes . . . . . . . . . . 21,051 21.0 29,736 15.5 1,727,811 22.1
4. Hospitals. . . . . . . . . . . . . . . . 3,552 3.5 9,289 4.8 237,597 3.0
5. Colleges and

universities . . . . . . . . . . . . . 3,528 3.5 23,842 12.4 2,066,302 26.4
6. Military installations . . . . . . 916 0.9 6,104 3.2 356,354 4.6
7. SBE facilities and other

GQs . . . . . . . . . . . . . . . . . . . 38,783 38.7 56,092 29.1 854,435 10.9
8. Group homes. . . . . . . . . . . . 24,668 24.6 45,113 23.5 460,474 5.9

Total . . . . . . . . . . . . . . . . . . 100,358 100.0 192,286 100.0 7,825,407 100.0

Source: Jonas (2003), Tables 4.1a and 4.1b.

4 The data in Table 1 include counts
from Puerto Rico.



non-sheltered outdoor locations.
Most of the data captured per-
son records (90 percent) were
from shelters, soup kitchens
and regularly scheduled mobile
food vans.

•  Almost all (99 percent) of the
data captured person records
had at least two or more data
characteristics (name, sex, age
and/or date of birth, Hispanic
origin, or race) and were classi-
fied as data defined. 

•  Nearly three-fourths (72 percent)
of the SBE person records had
all five data characteristics com-
pleted.  This compares to 88
percent for the HU person
records with all five data charac-
teristics reported.

Multiplicity estimation for SBE was
intended to use service usage
responses to adjust enumeration
counts for persons who use servic-
es but not on the day of enumera-
tion.  During the SBE data collec-
tion operation, respondents were
asked the number of times in a
week that they use that type of
facility.

•  In shelters, respondents were
asked “Including tonight, how
many nights during the past
seven nights did you stay in a
shelter?”

•  In soup kitchens and regularly
scheduled mobile food vans,
respondents were asked
“Including today how many days
during the past seven did you
receive a meal from a soup
kitchen or mobile food van?”

The responses to these questions
could be from 1 to 7 or a nonre-
sponse.  A person who only used a
service one night out of the seven
nights in a week would be given a
weight of seven since they only
had one chance in seven to be
enumerated on the day selected

for enumeration.  Conversely, a

person who used a service all

seven nights in a week would be

given a weight of one since they

would be enumerated no matter

what day was selected for enumer-

ation.

Corrected census data would have

had different counts of total popu-

lation using SBE facilities than the

uncorrected data if we had joined

results from the SBE multiplicity

estimation with results from the

actual Census 2000 SBE enumera-

tion.  Specifically, the corrected

data would have used SBE multi-

plicity estimation to estimate the

number of people who use servic-

es but not on the day of enumera-

tion.

A decision was made NOT to use

SBE multiplicity estimation to esti-

mate the number of people who

use services but not on the day of

enumeration.  The usage respons-

es had both a high nonresponse

rate and, particularly in shelters, a

very high level of response bias.

Accurate responses to the usage

question are critical for multiplicity

estimation.  For additional informa-

tion on the multiplicity estimator

and the decision to not use it, see

Griffin, 2001.

4.2.3  Field operations

The issues and lessons learned

outlined in sections 4.2.3.1,

4.2.3.2, and 4.2.3.3 come from

Schoch (2003) and the QA results

in section 4.2.3.4 come from

Oliver (2002).

4.2.3.1 Planning

Schoch (2003) reported that even

though the enumeration plans

were tested in the field, there were

changes made after the tests and

before Census 2000.  

•  The late identification and solid-
ification of requirements impact-
ed the understanding of the
details by headquarters staff for
various operations.  This was
reflected in the inconsistency of
the information on SP/GQs in
different field operational mate-
rials.

•  Delays in the final operational
and procedural requirements
delayed the completion of all
required enumeration materials
(training guides, job aids, etc.).
This caused a delay in kit prepa-
ration and delivery, which sub-
sequently diminished the time
allowed for preparation of
SP/GQ enumeration operations
in the LCOs. 

4.2.3.2  Staffing, training, and
office operations

In the LCO, the operations were
managed by the Special Place
Operations Supervisor (SPOS).  The
SPOS trained the crew leaders and
then the crew leaders trained the
enumerators.  Each operation had
its own training guide, workbook,
checklist, and job aid color coded
by operation to help identify each
operation’s materials.  Among the
lessons learned are:

•  The SPOS was hired too late
(late 1999) to adequately pre-
pare for the job.  A SPOS with
little or no experience trained
and managed people on detailed
operations with little or no over-
sight or assistance from a super-
visor.

•  Problems also occurred after
SP/GQ enumeration when ques-
tions involving SP/GQs contin-
ued through the different field
followup operations and the
SPOS position had already been
terminated.  The LCOs had 
difficulty handling these
requests unless the SPOS was
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still working in the office in
some other position and was
available to help.

•  The number of work hours and
weeks in the standard recruiting
scripts did not apply to the
SP/GQ operations.

•  The different enumerator
requirements for each SBE oper-
ation were difficult to maintain
and track.  For example, some
operations required two-mem-
ber teams and others required
seven-member teams.

•  SBE operations had the most dif-
ficulty hiring and training ade-
quate, knowledgeable staff for
consecutive one day operations.

•  Special place staff left before
completing their special place
work due to overlapping field
operations.  For example, train-
ing for nonresponse followup
began prior to the completion of
GQ enumeration.  Many of the
experienced GQ enumerators
were taken from the special
place operation to work on non-
response followup so they
would have an opportunity to
work longer.  Additionally, the
Accuracy and Coverage
Evaluation (A.C.E.) operation
paid their enumerators $1.00
more per hour.  Some GQ enu-
merators transferred to the
A.C.E. operation for higher pay
and more hours before complet-
ing their special place work.

•  The training did not prepare
enumerators to deal with the
public.  Enumerators had to con-
tact management personnel at
different levels at special places
as well as interview individuals
in unique situations encoun-
tered during the SP/GQ enumer-
ation operations.

4.2.3.3  Enumeration operations

The SP/GQ enumeration operations
were tightly scheduled, often over-
lapping the training of one opera-
tion with the field work of another.
Each operation had its own set of
instructions tailored to the popula-
tion it was designed to enumerate.
The documented lessons learned
include:

•  Types of living quarters such as
assisted living facilities, person-
al care and retirement homes,
and boarding schools were
often misclassified as GQs dur-
ing Census 2000.  The GQ defi-
nitions did not specifically list
these as exclusions.  This result-
ed in confusion in the field.

•  It was difficult to identify certain
GQs because they often “look
like” regular HUs (e.g., small
group homes and off-campus,
college owned or leased apart-
ment buildings).  This con-
tributed to the creation of dupli-
cates between the HU and GQ
universes.

•  The self enumeration option
caused problems in the field.
This option was presented to
facilities during the Special Place
Advance Visit, but was not com-
pletely understood by the facili-
ty contact person at that time.
Many facilities chose this option
because they planned to use
administrative records.  Once
they received the actual train-
ing, they realized they were
expected to conduct an enumer-
ation operation. 

•  SBE had four separate compo-
nents designed to count people
without conventional housing
who may be missed in the tradi-
tional enumeration of HUs and
GQs.  The four operations were
Shelter Enumeration, Soup
Kitchen Enumeration, Regularly

Scheduled Mobile Food Vans
Enumeration, and Targeted Non-
sheltered Outdoor Locations
Enumeration.  These were chal-
lenging operations to include
persons without conventional
housing in the Census.  The tim-
ing for all four SBE Operations
and the required training ses-
sions over three consecutive
days in addition to T- Night
Operations at the end of the
same week exhausted staff at
the LCOs, Regional Census
Centers (RCCS), and headquar-
ters.

•  The use of the ICR (designed for
a respondent to complete) dur-
ing the Targeted Non-sheltered
Outdoor Locations Enumeration
did not adapt well to use as an
enumerator interview form.

•  There were complaints from
some soup kitchens that were
not open on the one day desig-
nated for that particular enu-
meration. 

•  Transient Night (T-Night)
Enumeration was part of the
SP/GQ Enumeration operations.
However, the sites/slips/units
with persons with no UHE were
enumerated as HUs rather than
GQs.

•  There was not enough time to
thoroughly prepare GQ enumer-
ators on how to administer the
household questionnaire for a
one night operation.

•  Conducting T-Night Enumeration
on a Friday evening increased
the amount of screening enu-
merators had to do because
many individuals were away
from home for the weekend at
T-Night locations.  For individu-
als who had a usual home else-
where but who were at the T-
night location at the time of
enumeration, the enumerator
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had to give them a notice
explaining they would be enu-
merated at their primary resi-
dence and then appropriately
check the UHE column on the
listing sheet.  After enumera-
tion, the enumerator had to tally
the number of checks in the
UHE column and enter the total
on the GQ Enumeration Record.

•  Military Group Quarters
Enumeration was a combined
planning effort by the Census
Bureau and liaisons from each
branch of the Armed Forces.

•  FLD and GEO required a com-
plete installation list but for dif-
ferent purposes and require-
ments which caused problems
in initial installation list develop-
ment. 

•  The concept of UHE was not
clearly understood by military
personnel. 

In July 2000, after GQ data capture
was completed, two special fol-
lowup operations were undertaken
to review and repair problems with
the GQ enumeration counts.  One
telephone operation was conduct-
ed out of the RCCs to contact
‘refusals’ that would not allow enu-
meration to take place at their
facilities.  The other telephone
operation was conducted out of
the NPC to contact facilities whose
data capture population of a GQ
was substantially lower than
expected. Both of these operations
asked the contact persons at facili-
ties what their Census Day popula-
tion had actually been.  If the facili-
ty provided a count of its
population on April 1, 2000, that
count was accepted as definitive
for that facility, unless the count
was lower than the actual number
of forms captured for that facility.
Together, these operations
accounted for imputing over
100,000 persons in the GQ uni-

verse that were not included in the
data capture count.

Another enumeration problem
identified during processing was
that 141,055 questionnaires were
missing a GQ ID number or had an
insufficient GQ ID number so that
they could not be matched to a
legitimate GQ ID on the SP/GQ
Master File.  These accounted for
about 1.7 percent of the total GQ
questionnaires.  About 61 percent
were found to be shifts or transpo-
sitions of legitimate GQ ID num-
bers and were ultimately matched.
However, the remaining 39 percent
(0.7 percent of the total GQ ques-
tionnaires) could not be matched.

4.2.3.4 QA reinterview

As reported in Oliver (2002), the
Census Bureau conducted a com-
prehensive QA program that tar-
geted all GQs except those involv-
ing the military, SBE facilities, and
civilian ships.  About 89 percent of
all GQs were included in this QA
program.  Different QA procedures
were used for the other 11 percent
of the GQs.

The QA program involved three
parts:

•  A clerical completeness check
compared the number of ICRs
received from a given GQ to the
number of residents 
listed. 

•  An automated population esti-
mate check flagged those GQs
where the number of checked-in
ICRs did not fall within ten per-

cent of the estimated Census
Day population (obtained from
the Advance Visit).

•  The reinterview program target-
ed all large GQs (population
greater than or equal to 100)
and any small GQs (population
less than 100) that failed the
population estimate check.
Table 2 provides the percent of
GQs that were actually included
in the reinterview program.  As
stated in Section 4.2.1, 40 per-
cent of special places had fewer
than ten residents.  Assuming
an equal or greater percentage
of GQs had an expected popula-
tion of ten or less, than these
“small” GQs would fail the popu-
lation estimate check if the actu-
al count was off by just one.
This could account for the large
percent of small GQs included in
the reinterview sample.  Oliver
(2002) indicates possible rea-
sons why less than 100 percent
of the large GQs were included. 

The overwhelming majority of the
GQs reinterviewed passed the rein-
terview process (that is, the GQ
contact person verified that an
enumerator visited the GQ and
obtained the correct Census Day
count).  Overall, 96.3 percent
stateside and 97.7 percent in
Puerto Rico passed the reinterview
process.

The data also suggest that certain
types of GQs (e.g., Colleges and
Universities and Nursing Homes)
had higher rework percentages
than other GQ types.
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Table 2.
Percent of Small and Large GQs Reinterviewed
(In Percent)

Size of GQ Stateside Puerto Rico

Small . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30.3 42.8
Large. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62.9 59.3

Source: Oliver (2002) Tables 4.2b and 5.2b.



4.2.4  Lack of tracking information
for GQ questionnaires

GQ s were tracked through the
enumeration and data capture
process and counts of the GQ
questionnaires were recorded on
each GQ control sheet at several
points between enumeration and
data capture, but the individual
questionnaires were not tracked.

One of the problems resulting from
this was that the official population
counts for some GQs were indirect-
ly derived.  In August 2000, an
effort was made to reconcile the
count of questionnaires checked
out of the LCO and the number of
questionnaires data captured for
that GQ.  To avoid problems
caused by forms from one GQ at a
special place being incorrectly
counted with those from another
GQ at the same special place, the
reconciliation was done at the spe-
cial place level.  The reconciliation
consisted of taking the larger of
the total LCO checkout population
and the total data capture popula-
tion for each special place as the
“official population” for that special
place.  Reconciliation of the differ-
ing counts resulted in the imputa-
tion of over 100,000 person
records.

The inability to track individual
questionnaires also resulted in not
having an exact count of persons
added to or subtracted from the
SP/GQ Master File.  The GQ popula-
tion count decreased between the
time of the enumeration and the
final Census count.  Most of this
decrease was a result of military
population removed from the GQ
universe if they listed a UHE on
their questionnaire.  (See Section
4.3.1 for more detail on Military
UHEs.) However, since individual
GQ questionnaires were not
tracked, the only information avail-
able concerning the decrease is the

net gain or loss for each GQ.  (For
example, if a GQ gained two peo-
ple and lost seven, all that is
known is that there was a net loss
of five people.)

4.2.5  Recommendations

The following recommendations
were made by Jonas (2003),
McNally (2002), Oliver (2002), and
Schoch (2003b):

Begin planning SP/GQ Enumeration
operations early in the decade so
all plans are completed and in
place to allow for consistency and
timely completion of all the associ-
ated materials (job aids, work-
books, training guides, etc.). 

Research and revise GQ definitions
to include how to classify assisted
living facilities, personal care
homes, and retirement homes.

Meet with advocates and experts
to update the GQ definitions by
using current terminology.
Although the definitions and classi-
fications were researched and test-
ed, there were some inherent
weaknesses.  The definitions and
terminology used by the Census
Bureau were not always consistent
or current with that of other agen-
cies, local governments, and the
general public. 

Reduce duplication between the
HU and GQ address lists.  Many
small GQs are indistinguishable in
appearance from single-family resi-
dences.  As a result, some found
their way into both the HU and GQ
universes before being identified
as the same place.

Establish a special place team at
headquarters to keep SP/GQ
Enumeration operational planning
and implementation moving for-
ward throughout the decade.  This
will provide a much needed consis-
tent foundation to develop, ana-

lyze, and maintain these various
operations.

Evaluate whether there are benefits
to be gained in using different pro-
cedures for different categories of
GQs in 2010, in building the SP/GQ
inventory, in the enumeration
itself, and in post-enumeration pro-
cessing. 

Investigate alternative methods of
enumeration such as online
response, proxy interviews, elec-
tronic files, and use of administra-
tive records other than as a last
resort for certain types of GQs.
Research the quality of administra-
tive records for GQs.

Anticipate and accommodate the
use of administrative data.  The
Census Bureau should work with
organizations representing those
types of GQs that were the main
sources of administrative data in
Census 2000 to evaluate how best
to gain complete information for
each GQ resident in an environ-
ment where heavy use of adminis-
trative data may be unavoidable.

Bring the SPOS on board earlier in
the schedule and maintain this
position throughout nonresponse
followup to oversee any SP/GQ
questions/inquiries.

Develop a unique process to hire
persons without conventional
housing to assist in the SBE opera-
tions.

Train special place staff on how to
deal with the public at all levels
from leaders of organizations to
the respondents.

Design the training schedule to
allow time for the enumerators to
absorb what they have learned
before using the procedures in the
field.

Emphasize and improve the
geocoding and map spotting train-
ing through all the operations.
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Improve the special place informa-
tion in other field operations mate-
rials so there is a consistent under-
standing and approach to special
places in all field operations.

Reduce the number of contacts to
facilities to prevent ill will before
enumeration begins.

Begin GQ enumeration earlier so
that closeout does not compete
with nonresponse followup.

Research and develop a method to
link a GQ questionnaire with a spe-
cific GQ other than the current
process of a handwritten ID on
each questionnaire.  The research
must consider the data capture
technology requirements in con-
junction with the requirements of
field automation. 

Continue research on methods for
enumerating people without con-
ventional housing at service loca-
tions.  The SBE operation appears
to be a successful method of
including people without conven-
tional housing in the census. 

Continue research on methods for
enumerating people at targeted
non-sheltered outdoor locations.  

Remove T-Night Enumeration from
SP/GQ Enumeration operations.
One option is to use Update
/Enumerate5 operations for T-Night
locations.

Devise a method to link the HU
questionnaires filled out at T-Night
locations with the T-Night loca-
tions.  This can be used to deter-
mine counts of the population enu-
merated at each T-Night location. 

Reduce the size of the QA reinter-
view sample by relaxing the popu-

lation estimate check’s tolerance
level to reduce the number of
small GQs included in the sample.

Modify enumeration procedures for
certain types of GQs since some
GQ types (e.g., Colleges and
Universities and Nursing Homes)
required more rework based on the
QA reinterview.  Schoch (2003)
also suggests reevaluating the vari-
ables/criteria that select a GQ for
reinterview and limiting the possi-
ble cases for reinterview to certain
types of GQs.

4.3  Data capture and
processing

4.3.1  Usual Homes Elsewhere
(UHE)

As reported in Jonas (2003), the
process designed to deal with all
Census forms without a MAF ID,
including GQ person records claim-
ing a UHE, was called the Non-ID
Process.  

Not all GQ records providing the
address of a claimed UHE were
supposed to go into the Non-ID
Process.  Records with a UHE
address were to be screened for
exclusion:

•  By GQ type

•  By the outcome of a screening
question on each GQ question-
naire 

The screening by GQ type was
done after the initial Non-ID pro-
cessing, returning 1,892,742

records to their original GQs.
Excluding UHEs from the Non-ID
Process for certain GQ types was
done to prevent people in certain
UHE-ineligible types of GQs from
being improperly enumerated at a
residence other than their GQ. 

GQ questionnaires also were sup-
posed to be screened from inclu-
sion in the Non-ID Process by their
responses to the residence ques-
tion on each type of questionnaire.
(For example, “Do you live or stay
here most of the time?” on the
ICR.)  This screening was intended
to ensure that if persons whose
primary residence was the GQ also
provided a UHE address, they
would not be enumerated else-
where on that basis.  Excluding
cases from the Non-ID Process
based on the residence screening
questions never took place.  Of the
1,048,536 records that underwent
the full Non-ID process, 388,970
would have been excluded if the
residence screening question had
been used as intended.  Because
the procedures to screen GQ ques-
tionnaires out of the Non-ID
Process were applied incorrectly,
37 percent of the GQ question-
naires ultimately resolved by the
Non-ID process were in that
process inappropriately. 

Of the 1,048,536 GQ person
records that were ultimately includ-
ed in the Non-ID Process:

•  About 55 percent were matched
to an HU.

5 Update/Enumerate is a method of data
collection in which enumerators canvass
assignment areas to update the address list-
ing pages and maps and to conduct inter-
views.

Table 3.
Non-ID Outcomes

Military
UHEs

dropped

Matched
to a GQ

or
returned
to a GQ

Matched
to an HU

Total

Number Percent

Incorrectly . . . . . . . . . . . . . . . . . . . . . 3.0 22.8 11.4 388,970 37.1
Correctly . . . . . . . . . . . . . . . . . . . . . . 17.9 1.6 43.4 659,566 62.9
Total . . . . . . . . . . . . . . . . . . . . . . . . . . 20.9 24.3 54.8 1,048,536 100.0

Source: Jonas (2003) Table 8.2b.



•  About 24 percent were either
returned to the GQ from which
they came or were matched to
another GQ.

•  About 21 percent were Military
UHEs that did not geocode and
were dropped from the Census.
Most of these (about 86 percent
of those dropped) were correctly
included in the Non-ID process
and were dropped to avoid
potential duplication of military
personnel.6 The remaining 14
percent (3 percent of the total
Non-ID process) should not have
been included in the Non-ID
process and were lost to the
Census.

•  In addition to the 3 percent mili-
tary UHEs that were dropped,
another 11 percent that
matched to HUs but that should
not have been included in the
Non-ID process were lost from
the GQ universe.  These were
included in the Census in the
HU universe.

4.3.2  Household forms and be
counted forms included in GQ enu-
meration

Jonas (2003) also reported on the
number of persons enumerated on
household and Be Counted forms
that were included in the GQ uni-
verse.  

Some addresses had been in both
the HU universe and the GQ uni-
verse in early versions of the
Decennial MAF.  These duplicates
were identified after the Census
mailing list was compiled.  Thus,
these units were mailed a Census
household questionnaire.  If the HU
questionnaire was returned for a
GQ, the persons enumerated on

the HU form were included in the
count for the GQ at that address.    

The Be Counted program provided
an opportunity for people without
conventional housing to complete
a questionnaire if they had reason
to believe they were not enumerat-
ed through other SP/GQ opera-
tions.  People who completed a Be
Counted form and indicated that
they had no address by marking
the “No Address on April 1, 2000”
box on the form or indicated in the
address section that they did not
have an address were included in
the SBE universe. 

Table 4 indicates the numbers of
persons who were added to GQs
from household and Be Counted
forms:

•  Approximately 6.2 percent of
the Group Homes population
came from Be Counted forms
and household questionnaires.

•  Approximately 5.6 percent of
the population in the category
SBE facilities and other GQs
came from Be Counted forms
and household questionnaires.

•  For each of the other GQ cate-
gories, no more than 0.4 per-
cent of the population came
from Be Counted forms and
household questionnaires.

4.3.3  Duplication in the GQ 
universe

4.3.3.1  SBE duplication

Since the SBE operation was con-
ducted over a three day period, it
was possible to enumerate people
more than once.  For example, if
someone used a shelter on March
27 and received services at one or
more soup kitchens and/or regu-
larly scheduled mobile food vans
on March 28 they may have been
enumerated at each of these serv-
ices.  Also it was possible for per-
sons who received services to fill
out a Be Counted form.  An
attempt was made to unduplicate
the SBE enumerations and count
each person only once in the cen-
sus. 

As part of the unduplication
process, individual demographic
characteristics were assigned a
weight based on whether they
agreed or disagreed.  Agreement
weights had positive values and
disagreement weights had negative
values.  Variables that were miss-
ing from one of the two person
records involved in the comparison
were assigned a weight of zero.  A
final weight assigned to the pair of
person records was the sum of the
agreement and disagreement
weights for each matching charac-
teristic.  Two or more person
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6 The decision to not return ungeocod-
ed military UHEs was based on 1990 Census
Search/Match results that showed people
claiming a UHE on MCRs and SCRs were list-
ed at the HU address.

Table 4.
Persons in GQs from Household and Be Counted Forms

Group quarters category Be counted
forms HU records Total Percent*

1: Correctional facilities. . . . . . . . . . . . . . 30 136 166 0.0
2: Juvenile institutions . . . . . . . . . . . . . . . 1 494 495 0.4
3: Nursing homes. . . . . . . . . . . . . . . . . . . 1,925 3,902 5,827 0.3
4: Hospitals . . . . . . . . . . . . . . . . . . . . . . . . 140 681 821 0.3
5: Colleges and universities . . . . . . . . . . 514 3,011 3,525 0.2
6: Military installations . . . . . . . . . . . . . . . 10 11 21 0.0
7: SBE facilities and other GQs . . . . . . 33,264 14,246 47,510 5.6
8: Group homes . . . . . . . . . . . . . . . . . . . . 724 27,979 28,703 6.2

Totals . . . . . . . . . . . . . . . . . . . . . . . . . 36,608 50,460 87,068 1.1

*Percent of GQ population.

Source: Jonas (2003) Table 8.3.
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records were considered a match if
the cumulative weight was above
0.95.  The record for the primary
source within each pair was includ-
ed in the census.  Refer to McNally
(2002) for more details on the SBE
unduplication process.

Table 5 provides the results of the
unduplication of SBE person
records at the national level as
reported in McNally (2002).  The
first row represents the total num-
ber of data captured person
records.  The second row provides
the number of person records that
matched to another census person
record and were not counted in the
census.  The third row indicates
the total number of unique (undu-
plicated) people that were included
in the Census 2000 results.  The
fourth row indicates the number of
person records with sufficient data
for matching.  The fifth row repre-
sents the number of person
records with insufficient data for
matching. 

A total of 241,941 data captured
persons from SBE locations were
included in the Census.  Of those,
approximately 87 percent had
enough information for the ques-
tionnaire to be included in the
unduplication process.

McNally (2002) also noted that
numerous records were erroneous-
ly identified as duplicates.  Of the
16,787 person records matched
and unduplicated during data pro-
cessing, 2,410 
(14 percent) were most likely erro-
neously unduplicated.  Targeted
non-sheltered outdoor locations
had the highest 
percentage (39 percent) of erro-
neous duplicates. 

4.3.3.2  Within-GQ person 
duplication

Jonas (2003) conducted an evalua-
tion of within-GQ person duplica-

tion based on early non-systematic
observations of Census data that
suggested there were a significant
number of duplicate person
records within GQs, particularly in
group homes and other small GQs.
He designed a stratified sample of
400 GQs in five strata to estimate
the magnitude of duplication with-
in the GQ population.  It excluded
correctional facilities, military
installations, and SBE facilities7, but
included the rest of the GQ uni-
verse.  The portion of the GQ uni-
verse from which the sample was
drawn included 154,042 GQs con-
taining 5,156,168 person records,
or 66 percent of the GQ popula-
tion.  The 400 GQs in the sample
contained 18,650 person records. 

The person records in each GQ
were clerically examined to identi-
fy duplicates.  Records with the
same name, sex, and age/date of
birth were considered duplicates.
The estimated number8 of dupli-
cate person records is 56,416 ±
34,409, which is 1.1 percent ± 0.7
percent of the persons in GQs from
which the sample was drawn. 

Group homes and religious GQs
were found to be the largest single
source of duplication, apparently
because many such facilities
returned household questionnaires
in addition to being counted by GQ
enumerators. 

4.3.3.3  People in HUs 
duplicated to people in GQs 

Feldpausch (2001) reported on the
number and percent of E-sample
people (i.e., people enumerated in
census HUs in the A.C.E. sample
block clusters) duplicated to peo-
ple outside the search area.  As
shown in Table 5, she found there
were over a half million E-sample
people duplicated outside the
search area to people in group
quarters, with over half the dupli-
cates to college dorms.  Other
types of GQs with a high percent-
age of duplication based on
Feldpausch’s results were nursing
homes (about 10.9 percent), local
jails (about 8.5 percent), military
barracks (about 4.5 percent), and
state prisons (about 4.5 percent).9

A person found duplicated was
captured twice by the Census.  The
record of the person that was 

Table 5.
Results of the SBE Unduplication of Data Captured Person Records

Number Percent

TOTAL data captured person records from SBE
locations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258,728 100.0

Data captured person records matched and not
counted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16,787 6.5

Data captured person records counted in the
Census . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241,941 93.5
➢Data captured person records with sufficient

data for unduplication . . . . . . . . . . . . . . . . . . . . . . . . . 209,488 86.6
➢Data captured person records with

insufficient data for unduplication . . . . . . . . . . . . . . . 32,453 13.4

Source: McNally (2002).

7 SBE facilities were excluded because
unduplication was already being done on the
service-based population; correctional facili-
ties and military GQs were excluded because
of the unlikelihood of matching HUs to pris-
ons and barracks on the Master Address File.

8 Estimates are with a 95 percent confi-
dence interval.

9 The estimate of duplication between
housing units and group quarters in the
A.C.E. Revision II was similar to the ESCAP II
estimate.  There are no additional estimates
from A.C.E. Revision II on people duplicated
to GQs outside the A.C.E. search area.



captured in the correct place
according to census residence
rules should have been coded as a
correct enumeration.  The record
of the person that was captured in
an incorrect place according to
census residence rules should have
been coded as an erroneous enu-
meration. 

Assuming the GQ enumeration was
perfect, those people duplicated to
GQs that could not claim a UHE
should all be considered erroneous
enumerations.  For the majority of
these people, it seems likely that
the GQ was their April 1 residence.

Assuming the GQ enumeration was
perfect, those people duplicated to
GQs that could claim a UHE should
all be considered correct enumera-
tions.  For most of these people, it
seems likely that the HU was their
usual April 1 residence.

4.3.4  Recommendations

The following recommendations
were made by Feldpausch (2001),
Jonas (2003), McNally (2002), and
Schoch (2003a):

Institute safeguards to make it
more likely that if the same special
place or GQ is deleted and re-
added, it is identified as the same
entity and identified by the same
Census identification number.

Create and maintain a source code
and history of all actions for each
facility from beginning of initial file
creation through processing.

Track individual GQ questionnaires
through post-enumeration process-
ing, from enumeration through
data capture.  In Census 2000,
each GQ questionnaire had a
unique barcoded number printed

on it; however, the barcode was
not used to track GQ question-
naires.

Institute more effective software
quality assurance programs.

Reevaluate the definitions to clarify
the distinctions between what con-
stitutes a GQ versus an HU.  As
pointed out by Jonas (2003), the
largest single source of duplication
was a result of small group homes
being enumerated as housing units
as well as GQs. 

Research ways to improve the SBE
unduplication process.  

Research ways to revise residence
rules instructions to reduce dupli-
cation between HUs and GQs.
Some possible explanations for
this duplication include:

•  The instructions indicating who
to include may have been mis-
understood or ignored by the
respondent.  (Examples of peo-
ple enumerated in HUs in error
include college students, people
in local jails, and people in nurs-
ing homes.)  

•  The respondent may not have
realized that a household mem-
ber was enumerated elsewhere. 

•  Some GQs were enumerated

using administrative records

that did not reflect the residents

as of April 1, 2000. 

There were many specific recom-

mendations included in the evalua-

tions, QA profiles, operational

assessments, and headquarters

debriefing report.  Many of those

are included in earlier sections of

this report.  This section discusses

the major recurring themes that

appeared across the source docu-

ments.10 As noted below, the

SP/GQ 2010 Research and

Development (R&D) Planning Group

is already working on classification

issues, SP/GQ inventory develop-

ment operations, and integrating

the HU and GQ address lists and

operations.  Research and develop-

ment for GQ enumeration and pro-

cessing is also planned.
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Table 6.
E-Sample Duplicates to People Outside the A.C.E. Search Area in
GQs (Standard Errors)

Could not claim a UHE
Could claim a

UHENot a dorm Dorm

Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189,756 271,158 59,586
(11,028) (34,806) (5,915)

The numbers are weighted with the final E-Sample weight. They only include cases
where the model probability of being a duplicate is greater than 0.5.

Standard errors are shown in parentheses.

Source: Feldpausch (2001) Table 3.

10 Source materials suggest that there
were a sizable number of problems with
geocoding special places and GQs and that
these problems resulted in geographic misal-
location of GQs in data tabulations.
Reviewers of this paper suggested geocod-
ing problems as a recurring theme.
However, while the Census Bureau is aware
of the geocoding problems and is working to
address them for the 2010 Census, there is
no formal documentation that could be used
as input for this report.
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5.  Synthesis of Results and
Recommendations for the 2010 Census
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5.1  Revise group quarters
definitions and
classification of group
quarters type codes

According to Schoch (2003a), the
Census 2000 SP/GQ definitions
and classifications were the foun-
dation of the SP/GQ inventory
development process.  These defi-
nitions and classifications were
developed to provide the parame-
ters for determining the SP/GQ uni-
verse and to further define the
specific type of facility.

Although the definitions and classi-
fications were researched and test-
ed over the decade, there were
inherent weaknesses in the overall
identification and classification of
some facilities, which ultimately
impacted the final enumeration.
These were:

•  The definitions and the termi-
nology used by the Census
Bureau were not always consis-
tent and/or current with that of
other agencies, state, local, and
tribal officials, and the general
public that resulted in discrep-
ancies within the final SP/GQ
universe.

•  The concept of embedded HUs
in GQs (such as a resident advi-
sor’s apartment in a college dor-
mitory) was not clearly defined
and was generally misunder-
stood by both staff and the gen-
eral public.  The lack of clarity
associated with this concept
impacted not only the identifica-
tion of such units, but con-
tributed to the duplication
between the GQ and HU 
inventories.

•  There were also duplicates
between the GQ and HU inven-
tories as a result of the failure
to match the two separate
inventory files and flag dupli-
cate addresses.  Another factor
contributing to duplication was
the lack of clarity and consisten-
cy in defining certain types of
GQs. 

Recommendations fall into two
broad categories.

•  Revise the GQ definitions so
that they are current, agree
with terminology used by
facility service providers,
advocates, government offi-
cials, and the general public,
and can be easily under-
stood and implemented by
field staff. As part of the les-
sons learned from the Census
2000 Group Quarters operations
and the 2010 Census planning
effort, an interdivisional team of
Census Bureau group quarters
experts was formed to research
and revise the Census 2000
group quarters definitions and
detailed classifications.  Further
research will be undertaken to
discuss these definitions with
industry experts, representa-
tives from local governments,
and data users.  Plans are to
conduct focus groups and con-
ferences to discuss the defini-
tions, conduct cognitive testing
to assess the changes, and con-
duct field work to test and
implement the definitions.

•  Clarify the distinctions
between GQs and HUs. Many
of the smaller GQs are indistin-

guishable in appearance from
single-family residences.  These
facilities, therefore, may have
received an HU questionnaire in
the mail from the USPS or dur-
ing the Update/Leave11 opera-
tion and also may have been
visited during GQ enumeration.
One option that is being pur-
sued by the SP/GQ 2010 R&D
Planning Group is to enumerate
these as HUs but tabulate their
population as part of the GQ
universe. 

Include evaluation of the clas-
sification of GQs based on the
revised definitions in future
research. It was anticipated that
Stevens (2003) would provide
empirical results on classification
issues; however, because of the
design limitations of the study
(evaluating special place rather
than GQ type codes), the results
are not pertinent for planning the
2010 Census.

5.2  Integrate housing unit
and group quarters
address list development
activities

Re-evaluate and design a
method to integrate the SP/GQ
inventory development into the
overall MAF development
process. Develop an early inte-
gration and reconciliation of the
group quarters and housing unit
files.  As previously stated, the

11 Update/Leave is a method of data 
collection in which enumerators canvassed
assignment areas to deliver a census ques-
tionnaire to each HU and update the address
listing pages and maps.  The household was
asked to complete and return the question-
naire by mail. 



duplication across inventories
existed primarily due to the failure
to match the two separate invento-
ry files.

Integrate GQs with HUs in the
LUCA operations. Because the
Special Place Facility Questionnaire
operation was not completed on
time, SP/GQ could not be loaded
into the MAF in time to be included
in the LUCA 98/99 programs and
this necessitated the separate SP
LUCA program.  Because of this
delayed implementation, other
operations were scheduled at the
time the SP LUCA was conducted
and therefore it was difficult to
measure the success of the individ-
ual SP/GQ operations.   

In order to resolve these issues,
the SP/GQ 2010 R&D Planning
Group, working with other plan-
ning and implementation teams, is
developing and testing new proce-
dures to integrate the HU and GQ
listing operations.  One part of this
effort is to ensure that address
lists for all field operations include
both HUs and GQs.  Instead of
training all listers on identifying
and classifying GQs, the listers
merely have to identify units for
which they are unsure of the status
as “other living quarters”.  Trained
enumerators will go out to the
other living quarters and using a
specially designed Other Living
Quarters Questionnaire, determine
if the unit is an HU or, if a GQ,
classify the GQ by the appropriate
type code.

5.3  Begin planning the
group quarters
enumeration early

Begin planning SP/GQ
Enumeration operations early
in the decade so all plans are
completed and in place to allow for
consistency and timely completion
of all the associated materials.

Ideally, all planning, procedures,
and materials for the 2010 Census
would be complete in time for the
dress rehearsal in 2008.

Early planning for the 2010 Census
enumeration of GQs has already
begun.  The first meeting of the
SP/GQ 2010 R&D Planning Group
took place in December 2001.
Most of this early work centers on
SP/GQ inventory development
issues.  A new procedure, Group
Quarters Validation, using the
Other Living Quarters
Questionnaire will be tested in the
2004 Census Test. 

Plan more tests involving
SP/GQs to make sure we have
used every opportunity to test all
parts of the operation from SP/GQ
inventory development to enumer-
ation of the GQs.  In addition to
testing address list development
procedures in the 2004 Census
Test, other research and develop-
ment work is planned, including
focus groups and meetings with
industry experts and service
providers and special purpose
tests to address GQ issues that
may not be suitable for a site test.
This work will be further devel-
oped for the 2006 Census Test.

5.4  Continue research on
service-based facility
enumeration operations

Continue supporting the SBE
operations for the 2010
Census. According to McNally
(2002), the service-based enumera-
tion operation appears to be a suc-
cessful method of including people
without conventional housing in
the census.

Revise the timing of SBE opera-
tions. Many of the operational
reports indicated issues with tim-
ing of the SBE operations.  Some of
the timing issues concern the over-
lap of the SBE operations, training,

and T-Night operations and com-
plaints from soup kitchens that
were not open on the one day des-
ignated for enumeration.

There are also data quality issues
that are affected by the timing of
operations.  There is the potential
for duplication when SBE opera-
tions are scheduled for more than
one night or are conducted much
earlier than Census Day or earlier
than the other GQ enumeration
operations.  These issues need to
be taken into account when deter-
mining the schedule for opera-
tions.

5.5  Track group 
quarters facilities and
questionnaires throughout
the census

Jonas (2003) cited two global limi-
tations that affected his evaluation.
These were the absence of a sys-
tem for tracking individual ques-
tionnaires through the enumera-
tion process and the limitations of
the system designed to track spe-
cial places and GQs from the
beginning of the Special Place
Facility Questionnaire process
through tabulation.  These limita-
tions could also affect the flow of
operations and duplication of GQs
in the Census.

Jonas (2003) offered two recom-
mendations concerning these limi-
tations:

•  Maintain all special place
and GQ records throughout
the census. A file that uses
flags to indicate deletes, rather
than permanently removing
records from the file, would pro-
vide much more complete infor-
mation about the SP/GQ uni-
verse over time.  Institute
safeguards to make it more like-
ly that if the same special place
or GQ is deleted and re-added, it
is identified as the same entity
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and identified by the same cen-
sus ID numbers.

•  Track individual forms from
enumeration through data
capture. Differing counts of
the number of completed ques-
tionnaires were obtained for
many GQs because the number
of questionnaires from each GQ
was tracked, rather than the
questionnaires themselves.  The
result would be a much more
exact and reliable GQ popula-
tion count.

5.6  Continue research on
unduplicating people in
group quarters

Review the residence rules to
emphasize the instructions for

who to include in the house-
hold. Based on some of the possi-
ble explanations for duplication
mentioned by Feldpausch (2001)
(e.g., respondents not understand-
ing or ignoring instructions for
who to include/exclude, respon-
dents including people who were
actually enumerated elsewhere,
and some GQs being enumerated
using administrative records that
did not reflect the residents as of
April 1), some duplication may be
reduced or eliminated by changes
to or emphasis on adherence to
the residence rules.

Reduce duplication between
HUs and GQs. Jonas (2003)
reported approximately 1.1 per-
cent duplicate person records in

the GQ universe studied, largely a
result of small GQs returning a
household questionnaire and also
being counted during GQ enumera-
tion.  He suggested that reducing
the duplication between the HU
and GQ universes would help
reduce within-GQ person duplica-
tion. 

Research ways to improve the
SBE unduplication process. The
accuracy of the SBE unduplication
was affected by person records
with insufficient data (13 percent
of data captured persons records,
while counted in the census, had
insufficient data for unduplication)
and by enumerators entering
something other than a name,
such as “Client” in the name field.
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There were approximately 7.8 mil-

lion people tabulated in GQs in

Census 2000.  This is less than 3

percent of the total U.S. population

on April 1, 2000.  In order to enu-

merate people in the GQ universe,

there are a variety of unique proce-

dures required to identify GQs,

assign them to the correct geogra-

phy, enumerate the residents, and

data capture and tabulate the per-
son records.  

While the Census 2000 enumera-
tion of GQs appears to have been
operationally successful, the evalu-
ations and operational assess-
ments identified various issues
resulting from list development,
enumeration, and processing.  The
evaluations and assessments also

provide recommendations for

improvements for the 2010 Census

GQ enumeration.  

Although the Census Bureau has

already initiated research and test-

ing to address these issues and

recommendations, there is much

work that needs to be done before

the 2010 Census.
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Table 1A. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match  by   
Sex, and Age, for the United States Total : 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

Estimate Std Err Estimate Std Err Estimate Std Err
All Races
Both Sexes

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 67.1% 0.4% 92.9% 0.2% 94.4% 0.2% 65.2% 2.1% 16.8% 0.6%
      Employed 64.2% 0.4% 89.7% 0.3% 92.9% 0.3% 32.0% 2.1% 14.6% 0.5%
      Unemployed 2.9% 0.1% 3.2% 0.2% 1.5% 0.1% 33.2% 2.1% 2.3% 0.2%
  Not in labor force 32.9% 0.4% 7.1% 0.2% 5.6% 0.2% 34.8% 2.1% 83.2% 0.6%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 49.7% 1.7% 75.8% 2.0% 80.6% 1.9% 48.4% 5.9% 20.2% 1.7%
      Employed 43.3% 1.7% 68.8% 2.2% 76.6% 2.1% 24.7% 5.0% 14.5% 1.5%
      Unemployed 6.4% 0.7% 7.0% 1.1% 4.0% 1.0% 23.7% 4.6% 5.7% 0.9%
  Not in labor force 50.3% 1.7% 24.2% 2.0% 19.4% 1.9% 51.6% 5.9% 79.8% 1.7%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 78.1% 1.2% 90.5% 1.0% 93.4% 0.9% 61.8% 5.2% 32.7% 3.2%
      Employed 72.4% 1.2% 85.0% 1.1% 90.2% 1.0% 32.5% 5.1% 26.9% 3.0%
      Unemployed 5.6% 0.7% 5.6% 0.8% 3.2% 0.6% 29.3% 4.5% 5.8% 1.4%
  Not in labor force 21.9% 1.2% 9.5% 1.0% 6.6% 0.9% 38.2% 5.2% 67.3% 3.2%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 85.3% 0.6% 95.8% 0.4% 97.1% 0.3% 71.1% 4.4% 37.4% 2.4%
      Employed 81.6% 0.7% 92.2% 0.6% 95.7% 0.4% 25.5% 3.8% 33.3% 2.3%
      Unemployed 3.7% 0.4% 3.6% 0.4% 1.4% 0.3% 45.6% 4.8% 4.0% 1.0%
  Not in labor force 14.7% 0.6% 4.2% 0.4% 2.9% 0.3% 28.9% 4.4% 62.6% 2.4%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 84.7% 0.6% 96.1% 0.4% 96.9% 0.3% 77.2% 4.5% 32.7% 1.8%
      Employed 81.6% 0.7% 93.2% 0.5% 95.3% 0.4% 45.2% 5.0% 28.6% 1.7%
      Unemployed 3.1% 0.3% 2.9% 0.4% 1.6% 0.3% 32.0% 4.4% 4.1% 0.9%
  Not in labor force 15.3% 0.6% 3.9% 0.4% 3.1% 0.3% 22.8% 4.5% 67.3% 1.8%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 83.7% 0.8% 95.8% 0.4% 96.8% 0.4% 66.4% 5.8% 28.8% 2.2%
      Employed 81.8% 0.8% 94.0% 0.5% 95.9% 0.4% 35.7% 5.7% 26.5% 2.1%
      Unemployed 1.9% 0.3% 1.8% 0.3% 0.8% 0.2% 30.7% 5.4% 2.3% 0.6%
  Not in labor force 16.3% 0.8% 4.2% 0.4% 3.2% 0.4% 33.6% 5.8% 71.2% 2.2%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 58.4% 1.3% 92.4% 0.8% 93.2% 0.8% 72.7% 6.9% 13.0% 1.2%
      Employed 56.5% 1.3% 90.0% 0.9% 92.3% 0.8% 30.9% 6.7% 11.6% 1.1%
      Unemployed 2.0% 0.3% 2.4% 0.5% 0.9% 0.3% 41.7% 8.4% 1.4% 0.4%
  Not in labor force 41.6% 1.3% 7.6% 0.8% 6.8% 0.8% 27.3% 6.9% 87.0% 1.2%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 12.7% 0.7% 69.9% 2.2% 71.8% 2.2% 21.5% 11.1% 2.8% 0.3%
      Employed 12.4% 0.7% 69.0% 2.2% 71.6% 2.2% 3.6% 3.6% 2.6% 0.3%
      Unemployed 0.4% 0.1% 0.9% 0.5% 0.2% 0.2% 17.9% 10.7% 0.3% 0.1%
  Not in labor force 87.3% 0.7% 30.1% 2.2% 28.2% 2.2% 78.5% 11.1% 97.2% 0.3%

Male

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 74.7% 0.5% 94.1% 0.3% 95.1% 0.3% 74.4% 2.9% 19.9% 0.9%
      Employed 71.3% 0.6% 90.5% 0.4% 93.3% 0.3% 34.7% 3.3% 17.3% 0.9%
      Unemployed 3.4% 0.2% 3.7% 0.3% 1.8% 0.2% 39.7% 2.9% 2.6% 0.4%
  Not in labor force 25.3% 0.5% 5.9% 0.3% 4.9% 0.3% 25.6% 2.9% 80.1% 0.9%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 51.0% 2.2% 77.3% 2.6% 81.5% 2.4% 54.2% 8.7% 21.2% 2.3%
      Employed 43.9% 2.3% 68.9% 2.9% 77.1% 2.8% 23.7% 7.3% 15.7% 2.1%
      Unemployed 7.1% 1.1% 8.4% 1.9% 4.4% 1.6% 30.5% 7.7% 5.6% 1.2%
  Not in labor force 49.0% 2.2% 22.7% 2.6% 18.5% 2.4% 45.8% 8.7% 78.8% 2.3%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 83.9% 1.7% 93.4% 1.2% 95.1% 1.1% 74.3% 7.7% 41.9% 5.2%
      Employed 77.3% 1.8% 86.8% 1.6% 91.1% 1.5% 39.5% 7.3% 35.0% 5.3%
      Unemployed 6.6% 1.1% 6.5% 1.1% 4.0% 1.0% 34.8% 7.3% 6.9% 2.3%
  Not in labor force 16.1% 1.7% 6.6% 1.2% 4.9% 1.1% 25.7% 7.7% 58.1% 5.2%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 93.5% 0.7% 96.9% 0.5% 97.7% 0.5% 79.9% 5.4% 56.9% 5.0%
      Employed 89.8% 0.9% 93.0% 0.7% 96.0% 0.6% 26.4% 6.0% 55.1% 4.9%
      Unemployed 3.7% 0.5% 3.9% 0.6% 1.7% 0.4% 53.4% 7.2% 1.9% 1.0%
  Not in labor force 6.5% 0.7% 3.1% 0.5% 2.3% 0.5% 20.1% 5.4% 43.1% 5.0%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 93.3% 0.6% 97.5% 0.4% 97.7% 0.4% 93.3% 3.2% 56.2% 4.1%
      Employed 89.5% 0.9% 94.3% 0.6% 95.8% 0.6% 54.5% 6.8% 47.9% 4.0%
      Unemployed 3.8% 0.5% 3.2% 0.6% 1.9% 0.5% 38.8% 6.5% 8.3% 2.3%
  Not in labor force 6.7% 0.6% 2.5% 0.4% 2.3% 0.4% 6.7% 3.2% 43.8% 4.1%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 88.2% 1.0% 96.5% 0.5% 97.4% 0.5% 70.8% 7.2% 29.7% 3.4%
      Employed 85.9% 1.0% 94.2% 0.8% 96.3% 0.6% 33.0% 7.5% 27.3% 3.3%
      Unemployed 2.3% 0.4% 2.3% 0.5% 1.0% 0.3% 37.8% 8.1% 2.4% 1.0%
  Not in labor force 11.8% 1.0% 3.5% 0.5% 2.6% 0.5% 29.2% 7.2% 70.3% 3.4%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 66.5% 1.6% 94.7% 0.9% 95.2% 0.9% 81.7% 8.2% 14.9% 2.0%
      Employed 64.3% 1.7% 92.4% 1.1% 94.5% 0.9% 34.3% 10.6% 13.0% 1.8%
      Unemployed 2.2% 0.5% 2.4% 0.6% 0.7% 0.3% 47.4% 11.4% 1.9% 0.7%
  Not in labor force 33.5% 1.6% 5.3% 0.9% 4.8% 0.9% 18.3% 8.2% 85.1% 2.0%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 16.3% 1.1% 66.2% 2.7% 67.6% 2.8% 32.0% 16.7% 3.0% 0.5%
      Employed 15.8% 1.1% 65.1% 2.7% 67.6% 2.8% 5.4% 5.5% 2.7% 0.5%
      Unemployed 0.4% 0.2% 1.1% 0.7% 0.0% 0.0% 26.6% 16.0% 0.3% 0.2%
  Not in labor force 83.7% 1.1% 33.8% 2.7% 32.4% 2.8% 68.0% 16.7% 97.0% 0.5%

Female

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 60.1% 0.5% 91.5% 0.4% 93.6% 0.3% 56.2% 3.4% 15.0% 0.6%
      Employed 57.7% 0.5% 88.7% 0.5% 92.4% 0.4% 29.2% 3.1% 13.0% 0.5%
      Unemployed 2.5% 0.2% 2.7% 0.2% 1.2% 0.2% 26.9% 2.9% 2.1% 0.3%
  Not in labor force 39.9% 0.5% 8.5% 0.4% 6.4% 0.3% 43.8% 3.4% 85.0% 0.6%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 48.3% 2.3% 74.3% 2.8% 79.8% 2.8% 42.4% 8.3% 19.1% 2.6%
      Employed 42.6% 2.2% 68.7% 3.0% 76.2% 2.9% 25.7% 7.1% 13.3% 2.1%
      Unemployed 5.7% 0.8% 5.6% 1.2% 3.7% 1.1% 16.8% 5.0% 5.8% 1.5%
  Not in labor force 51.7% 2.3% 25.7% 2.8% 20.2% 2.8% 57.6% 8.3% 80.9% 2.6%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 72.1% 1.8% 87.4% 1.5% 91.4% 1.3% 50.1% 8.3% 25.8% 3.8%
      Employed 67.5% 1.8% 82.9% 1.7% 89.1% 1.5% 25.9% 7.8% 20.8% 3.3%
      Unemployed 4.6% 0.8% 4.5% 1.0% 2.3% 0.7% 24.2% 5.9% 5.0% 1.6%
  Not in labor force 27.9% 1.8% 12.6% 1.5% 8.6% 1.3% 49.9% 8.3% 74.2% 3.8%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 77.1% 1.1% 94.4% 0.8% 96.4% 0.6% 63.5% 6.9% 31.4% 2.7%
      Employed 73.4% 1.2% 91.1% 1.0% 95.5% 0.7% 24.6% 5.9% 26.7% 2.5%
      Unemployed 3.7% 0.6% 3.3% 0.6% 0.9% 0.3% 38.9% 6.8% 4.7% 1.3%
  Not in labor force 22.9% 1.1% 5.6% 0.8% 3.6% 0.6% 36.5% 6.9% 68.6% 2.7%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 76.4% 1.0% 94.3% 0.7% 96.0% 0.5% 63.1% 6.5% 23.6% 2.0%
      Employed 74.0% 1.0% 91.9% 0.8% 94.7% 0.7% 37.0% 6.3% 21.2% 1.8%
      Unemployed 2.4% 0.4% 2.5% 0.5% 1.2% 0.3% 26.0% 5.8% 2.4% 0.8%
  Not in labor force 23.6% 1.0% 5.7% 0.7% 4.0% 0.5% 36.9% 6.5% 76.4% 2.0%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 79.3% 1.1% 95.1% 0.7% 96.2% 0.7% 60.8% 8.6% 28.4% 2.6%
      Employed 77.8% 1.1% 93.9% 0.7% 95.5% 0.7% 39.1% 9.0% 26.1% 2.5%
      Unemployed 1.5% 0.3% 1.2% 0.3% 0.6% 0.2% 21.7% 6.7% 2.3% 0.8%
  Not in labor force 20.7% 1.1% 4.9% 0.7% 3.8% 0.7% 39.2% 8.6% 71.6% 2.6%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 51.4% 1.6% 89.8% 1.3% 90.9% 1.3% 64.0% 11.0% 11.7% 1.4%
      Employed 49.6% 1.5% 87.4% 1.4% 89.9% 1.3% 27.7% 9.4% 10.6% 1.3%
      Unemployed 1.8% 0.4% 2.4% 0.7% 1.0% 0.4% 36.2% 12.2% 1.1% 0.4%
  Not in labor force 48.6% 1.6% 10.2% 1.3% 9.1% 1.3% 36.0% 11.0% 88.3% 1.4%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 10.1% 0.7% 75.6% 3.4% 78.1% 3.4% 0.9% 1.0% 2.7% 0.4%
      Employed 9.8% 0.7% 75.0% 3.5% 77.5% 3.4% 0.0% 0.0% 2.5% 0.4%
      Unemployed 0.3% 0.1% 0.6% 0.4% 0.6% 0.4% 0.9% 1.0% 0.2% 0.1%
  Not in labor force 89.9% 0.7% 24.4% 3.4% 21.9% 3.4% 99.1% 1.0% 97.3% 0.4%

Non-Hispanic White
Both Sexes

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 67.1% 0.4% 94.1% 0.2% 95.1% 0.2% 69.1% 2.7% 12.6% 0.5%
      Employed 65.0% 0.4% 91.7% 0.3% 94.1% 0.3% 33.4% 2.7% 11.0% 0.5%
      Unemployed 2.1% 0.1% 2.4% 0.2% 1.0% 0.1% 35.7% 2.5% 1.6% 0.2%
  Not in labor force 32.9% 0.4% 5.9% 0.2% 4.9% 0.2% 30.9% 2.7% 87.4% 0.5%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 56.4% 1.8% 80.7% 1.9% 84.1% 1.9% 57.1% 7.7% 20.6% 2.0%
      Employed 51.2% 1.9% 75.2% 2.1% 82.0% 2.0% 28.9% 6.7% 15.9% 1.8%
      Unemployed 5.2% 0.9% 5.5% 1.3% 2.2% 0.8% 28.2% 6.6% 4.7% 1.1%
  Not in labor force 43.6% 1.8% 19.3% 1.9% 15.9% 1.9% 42.9% 7.7% 79.4% 2.0%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 80.6% 1.4% 94.1% 0.9% 95.7% 0.8% 68.4% 6.5% 25.3% 3.9%
      Employed 77.0% 1.4% 90.4% 1.2% 93.6% 1.0% 37.8% 6.7% 21.9% 3.6%
      Unemployed 3.6% 0.6% 3.7% 0.7% 2.0% 0.5% 30.6% 6.1% 3.4% 1.4%
  Not in labor force 19.4% 1.4% 5.9% 0.9% 4.3% 0.8% 31.6% 6.5% 74.7% 3.9%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 86.1% 0.8% 96.5% 0.5% 97.6% 0.4% 74.1% 5.2% 28.4% 2.9%
      Employed 83.2% 0.9% 93.7% 0.6% 96.6% 0.5% 31.5% 5.4% 25.3% 2.7%
      Unemployed 2.9% 0.4% 2.8% 0.4% 0.9% 0.2% 42.7% 5.6% 3.1% 0.9%
  Not in labor force 13.9% 0.8% 3.5% 0.5% 2.4% 0.4% 25.9% 5.2% 71.6% 2.9%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 86.8% 0.7% 97.1% 0.4% 97.7% 0.3% 79.2% 5.1% 27.1% 2.2%
      Employed 84.5% 0.8% 95.1% 0.5% 96.7% 0.3% 39.6% 6.2% 23.9% 2.3%
      Unemployed 2.3% 0.3% 2.1% 0.3% 1.0% 0.2% 39.6% 6.4% 3.3% 0.7%
  Not in labor force 13.2% 0.7% 2.9% 0.4% 2.3% 0.3% 20.8% 5.1% 72.9% 2.2%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 85.3% 0.8% 96.3% 0.5% 97.2% 0.5% 63.3% 7.4% 24.7% 2.4%
      Employed 83.7% 0.9% 94.9% 0.5% 96.5% 0.5% 34.7% 7.5% 22.0% 2.3%
      Unemployed 1.6% 0.3% 1.4% 0.2% 0.7% 0.2% 28.6% 5.5% 2.7% 0.9%
  Not in labor force 14.7% 0.8% 3.7% 0.5% 2.8% 0.5% 36.7% 7.4% 75.3% 2.4%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 59.4% 1.3% 92.7% 0.9% 93.2% 0.9% 77.5% 8.1% 12.0% 1.2%
      Employed 57.6% 1.3% 90.5% 1.0% 92.5% 0.9% 32.2% 8.1% 10.7% 1.2%
      Unemployed 1.8% 0.4% 2.2% 0.5% 0.8% 0.3% 45.2% 9.8% 1.2% 0.4%
  Not in labor force 40.6% 1.3% 7.3% 0.9% 6.8% 0.9% 22.5% 8.1% 88.0% 1.2%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 13.0% 0.8% 71.5% 2.3% 72.3% 2.4% 26.3% 17.1% 2.7% 0.4%
      Employed 12.6% 0.8% 70.8% 2.3% 72.1% 2.4% 0.0% 0.0% 2.4% 0.3%
      Unemployed 0.4% 0.1% 0.7% 0.4% 0.2% 0.2% 26.3% 17.1% 0.3% 0.1%
  Not in labor force 87.0% 0.8% 28.5% 2.3% 27.7% 2.4% 73.7% 17.1% 97.3% 0.4%

Male

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 74.7% 0.5% 94.6% 0.3% 95.4% 0.3% 74.1% 3.9% 14.0% 0.9%
      Employed 72.2% 0.6% 92.0% 0.4% 94.3% 0.4% 35.1% 3.9% 12.1% 0.8%
      Unemployed 2.5% 0.2% 2.6% 0.2% 1.2% 0.1% 39.0% 3.7% 1.9% 0.3%
  Not in labor force 25.3% 0.5% 5.4% 0.3% 4.6% 0.3% 25.9% 3.9% 86.0% 0.9%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 57.0% 2.3% 78.1% 2.9% 81.7% 2.7% 59.8% 10.5% 22.1% 2.7%
      Employed 50.3% 2.5% 70.2% 3.2% 78.9% 3.0% 26.4% 8.7% 17.2% 2.6%
      Unemployed 6.7% 1.3% 7.8% 1.9% 2.8% 1.2% 33.4% 9.3% 4.9% 1.5%
  Not in labor force 43.0% 2.3% 21.9% 2.9% 18.3% 2.7% 40.2% 10.5% 77.9% 2.7%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 85.6% 1.8% 95.4% 1.1% 96.4% 1.1% 80.8% 7.4% 30.8% 6.0%
      Employed 81.7% 1.9% 91.2% 1.6% 94.2% 1.4% 46.0% 8.8% 28.8% 6.0%
      Unemployed 3.9% 0.9% 4.3% 1.0% 2.2% 0.8% 34.8% 9.4% 1.9% 1.2%
  Not in labor force 14.4% 1.8% 4.6% 1.1% 3.6% 1.1% 19.2% 7.4% 69.2% 6.0%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 94.2% 0.8% 97.1% 0.6% 97.9% 0.6% 76.2% 7.8% 41.0% 7.1%
      Employed 91.6% 0.9% 94.5% 0.8% 96.8% 0.6% 34.7% 8.0% 39.4% 6.9%
      Unemployed 2.6% 0.5% 2.7% 0.5% 1.2% 0.4% 41.4% 8.7% 1.6% 1.5%
  Not in labor force 5.8% 0.8% 2.9% 0.6% 2.1% 0.6% 23.8% 7.8% 59.0% 7.1%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 95.1% 0.6% 98.1% 0.4% 98.4% 0.4% 87.3% 5.7% 54.1% 5.4%
      Employed 92.3% 0.8% 96.0% 0.6% 97.3% 0.5% 45.6% 8.8% 42.2% 5.6%
      Unemployed 2.8% 0.5% 2.2% 0.4% 1.1% 0.3% 41.7% 8.6% 11.8% 3.2%
  Not in labor force 4.9% 0.6% 1.9% 0.4% 1.6% 0.4% 12.7% 5.7% 45.9% 5.4%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 89.2% 1.1% 96.8% 0.6% 97.6% 0.6% 64.7% 9.0% 24.8% 3.7%
      Employed 87.5% 1.2% 95.2% 0.8% 96.8% 0.7% 33.2% 9.4% 23.2% 3.6%
      Unemployed 1.6% 0.3% 1.6% 0.4% 0.9% 0.3% 31.5% 7.9% 1.6% 0.9%
  Not in labor force 10.8% 1.1% 3.2% 0.6% 2.4% 0.6% 35.3% 9.0% 75.2% 3.7%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 67.2% 1.7% 95.2% 1.0% 95.5% 1.0% 87.8% 8.5% 13.3% 2.2%
      Employed 64.7% 1.8% 92.3% 1.2% 94.6% 1.1% 29.0% 11.5% 11.5% 2.0%
      Unemployed 2.5% 0.6% 2.9% 0.8% 0.8% 0.4% 58.8% 12.9% 1.8% 0.8%
  Not in labor force 32.8% 1.7% 4.8% 1.0% 4.5% 1.0% 12.2% 8.5% 86.7% 2.2%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 16.8% 1.2% 67.6% 2.8% 68.0% 2.9% 47.6% 25.8% 2.9% 0.5%
      Employed 16.4% 1.2% 66.9% 2.9% 68.0% 2.9% 0.0% 0.0% 2.6% 0.4%
      Unemployed 0.4% 0.2% 0.8% 0.6% 0.0% 0.0% 47.6% 25.8% 0.3% 0.2%
  Not in labor force 83.2% 1.2% 32.4% 2.8% 32.0% 2.9% 52.4% 25.8% 97.1% 0.5%

Female

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 60.1% 0.6% 93.5% 0.4% 94.8% 0.3% 63.4% 4.4% 11.8% 0.7%
      Employed 58.3% 0.6% 91.4% 0.5% 94.0% 0.4% 31.5% 4.2% 10.3% 0.6%
      Unemployed 1.8% 0.2% 2.1% 0.2% 0.8% 0.1% 31.9% 4.1% 1.4% 0.2%
  Not in labor force 39.9% 0.6% 6.5% 0.4% 5.2% 0.3% 36.6% 4.4% 88.2% 0.7%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 55.8% 2.9% 83.4% 2.6% 86.5% 2.6% 52.0% 10.3% 19.4% 3.1%
      Employed 52.1% 2.8% 80.3% 2.6% 84.9% 2.7% 33.6% 9.2% 14.8% 2.7%
      Unemployed 3.8% 0.9% 3.1% 1.0% 1.6% 0.9% 18.3% 7.7% 4.6% 1.7%
  Not in labor force 44.2% 2.9% 16.6% 2.6% 13.5% 2.6% 48.0% 10.3% 80.6% 3.1%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 75.6% 2.1% 92.5% 1.6% 94.8% 1.3% 51.2% 13.6% 21.7% 4.9%
      Employed 72.2% 2.2% 89.5% 1.8% 93.0% 1.5% 26.4% 12.7% 17.4% 4.2%
      Unemployed 3.4% 0.8% 3.0% 0.8% 1.8% 0.7% 24.8% 9.7% 4.3% 2.1%
  Not in labor force 24.4% 2.1% 7.5% 1.6% 5.2% 1.3% 48.8% 13.6% 78.3% 4.9%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 77.9% 1.4% 95.7% 0.8% 97.1% 0.7% 72.4% 7.4% 25.7% 3.2%
      Employed 74.8% 1.4% 92.6% 1.0% 96.4% 0.7% 28.6% 8.0% 22.3% 2.9%
      Unemployed 3.2% 0.6% 3.1% 0.6% 0.7% 0.3% 43.7% 7.9% 3.4% 1.1%
  Not in labor force 22.1% 1.4% 4.3% 0.8% 2.9% 0.7% 27.6% 7.4% 74.3% 3.2%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 78.7% 1.2% 96.0% 0.6% 96.8% 0.5% 71.9% 7.8% 19.2% 2.3%
      Employed 76.9% 1.3% 94.0% 0.7% 96.1% 0.6% 34.3% 9.1% 18.5% 2.3%
      Unemployed 1.7% 0.4% 2.0% 0.4% 0.8% 0.3% 37.7% 9.2% 0.7% 0.4%
  Not in labor force 21.3% 1.2% 4.0% 0.6% 3.2% 0.5% 28.1% 7.8% 80.8% 2.3%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 81.5% 1.2% 95.8% 0.7% 96.7% 0.7% 61.8% 10.7% 24.6% 3.0%
      Employed 80.0% 1.2% 94.6% 0.8% 96.1% 0.7% 36.2% 11.3% 21.4% 2.8%
      Unemployed 1.6% 0.4% 1.2% 0.3% 0.5% 0.2% 25.5% 8.7% 3.2% 1.2%
  Not in labor force 18.5% 1.2% 4.2% 0.7% 3.3% 0.7% 38.2% 10.7% 75.4% 3.0%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 52.4% 1.7% 89.9% 1.5% 90.8% 1.5% 64.4% 13.7% 11.1% 1.4%
      Employed 51.1% 1.7% 88.4% 1.5% 90.1% 1.5% 36.3% 12.1% 10.2% 1.4%
      Unemployed 1.2% 0.4% 1.6% 0.6% 0.7% 0.4% 28.2% 13.2% 0.9% 0.4%
  Not in labor force 47.6% 1.7% 10.1% 1.5% 9.2% 1.5% 35.6% 13.7% 88.9% 1.4%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 10.1% 0.8% 77.6% 3.7% 79.2% 3.8% 1.7% 2.4% 2.7% 0.5%
      Employed 9.8% 0.9% 77.0% 3.8% 78.7% 3.8% 0.0% 0.0% 2.4% 0.4%
      Unemployed 0.3% 0.1% 0.5% 0.5% 0.5% 0.5% 1.7% 2.4% 0.3% 0.2%
  Not in labor force 89.9% 0.8% 22.4% 3.7% 20.8% 3.8% 98.3% 2.4% 97.3% 0.5%

Black
Both Sexes

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 66.7% 1.2% 88.6% 1.1% 92.1% 0.9% 60.5% 5.0% 24.5% 2.1%
      Employed 60.9% 1.4% 82.0% 1.4% 88.4% 1.3% 30.4% 4.6% 20.3% 2.0%
      Unemployed 5.8% 0.7% 6.6% 0.9% 3.7% 0.8% 30.1% 4.8% 4.2% 0.9%
  Not in labor force 33.3% 1.2% 11.4% 1.1% 7.9% 0.9% 39.5% 5.0% 75.5% 2.1%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 34.6% 4.3% 62.4% 6.6% 66.6% 6.9% 48.4% 14.1% 13.9% 4.0%
      Employed 24.5% 4.1% 45.9% 7.5% 53.2% 8.1% 21.5% 11.7% 8.5% 3.1%
      Unemployed 10.1% 2.8% 16.5% 5.7% 13.4% 6.4% 26.9% 12.1% 5.4% 2.7%
  Not in labor force 65.4% 4.3% 37.6% 6.6% 33.4% 6.9% 51.6% 14.1% 86.1% 4.0%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 70.8% 4.4% 78.4% 4.4% 84.3% 4.8% 57.5% 10.9% 42.5% 9.1%
      Employed 59.4% 4.5% 68.0% 4.6% 78.2% 4.8% 31.7% 10.6% 27.4% 8.9%
      Unemployed 11.4% 2.8% 10.4% 3.1% 6.1% 2.5% 25.8% 9.1% 15.1% 5.6%
  Not in labor force 29.2% 4.4% 21.6% 4.4% 15.7% 4.8% 42.5% 10.9% 57.5% 9.1%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 88.0% 1.9% 95.2% 1.4% 97.3% 1.0% 68.0% 11.5% 56.0% 7.8%
      Employed 82.1% 2.4% 89.6% 2.0% 95.2% 1.5% 16.9% 8.8% 49.1% 8.5%
      Unemployed 5.9% 1.4% 5.6% 1.5% 2.1% 1.1% 51.2% 12.0% 6.9% 3.9%
  Not in labor force 12.0% 1.9% 4.8% 1.4% 2.7% 1.0% 32.0% 11.5% 44.0% 7.8%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 78.2% 2.4% 92.1% 1.8% 94.7% 1.4% 67.8% 10.6% 36.0% 5.4%
      Employed 71.6% 3.0% 85.8% 2.5% 90.3% 2.3% 43.1% 10.5% 28.4% 4.7%
      Unemployed 6.6% 1.6% 6.3% 1.9% 4.4% 1.8% 24.7% 9.2% 7.5% 3.7%
  Not in labor force 21.8% 2.4% 7.9% 1.8% 5.3% 1.4% 32.2% 10.6% 64.0% 5.4%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 79.4% 2.7% 94.7% 1.5% 96.9% 1.2% 70.5% 11.2% 36.4% 6.2%
      Employed 75.7% 2.7% 90.0% 2.2% 94.5% 1.7% 40.0% 11.2% 35.6% 6.2%
      Unemployed 3.7% 1.3% 4.7% 1.8% 2.3% 1.3% 30.6% 12.7% 0.8% 0.6%
  Not in labor force 20.6% 2.7% 5.3% 1.5% 3.1% 1.2% 29.5% 11.2% 63.6% 6.2%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 55.6% 4.0% 89.4% 3.0% 91.1% 2.7% 55.4% 23.6% 14.0% 4.1%
      Employed 53.8% 4.0% 87.4% 3.4% 89.5% 3.1% 44.9% 23.3% 12.2% 3.9%
      Unemployed 1.9% 1.2% 2.0% 1.6% 1.5% 1.5% 10.5% 11.7% 1.8% 1.7%
  Not in labor force 44.4% 4.0% 10.6% 3.0% 8.9% 2.7% 44.6% 23.6% 86.0% 4.1%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 11.6% 2.1% 53.2% 8.0% 60.9% 9.4% 17.6% 17.3% 3.7% 1.4%
      Employed 11.0% 2.2% 49.3% 8.5% 60.0% 9.3% 0.0% 0.0% 3.7% 1.4%
      Unemployed 0.6% 0.5% 3.9% 3.5% 0.9% 1.0% 17.6% 17.3% 0.0% 0.0%
  Not in labor force 88.4% 2.1% 46.8% 8.0% 39.1% 9.4% 82.4% 17.3% 96.3% 1.4%

Male

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 70.7% 2.0% 90.5% 1.4% 92.5% 1.3% 72.7% 7.0% 25.6% 3.3%
      Employed 63.6% 2.2% 82.2% 1.9% 87.9% 1.8% 30.4% 6.8% 21.3% 3.0%
      Unemployed 7.1% 1.1% 8.4% 1.5% 4.6% 1.3% 42.4% 7.6% 4.3% 1.7%
  Not in labor force 29.3% 2.0% 9.5% 1.4% 7.5% 1.3% 27.3% 7.0% 74.4% 3.3%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 32.7% 6.5% 62.9% 10.4% 66.4% 10.8% 45.5% 30.2% 14.6% 5.7%
      Employed 21.9% 5.5% 43.9% 11.4% 52.0% 12.4% 3.2% 3.8% 8.8% 4.4%
      Unemployed 10.8% 5.1% 19.0% 11.0% 14.4% 11.4% 42.3% 30.6% 5.8% 4.2%
  Not in labor force 67.3% 6.5% 37.1% 10.4% 33.6% 10.8% 54.5% 30.2% 85.4% 5.7%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 68.8% 7.8% 78.2% 7.0% 83.3% 7.3% 60.1% 17.2% 44.0% 14.6%
      Employed 54.2% 7.6% 63.5% 7.3% 74.1% 7.8% 26.3% 14.1% 29.3% 13.6%
      Unemployed 14.7% 4.7% 14.7% 5.1% 9.2% 4.6% 33.8% 14.9% 14.7% 8.5%
  Not in labor force 31.2% 7.8% 21.8% 7.0% 16.7% 7.3% 39.9% 17.2% 56.0% 14.6%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 92.4% 2.2% 97.3% 1.3% 97.3% 1.4% 97.3% 3.1% 59.2% 11.8%
      Employed 85.9% 3.2% 89.9% 2.9% 94.2% 2.6% 23.4% 16.1% 59.2% 11.8%
      Unemployed 6.5% 2.2% 7.4% 2.6% 3.2% 2.2% 73.9% 16.4% 0.0% 0.0%
  Not in labor force 7.6% 2.2% 2.7% 1.3% 2.7% 1.4% 2.7% 3.1% 40.8% 11.8%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 84.8% 3.2% 95.2% 1.6% 95.0% 1.8% 98.2% 2.0% 42.5% 10.2%
      Employed 76.8% 4.3% 87.8% 3.3% 89.7% 3.3% 61.3% 17.7% 32.5% 8.0%
      Unemployed 7.9% 2.6% 7.4% 3.1% 5.3% 3.0% 36.9% 17.6% 10.0% 7.1%
  Not in labor force 15.2% 3.2% 4.8% 1.6% 5.0% 1.8% 1.8% 2.0% 57.5% 10.2%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 81.7% 3.9% 94.3% 2.5% 96.8% 2.0% 73.4% 14.7% 32.4% 9.6%
      Employed 76.0% 4.0% 87.3% 3.7% 93.9% 2.6% 31.6% 13.3% 31.8% 9.4%
      Unemployed 5.7% 2.3% 7.0% 2.8% 2.9% 1.7% 41.8% 16.9% 0.7% 0.6%
  Not in labor force 18.3% 3.9% 5.7% 2.5% 3.2% 2.0% 26.6% 14.7% 67.6% 9.6%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 61.5% 5.5% 91.9% 3.4% 92.5% 3.4% 70.5% 29.5% 15.2% 6.0%
      Employed 61.5% 5.5% 91.9% 3.4% 92.5% 3.4% 70.5% 29.5% 15.2% 6.0%
      Unemployed 0.0% 5.5% 0.0% 3.4% 0.0% 3.4% 0.0% 29.5% 0.0% 6.0%
  Not in labor force 38.5% 0.0% 8.1% 0.0% 7.5% 0.0% 29.5% 0.0% 84.8% 0.0%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 13.9% 4.0% 55.5% 14.1% 64.3% 15.7% 27.8% 26.9% 3.8% 2.1%
      Employed 12.6% 4.0% 48.8% 14.3% 64.3% 15.7% 0.0% 0.0% 3.8% 2.1%
      Unemployed 1.3% 1.4% 6.7% 7.1% 0.0% 0.0% 27.8% 26.9% 0.0% 0.0%
  Not in labor force 86.1% 4.0% 44.5% 14.1% 35.7% 15.7% 72.2% 26.9% 96.2% 2.1%

Female

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 63.2% 1.5% 86.8% 1.5% 91.7% 1.2% 51.1% 6.9% 23.8% 2.4%
      Employed 58.6% 1.7% 81.8% 1.8% 88.8% 1.5% 30.4% 6.6% 19.7% 2.4%
      Unemployed 4.7% 0.7% 5.0% 1.0% 2.9% 0.8% 20.7% 5.7% 4.1% 1.1%
  Not in labor force 36.8% 1.5% 13.2% 1.5% 8.3% 1.2% 48.9% 6.9% 76.2% 2.4%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 36.3% 5.9% 62.0% 8.1% 66.8% 9.1% 49.6% 16.8% 13.2% 5.2%
      Employed 26.8% 5.7% 47.3% 8.7% 54.2% 10.1% 29.3% 15.4% 8.3% 4.3%
      Unemployed 9.5% 3.2% 14.7% 5.6% 12.6% 6.8% 20.3% 10.5% 4.9% 3.4%
  Not in labor force 63.7% 5.9% 38.0% 8.1% 33.2% 9.1% 50.4% 16.8% 86.8% 5.2%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 72.7% 5.0% 78.6% 5.2% 85.1% 5.1% 55.3% 14.4% 39.7% 13.0%
      Employed 64.5% 5.4% 71.8% 5.9% 81.7% 5.2% 36.3% 15.8% 23.9% 10.1%
      Unemployed 8.2% 3.2% 6.8% 3.4% 3.5% 2.3% 19.0% 9.8% 15.8% 9.0%
  Not in labor force 27.3% 5.0% 21.4% 5.2% 14.9% 5.1% 44.7% 14.4% 60.3% 13.0%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 84.4% 3.0% 93.2% 2.4% 97.3% 1.5% 47.7% 16.1% 54.6% 9.9%
      Employed 79.0% 3.3% 89.2% 3.0% 96.1% 1.7% 12.3% 9.8% 44.4% 10.5%
      Unemployed 5.4% 1.8% 4.0% 1.6% 1.2% 0.7% 35.4% 15.2% 10.2% 5.6%
  Not in labor force 15.6% 3.0% 6.8% 2.4% 2.7% 1.5% 52.3% 16.1% 45.4% 9.9%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 72.2% 3.5% 88.9% 3.2% 94.3% 2.3% 50.8% 13.4% 32.0% 5.9%
      Employed 66.7% 3.8% 83.7% 3.8% 90.9% 3.0% 32.9% 11.7% 25.9% 5.5%
      Unemployed 5.5% 1.8% 5.2% 2.1% 3.4% 1.8% 17.9% 10.1% 6.0% 3.1%
  Not in labor force 27.8% 3.5% 11.1% 3.2% 5.7% 2.3% 49.2% 13.4% 68.0% 5.9%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 77.5% 3.4% 95.0% 1.8% 97.0% 1.5% 65.9% 16.8% 38.5% 7.5%
      Employed 75.5% 3.3% 92.5% 2.0% 95.1% 1.9% 53.5% 15.4% 37.6% 7.6%
      Unemployed 2.0% 1.0% 2.5% 1.4% 1.8% 1.2% 12.3% 12.3% 0.9% 0.9%
  Not in labor force 22.5% 3.4% 5.0% 1.8% 3.0% 1.5% 34.1% 16.8% 61.5% 7.5%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 51.1% 4.7% 87.1% 4.6% 89.7% 4.2% 48.9% 31.2% 13.1% 5.2%
      Employed 47.8% 4.7% 83.3% 5.3% 86.7% 5.0% 33.9% 29.7% 10.3% 4.7%
      Unemployed 3.3% 2.0% 3.8% 2.9% 3.0% 3.0% 15.0% 18.1% 2.9% 2.8%
  Not in labor force 48.9% 4.7% 12.9% 4.6% 10.3% 4.2% 51.1% 31.2% 86.9% 5.2%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 10.2% 2.6% 51.2% 11.5% 58.3% 12.3% 0.0% 0.0% 3.6% 1.8%
      Employed 10.0% 2.6% 49.8% 11.3% 56.7% 12.1% 0.0% 0.0% 3.6% 1.8%
      Unemployed 0.2% 0.2% 1.4% 1.5% 1.6% 1.8% 0.0% 0.0% 0.0% 0.0%
  Not in labor force 89.8% 2.6% 48.8% 11.5% 41.7% 12.3% 100.0% 0.0% 96.4% 1.8%

Hispanic Origin
Both Sexes

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 69.6% 1.2% 90.2% 0.9% 92.5% 0.8% 62.5% 5.4% 34.4% 2.2%
      Employed 64.9% 1.2% 85.1% 1.1% 89.3% 1.0% 34.1% 5.8% 30.5% 2.1%
      Unemployed 4.6% 0.5% 5.1% 0.6% 3.2% 0.6% 28.4% 4.6% 3.9% 0.8%
  Not in labor force 30.4% 1.2% 9.8% 0.9% 7.5% 0.8% 37.5% 5.4% 65.6% 2.2%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 47.0% 4.0% 70.0% 6.0% 75.9% 6.2% 37.6% 14.3% 27.6% 5.1%
      Employed 38.1% 3.7% 61.9% 6.0% 68.7% 6.3% 24.1% 11.6% 18.2% 4.3%
      Unemployed 8.9% 2.0% 8.2% 3.0% 7.2% 3.0% 13.4% 9.3% 9.5% 2.9%
  Not in labor force 53.0% 4.0% 30.0% 6.0% 24.1% 6.2% 62.4% 14.3% 72.4% 5.1%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 79.2% 2.6% 89.1% 2.0% 91.8% 1.9% 58.4% 13.8% 50.8% 6.7%
      Employed 70.7% 3.2% 80.3% 3.0% 85.4% 3.0% 22.1% 11.9% 43.4% 6.6%
      Unemployed 8.5% 2.0% 8.8% 2.4% 6.4% 2.3% 36.3% 14.4% 7.5% 2.8%
  Not in labor force 20.8% 2.6% 10.9% 2.0% 8.2% 1.9% 41.6% 13.8% 49.2% 6.7%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 80.3% 1.9% 93.0% 1.4% 95.1% 1.3% 59.3% 10.5% 48.4% 4.6%
      Employed 76.2% 2.1% 88.0% 1.8% 92.7% 1.6% 12.1% 7.2% 46.5% 4.7%
      Unemployed 4.1% 1.0% 5.0% 1.2% 2.3% 1.0% 47.3% 11.0% 1.9% 0.9%
  Not in labor force 19.7% 1.9% 7.0% 1.4% 4.9% 1.3% 40.7% 10.5% 51.6% 4.6%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 80.5% 2.0% 93.1% 1.6% 94.0% 1.5% 83.9% 7.8% 49.3% 4.7%
      Employed 75.9% 2.1% 88.1% 2.0% 90.7% 2.0% 62.8% 9.8% 45.7% 4.5%
      Unemployed 4.6% 1.1% 5.0% 1.5% 3.4% 1.4% 21.1% 7.9% 3.6% 1.9%
  Not in labor force 19.5% 2.0% 6.9% 1.6% 6.0% 1.5% 16.1% 7.8% 50.7% 4.7%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 81.1% 2.3% 93.7% 1.6% 94.8% 1.6% 62.9% 16.1% 44.7% 6.1%
      Employed 79.3% 2.2% 92.4% 1.7% 94.5% 1.6% 35.3% 15.9% 41.2% 5.8%
      Unemployed 1.8% 0.8% 1.2% 0.6% 0.3% 0.3% 27.6% 15.8% 3.5% 2.2%
  Not in labor force 18.9% 2.3% 6.3% 1.6% 5.2% 1.6% 37.1% 16.1% 55.3% 6.1%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 50.3% 4.4% 87.6% 3.8% 91.3% 2.9% 44.3% 23.5% 21.0% 4.6%
      Employed 47.1% 4.4% 84.4% 4.1% 90.2% 3.0% 18.5% 17.7% 17.9% 4.2%
      Unemployed 3.2% 1.6% 3.2% 2.3% 1.2% 1.2% 25.8% 22.4% 3.2% 2.3%
  Not in labor force 49.7% 4.4% 12.4% 3.8% 8.7% 2.9% 55.7% 23.5% 79.0% 4.6%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 10.5% 2.5% 69.1% 10.8% 74.0% 10.3% 31.3% 37.0% 3.3% 1.8%
      Employed 10.5% 2.5% 69.1% 10.8% 74.0% 10.3% 31.3% 37.0% 3.3% 1.8%
      Unemployed 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Not in labor force 89.5% 2.5% 30.9% 10.8% 26.0% 10.3% 68.7% 37.0% 96.7% 1.8%

Male

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 81.2% 1.3% 94.7% 1.0% 95.8% 0.9% 78.4% 7.2% 48.3% 3.4%
      Employed 76.2% 1.5% 89.5% 1.2% 92.3% 1.2% 45.3% 10.2% 43.7% 3.3%
      Unemployed 5.0% 0.8% 5.2% 0.9% 3.5% 0.8% 33.1% 8.3% 4.5% 1.2%
  Not in labor force 18.8% 1.3% 5.3% 1.0% 4.2% 0.9% 21.6% 7.2% 51.7% 3.4%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 56.2% 5.3% 87.4% 5.5% 91.6% 4.3% 42.0% 29.3% 30.7% 6.8%
      Employed 50.1% 5.2% 81.1% 5.6% 84.8% 4.4% 42.0% 29.3% 24.6% 6.3%
      Unemployed 6.2% 2.4% 6.2% 3.7% 6.8% 4.0% 0.0% 0.0% 6.1% 3.2%
  Not in labor force 43.8% 5.3% 12.6% 5.5% 8.4% 4.3% 58.0% 29.3% 69.3% 6.8%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 93.7% 1.9% 98.2% 1.4% 98.1% 1.4% 100.0% 0.0% 76.1% 8.1%
      Employed 84.6% 3.2% 89.8% 3.4% 90.3% 3.5% 75.3% 25.0% 63.8% 9.4%
      Unemployed 9.2% 2.8% 8.4% 3.1% 7.9% 3.2% 24.7% 25.0% 12.3% 5.6%
  Not in labor force 6.3% 1.9% 1.8% 1.4% 1.9% 1.4% 0.0% 0.0% 23.9% 8.1%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 93.7% 1.7% 96.0% 1.5% 97.5% 1.3% 68.0% 14.7% 83.1% 6.7%
      Employed 88.9% 2.4% 90.7% 2.4% 95.3% 1.9% 5.5% 5.6% 80.2% 7.0%
      Unemployed 4.8% 1.6% 5.2% 1.7% 2.2% 1.3% 62.5% 15.4% 2.9% 2.2%
  Not in labor force 6.3% 1.7% 4.0% 1.5% 2.5% 1.3% 32.0% 14.7% 16.9% 6.7%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 90.6% 2.1% 95.7% 1.8% 95.3% 2.0% 100.0% 0.0% 72.4% 6.7%
      Employed 85.2% 2.6% 89.3% 2.7% 91.3% 2.8% 69.0% 14.8% 70.7% 6.5%
      Unemployed 5.3% 1.7% 6.4% 2.2% 3.9% 2.1% 31.0% 14.8% 1.7% 1.8%

Total

Census Classification

Employed Unemployed Estimate Std Err

CPS Classification
16 years and over

Total   Civilian labor force   Not in labor force

Estimate Std Err



  Not in labor force 9.4% 2.1% 4.3% 1.8% 4.7% 2.0% 0.0% 0.0% 27.6% 6.7%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 88.9% 2.7% 95.8% 1.9% 96.2% 1.9% 82.5% 17.7% 56.5% 9.8%
      Employed 85.8% 2.9% 94.1% 2.1% 95.7% 1.9% 46.0% 25.1% 46.9% 9.8%
      Unemployed 3.1% 1.5% 1.7% 1.1% 0.5% 0.5% 36.5% 25.0% 9.7% 6.2%
  Not in labor force 11.1% 2.7% 4.2% 1.9% 3.8% 1.9% 17.5% 17.7% 43.5% 9.8%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 61.2% 5.5% 88.9% 5.2% 92.4% 3.7% 39.7% 32.0% 30.4% 8.0%
      Employed 58.7% 5.7% 88.9% 5.2% 92.4% 3.7% 39.7% 32.0% 25.1% 7.2%
      Unemployed 2.5% 1.9% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 5.3% 3.9%
  Not in labor force 38.8% 5.5% 11.1% 5.2% 7.6% 3.7% 60.3% 32.0% 69.6% 8.0%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 14.4% 4.5% 55.5% 14.5% 60.7% 15.2% 31.3% 37.0% 6.4% 4.1%
      Employed 14.4% 4.5% 55.5% 14.5% 60.7% 15.2% 31.3% 37.0% 6.4% 4.1%
      Unemployed 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Not in labor force 85.6% 4.5% 44.5% 14.5% 39.3% 15.2% 68.7% 37.0% 93.6% 4.1%

Female

16 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 57.6% 1.7% 84.2% 1.6% 87.9% 1.5% 49.8% 7.2% 25.1% 2.4%
      Employed 53.4% 1.6% 79.2% 1.8% 85.2% 1.8% 25.1% 5.5% 21.7% 2.2%
      Unemployed 4.2% 0.8% 4.9% 1.1% 2.8% 0.9% 24.7% 6.5% 3.4% 0.9%
  Not in labor force 42.4% 1.7% 15.8% 1.6% 12.1% 1.5% 50.2% 7.2% 74.9% 2.4%

16 to 19 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 37.5% 5.4% 52.7% 9.2% 57.6% 10.6% 35.8% 16.7% 24.4% 7.2%
      Employed 25.8% 4.6% 42.7% 8.4% 49.9% 10.3% 17.2% 11.3% 11.4% 5.4%
      Unemployed 11.7% 3.5% 10.1% 4.9% 7.6% 4.7% 18.6% 13.0% 13.1% 5.2%
  Not in labor force 62.5% 5.4% 47.3% 9.2% 42.4% 10.6% 64.2% 16.7% 75.6% 7.2%

20 to 24 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 62.6% 4.7% 77.0% 4.1% 82.1% 4.1% 47.9% 16.3% 32.8% 7.6%
      Employed 54.9% 5.0% 67.5% 4.8% 77.9% 4.8% 8.7% 8.2% 28.8% 7.1%
      Unemployed 7.7% 2.8% 9.4% 3.8% 4.2% 3.0% 39.2% 16.8% 4.0% 2.6%
  Not in labor force 37.4% 4.7% 23.0% 4.1% 17.9% 4.1% 52.1% 16.3% 67.2% 7.6%

25 to 34 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 64.9% 3.3% 88.1% 2.8% 91.1% 2.8% 49.5% 16.1% 31.6% 4.7%
      Employed 61.7% 3.2% 83.6% 3.1% 88.5% 3.0% 19.5% 13.6% 30.2% 4.8%
      Unemployed 3.3% 1.1% 4.5% 1.7% 2.6% 1.5% 30.0% 14.4% 1.4% 0.9%
  Not in labor force 35.1% 3.3% 11.9% 2.8% 8.9% 2.8% 50.5% 16.1% 68.4% 4.7%

35 to 44 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 70.3% 3.1% 90.0% 2.7% 92.6% 2.6% 64.8% 13.7% 34.9% 5.2%
      Employed 66.4% 3.0% 86.7% 3.0% 89.8% 2.9% 55.5% 13.3% 30.2% 4.7%
      Unemployed 3.8% 1.5% 3.3% 1.8% 2.7% 1.9% 9.3% 6.9% 4.7% 2.8%
  Not in labor force 29.7% 3.1% 10.0% 2.7% 7.4% 2.6% 35.2% 13.7% 65.1% 5.2%

45 to 54 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 73.6% 3.6% 91.1% 2.6% 93.1% 2.5% 42.8% 21.8% 38.6% 7.1%
      Employed 73.0% 3.6% 90.4% 2.6% 93.1% 2.5% 24.3% 18.2% 38.2% 7.1%
      Unemployed 0.6% 0.5% 0.7% 0.7% 0.0% 0.0% 18.5% 17.9% 0.4% 0.4%
  Not in labor force 26.4% 3.6% 8.9% 2.6% 6.9% 2.5% 57.2% 21.8% 61.4% 7.1%

55 to 64 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 100.0% 0.0%
  Civilian labor force 40.2% 5.8% 85.7% 6.3% 89.9% 5.6% 48.4% 34.7% 14.6% 5.0%
      Employed 36.4% 5.6% 78.2% 7.4% 87.0% 6.2% 0.0% 0.0% 13.0% 4.9%
      Unemployed 3.7% 2.2% 7.5% 5.3% 2.9% 2.8% 48.4% 34.7% 1.7% 1.6%
  Not in labor force 59.8% 5.8% 14.3% 6.3% 10.1% 5.6% 51.6% 34.7% 85.4% 5.0%

65 years and over 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 0.0% 0.0% 100.0% 0.0%
  Civilian labor force 7.5% 2.8% 94.0% 5.1% 94.0% 5.1% 0.0% 0.0% 1.2% 1.2%
      Employed 7.5% 2.8% 94.0% 5.1% 94.0% 5.1% 0.0% 0.0% 1.2% 1.2%
      Unemployed 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Not in labor force 92.5% 2.8% 6.0% 5.1% 6.0% 5.1% 0.0% 0.0% 98.8% 1.2%



Table 1B. CPS-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match  by   
Sex, and Age, for the United States Total : 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

Census Classification

Estimate Std Err Estimate Std Err Estimate Std Err
All Races
Both Sexes

16 years and over 100.0% 0.0% 66.1% 0.4% 62.6% 0.4% 3.5% 0.2% 33.9% 0.4%
  Civilian labor force 100.0% 0.0% 91.5% 0.3% 88.1% 0.3% 3.4% 0.2% 8.5% 0.3%
      Employed 100.0% 0.0% 92.3% 0.3% 90.6% 0.3% 1.7% 0.1% 7.7% 0.3%
      Unemployed 100.0% 0.0% 73.5% 2.1% 33.4% 2.3% 40.2% 2.3% 26.5% 2.1%
  Not in labor force 100.0% 0.0% 14.3% 0.5% 10.6% 0.4% 3.7% 0.3% 85.7% 0.5%

16 to 19 100.0% 0.0% 53.0% 1.5% 45.0% 1.6% 8.0% 0.9% 47.0% 1.5%
  Civilian labor force 100.0% 0.0% 80.9% 1.6% 73.2% 1.7% 7.7% 1.1% 19.1% 1.6%
      Employed 100.0% 0.0% 84.3% 1.6% 79.7% 1.6% 4.5% 1.0% 15.7% 1.6%
      Unemployed 100.0% 0.0% 58.1% 6.1% 28.5% 5.8% 29.6% 5.2% 41.9% 6.1%
  Not in labor force 100.0% 0.0% 25.5% 1.9% 17.3% 1.7% 8.1% 1.4% 74.5% 1.9%

20 to 24 100.0% 0.0% 78.4% 1.2% 71.3% 1.4% 7.1% 0.7% 21.6% 1.2%
  Civilian labor force 100.0% 0.0% 90.9% 1.0% 85.3% 1.2% 5.6% 0.7% 9.1% 1.0%
      Employed 100.0% 0.0% 92.0% 1.0% 88.8% 1.2% 3.2% 0.6% 8.0% 1.0%
      Unemployed 100.0% 0.0% 77.7% 4.6% 40.7% 5.3% 37.0% 5.6% 22.3% 4.6%
  Not in labor force 100.0% 0.0% 33.9% 3.1% 21.5% 2.7% 12.3% 2.0% 66.1% 3.1%

25 to 34 100.0% 0.0% 82.0% 0.7% 77.9% 0.8% 4.2% 0.4% 18.0% 0.7%
  Civilian labor force 100.0% 0.0% 92.1% 0.6% 88.6% 0.7% 3.5% 0.4% 7.9% 0.6%
      Employed 100.0% 0.0% 92.7% 0.6% 91.4% 0.7% 1.3% 0.2% 7.3% 0.6%
      Unemployed 100.0% 0.0% 80.4% 4.2% 28.9% 5.1% 51.6% 5.4% 19.6% 4.2%
  Not in labor force 100.0% 0.0% 23.5% 2.1% 15.3% 1.7% 8.2% 1.4% 76.5% 2.1%

35 to 44 100.0% 0.0% 82.1% 0.6% 78.6% 0.7% 3.5% 0.3% 17.9% 0.6%
  Civilian labor force 100.0% 0.0% 93.1% 0.4% 89.9% 0.5% 3.2% 0.3% 6.9% 0.4%
      Employed 100.0% 0.0% 93.7% 0.4% 91.8% 0.5% 2.0% 0.3% 6.3% 0.4%
      Unemployed 100.0% 0.0% 76.5% 4.7% 40.0% 5.4% 36.5% 4.8% 23.5% 4.7%
  Not in labor force 100.0% 0.0% 21.2% 1.9% 15.9% 1.5% 5.2% 1.1% 78.8% 1.9%

45 to 54 100.0% 0.0% 81.9% 0.7% 79.2% 0.8% 2.6% 0.3% 18.1% 0.7%
  Civilian labor force 100.0% 0.0% 93.7% 0.5% 91.7% 0.6% 2.1% 0.3% 6.3% 0.5%
      Employed 100.0% 0.0% 94.1% 0.5% 93.0% 0.5% 1.1% 0.2% 5.9% 0.5%
      Unemployed 100.0% 0.0% 77.6% 5.7% 35.0% 6.3% 42.5% 6.8% 22.4% 5.7%
  Not in labor force 100.0% 0.0% 21.0% 1.9% 15.6% 1.9% 5.4% 1.1% 79.0% 1.9%

55 to 64 100.0% 0.0% 57.2% 1.2% 55.1% 1.2% 2.2% 0.3% 42.8% 1.2%
  Civilian labor force 100.0% 0.0% 90.5% 0.8% 87.8% 0.9% 2.7% 0.5% 9.5% 0.8%
      Employed 100.0% 0.0% 91.2% 0.8% 90.1% 0.8% 1.2% 0.3% 8.8% 0.8%
      Unemployed 100.0% 0.0% 69.6% 7.5% 24.0% 6.9% 45.6% 8.1% 30.4% 7.5%
  Not in labor force 100.0% 0.0% 10.4% 1.1% 9.0% 1.1% 1.4% 0.4% 89.6% 1.1%

65 years and over 100.0% 0.0% 14.7% 0.7% 14.2% 0.7% 0.6% 0.1% 85.3% 0.7%
  Civilian labor force 100.0% 0.0% 81.0% 1.9% 80.0% 1.9% 0.9% 0.5% 19.0% 1.9%
      Employed 100.0% 0.0% 82.2% 2.0% 82.0% 2.0% 0.2% 0.2% 17.8% 2.0%
      Unemployed 100.0% 0.0% 38.1% 14.8% 9.6% 6.6% 28.5% 15.1% 61.9% 14.8%
  Not in labor force 100.0% 0.0% 5.1% 0.5% 4.6% 0.4% 0.5% 0.1% 94.9% 0.5%

Male

16 years and over 100.0% 0.0% 73.9% 0.6% 70.3% 0.6% 3.6% 0.2% 26.1% 0.6%
  Civilian labor force 100.0% 0.0% 93.1% 0.4% 89.5% 0.4% 3.6% 0.3% 6.9% 0.4%
      Employed 100.0% 0.0% 93.7% 0.3% 91.9% 0.4% 1.8% 0.2% 6.3% 0.3%
      Unemployed 100.0% 0.0% 79.8% 2.6% 37.6% 3.3% 42.3% 3.5% 20.2% 2.6%
  Not in labor force 100.0% 0.0% 17.2% 0.9% 13.5% 0.8% 3.7% 0.5% 82.8% 0.9%

16 to 19 100.0% 0.0% 53.1% 2.2% 45.0% 2.3% 8.1% 1.4% 46.9% 2.2%
  Civilian labor force 100.0% 0.0% 80.5% 2.1% 71.8% 2.5% 8.6% 1.8% 19.5% 2.1%
      Employed 100.0% 0.0% 83.2% 2.2% 78.9% 2.4% 4.4% 1.4% 16.8% 2.2%
      Unemployed 100.0% 0.0% 63.1% 7.7% 28.1% 8.3% 35.0% 8.5% 36.9% 7.7%
  Not in labor force 100.0% 0.0% 24.6% 2.8% 17.0% 2.4% 7.6% 2.0% 75.4% 2.8%

20 to 24 100.0% 0.0% 81.6% 1.8% 74.8% 2.0% 6.8% 1.1% 18.4% 1.8%
  Civilian labor force 100.0% 0.0% 90.8% 1.4% 84.8% 1.8% 6.0% 1.1% 9.2% 1.4%
      Employed 100.0% 0.0% 91.6% 1.4% 88.2% 1.7% 3.5% 0.8% 8.4% 1.4%
      Unemployed 100.0% 0.0% 80.7% 5.6% 45.1% 7.8% 35.6% 8.3% 19.3% 5.6%
  Not in labor force 100.0% 0.0% 33.5% 5.6% 22.7% 4.7% 10.8% 3.7% 66.5% 5.6%

25 to 34 100.0% 0.0% 91.6% 0.8% 87.7% 1.0% 3.9% 0.5% 8.4% 0.8%
  Civilian labor force 100.0% 0.0% 94.9% 0.7% 91.5% 0.8% 3.3% 0.5% 5.1% 0.7%
      Employed 100.0% 0.0% 94.8% 0.7% 93.7% 0.7% 1.1% 0.3% 5.2% 0.7%
      Unemployed 100.0% 0.0% 95.8% 2.1% 40.3% 8.2% 55.5% 8.0% 4.2% 2.1%
  Not in labor force 100.0% 0.0% 43.6% 5.4% 31.5% 5.5% 12.1% 3.4% 56.4% 5.4%

35 to 44 100.0% 0.0% 89.8% 0.7% 86.4% 0.8% 3.4% 0.5% 10.2% 0.7%
  Civilian labor force 100.0% 0.0% 93.8% 0.6% 90.5% 0.8% 3.4% 0.5% 6.2% 0.6%
      Employed 100.0% 0.0% 94.5% 0.6% 92.5% 0.8% 2.0% 0.4% 5.5% 0.6%
      Unemployed 100.0% 0.0% 77.4% 6.5% 42.7% 7.9% 34.6% 6.5% 22.6% 6.5%
  Not in labor force 100.0% 0.0% 33.2% 4.3% 29.8% 3.9% 3.4% 1.6% 66.8% 4.3%

45 to 54 100.0% 0.0% 87.6% 0.9% 84.6% 0.9% 3.0% 0.5% 12.4% 0.9%
  Civilian labor force 100.0% 0.0% 95.8% 0.5% 93.4% 0.6% 2.4% 0.4% 4.2% 0.5%
      Employed 100.0% 0.0% 96.1% 0.5% 94.9% 0.5% 1.1% 0.3% 3.9% 0.5%
      Unemployed 100.0% 0.0% 87.2% 5.3% 38.3% 8.1% 48.8% 9.1% 12.8% 5.3%
  Not in labor force 100.0% 0.0% 26.3% 3.4% 18.9% 3.4% 7.4% 2.2% 73.7% 3.4%

55 to 64 100.0% 0.0% 64.7% 1.7% 62.4% 1.7% 2.3% 0.5% 35.3% 1.7%
  Civilian labor force 100.0% 0.0% 92.1% 1.2% 89.3% 1.3% 2.8% 0.6% 7.9% 1.2%
      Employed 100.0% 0.0% 92.8% 1.1% 91.6% 1.1% 1.2% 0.4% 7.2% 1.1%
      Unemployed 100.0% 0.0% 69.8% 9.7% 21.0% 9.1% 48.7% 10.7% 30.2% 9.7%
  Not in labor force 100.0% 0.0% 10.2% 1.7% 8.9% 1.6% 1.2% 0.6% 89.8% 1.7%

65 years and over 100.0% 0.0% 21.0% 1.2% 20.1% 1.2% 0.9% 0.3% 79.0% 1.2%
  Civilian labor force 100.0% 0.0% 85.4% 2.2% 83.6% 2.3% 1.7% 0.9% 14.6% 2.2%
      Employed 100.0% 0.0% 86.3% 2.3% 86.0% 2.3% 0.3% 0.3% 13.7% 2.3%
      Unemployed 100.0% 0.0% 52.7% 22.4% 0.0% 0.0% 52.7% 22.4% 47.3% 22.4%
  Not in labor force 100.0% 0.0% 8.5% 0.8% 7.8% 0.8% 0.7% 0.3% 91.5% 0.8%

Female

16 years and over 100.0% 0.0% 59.0% 0.5% 55.6% 0.5% 3.4% 0.2% 41.0% 0.5%
  Civilian labor force 100.0% 0.0% 89.7% 0.4% 86.6% 0.5% 3.2% 0.3% 10.3% 0.4%
      Employed 100.0% 0.0% 90.8% 0.4% 89.0% 0.4% 1.7% 0.2% 9.2% 0.4%
      Unemployed 100.0% 0.0% 65.5% 3.5% 28.0% 3.4% 37.5% 3.3% 34.5% 3.5%
  Not in labor force 100.0% 0.0% 12.6% 0.6% 8.9% 0.5% 3.8% 0.4% 87.4% 0.6%

16 to 19 100.0% 0.0% 52.9% 2.0% 45.1% 2.1% 7.8% 1.2% 47.1% 2.0%
  Civilian labor force 100.0% 0.0% 81.4% 2.5% 74.5% 2.5% 6.8% 1.5% 18.6% 2.5%
      Employed 100.0% 0.0% 85.3% 2.4% 80.6% 2.4% 4.7% 1.3% 14.7% 2.4%
      Unemployed 100.0% 0.0% 52.0% 9.3% 29.1% 7.9% 23.0% 6.8% 48.0% 9.3%
  Not in labor force 100.0% 0.0% 26.3% 2.7% 17.6% 2.3% 8.7% 2.0% 73.7% 2.7%

20 to 24 100.0% 0.0% 75.2% 1.7% 67.8% 1.9% 7.4% 1.1% 24.8% 1.7%
  Civilian labor force 100.0% 0.0% 91.1% 1.4% 86.0% 1.7% 5.1% 1.2% 8.9% 1.4%
      Employed 100.0% 0.0% 92.4% 1.3% 89.5% 1.7% 2.8% 1.0% 7.6% 1.3%
      Unemployed 100.0% 0.0% 73.2% 7.7% 34.3% 8.1% 38.9% 7.9% 26.8% 7.7%
  Not in labor force 100.0% 0.0% 34.0% 3.6% 20.8% 2.9% 13.2% 2.7% 66.0% 3.6%

25 to 34 100.0% 0.0% 72.6% 1.2% 68.1% 1.3% 4.5% 0.6% 27.4% 1.2%
  Civilian labor force 100.0% 0.0% 88.8% 1.1% 85.2% 1.3% 3.7% 0.6% 11.2% 1.1%
      Employed 100.0% 0.0% 90.0% 1.1% 88.5% 1.2% 1.5% 0.4% 10.0% 1.1%
      Unemployed 100.0% 0.0% 64.7% 7.5% 17.2% 5.3% 47.5% 7.8% 35.3% 7.5%
  Not in labor force 100.0% 0.0% 17.9% 2.3% 10.7% 1.8% 7.1% 1.5% 82.1% 2.3%

35 to 44 100.0% 0.0% 74.7% 1.0% 71.0% 1.1% 3.7% 0.5% 25.3% 1.0%
  Civilian labor force 100.0% 0.0% 92.2% 0.7% 89.2% 0.8% 3.0% 0.5% 7.8% 0.7%
      Employed 100.0% 0.0% 92.8% 0.7% 90.9% 0.8% 1.8% 0.4% 7.2% 0.7%
      Unemployed 100.0% 0.0% 75.2% 7.3% 36.0% 8.3% 39.2% 7.6% 24.8% 7.3%
  Not in labor force 100.0% 0.0% 17.9% 2.0% 12.2% 1.6% 5.8% 1.3% 82.1% 2.0%

45 to 54 100.0% 0.0% 76.3% 1.1% 74.0% 1.1% 2.3% 0.4% 23.7% 1.1%
  Civilian labor force 100.0% 0.0% 91.5% 0.8% 89.8% 0.9% 1.7% 0.4% 8.5% 0.8%
      Employed 100.0% 0.0% 92.1% 0.8% 90.9% 0.9% 1.1% 0.3% 7.9% 0.8%
      Unemployed 100.0% 0.0% 63.2% 9.6% 30.1% 9.8% 33.1% 9.5% 36.8% 9.6%
  Not in labor force 100.0% 0.0% 18.0% 2.5% 13.8% 2.2% 4.3% 1.1% 82.0% 2.5%

55 to 64 100.0% 0.0% 50.7% 1.5% 48.7% 1.5% 2.1% 0.5% 49.3% 1.5%
  Civilian labor force 100.0% 0.0% 88.8% 1.3% 86.2% 1.5% 2.6% 0.7% 11.2% 1.3%
      Employed 100.0% 0.0% 89.4% 1.3% 88.3% 1.4% 1.1% 0.4% 10.6% 1.3%
      Unemployed 100.0% 0.0% 69.5% 11.3% 27.3% 11.0% 42.2% 12.7% 30.5% 11.3%
  Not in labor force 100.0% 0.0% 10.6% 1.3% 9.1% 1.3% 1.5% 0.6% 89.4% 1.3%

65 years and over 100.0% 0.0% 10.1% 0.8% 9.8% 0.8% 0.3% 0.1% 89.9% 0.8%
  Civilian labor force 100.0% 0.0% 75.8% 3.6% 75.7% 3.6% 0.0% 0.0% 24.2% 3.6%
      Employed 100.0% 0.0% 77.3% 3.5% 77.3% 3.5% 0.0% 0.0% 22.7% 3.5%
      Unemployed 100.0% 0.0% 21.6% 15.3% 20.5% 14.7% 1.1% 1.2% 78.4% 15.3%
  Not in labor force 100.0% 0.0% 2.8% 0.4% 2.4% 0.4% 0.4% 0.1% 97.2% 0.4%

Non-Hispanic White
Both Sexes

16 years and over 100.0% 0.0% 66.9% 0.4% 64.3% 0.4% 2.7% 0.2% 33.1% 0.4%
  Civilian labor force 100.0% 0.0% 93.8% 0.3% 91.1% 0.3% 2.7% 0.2% 6.2% 0.3%
      Employed 100.0% 0.0% 94.4% 0.3% 93.0% 0.3% 1.4% 0.1% 5.6% 0.3%
      Unemployed 100.0% 0.0% 75.0% 2.5% 30.5% 2.5% 44.5% 2.7% 25.0% 2.5%
  Not in labor force 100.0% 0.0% 12.0% 0.5% 9.5% 0.4% 2.5% 0.3% 88.0% 0.5%

16 to 19 100.0% 0.0% 59.6% 1.7% 51.9% 1.8% 7.6% 1.1% 40.4% 1.7%
  Civilian labor force 100.0% 0.0% 85.2% 1.5% 77.5% 1.7% 7.7% 1.4% 14.8% 1.5%
      Employed 100.0% 0.0% 87.4% 1.4% 83.1% 1.6% 4.3% 1.1% 12.6% 1.4%
      Unemployed 100.0% 0.0% 63.3% 7.8% 21.8% 6.3% 41.5% 7.4% 36.7% 7.8%
  Not in labor force 100.0% 0.0% 26.4% 2.4% 18.9% 2.2% 7.5% 1.8% 73.6% 2.4%

20 to 24 100.0% 0.0% 80.4% 1.5% 75.8% 1.6% 4.7% 0.7% 19.6% 1.5%
  Civilian labor force 100.0% 0.0% 93.9% 1.0% 89.9% 1.2% 3.9% 0.7% 6.1% 1.0%
      Employed 100.0% 0.0% 94.4% 1.0% 92.1% 1.1% 2.3% 0.6% 5.6% 1.0%
      Unemployed 100.0% 0.0% 81.9% 6.9% 42.6% 7.9% 39.3% 7.7% 18.1% 6.9%
  Not in labor force 100.0% 0.0% 24.6% 3.7% 17.0% 3.2% 7.6% 1.9% 75.4% 3.7%

25 to 34 100.0% 0.0% 84.8% 0.8% 80.9% 0.9% 3.9% 0.5% 15.2% 0.8%
  Civilian labor force 100.0% 0.0% 95.0% 0.6% 91.6% 0.7% 3.3% 0.5% 5.0% 0.6%
      Employed 100.0% 0.0% 95.4% 0.6% 93.9% 0.6% 1.5% 0.3% 4.6% 0.6%
      Unemployed 100.0% 0.0% 83.6% 4.4% 26.5% 5.9% 57.1% 6.6% 16.4% 4.4%
  Not in labor force 100.0% 0.0% 21.3% 2.6% 14.1% 2.3% 7.2% 1.7% 78.7% 2.6%

35 to 44 100.0% 0.0% 85.2% 0.8% 82.8% 0.8% 2.5% 0.3% 14.8% 0.8%
  Civilian labor force 100.0% 0.0% 95.4% 0.4% 93.1% 0.5% 2.3% 0.3% 4.6% 0.4%
      Employed 100.0% 0.0% 95.8% 0.4% 94.7% 0.5% 1.2% 0.2% 4.2% 0.4%
      Unemployed 100.0% 0.0% 78.7% 4.3% 35.4% 5.8% 43.4% 6.1% 21.3% 4.3%
  Not in labor force 100.0% 0.0% 18.5% 2.1% 14.6% 1.8% 3.9% 1.0% 81.5% 2.1%

45 to 54 100.0% 0.0% 84.7% 0.8% 82.6% 0.8% 2.1% 0.3% 15.3% 0.8%
  Civilian labor force 100.0% 0.0% 95.6% 0.5% 94.0% 0.6% 1.6% 0.3% 4.4% 0.5%
      Employed 100.0% 0.0% 96.0% 0.5% 95.1% 0.5% 0.9% 0.2% 4.0% 0.5%
      Unemployed 100.0% 0.0% 74.3% 7.1% 36.5% 7.6% 37.8% 7.4% 25.7% 7.1%
  Not in labor force 100.0% 0.0% 21.2% 2.2% 15.9% 2.2% 5.3% 1.3% 78.8% 2.2%

55 to 64 100.0% 0.0% 58.7% 1.3% 56.8% 1.3% 1.9% 0.4% 41.3% 1.3%
  Civilian labor force 100.0% 0.0% 91.7% 0.9% 89.2% 1.0% 2.5% 0.5% 8.3% 0.9%
      Employed 100.0% 0.0% 92.3% 0.8% 91.2% 0.9% 1.1% 0.3% 7.7% 0.8%
      Unemployed 100.0% 0.0% 72.0% 7.7% 24.3% 7.9% 47.8% 8.5% 28.0% 7.7%
  Not in labor force 100.0% 0.0% 10.5% 1.3% 9.4% 1.3% 1.1% 0.4% 89.5% 1.3%

65 years and over 100.0% 0.0% 14.9% 0.9% 14.6% 0.9% 0.3% 0.1% 85.1% 0.9%
  Civilian labor force 100.0% 0.0% 82.0% 2.1% 81.4% 2.1% 0.5% 0.4% 18.0% 2.1%
      Employed 100.0% 0.0% 83.5% 2.1% 83.5% 2.1% 0.0% 0.0% 16.5% 2.1%
      Unemployed 100.0% 0.0% 27.5% 14.3% 7.9% 7.1% 19.6% 13.6% 72.5% 14.3%
  Not in labor force 100.0% 0.0% 4.9% 0.5% 4.6% 0.5% 0.2% 0.1% 95.1% 0.5%

Male

16 years and over 100.0% 0.0% 75.3% 0.6% 72.4% 0.6% 2.9% 0.2% 24.7% 0.6%
  Civilian labor force 100.0% 0.0% 95.4% 0.3% 92.4% 0.4% 2.9% 0.3% 4.6% 0.3%
      Employed 100.0% 0.0% 95.9% 0.3% 94.4% 0.3% 1.4% 0.2% 4.1% 0.3%
      Unemployed 100.0% 0.0% 80.9% 3.1% 34.3% 3.8% 46.7% 4.1% 19.1% 3.1%
  Not in labor force 100.0% 0.0% 16.1% 1.0% 13.0% 0.9% 3.0% 0.6% 83.9% 1.0%

16 to 19 100.0% 0.0% 62.4% 2.4% 52.1% 2.6% 10.3% 2.0% 37.6% 2.4%
  Civilian labor force 100.0% 0.0% 85.4% 1.9% 74.6% 2.7% 10.8% 2.5% 14.6% 1.9%
      Employed 100.0% 0.0% 87.1% 2.1% 81.7% 2.5% 5.4% 2.0% 12.9% 2.1%
      Unemployed 100.0% 0.0% 72.7% 7.7% 21.5% 8.4% 51.2% 10.5% 27.3% 7.7%
  Not in labor force 100.0% 0.0% 31.8% 4.1% 22.2% 3.4% 9.6% 3.3% 68.2% 4.1%

20 to 24 100.0% 0.0% 84.7% 1.9% 79.4% 1.9% 5.3% 1.0% 15.3% 1.9%
  Civilian labor force 100.0% 0.0% 94.5% 1.1% 89.5% 1.6% 5.0% 1.1% 5.5% 1.1%
      Employed 100.0% 0.0% 94.6% 1.2% 91.6% 1.4% 3.0% 0.8% 5.4% 1.2%
      Unemployed 100.0% 0.0% 92.5% 5.1% 45.0% 12.1% 47.6% 11.7% 7.5% 5.1%
  Not in labor force 100.0% 0.0% 26.8% 6.5% 19.7% 5.8% 7.1% 3.0% 73.2% 6.5%

25 to 34 100.0% 0.0% 94.8% 0.7% 91.2% 1.0% 3.6% 0.6% 5.2% 0.7%
  Civilian labor force 100.0% 0.0% 97.7% 0.5% 94.9% 0.7% 2.9% 0.5% 2.3% 0.5%
      Employed 100.0% 0.0% 97.8% 0.5% 96.4% 0.5% 1.3% 0.4% 2.2% 0.5%
      Unemployed 100.0% 0.0% 96.8% 2.9% 40.3% 10.3% 56.4% 10.3% 3.2% 2.9%
  Not in labor force 100.0% 0.0% 47.1% 7.4% 32.5% 7.6% 14.6% 5.2% 52.9% 7.4%

35 to 44 100.0% 0.0% 93.3% 0.8% 90.9% 0.9% 2.4% 0.4% 6.7% 0.8%
  Civilian labor force 100.0% 0.0% 96.2% 0.6% 94.0% 0.7% 2.2% 0.4% 3.8% 0.6%
      Employed 100.0% 0.0% 96.9% 0.6% 95.7% 0.7% 1.2% 0.3% 3.1% 0.6%
      Unemployed 100.0% 0.0% 71.6% 7.2% 36.3% 8.1% 35.3% 7.9% 28.4% 7.2%
  Not in labor force 100.0% 0.0% 36.2% 6.4% 30.0% 6.0% 6.2% 2.9% 63.8% 6.4%

45 to 54 100.0% 0.0% 89.4% 1.0% 87.2% 1.0% 2.2% 0.4% 10.6% 1.0%
  Civilian labor force 100.0% 0.0% 97.0% 0.5% 95.5% 0.6% 1.6% 0.3% 3.0% 0.5%
      Employed 100.0% 0.0% 97.2% 0.5% 96.4% 0.5% 0.8% 0.2% 2.8% 0.5%
      Unemployed 100.0% 0.0% 89.5% 5.8% 47.1% 9.4% 42.4% 9.9% 10.5% 5.8%
  Not in labor force 100.0% 0.0% 26.1% 3.8% 19.0% 4.0% 7.1% 2.5% 73.9% 3.8%

55 to 64 100.0% 0.0% 65.8% 1.8% 63.5% 1.8% 2.3% 0.5% 34.2% 1.8%
  Civilian labor force 100.0% 0.0% 93.2% 1.2% 90.2% 1.4% 3.0% 0.7% 6.8% 1.2%
      Employed 100.0% 0.0% 93.9% 1.1% 92.9% 1.2% 1.0% 0.4% 6.1% 1.1%
      Unemployed 100.0% 0.0% 75.5% 9.7% 21.7% 9.8% 53.8% 11.3% 24.5% 9.7%
  Not in labor force 100.0% 0.0% 9.6% 1.9% 8.8% 1.9% 0.8% 0.6% 90.4% 1.9%

65 years and over 100.0% 0.0% 21.5% 1.5% 21.2% 1.5% 0.3% 0.2% 78.5% 1.5%
  Civilian labor force 100.0% 0.0% 86.6% 2.1% 85.6% 2.3% 1.0% 0.8% 13.4% 2.1%
      Employed 100.0% 0.0% 87.8% 2.0% 87.8% 2.0% 0.0% 0.0% 12.2% 2.0%
      Unemployed 100.0% 0.0% 39.2% 24.3% 0.0% 0.0% 39.2% 24.3% 60.8% 24.3%
  Not in labor force 100.0% 0.0% 8.4% 0.9% 8.2% 1.0% 0.2% 0.1% 91.6% 0.9%

Female

16 years and over 100.0% 0.0% 59.2% 0.6% 56.8% 0.6% 2.4% 0.2% 40.8% 0.6%
  Civilian labor force 100.0% 0.0% 92.0% 0.5% 89.5% 0.5% 2.5% 0.3% 8.0% 0.5%
      Employed 100.0% 0.0% 92.8% 0.4% 91.5% 0.5% 1.3% 0.2% 7.2% 0.4%
      Unemployed 100.0% 0.0% 67.6% 4.1% 25.8% 3.9% 41.9% 4.2% 32.4% 4.1%
  Not in labor force 100.0% 0.0% 9.6% 0.6% 7.4% 0.5% 2.2% 0.3% 90.4% 0.6%

16 to 19 100.0% 0.0% 57.0% 2.5% 51.8% 2.6% 5.1% 1.0% 43.0% 2.5%
  Civilian labor force 100.0% 0.0% 85.1% 2.3% 80.3% 2.5% 4.8% 1.3% 14.9% 2.3%
      Employed 100.0% 0.0% 87.8% 2.2% 84.5% 2.4% 3.3% 1.1% 12.2% 2.2%
      Unemployed 100.0% 0.0% 47.5% 12.9% 22.5% 10.9% 25.0% 10.1% 52.5% 12.9%
  Not in labor force 100.0% 0.0% 21.4% 2.9% 15.9% 2.8% 5.6% 1.6% 78.6% 2.9%

20 to 24 100.0% 0.0% 76.0% 2.2% 72.1% 2.3% 4.0% 1.0% 24.0% 2.2%
  Civilian labor force 100.0% 0.0% 93.1% 1.7% 90.4% 1.9% 2.7% 0.9% 6.9% 1.7%
      Employed 100.0% 0.0% 94.2% 1.6% 92.8% 1.8% 1.5% 0.8% 5.8% 1.6%
      Unemployed 100.0% 0.0% 69.1% 12.4% 39.8% 12.0% 29.3% 10.8% 30.9% 12.4%
  Not in labor force 100.0% 0.0% 23.2% 4.5% 15.3% 3.6% 7.9% 3.1% 76.8% 4.5%

25 to 34 100.0% 0.0% 74.6% 1.4% 70.4% 1.5% 4.2% 0.7% 25.4% 1.4%
  Civilian labor force 100.0% 0.0% 91.6% 1.2% 87.7% 1.3% 3.9% 0.8% 8.4% 1.2%
      Employed 100.0% 0.0% 92.4% 1.1% 90.8% 1.2% 1.6% 0.5% 7.6% 1.1%
      Unemployed 100.0% 0.0% 72.7% 7.5% 15.0% 6.8% 57.7% 9.5% 27.3% 7.5%
  Not in labor force 100.0% 0.0% 14.5% 2.5% 9.2% 2.1% 5.2% 1.5% 85.5% 2.5%

35 to 44 100.0% 0.0% 77.4% 1.2% 74.8% 1.2% 2.6% 0.5% 22.6% 1.2%
  Civilian labor force 100.0% 0.0% 94.5% 0.7% 92.1% 0.8% 2.4% 0.5% 5.5% 0.7%
      Employed 100.0% 0.0% 94.6% 0.7% 93.4% 0.8% 1.1% 0.4% 5.4% 0.7%
      Unemployed 100.0% 0.0% 90.2% 5.2% 33.8% 11.3% 56.4% 9.4% 9.8% 5.2%
  Not in labor force 100.0% 0.0% 14.5% 1.9% 11.1% 1.6% 3.4% 1.1% 85.5% 1.9%

45 to 54 100.0% 0.0% 80.0% 1.1% 78.0% 1.2% 2.0% 0.4% 20.0% 1.1%
  Civilian labor force 100.0% 0.0% 94.0% 0.8% 92.4% 0.9% 1.5% 0.4% 6.0% 0.8%
      Employed 100.0% 0.0% 94.7% 0.8% 93.7% 0.9% 0.9% 0.4% 5.3% 0.8%
      Unemployed 100.0% 0.0% 58.8% 11.3% 25.6% 10.7% 33.2% 11.1% 41.2% 11.3%
  Not in labor force 100.0% 0.0% 18.3% 2.9% 14.1% 2.7% 4.2% 1.5% 81.7% 2.9%

55 to 64 100.0% 0.0% 52.4% 1.7% 50.7% 1.6% 1.6% 0.5% 47.6% 1.7%
  Civilian labor force 100.0% 0.0% 89.9% 1.4% 87.9% 1.4% 2.0% 0.6% 10.1% 1.4%
      Employed 100.0% 0.0% 90.5% 1.3% 89.3% 1.4% 1.2% 0.5% 9.5% 1.3%
      Unemployed 100.0% 0.0% 65.8% 13.5% 29.0% 13.6% 36.8% 14.6% 34.2% 13.5%
  Not in labor force 100.0% 0.0% 11.1% 1.6% 9.8% 1.5% 1.2% 0.6% 88.9% 1.6%

65 years and over 100.0% 0.0% 10.0% 0.9% 9.8% 0.9% 0.2% 0.1% 90.0% 0.9%
  Civilian labor force 100.0% 0.0% 76.4% 3.9% 76.3% 3.9% 0.0% 0.0% 23.6% 3.9%
      Employed 100.0% 0.0% 78.4% 3.7% 78.4% 3.7% 0.0% 0.0% 21.6% 3.7%
      Unemployed 100.0% 0.0% 16.5% 15.3% 15.3% 14.6% 1.2% 1.3% 83.5% 15.3%
  Not in labor force 100.0% 0.0% 2.5% 0.5% 2.3% 0.4% 0.2% 0.1% 97.5% 0.5%

Black
Both Sexes

16 years and over 100.0% 0.0% 65.8% 1.2% 58.5% 1.4% 7.3% 0.7% 34.2% 1.2%
  Civilian labor force 100.0% 0.0% 87.4% 1.2% 80.8% 1.4% 6.6% 0.9% 12.6% 1.2%
      Employed 100.0% 0.0% 88.6% 1.2% 84.9% 1.5% 3.6% 0.6% 11.4% 1.2%
      Unemployed 100.0% 0.0% 75.3% 5.1% 37.5% 6.0% 37.7% 5.9% 24.7% 5.1%
  Not in labor force 100.0% 0.0% 22.5% 1.9% 13.9% 1.5% 8.6% 1.3% 77.5% 1.9%

16 to 19 100.0% 0.0% 42.7% 4.6% 32.8% 4.7% 9.8% 2.5% 57.3% 4.6%
  Civilian labor force 100.0% 0.0% 77.0% 6.8% 63.2% 7.9% 13.7% 5.1% 23.0% 6.8%
      Employed 100.0% 0.0% 80.0% 7.2% 71.4% 8.1% 8.6% 4.9% 20.0% 7.2%
      Unemployed 100.0% 0.0% 69.6% 14.4% 43.5% 16.3% 26.1% 12.6% 30.4% 14.4%
  Not in labor force 100.0% 0.0% 24.5% 4.5% 16.8% 3.9% 7.7% 2.8% 75.5% 4.5%

20 to 24 100.0% 0.0% 78.7% 3.6% 61.5% 4.6% 17.3% 3.3% 21.3% 3.6%
  Civilian labor force 100.0% 0.0% 87.2% 3.4% 73.2% 5.2% 14.0% 3.7% 12.8% 3.4%
      Employed 100.0% 0.0% 90.2% 3.7% 81.0% 5.5% 9.2% 3.4% 9.8% 3.7%
      Unemployed 100.0% 0.0% 71.9% 9.1% 32.9% 9.7% 39.1% 12.4% 28.1% 9.1%
  Not in labor force 100.0% 0.0% 58.1% 7.9% 33.0% 8.5% 25.1% 7.4% 41.9% 7.9%

25 to 34 100.0% 0.0% 81.7% 2.6% 75.8% 2.9% 5.8% 1.3% 18.3% 2.6%
  Civilian labor force 100.0% 0.0% 88.3% 2.6% 83.8% 2.9% 4.5% 1.2% 11.7% 2.6%
      Employed 100.0% 0.0% 89.0% 2.7% 87.8% 2.9% 1.2% 0.7% 11.0% 2.7%
      Unemployed 100.0% 0.0% 78.4% 11.0% 27.6% 12.9% 50.8% 13.6% 21.6% 11.0%
  Not in labor force 100.0% 0.0% 32.7% 8.3% 17.1% 6.2% 15.6% 6.0% 67.3% 8.3%

35 to 44 100.0% 0.0% 75.2% 2.6% 68.0% 3.0% 7.2% 1.6% 24.8% 2.6%
  Civilian labor force 100.0% 0.0% 88.6% 2.3% 82.4% 2.6% 6.2% 1.5% 11.4% 2.3%
      Employed 100.0% 0.0% 90.1% 2.0% 85.8% 2.4% 4.3% 1.3% 9.9% 2.0%
      Unemployed 100.0% 0.0% 71.8% 13.0% 45.1% 13.7% 26.7% 11.1% 28.2% 13.0%
  Not in labor force 100.0% 0.0% 27.2% 4.8% 16.6% 4.0% 10.6% 4.1% 72.8% 4.8%

45 to 54 100.0% 0.0% 73.8% 3.0% 67.6% 3.1% 6.1% 1.5% 26.2% 3.0%
  Civilian labor force 100.0% 0.0% 88.0% 2.3% 82.5% 2.7% 5.4% 1.6% 12.0% 2.3%
      Employed 100.0% 0.0% 87.7% 2.4% 84.4% 2.7% 3.2% 1.1% 12.3% 2.4%
      Unemployed 100.0% 0.0% 94.2% 5.2% 43.0% 17.3% 51.2% 17.7% 5.8% 5.2%
  Not in labor force 100.0% 0.0% 19.0% 5.5% 10.2% 4.3% 8.8% 3.6% 81.0% 5.5%

55 to 64 100.0% 0.0% 55.3% 3.9% 52.6% 4.1% 2.7% 1.2% 44.7% 3.9%
  Civilian labor force 100.0% 0.0% 88.8% 3.4% 86.1% 3.9% 2.6% 1.5% 11.2% 3.4%
      Employed 100.0% 0.0% 89.9% 3.3% 87.6% 3.8% 2.2% 1.5% 10.1% 3.3%
      Unemployed 100.0% 0.0% 57.9% 33.5% 43.1% 34.1% 14.9% 19.2% 42.1% 33.5%
  Not in labor force 100.0% 0.0% 13.3% 3.6% 10.6% 3.2% 2.7% 2.0% 86.7% 3.6%

65 years and over 100.0% 0.0% 16.0% 2.4% 13.2% 2.3% 2.8% 1.1% 84.0% 2.4%
  Civilian labor force 100.0% 0.0% 73.4% 8.9% 69.1% 10.0% 4.3% 4.7% 26.6% 8.9%
      Employed 100.0% 0.0% 71.9% 9.6% 71.9% 9.6% 0.0% 0.0% 28.1% 9.6%
      Unemployed 100.0% 0.0% 100.0% 0.0% 19.6% 26.6% 80.4% 26.6% 0.0% 0.0%
  Not in labor force 100.0% 0.0% 8.5% 1.9% 5.8% 1.7% 2.6% 1.1% 91.5% 1.9%

Male

16 years and over 100.0% 0.0% 69.5% 1.9% 62.6% 2.1% 6.9% 1.0% 30.5% 1.9%
  Civilian labor force 100.0% 0.0% 89.0% 1.5% 81.9% 1.8% 7.1% 1.3% 11.0% 1.5%
      Employed 100.0% 0.0% 89.8% 1.6% 86.5% 1.8% 3.3% 0.9% 10.2% 1.6%
      Unemployed 100.0% 0.0% 81.5% 6.5% 40.4% 8.5% 41.1% 8.2% 18.5% 6.5%
  Not in labor force 100.0% 0.0% 22.5% 3.0% 16.1% 2.6% 6.4% 1.8% 77.5% 3.0%

16 to 19 100.0% 0.0% 37.5% 6.2% 31.3% 6.2% 6.2% 3.1% 62.5% 6.2%
  Civilian labor force 100.0% 0.0% 72.1% 10.6% 63.5% 12.0% 8.6% 7.4% 27.9% 10.6%
      Employed 100.0% 0.0% 75.0% 11.9% 74.1% 11.9% 0.9% 0.9% 25.0% 11.9%
      Unemployed 100.0% 0.0% 66.1% 23.5% 41.8% 26.0% 24.3% 21.8% 33.9% 23.5%
  Not in labor force 100.0% 0.0% 20.7% 5.4% 15.6% 4.9% 5.0% 3.1% 79.3% 5.4%

20 to 24 100.0% 0.0% 72.6% 6.9% 56.6% 8.1% 16.1% 4.9% 27.4% 6.9%
  Civilian labor force 100.0% 0.0% 82.5% 6.0% 68.5% 8.7% 14.0% 5.7% 17.5% 6.0%
      Employed 100.0% 0.0% 85.2% 7.0% 77.4% 10.0% 7.8% 4.5% 14.8% 7.0%
      Unemployed 100.0% 0.0% 72.5% 12.5% 35.6% 14.1% 37.0% 17.7% 27.5% 12.5%
  Not in labor force 100.0% 0.0% 50.8% 13.8% 30.2% 12.2% 20.6% 10.4% 49.2% 13.8%

25 to 34 100.0% 0.0% 87.1% 3.1% 81.8% 3.5% 5.3% 1.8% 12.9% 3.1%
  Civilian labor force 100.0% 0.0% 91.7% 2.7% 86.2% 3.2% 5.6% 2.0% 8.3% 2.7%
      Employed 100.0% 0.0% 91.1% 2.9% 89.7% 3.0% 1.4% 1.1% 8.9% 2.9%
      Unemployed 100.0% 0.0% 100.0% 0.0% 39.8% 22.0% 60.2% 22.0% 0.0% 0.0%
  Not in labor force 100.0% 0.0% 30.7% 13.1% 28.9% 12.8% 1.9% 2.1% 69.3% 13.1%

35 to 44 100.0% 0.0% 80.2% 3.8% 74.8% 3.9% 5.4% 1.9% 19.8% 3.8%
  Civilian labor force 100.0% 0.0% 90.1% 3.1% 83.8% 3.6% 6.2% 2.2% 9.9% 3.1%
      Employed 100.0% 0.0% 91.6% 2.5% 87.3% 3.2% 4.3% 2.0% 8.4% 2.5%
      Unemployed 100.0% 0.0% 75.1% 18.7% 50.0% 19.6% 25.1% 15.9% 24.9% 18.7%
  Not in labor force 100.0% 0.0% 25.2% 7.6% 24.5% 7.7% 0.6% 0.7% 74.8% 7.6%

45 to 54 100.0% 0.0% 79.6% 4.1% 71.2% 4.4% 8.4% 2.7% 20.4% 4.1%
  Civilian labor force 100.0% 0.0% 91.9% 2.7% 84.4% 3.6% 7.5% 2.8% 8.1% 2.7%
      Employed 100.0% 0.0% 91.5% 2.8% 88.0% 2.9% 3.5% 1.5% 8.5% 2.8%
      Unemployed 100.0% 0.0% 97.7% 2.6% 35.9% 19.9% 61.7% 20.2% 2.3% 2.6%
  Not in labor force 100.0% 0.0% 24.7% 10.5% 12.5% 8.0% 12.2% 7.4% 75.3% 10.5%

55 to 64 100.0% 0.0% 60.3% 5.7% 58.5% 5.8% 1.8% 1.2% 39.7% 5.7%
  Civilian labor force 100.0% 0.0% 90.2% 4.2% 88.1% 4.5% 2.1% 1.8% 9.8% 4.2%
      Employed 100.0% 0.0% 90.2% 4.2% 88.1% 4.5% 2.1% 1.8% 9.8% 4.2%
      Unemployed 0.0% 0.0% 0.0% 5.3% 0.0% 5.2% 0.0% 1.5% 0.0% 5.3%
  Not in labor force 100.0% 0.0% 12.7% 4.9% 11.3% 4.4% 1.4% 2.5% 87.3% 4.9%

65 years and over 100.0% 0.0% 19.5% 12.7% 14.8% 14.9% 4.7% 9.8% 80.5% 12.7%
  Civilian labor force 100.0% 0.0% 78.0% 14.0% 68.6% 14.0% 9.4% 0.0% 22.0% 14.0%
      Employed 100.0% 0.0% 75.7% 0.0% 75.7% 0.0% 0.0% 0.0% 24.3% 0.0%
      Unemployed 100.0% 0.0% 100.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 0.0%
  Not in labor force 100.0% 0.0% 10.1% 3.9% 6.2% 3.1% 3.9% 2.6% 89.9% 3.9%

Female

16 years and over 100.0% 0.0% 62.6% 1.7% 55.0% 1.8% 7.5% 1.0% 37.4% 1.7%
  Civilian labor force 100.0% 0.0% 85.9% 1.7% 79.8% 2.0% 6.1% 1.1% 14.1% 1.7%
      Employed 100.0% 0.0% 87.4% 1.8% 83.5% 2.1% 3.9% 1.0% 12.6% 1.8%
      Unemployed 100.0% 0.0% 67.3% 7.7% 33.9% 8.0% 33.4% 8.2% 32.7% 7.7%
  Not in labor force 100.0% 0.0% 22.5% 2.3% 12.4% 1.8% 10.0% 1.8% 77.5% 2.3%

16 to 19 100.0% 0.0% 47.4% 6.1% 34.3% 5.7% 13.1% 3.9% 52.6% 6.1%
  Civilian labor force 100.0% 0.0% 80.9% 7.6% 63.0% 9.2% 17.9% 7.2% 19.1% 7.6%
      Employed 100.0% 0.0% 83.7% 8.2% 69.3% 10.2% 14.3% 8.4% 16.3% 8.2%
      Unemployed 100.0% 0.0% 73.1% 17.5% 45.3% 19.2% 27.9% 14.3% 26.9% 17.5%
  Not in labor force 100.0% 0.0% 28.2% 6.3% 17.9% 5.1% 10.4% 4.8% 71.8% 6.3%

20 to 24 100.0% 0.0% 84.8% 3.8% 66.4% 5.3% 18.5% 4.5% 15.2% 3.8%
  Civilian labor force 100.0% 0.0% 91.7% 2.8% 77.7% 5.3% 14.0% 5.0% 8.3% 2.8%
      Employed 100.0% 0.0% 94.4% 2.6% 84.0% 5.5% 10.4% 5.1% 5.6% 2.6%
      Unemployed 100.0% 0.0% 70.8% 16.3% 28.0% 14.1% 42.8% 15.7% 29.2% 16.3%
  Not in labor force 100.0% 0.0% 66.5% 11.0% 36.2% 10.8% 30.3% 10.4% 33.5% 11.0%

25 to 34 100.0% 0.0% 77.1% 4.0% 70.8% 4.3% 6.3% 1.9% 22.9% 4.0%
  Civilian labor force 100.0% 0.0% 85.2% 4.2% 81.7% 4.6% 3.6% 1.5% 14.8% 4.2%
      Employed 100.0% 0.0% 87.2% 4.3% 86.2% 4.8% 1.0% 0.8% 12.8% 4.3%
      Unemployed 100.0% 0.0% 56.9% 17.7% 15.4% 9.8% 41.5% 17.3% 43.1% 17.7%
  Not in labor force 100.0% 0.0% 33.5% 9.9% 12.3% 6.5% 21.1% 8.1% 66.5% 9.9%

35 to 44 100.0% 0.0% 70.6% 3.3% 61.8% 3.8% 8.8% 2.3% 29.4% 3.3%
  Civilian labor force 100.0% 0.0% 87.0% 2.9% 80.8% 3.2% 6.2% 2.0% 13.0% 2.9%
      Employed 100.0% 0.0% 88.6% 2.8% 84.2% 3.0% 4.4% 1.6% 11.4% 2.8%
      Unemployed 100.0% 0.0% 67.5% 15.3% 38.5% 16.8% 28.9% 15.2% 32.5% 15.3%
  Not in labor force 100.0% 0.0% 28.2% 6.5% 12.6% 4.9% 15.6% 5.9% 71.8% 6.5%

45 to 54 100.0% 0.0% 68.9% 3.6% 64.7% 3.7% 4.3% 1.4% 31.1% 3.6%
  Civilian labor force 100.0% 0.0% 84.6% 3.3% 80.9% 3.7% 3.6% 1.7% 15.4% 3.3%
      Employed 100.0% 0.0% 84.5% 3.5% 81.5% 3.7% 3.0% 1.5% 15.5% 3.5%
      Unemployed 100.0% 0.0% 86.2% 15.0% 59.7% 26.1% 26.4% 24.0% 13.8% 15.0%
  Not in labor force 100.0% 0.0% 15.2% 5.3% 8.7% 4.3% 6.5% 3.2% 84.8% 5.3%

55 to 64 100.0% 0.0% 51.3% 5.0% 48.0% 4.9% 3.3% 1.9% 48.7% 5.0%
  Civilian labor force 100.0% 0.0% 87.5% 5.2% 84.3% 5.8% 3.2% 2.4% 12.5% 5.2%
      Employed 100.0% 0.0% 89.5% 5.0% 87.2% 5.7% 2.3% 2.3% 10.5% 5.0%
      Unemployed 100.0% 0.0% 57.9% 33.5% 43.1% 34.1% 14.9% 19.2% 42.1% 33.5%
  Not in labor force 100.0% 0.0% 13.6% 4.8% 10.1% 4.0% 3.4% 3.1% 86.4% 4.8%

65 years and over 100.0% 0.0% 13.8% 2.8% 12.1% 2.7% 1.7% 0.8% 86.2% 2.8%
  Civilian labor force 100.0% 0.0% 69.5% 13.2% 69.5% 13.2% 0.0% 0.0% 30.5% 13.2%
      Employed 100.0% 0.0% 68.9% 13.4% 68.9% 13.4% 0.0% 0.0% 31.1% 13.4%
      Unemployed 100.0% 0.0% 100.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Not in labor force 100.0% 0.0% 7.5% 2.2% 5.6% 2.0% 1.9% 0.9% 92.5% 2.2%

Hispanic Origin
Both Sexes

16 years and over 100.0% 0.0% 63.1% 1.3% 58.3% 1.3% 4.8% 0.5% 36.9% 1.3%
  Civilian labor force 100.0% 0.0% 81.8% 1.3% 77.5% 1.4% 4.3% 0.6% 18.2% 1.3%
      Employed 100.0% 0.0% 82.7% 1.2% 80.2% 1.3% 2.5% 0.5% 17.3% 1.2%
      Unemployed 100.0% 0.0% 69.2% 5.0% 39.8% 5.9% 29.4% 5.0% 30.8% 5.0%
  Not in labor force 100.0% 0.0% 20.4% 1.9% 14.4% 1.6% 5.9% 1.0% 79.6% 1.9%

16 to 19 100.0% 0.0% 45.6% 4.1% 38.6% 4.2% 7.0% 2.0% 54.4% 4.1%
  Civilian labor force 100.0% 0.0% 68.0% 5.8% 62.4% 5.8% 5.6% 2.2% 32.0% 5.8%
      Employed 100.0% 0.0% 74.1% 6.2% 69.6% 6.2% 4.5% 2.1% 25.9% 6.2%
      Unemployed 100.0% 0.0% 41.9% 12.6% 31.3% 11.8% 10.6% 7.5% 58.1% 12.6%
  Not in labor force 100.0% 0.0% 25.8% 5.4% 17.5% 4.8% 8.3% 3.3% 74.2% 5.4%

20 to 24 100.0% 0.0% 74.0% 3.0% 68.0% 3.1% 5.9% 1.4% 26.0% 3.0%
  Civilian labor force 100.0% 0.0% 83.3% 2.9% 78.9% 3.2% 4.4% 1.6% 16.7% 2.9%
      Employed 100.0% 0.0% 84.0% 3.0% 82.2% 3.3% 1.9% 1.2% 16.0% 3.0%
      Unemployed 100.0% 0.0% 77.1% 8.0% 51.7% 11.8% 25.4% 10.6% 22.9% 8.0%
  Not in labor force 100.0% 0.0% 38.6% 6.2% 26.7% 5.2% 11.9% 4.3% 61.4% 6.2%

25 to 34 100.0% 0.0% 71.6% 2.4% 67.4% 2.5% 4.2% 0.8% 28.4% 2.4%
  Civilian labor force 100.0% 0.0% 82.9% 2.1% 79.8% 2.2% 3.1% 0.9% 17.1% 2.1%
      Employed 100.0% 0.0% 82.7% 2.2% 82.0% 2.3% 0.7% 0.4% 17.3% 2.2%
      Unemployed 100.0% 0.0% 86.8% 5.8% 38.0% 13.1% 48.8% 11.6% 13.2% 5.8%
  Not in labor force 100.0% 0.0% 25.6% 4.8% 16.9% 4.4% 8.7% 2.6% 74.4% 4.8%

35 to 44 100.0% 0.0% 71.1% 2.4% 64.6% 2.5% 6.5% 1.5% 28.9% 2.4%
  Civilian labor force 100.0% 0.0% 82.3% 2.2% 75.5% 2.4% 6.8% 1.7% 17.7% 2.2%
      Employed 100.0% 0.0% 82.6% 2.2% 77.2% 2.5% 5.4% 1.7% 17.4% 2.2%
      Unemployed 100.0% 0.0% 77.5% 11.5% 47.6% 14.3% 29.9% 10.7% 22.5% 11.5%
  Not in labor force 100.0% 0.0% 25.0% 5.3% 19.7% 4.8% 5.3% 2.8% 75.0% 5.3%

45 to 54 100.0% 0.0% 74.4% 2.5% 71.7% 2.6% 2.6% 0.8% 25.6% 2.5%
  Civilian labor force 100.0% 0.0% 85.9% 2.4% 83.8% 2.6% 2.0% 0.9% 14.1% 2.4%
      Employed 100.0% 0.0% 86.7% 2.4% 85.5% 2.5% 1.2% 0.6% 13.3% 2.4%
      Unemployed 100.0% 0.0% 50.6% 19.8% 10.6% 11.8% 39.9% 23.9% 49.4% 19.8%
  Not in labor force 100.0% 0.0% 24.9% 5.5% 19.8% 5.3% 5.2% 2.6% 75.1% 5.5%

55 to 64 100.0% 0.0% 43.9% 4.2% 40.4% 4.2% 3.5% 1.5% 56.1% 4.2%
  Civilian labor force 100.0% 0.0% 76.6% 4.9% 73.4% 5.3% 3.1% 2.2% 23.4% 4.9%
      Employed 100.0% 0.0% 78.7% 4.6% 77.3% 4.8% 1.4% 1.4% 21.3% 4.6%
      Unemployed 100.0% 0.0% 44.2% 27.7% 15.3% 16.6% 28.9% 25.6% 55.8% 27.7%
  Not in labor force 100.0% 0.0% 11.0% 3.3% 7.0% 2.3% 4.0% 2.0% 89.0% 3.3%

65 years and over 100.0% 0.0% 10.9% 2.4% 9.6% 2.3% 1.3% 1.0% 89.1% 2.4%
  Civilian labor force 100.0% 0.0% 71.7% 12.9% 68.0% 13.4% 3.8% 4.0% 28.3% 12.9%
      Employed 100.0% 0.0% 71.7% 12.9% 68.0% 13.4% 3.8% 4.0% 28.3% 12.9%
      Unemployed 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Not in labor force 100.0% 0.0% 3.8% 1.5% 2.8% 1.2% 1.0% 1.0% 96.2% 1.5%

Male

16 years and over 100.0% 0.0% 71.0% 1.4% 66.8% 1.5% 4.2% 0.7% 29.0% 1.4%
  Civilian labor force 100.0% 0.0% 82.8% 1.5% 78.7% 1.6% 4.1% 0.8% 17.2% 1.5%
      Employed 100.0% 0.0% 83.3% 1.5% 80.8% 1.6% 2.5% 0.8% 16.7% 1.5%
      Unemployed 100.0% 0.0% 73.7% 6.0% 46.0% 8.0% 27.8% 6.2% 26.3% 6.0%
  Not in labor force 100.0% 0.0% 20.0% 3.3% 15.1% 3.0% 4.8% 1.6% 80.0% 3.3%

16 to 19 100.0% 0.0% 45.0% 5.5% 41.2% 5.7% 3.9% 2.1% 55.0% 5.5%
  Civilian labor force 100.0% 0.0% 70.0% 7.1% 67.1% 7.1% 2.9% 2.0% 30.0% 7.1%
      Employed 100.0% 0.0% 72.9% 7.2% 69.7% 7.3% 3.3% 2.3% 27.1% 7.2%
      Unemployed 100.0% 0.0% 45.6% 19.7% 45.6% 19.7% 0.0% 0.0% 54.4% 19.7%
  Not in labor force 100.0% 0.0% 13.0% 5.7% 7.9% 4.2% 5.1% 4.0% 87.0% 5.7%

20 to 24 100.0% 0.0% 79.7% 3.6% 77.5% 3.8% 2.2% 1.4% 20.3% 3.6%
  Civilian labor force 100.0% 0.0% 83.5% 3.7% 81.1% 3.9% 2.4% 1.5% 16.5% 3.7%
      Employed 100.0% 0.0% 84.7% 4.0% 82.7% 4.2% 2.0% 1.6% 15.3% 4.0%
      Unemployed 100.0% 0.0% 72.8% 11.5% 66.7% 12.6% 6.0% 6.3% 27.2% 11.5%
  Not in labor force 100.0% 0.0% 22.9% 15.0% 22.9% 15.0% 0.0% 0.0% 77.1% 15.0%

25 to 34 100.0% 0.0% 82.7% 2.4% 78.5% 2.8% 4.2% 1.2% 17.3% 2.4%
  Civilian labor force 100.0% 0.0% 84.6% 2.4% 81.6% 2.7% 3.1% 1.1% 15.4% 2.4%
      Employed 100.0% 0.0% 84.4% 2.5% 84.1% 2.5% 0.3% 0.3% 15.6% 2.5%
      Unemployed 100.0% 0.0% 89.5% 6.8% 35.1% 18.2% 54.4% 15.7% 10.5% 6.8%
  Not in labor force 100.0% 0.0% 53.3% 14.6% 31.8% 13.6% 21.6% 10.7% 46.7% 14.6%

35 to 44 100.0% 0.0% 77.9% 3.2% 70.9% 3.4% 7.0% 2.4% 22.1% 3.2%
  Civilian labor force 100.0% 0.0% 82.3% 3.1% 74.6% 3.4% 7.8% 2.7% 17.7% 3.1%
      Employed 100.0% 0.0% 81.7% 3.1% 76.0% 3.6% 5.7% 2.7% 18.3% 3.1%
      Unemployed 100.0% 0.0% 92.8% 8.7% 52.0% 19.4% 40.8% 15.9% 7.2% 8.7%
  Not in labor force 100.0% 0.0% 35.6% 12.1% 35.6% 12.1% 0.0% 0.0% 64.4% 12.1%

45 to 54 100.0% 0.0% 82.4% 3.5% 79.7% 3.5% 2.7% 1.3% 17.6% 3.5%
  Civilian labor force 100.0% 0.0% 88.8% 3.1% 86.3% 3.1% 2.5% 1.4% 11.2% 3.1%
      Employed 100.0% 0.0% 90.4% 2.9% 88.9% 2.9% 1.5% 1.0% 9.6% 2.9%
      Unemployed 100.0% 0.0% 44.9% 23.2% 12.8% 13.0% 32.1% 24.2% 55.1% 23.2%
  Not in labor force 100.0% 0.0% 31.3% 11.8% 27.1% 11.5% 4.3% 4.3% 68.7% 11.8%

55 to 64 100.0% 0.0% 52.6% 5.5% 49.2% 5.6% 3.4% 2.0% 47.4% 5.5%
  Civilian labor force 100.0% 0.0% 76.5% 6.4% 74.2% 6.8% 2.2% 2.3% 23.5% 6.4%
      Employed 100.0% 0.0% 79.8% 6.0% 77.4% 6.3% 2.3% 2.4% 20.2% 6.0%

Employed Unemployed Estimate Std Err

CPS Classification
16 years and over

Total   Civilian labor force   Not in labor force

Estimate Std Err Total



      Unemployed 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 100.0% 0.0%
  Not in labor force 100.0% 0.0% 15.0% 6.8% 9.7% 4.5% 5.4% 3.7% 85.0% 6.8%

65 years and over 100.0% 0.0% 16.2% 4.3% 13.3% 3.8% 2.9% 2.2% 83.8% 4.3%
  Civilian labor force 100.0% 0.0% 62.4% 18.4% 56.1% 18.0% 6.3% 6.6% 37.6% 18.4%
      Employed 100.0% 0.0% 62.4% 18.4% 56.1% 18.0% 6.3% 6.6% 37.6% 18.4%
      Unemployed 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Not in labor force 100.0% 0.0% 8.4% 3.6% 6.1% 2.8% 2.3% 2.3% 91.6% 3.6%

Female

16 years and over 100.0% 0.0% 55.0% 1.7% 49.6% 1.7% 5.4% 0.7% 45.0% 1.7%
  Civilian labor force 100.0% 0.0% 80.4% 1.9% 75.7% 2.1% 4.7% 0.9% 19.6% 1.9%
      Employed 100.0% 0.0% 81.7% 1.8% 79.1% 1.9% 2.6% 0.6% 18.3% 1.8%
      Unemployed 100.0% 0.0% 63.7% 8.2% 32.2% 9.4% 31.5% 7.6% 36.3% 8.2%
  Not in labor force 100.0% 0.0% 20.5% 2.1% 14.1% 1.9% 6.4% 1.2% 79.5% 2.1%

16 to 19 100.0% 0.0% 46.3% 5.7% 36.0% 6.0% 10.3% 3.4% 53.7% 5.7%
  Civilian labor force 100.0% 0.0% 65.0% 9.0% 55.2% 9.4% 9.8% 4.6% 35.0% 9.0%
      Employed 100.0% 0.0% 76.4% 10.1% 69.6% 10.7% 6.8% 4.1% 23.6% 10.1%
      Unemployed 100.0% 0.0% 39.9% 16.7% 23.6% 14.4% 16.4% 11.1% 60.1% 16.7%
  Not in labor force 100.0% 0.0% 35.0% 8.0% 24.4% 7.6% 10.5% 4.7% 65.0% 8.0%

20 to 24 100.0% 0.0% 67.4% 4.6% 57.3% 4.9% 10.1% 2.5% 32.6% 4.6%
  Civilian labor force 100.0% 0.0% 82.9% 4.1% 75.1% 5.1% 7.8% 3.4% 17.1% 4.1%
      Employed 100.0% 0.0% 82.9% 4.2% 81.3% 4.4% 1.6% 1.6% 17.1% 4.2%
      Unemployed 100.0% 0.0% 82.9% 11.0% 31.2% 19.5% 51.7% 18.5% 17.1% 11.0%
  Not in labor force 100.0% 0.0% 41.5% 7.1% 27.4% 5.8% 14.1% 5.2% 58.5% 7.1%

25 to 34 100.0% 0.0% 58.9% 3.6% 54.7% 3.6% 4.3% 1.2% 41.1% 3.6%
  Civilian labor force 100.0% 0.0% 80.0% 3.3% 76.7% 3.6% 3.2% 1.4% 20.0% 3.3%
      Employed 100.0% 0.0% 79.9% 3.4% 78.5% 3.7% 1.3% 1.0% 20.1% 3.4%
      Unemployed 100.0% 0.0% 82.3% 11.8% 43.1% 18.7% 39.2% 17.4% 17.7% 11.8%
  Not in labor force 100.0% 0.0% 20.0% 4.7% 13.9% 4.4% 6.1% 2.5% 80.0% 4.7%

35 to 44 100.0% 0.0% 64.2% 3.4% 58.3% 3.5% 5.9% 1.7% 35.8% 3.4%
  Civilian labor force 100.0% 0.0% 82.3% 3.0% 76.8% 3.4% 5.5% 1.7% 17.7% 3.0%
      Employed 100.0% 0.0% 83.8% 2.9% 78.8% 3.3% 5.0% 1.6% 16.2% 2.9%
      Unemployed 100.0% 0.0% 55.8% 21.7% 41.4% 22.2% 14.4% 11.5% 44.2% 21.7%
  Not in labor force 100.0% 0.0% 21.6% 5.7% 14.6% 4.9% 7.0% 3.6% 78.4% 5.7%

45 to 54 100.0% 0.0% 66.6% 3.8% 64.0% 3.7% 2.6% 1.1% 33.4% 3.8%
  Civilian labor force 100.0% 0.0% 82.5% 3.6% 81.0% 3.6% 1.5% 0.9% 17.5% 3.6%
      Employed 100.0% 0.0% 82.5% 3.6% 81.6% 3.6% 0.9% 0.7% 17.5% 3.6%
      Unemployed 100.0% 0.0% 78.2% 28.6% 0.0% 0.0% 78.2% 28.6% 21.8% 28.6%
  Not in labor force 100.0% 0.0% 22.3% 6.3% 16.8% 5.8% 5.6% 3.4% 77.7% 6.3%

55 to 64 100.0% 0.0% 35.9% 5.8% 32.3% 5.7% 3.6% 2.2% 64.1% 5.8%
  Civilian labor force 100.0% 0.0% 76.7% 8.0% 72.3% 8.5% 4.4% 4.3% 23.3% 8.0%
      Employed 100.0% 0.0% 77.2% 8.4% 77.2% 8.4% 0.0% 0.0% 22.8% 8.4%
      Unemployed 100.0% 0.0% 71.7% 28.0% 24.8% 26.4% 46.9% 33.7% 28.3% 28.0%
  Not in labor force 100.0% 0.0% 8.6% 3.8% 5.4% 3.1% 3.1% 2.3% 91.4% 3.8%

65 years and over 100.0% 0.0% 6.8% 2.7% 6.8% 2.7% 0.0% 0.0% 93.2% 2.7%
  Civilian labor force 100.0% 0.0% 85.6% 14.4% 85.6% 14.4% 0.0% 0.0% 14.4% 14.4%
      Employed 100.0% 0.0% 85.6% 14.4% 85.6% 14.4% 0.0% 0.0% 14.4% 14.4%
      Unemployed 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Not in labor force 100.0% 0.0% 0.4% 0.3% 0.4% 0.3% 0.0% 0.0% 99.6% 0.3%



Table 1C. Summary Response Measures -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Censu       
Sex, and Age, for the United States Total : 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

Employment Status, Index Confidence Confidence Percent Percent Confidence Confidence 
Race, Sex, and Age interval interval in class in class Rate interval interval

lower higher Census CPS lower higher
All Races
Both Sexes
16 years and over

Aggregate 25.7 24.8 26.6 NA NA NA NA NA

Employed 22.6 21.7 23.5 62.6 64.2 -1.6 -2.0 -1.2
Unemployed 65.7 62.4 69.0 3.5 2.9 0.6 0.3 0.9
Not in labor force 23.4 22.5 24.3 33.9 32.9 1.0 0.5 1.5

16 to 19

Aggregate 46.3 42.5 50.1 NA NA NA NA NA

Employed 39.1 35.2 43.1 45.0 43.3 1.8 -0.3 3.9
Unemployed 79.3 71.4 87.1 8.0 6.4 1.6 -0.1 3.3
Not in labor force 44.6 40.2 49.0 47.0 50.3 -3.3 -5.6 -1.1

20 to 24

Aggregate 44.2 39.9 48.4 NA NA NA NA NA

Employed 37.4 33.0 41.9 71.3 72.4 -1.1 -3.0 0.8
Unemployed 71.8 64.4 79.2 7.1 5.6 1.5 -0.1 3.0
Not in labor force 42.6 37.3 47.8 21.6 21.9 -0.4 -2.2 1.5

25 to 34

Aggregate 36.5 33.6 39.5 NA NA NA NA NA

Employed 32.0 29.1 34.9 77.9 81.6 -3.7 -4.9 -2.6
Unemployed 53.7 46.2 61.1 4.2 3.7 0.5 -0.2 1.2
Not in labor force 37.1 33.6 40.7 18.0 14.7 3.3 2.2 4.3

35 to 44

Aggregate 36.1 33.6 38.6 NA NA NA NA NA

Employed 32.5 30.0 35.1 78.6 81.6 -3.0 -4.0 -2.1
Unemployed 68.1 61.3 75.0 3.5 3.1 0.4 -0.3 1.1
Not in labor force 32.8 29.9 35.7 17.9 15.3 2.6 1.8 3.4

45 to 54

Aggregate 31.9 28.9 34.8 NA NA NA NA NA

Employed 28.5 25.5 31.5 79.2 81.8 -2.5 -3.5 -1.6
Unemployed 65.8 56.7 74.9 2.6 1.9 0.7 0.2 1.2
Not in labor force 30.3 27.3 33.4 18.1 16.3 1.8 0.9 2.8

55 to 64

Aggregate 21.6 19.3 23.8 NA NA NA NA NA

Employed 19.9 17.7 22.2 55.1 56.5 -1.4 -2.5 -0.3
Unemployed 57.6 45.4 69.8 2.2 2.0 0.2 -0.4 0.8
Not in labor force 20.3 17.9 22.6 42.8 41.6 1.2 0.0 2.4

65 years and over

Aggregate 29.0 26.0 32.0 NA NA NA NA NA

Employed 27.1 24.1 30.2 14.2 12.4 1.8 1.0 2.6
Unemployed 78.3 58.8 97.9 0.6 0.4 0.2 0.0 0.5
Not in labor force 28.9 25.9 31.9 85.3 87.3 -2.0 -2.8 -1.2

MALE
16 years and over

Aggregate 28.0 26.6 29.3 NA NA NA NA NA

Employed 25.3 23.8 26.7 70.3 71.3 -1.1 -1.7 -0.4
Unemployed 61.2 56.4 66.0 3.6 3.4 0.2 -0.2 0.6
Not in labor force 25.0 23.6 26.4 26.1 25.3 0.8 0.2 1.5

16 to 19

Aggregate 45.7 40.4 51.0 NA NA NA NA NA

Employed 39.7 33.9 45.4 45.0 43.9 1.0 -1.8 3.9
Unemployed 72.9 60.2 85.6 8.1 7.1 1.0 -1.5 3.6
Not in labor force 44.1 38.1 50.1 46.9 49.0 -2.1 -5.0 0.9

20 to 24

Aggregate 48.5 41.5 55.4 NA NA NA NA NA

Employed 43.3 36.0 50.6 74.8 77.3 -2.5 -5.4 0.4
Unemployed 69.5 57.4 81.5 6.8 6.6 0.2 -2.0 2.3
Not in labor force 45.9 37.1 54.7 18.4 16.1 2.3 -0.1 4.8

25 to 34

Aggregate 49.4 43.2 55.5 NA NA NA NA NA

Employed 46.1 39.7 52.5 87.7 89.8 -2.1 -3.7 -0.6
Unemployed 47.4 36.4 58.3 3.9 3.7 0.1 -0.8 1.1
Not in labor force 55.2 47.4 63.1 8.4 6.5 2.0 0.7 3.3

35 to 44

Aggregate 52.3 47.4 57.2 NA NA NA NA NA

Employed 48.7 43.6 53.9 86.4 89.5 -3.1 -4.6 -1.6
Unemployed 65.7 56.4 75.1 3.4 3.8 -0.4 -1.5 0.7
Not in labor force 51.2 44.6 57.9 10.2 6.7 3.5 2.4 4.6

45 to 54

Aggregate 33.6 29.3 37.9 NA NA NA NA NA

Employed 29.8 25.2 34.3 84.6 85.9 -1.2 -2.3 -0.1
Unemployed 58.9 45.9 71.9 3.0 2.3 0.7 0.0 1.4
Not in labor force 31.9 26.9 36.9 12.4 11.8 0.6 -0.5 1.7

55 to 64

Aggregate 20.7 17.4 23.9 NA NA NA NA NA

Employed 19.0 15.8 22.2 62.4 64.3 -1.9 -3.5 -0.4
Unemployed 53.1 37.0 69.2 2.3 2.2 0.1 -0.8 0.9
Not in labor force 19.2 15.8 22.6 35.3 33.5 1.9 0.2 3.5

65 years and over

Aggregate 31.1 27.2 35.0 NA NA NA NA NA

Employed 29.5 25.5 33.5 20.1 15.8 4.3 3.0 5.6
Unemployed 65.0 36.0 94.0 0.9 0.4 0.4 0.0 0.9
Not in labor force 31.2 27.3 35.0 79.0 83.7 -4.7 -6.1 -3.4

FEMALE
16 years and over

Aggregate 25.0 23.9 26.1 NA NA NA NA NA

Employed 21.4 20.4 22.5 55.6 57.7 -2.1 -2.7 -1.5
Unemployed 70.7 65.9 75.4 3.4 2.5 1.0 0.6 1.4
Not in labor force 23.2 22.1 24.4 41.0 39.9 1.1 0.5 1.8

16 to 19

Aggregate 46.9 41.5 52.2 NA NA NA NA NA

Employed 38.6 33.1 44.1 45.1 42.6 2.5 -0.6 5.6
Unemployed 86.3 77.0 95.6 7.8 5.7 2.1 -0.2 4.4
Not in labor force 45.1 38.8 51.4 47.1 51.7 -4.6 -8.2 -1.0

20 to 24

Aggregate 41.3 36.1 46.4 NA NA NA NA NA

Employed 33.0 27.5 38.5 67.8 67.5 0.3 -2.1 2.8
Unemployed 74.4 64.2 84.6 7.4 4.6 2.8 0.8 4.8
Not in labor force 40.9 34.5 47.2 24.8 27.9 -3.1 -5.8 -0.5

25 to 34

Aggregate 33.1 29.5 36.8 NA NA NA NA NA

Employed 27.7 24.1 31.3 68.1 73.4 -5.3 -7.1 -3.6
Unemployed 59.6 48.8 70.5 4.5 3.7 0.8 -0.2 1.8
Not in labor force 33.6 29.4 37.9 27.4 22.9 4.5 2.7 6.3

35 to 44

Aggregate 30.0 27.1 32.9 NA NA NA NA NA

Employed 26.2 23.3 29.1 71.0 74.0 -3.0 -4.3 -1.6
Unemployed 70.8 60.9 80.7 3.7 2.4 1.2 0.3 2.1
Not in labor force 27.6 24.4 30.7 25.3 23.6 1.7 0.4 3.0

45 to 54

Aggregate 31.5 27.6 35.4 NA NA NA NA NA

Employed 28.3 24.5 32.1 74.0 77.8 -3.8 -5.3 -2.3
Unemployed 75.1 63.1 87.1 2.3 1.5 0.8 0.1 1.5
Not in labor force 30.3 26.2 34.3 23.7 20.7 3.0 1.5 4.5

55 to 64

Aggregate 23.1 20.0 26.2 NA NA NA NA NA

Employed 21.4 18.3 24.5 48.7 49.6 -0.9 -2.5 0.7
Unemployed 62.2 43.4 81.0 2.1 1.8 0.3 -0.5 1.1
Not in labor force 21.9 18.7 25.0 49.3 48.6 0.6 -1.0 2.3

65 years and over

Aggregate 27.3 22.4 32.2 NA NA NA NA NA

Employed 25.0 20.3 29.7 9.8 9.8 0.0 -0.9 0.9
Unemployed 99.3 97.5 101.1 0.3 0.3 0.0 -0.2 0.3
Not in labor force 27.1 22.2 31.9 89.9 89.9 0.0 -1.0 0.9

NON HISPANIC WHITE
BOTH SEXES
16 years and over `

Aggregate 20.4 19.5 21.3 NA NA NA NA NA

Employed 18.1 17.2 19.1 64.3 65.0 -0.7 -1.2 -0.3
Unemployed 61.8 58.0 65.7 2.7 2.1 0.5 0.3 0.8
Not in labor force 18.3 17.4 19.3 33.1 32.9 0.2 -0.2 0.6

16 to 19

Aggregate 41.9 37.9 45.9 NA NA NA NA NA

Employed 36.0 31.6 40.5 51.9 51.2 0.7 -1.6 3.1
Unemployed 70.8 59.9 81.7 7.6 5.2 2.4 0.4 4.5
Not in labor force 40.7 36.0 45.3 40.4 43.6 -3.2 -5.6 -0.8

20 to 24

Aggregate 34.5 29.1 39.9 NA NA NA NA NA

Employed 30.2 24.8 35.5 75.8 77.0 -1.2 -3.0 0.6
Unemployed 68.4 58.1 78.7 4.7 3.6 1.0 -0.2 2.3
Not in labor force 31.0 24.6 37.3 19.6 19.4 0.2 -1.5 1.9

25 to 34

Aggregate 30.4 27.0 33.9 NA NA NA NA NA

Employed 26.4 23.1 29.8 80.9 83.2 -2.3 -3.4 -1.2
Unemployed 52.9 44.0 61.8 3.9 2.9 1.0 0.3 1.7
Not in labor force 29.3 25.0 33.6 15.2 13.9 1.4 0.3 2.4

35 to 44

Aggregate 29.3 26.4 32.2 NA NA NA NA NA

Employed 26.4 23.5 29.2 82.8 84.5 -1.8 -2.7 -0.9
Unemployed 60.0 51.2 68.8 2.5 2.3 0.2 -0.4 0.8
Not in labor force 26.7 23.6 29.9 14.8 13.2 1.6 0.7 2.4

45 to 54

Aggregate 28.7 25.3 32.0 NA NA NA NA NA

Employed 25.0 21.6 28.5 82.6 83.7 -1.2 -2.1 -0.3
Unemployed 68.7 59.2 78.1 2.1 1.6 0.5 0.0 1.0
Not in labor force 27.0 23.5 30.5 15.3 14.7 0.7 -0.2 1.6

55 to 64

Aggregate 20.3 17.9 22.8 NA NA NA NA NA

Employed 19.0 16.5 21.6 56.8 57.6 -0.8 -2.0 0.5
Unemployed 54.6 41.2 67.9 1.9 1.8 0.1 -0.5 0.7
Not in labor force 19.0 16.6 21.5 41.3 40.6 0.7 -0.7 2.0

65 years and over

Aggregate 27.4 24.1 30.8 NA NA NA NA NA

Employed 26.1 22.8 29.5 14.6 12.6 2.0 1.2 2.8
Unemployed 77.8 54.2 101.3 0.3 0.4 -0.1 -0.3 0.1
Not in labor force 27.4 24.1 30.8 85.1 87.0 -1.9 -2.7 -1.1

MALE
16 years and over

Aggregate 22.7 21.4 24.0 NA NA NA NA NA

Employed 20.4 19.0 21.8 72.4 72.2 0.1 -0.5 0.7
Unemployed 59.1 53.4 64.8 2.9 2.5 0.5 0.1 0.9
Not in labor force 20.1 18.6 21.5 24.7 25.3 -0.6 -1.2 0.0

16 to 19

Aggregate 45.9 39.6 52.3 NA NA NA NA NA

Employed 40.4 33.4 47.3 52.1 50.3 1.8 -1.6 5.2
Unemployed 64.8 49.2 80.5 10.3 6.7 3.6 0.2 7.0
Not in labor force 45.6 38.2 53.0 37.6 43.0 -5.4 -9.1 -1.6

20 to 24

Aggregate 39.0 30.7 47.3 NA NA NA NA NA

Employed 36.5 27.9 45.2 79.4 81.7 -2.2 -4.8 0.3
Unemployed 62.6 46.9 78.3 5.3 3.9 1.4 -0.3 3.1
Not in labor force 33.9 24.0 43.7 15.3 14.4 0.8 -1.3 3.0

25 to 34

Aggregate 44.6 37.1 52.1 NA NA NA NA NA

Employed 39.6 31.8 47.4 91.2 91.6 -0.3 -1.6 0.9
Unemployed 53.8 39.8 67.8 3.6 2.6 0.9 0.0 1.9
Not in labor force 46.8 36.0 57.5 5.2 5.8 -0.6 -1.8 0.6

35 to 44

Aggregate 47.8 41.6 54.1 NA NA NA NA NA

Employed 41.6 35.2 48.1 90.9 92.3 -1.5 -2.8 -0.1
Unemployed 63.4 51.5 75.4 2.4 2.8 -0.4 -1.3 0.4
Not in labor force 49.4 40.9 57.8 6.7 4.9 1.9 0.7 3.1

45 to 54

Aggregate 30.9 25.8 36.0 NA NA NA NA NA

Employed 27.2 21.8 32.7 87.2 87.5 -0.4 -1.5 0.7
Unemployed 65.1 52.2 77.9 2.2 1.6 0.6 -0.1 1.3
Not in labor force 28.5 23.0 34.0 10.6 10.8 -0.2 -1.3 0.9

55 to 64

Aggregate 18.7 15.1 22.4 NA NA NA NA NA

Employed 17.4 13.8 21.1 63.5 64.7 -1.2 -2.8 0.5
Unemployed 44.9 28.2 61.5 2.3 2.5 -0.2 -1.2 0.7
Not in labor force 17.3 13.6 21.0 34.2 32.8 1.4 -0.4 3.2

65 years and over

Aggregate 29.5 25.5 33.5 NA NA NA NA NA

Employed 28.7 24.5 32.9 21.2 16.4 4.8 3.4 6.2
Unemployed 57.2 19.5 94.9 0.3 0.4 -0.1 -0.4 0.2
Not in labor force 29.6 25.6 33.7 78.5 83.2 -4.7 -6.2 -3.3

FEMALE
16 years and over

Aggregate 19.5 18.3 20.8 NA NA NA NA NA

Employed 17.2 16.1 18.4 56.8 58.3 -1.6 -2.1 -1.0
Unemployed 65.1 58.7 71.6 2.4 1.8 0.6 0.2 0.9
Not in labor force 18.0 16.7 19.2 40.8 39.9 1.0 0.4 1.6

16 to 19

Aggregate 37.9 32.5 43.2 NA NA NA NA NA

Employed 31.9 26.3 37.6 51.8 52.1 -0.2 -3.7 3.2
Unemployed 82.4 68.6 96.2 5.1 3.8 1.4 -0.8 3.5
Not in labor force 36.2 30.1 42.3 43.0 44.2 -1.1 -4.7 2.4

20 to 24

Aggregate 31.6 24.5 38.7 NA NA NA NA NA

Employed 25.6 19.1 32.1 72.1 72.2 -0.2 -2.8 2.5
Unemployed 75.9 60.1 91.7 4.0 3.4 0.6 -1.3 2.5
Not in labor force 29.7 21.4 37.9 24.0 24.4 -0.5 -3.2 2.2

25 to 34

Aggregate 27.4 23.1 31.8 NA NA NA NA NA

Employed 23.5 19.4 27.7 70.4 74.8 -4.4 -6.1 -2.6
Unemployed 52.2 39.4 64.9 4.2 3.2 1.0 0.0 2.0
Not in labor force 26.8 21.9 31.8 25.4 22.1 3.3 1.5 5.2

35 to 44

Aggregate 23.7 20.5 26.9 NA NA NA NA NA

Employed 21.9 18.6 25.2 74.8 76.9 -2.1 -3.3 -0.9
Unemployed 56.0 41.7 70.3 2.6 1.7 0.9 0.1 1.6
Not in labor force 21.7 18.5 24.9 22.6 21.3 1.3 0.0 2.5

45 to 54

Aggregate 27.8 23.4 32.3 NA NA NA NA NA

Employed 24.1 19.8 28.4 78.0 80.0 -2.0 -3.5 -0.5
Unemployed 72.4 57.7 87.2 2.0 1.6 0.5 -0.4 1.3
Not in labor force 26.7 22.0 31.4 20.0 18.5 1.5 0.1 3.0

55 to 64

Aggregate 22.4 19.2 25.6 NA NA NA NA NA

Employed 21.0 17.7 24.3 50.7 51.1 -0.4 -2.2 1.4
Unemployed 69.1 47.9 90.2 1.6 1.2 0.4 -0.4 1.2
Not in labor force 21.1 17.8 24.4 47.6 47.6 0.0 -1.9 1.9

65 years and over

Aggregate 25.8 20.4 31.2 NA NA NA NA NA

Employed 23.8 18.5 29.0 9.8 9.8 0.0 -1.0 0.9
Unemployed 98.9 96.4 101.4 0.2 0.3 -0.1 -0.4 0.2
Not in labor force 25.6 20.3 30.9 90.0 89.9 0.2 -0.8 1.1

BLACK
BOTH SEXES
16 years and over

Aggregate 38.6 35.1 42.1 NA NA NA NA NA

Employed 33.2 29.4 37.0 58.5 60.9 -2.4 -4.4 -0.3
Unemployed 71.1 62.7 79.5 7.3 5.8 1.5 0.1 2.8
Not in labor force 35.5 31.9 39.2 34.2 33.3 0.9 -1.0 2.8

16 to 19

Aggregate 57.1 45.9 68.3 NA NA NA NA NA

Employed 54.3 40.3 68.2 32.8 24.5 8.4 1.3 15.4
Unemployed 81.7 61.7 101.6 9.8 10.1 -0.3 -6.3 5.7
Not in labor force 50.3 37.4 63.2 57.3 65.4 -8.1 -15.0 -1.1

20 to 24

Aggregate 63.7 52.2 75.1 NA NA NA NA NA

Employed 51.6 37.4 65.8 61.5 59.4 2.1 -5.9 10.1
Unemployed 79.9 63.6 96.1 17.3 11.4 5.8 -1.1 12.8
Not in labor force 68.4 53.8 82.9 21.3 29.2 -7.9 -15.4 -0.5

25 to 34

Aggregate 47.7 36.9 58.6 NA NA NA NA NA

Employed 40.9 29.2 52.6 75.8 82.1 -6.3 -10.9 -1.7
Unemployed 52.0 33.4 70.7 5.8 5.9 0.0 -2.6 2.5
Not in labor force 54.7 41.8 67.7 18.3 12.0 6.4 2.0 10.7

35 to 44

Aggregate 46.1 39.2 53.0 NA NA NA NA NA

Employed 39.7 31.9 47.5 68.0 71.6 -3.5 -7.5 0.4
Unemployed 79.8 63.7 96.0 7.2 6.6 0.5 -2.9 4.0
Not in labor force 41.5 33.0 50.0 24.8 21.8 3.0 -0.8 6.8

45 to 54

Aggregate 40.5 31.4 49.7 NA NA NA NA NA

Employed 37.8 28.2 47.4 67.6 75.7 -8.1 -12.3 -3.9
Unemployed 64.7 42.3 87.1 6.1 3.7 2.5 0.1 4.9
Not in labor force 37.4 27.6 47.1 26.2 20.6 5.6 1.8 9.4

55 to 64

Aggregate 27.3 18.9 35.6 NA NA NA NA NA

Employed 24.4 15.9 32.9 52.6 53.8 -1.1 -5.6 3.4
Unemployed 89.7 69.2 110.2 2.7 1.9 0.8 -1.9 3.5
Not in labor force 24.5 16.3 32.8 44.7 44.4 0.4 -4.0 4.7

65 years and over

Aggregate 44.0 31.8 56.3 NA NA NA NA NA

Employed 39.3 25.4 53.3 13.2 11.0 2.2 -1.1 5.4
Unemployed 71.9 32.8 110.9 2.8 0.6 2.2 0.6 3.9
Not in labor force 44.3 31.7 56.8 84.0 88.4 -4.4 -8.1 -0.7

MALE
16 years and over

Aggregate 38.2 32.6 43.7 NA NA NA NA NA

Employed 34.7 29.1 40.3 62.6 63.6 -1.0 -3.6 1.6
Unemployed 62.7 50.1 75.2 6.9 7.1 -0.2 -2.1 1.6
Not in labor force 34.3 28.7 40.0 30.5 29.3 1.2 -1.2 3.6

16 to 19

Aggregate 55.0 37.9 72.1 NA NA NA NA NA

Employed 52.4 31.2 73.6 31.3 21.9 9.4 -0.3 19.0
Unemployed 75.1 35.6 114.5 6.2 10.8 -4.6 -13.4 4.2
Not in labor force 50.4 31.5 69.3 62.5 67.3 -4.8 -14.4 4.9

20 to 24

Aggregate 63.9 45.0 82.7 NA NA NA NA NA

Employed 54.4 32.9 75.9 56.6 54.2 2.4 -11.4 16.1
Unemployed 76.4 50.5 102.3 16.1 14.7 1.4 -8.8 11.6
Not in labor force 67.2 42.6 91.9 27.4 31.2 -3.8 -15.4 7.8

25 to 34

Aggregate 48.6 31.2 66.0 NA NA NA NA NA

Employed 50.3 32.3 68.3 81.8 85.9 -4.1 -9.8 1.7
Unemployed 35.7 7.8 63.7 5.3 6.5 -1.2 -4.6 2.2
Not in labor force 53.8 34.1 73.5 12.9 7.6 5.3 0.6 9.9

35 to 44

Aggregate 49.9 38.3 61.5 NA NA NA NA NA

Employed 47.5 35.4 59.6 74.8 76.8 -2.0 -8.5 4.4
Unemployed 74.9 49.4 100.5 5.4 7.9 -2.5 -8.0 2.9
Not in labor force 42.2 27.4 57.1 19.8 15.2 4.6 -0.4 9.5

45 to 54

Aggregate 38.0 24.8 51.2 NA NA NA NA NA

Employed 34.6 21.3 47.8 71.2 76.0 -4.8 -9.5 -0.1
Unemployed 53.8 25.3 82.4 8.4 5.7 2.7 -0.9 6.3
Not in labor force 35.7 19.8 51.6 20.4 18.3 2.1 -2.9 7.0

55 to 64

Aggregate 25.1 14.2 35.9 NA NA NA NA NA

Employed 24.3 13.3 35.4 58.5 61.5 -3.0 -8.8 2.8
Unemployed 100.0 100.0 100.0 1.8 0.0 1.8 -0.2 3.8
Not in labor force 23.0 12.2 33.7 39.7 38.5 1.1 -4.5 6.7

65 years and over

Aggregate 40.8 19.6 62.1 NA NA NA NA NA

Employed 35.3 12.0 58.6 14.8 12.6 2.2 -2.9 7.4
Unemployed 57.7 5.6 109.8 4.7 1.3 3.4 -0.3 7.1
Not in labor force 42.0 20.3 63.6 80.5 86.1 -5.6 -12.3 1.0

FEMALE
16 years and over

Aggregate 39.2 35.2 43.2 NA NA NA NA NA

Index of inconsistency Net difference rate



Employed 32.2 27.5 36.9 55.0 58.6 -3.5 -6.3 -0.7
Unemployed 79.0 68.5 89.5 7.5 4.7 2.9 1.0 4.8
Not in labor force 36.8 32.5 41.1 37.4 36.8 0.6 -2.0 3.3

16 to 19

Aggregate 59.0 46.1 71.9 NA NA NA NA NA

Employed 56.0 38.3 73.7 34.3 26.8 7.5 -1.3 16.2
Unemployed 86.0 66.7 105.3 13.1 9.5 3.6 -4.7 11.8
Not in labor force 50.5 35.1 66.0 52.6 63.7 -11.1 -20.2 -1.9

20 to 24

Aggregate 64.3 51.0 77.6 NA NA NA NA NA

Employed 49.7 32.5 66.9 66.4 64.5 1.8 -7.1 10.7
Unemployed 83.2 65.0 101.3 18.5 8.2 10.3 2.1 18.5
Not in labor force 70.7 50.0 91.4 15.2 27.3 -12.1 -20.3 -3.9

25 to 34

Aggregate 48.1 34.4 61.8 NA NA NA NA NA

Employed 36.1 20.8 51.4 70.8 79.0 -8.2 -14.9 -1.5
Unemployed 65.6 41.2 90.0 6.3 5.4 0.9 -2.8 4.6
Not in labor force 56.5 40.1 72.8 22.9 15.6 7.2 0.1 14.4

35 to 44

Aggregate 44.4 35.9 52.9 NA NA NA NA NA

Employed 35.0 25.7 44.3 61.8 66.7 -4.9 -9.7 -0.1
Unemployed 83.5 64.2 102.9 8.8 5.5 3.4 -0.8 7.5
Not in labor force 42.2 31.3 53.1 29.4 27.8 1.5 -3.7 6.7

45 to 54

Aggregate 42.7 31.9 53.6 NA NA NA NA NA

Employed 40.3 28.9 51.6 64.7 75.5 -10.8 -16.3 -5.3
Unemployed 85.5 60.0 110.9 4.3 2.0 2.3 -0.4 4.9
Not in labor force 38.8 27.0 50.7 31.1 22.5 8.5 3.6 13.5

55 to 64

Aggregate 29.3 18.0 40.7 NA NA NA NA NA

Employed 25.1 13.2 36.9 48.0 47.8 0.3 -6.1 6.6
Unemployed 88.0 62.4 113.6 3.3 3.3 0.0 -4.6 4.5
Not in labor force 26.1 14.7 37.5 48.7 48.9 -0.2 -6.5 6.1

65 years and over

Aggregate 47.0 28.3 65.6 NA NA NA NA NA

Employed 42.5 23.2 61.8 12.1 10.0 2.1 -1.8 6.1
Unemployed 100.4 99.8 100.9 1.7 0.2 1.5 0.1 2.9
Not in labor force 46.5 27.5 65.5 86.2 89.8 -3.6 -7.8 0.6

HISPANIC ORIGIN
BOTH SEXES
16 years and over

Aggregate 44.1 40.5 47.7 NA NA NA NA NA

Employed 40.2 36.4 44.1 58.3 64.9 -6.7 -8.5 -4.8
Unemployed 74.6 67.1 82.1 4.8 4.6 0.2 -0.9 1.2
Not in labor force 42.1 38.1 46.0 36.9 30.4 6.5 4.7 8.3

16 to 19

Aggregate 59.4 48.0 70.9 NA NA NA NA NA

Employed 50.0 37.5 62.5 38.6 38.1 0.5 -6.2 7.2
Unemployed 95.7 81.9 109.4 7.0 8.9 -1.8 -6.1 2.4
Not in labor force 57.7 44.2 71.2 54.4 53.0 1.3 -6.0 8.7

20 to 24

Aggregate 58.6 48.6 68.6 NA NA NA NA NA

Employed 53.0 42.3 63.7 68.0 70.7 -2.7 -7.8 2.5
Unemployed 75.4 55.5 95.3 5.9 8.5 -2.5 -5.7 0.6
Not in labor force 59.0 47.8 70.2 26.0 20.8 5.2 0.6 9.8

25 to 34

Aggregate 48.6 41.4 55.9 NA NA NA NA NA

Employed 45.5 38.2 52.8 67.4 76.2 -8.8 -12.6 -5.1
Unemployed 54.2 37.6 70.9 4.2 4.1 0.1 -1.4 1.7
Not in labor force 50.9 42.7 59.1 28.4 19.7 8.7 5.5 11.9

35 to 44

Aggregate 56.4 49.2 63.6 NA NA NA NA NA

Employed 54.9 47.3 62.6 64.6 75.9 -11.2 -15.3 -7.2
Unemployed 79.6 65.1 94.0 6.5 4.6 1.9 -0.7 4.5
Not in labor force 51.5 42.9 60.1 28.9 19.5 9.3 5.9 12.8

45 to 54

Aggregate 45.2 36.5 53.9 NA NA NA NA NA

Employed 41.3 32.5 50.2 71.7 79.3 -7.6 -11.5 -3.6
Unemployed 68.8 39.8 97.8 2.6 1.8 0.8 -0.7 2.4
Not in labor force 46.4 36.6 56.2 25.6 18.9 6.7 2.7 10.8

55 to 64

Aggregate 34.7 25.3 44.2 NA NA NA NA NA

Employed 29.6 21.0 38.3 40.4 47.1 -6.7 -11.5 -1.9
Unemployed 75.3 38.0 112.5 3.5 3.2 0.4 -2.4 3.2
Not in labor force 34.5 24.4 44.6 56.1 49.7 6.3 1.1 11.6

65 years and over

Aggregate 35.0 17.9 52.1 NA NA NA NA NA

Employed 32.4 14.8 49.9 9.6 10.5 -0.9 -4.2 2.5
Unemployed 100.0 100.0 100.0 1.3 0.0 1.3 -0.3 2.8
Not in labor force 33.2 16.3 50.0 89.1 89.5 -0.4 -4.0 3.2

MALE
16 years and over

Aggregate 50.6 45.3 55.8 NA NA NA NA NA

Employed 47.9 42.2 53.6 66.8 76.2 -9.5 -12.0 -6.9
Unemployed 73.1 62.1 84.2 4.2 5.0 -0.8 -2.4 0.7
Not in labor force 48.1 42.4 53.8 29.0 18.8 10.3 7.8 12.7

16 to 19

Aggregate 49.0 36.0 62.1 NA NA NA NA NA

Employed 42.8 29.5 56.2 41.2 50.1 -8.9 -16.3 -1.5
Unemployed 105.0 101.7 108.3 3.9 6.2 -2.3 -7.6 3.0
Not in labor force 44.6 29.6 59.7 55.0 43.8 11.2 2.8 19.6

20 to 24

Aggregate 74.8 60.8 88.8 NA NA NA NA NA

Employed 71.6 54.7 88.4 77.5 84.6 -7.1 -14.9 0.7
Unemployed 93.7 78.1 109.2 2.2 9.2 -6.9 -12.1 -1.7
Not in labor force 70.3 53.9 86.6 20.3 6.3 14.0 7.7 20.3

25 to 34

Aggregate 67.9 55.8 80.1 NA NA NA NA NA

Employed 63.9 50.9 77.0 78.5 88.9 -10.4 -15.2 -5.7
Unemployed 43.8 22.5 65.1 4.2 4.8 -0.6 -3.0 1.7
Not in labor force 82.8 68.4 97.3 17.3 6.3 11.1 6.8 15.3

35 to 44

Aggregate 72.7 60.4 84.9 NA NA NA NA NA

Employed 75.4 62.1 88.6 70.9 85.2 -14.3 -20.6 -8.0
Unemployed 69.0 44.4 93.5 7.0 5.3 1.7 -2.0 5.4
Not in labor force 70.7 57.2 84.2 22.1 9.4 12.6 7.3 17.9

45 to 54

Aggregate 50.9 37.0 64.8 NA NA NA NA NA

Employed 44.9 30.7 59.0 79.7 85.8 -6.1 -11.1 -1.1
Unemployed 67.8 29.9 105.6 2.7 3.1 -0.4 -3.1 2.3
Not in labor force 54.2 37.7 70.6 17.6 11.1 6.5 1.1 11.8

55 to 64

Aggregate 41.0 26.0 56.0 NA NA NA NA NA

Employed 33.9 20.4 47.4 49.2 58.7 -9.5 -16.7 -2.3
Unemployed 103.0 100.3 105.7 3.4 2.5 0.9 -3.6 5.4
Not in labor force 40.9 24.4 57.5 47.4 38.8 8.6 0.5 16.6

65 years and over

Aggregate 51.4 27.8 74.9 NA NA NA NA NA

Employed 48.4 22.8 74.0 13.3 14.4 -1.1 -8.5 6.3
Unemployed 100.0 100.0 100.0 2.9 0.0 2.9 -0.7 6.5
Not in labor force 48.7 24.2 73.2 83.8 85.6 -1.8 -9.8 6.2

FEMALE
16 years and over

Aggregate 41.9 37.4 46.5 NA NA NA NA NA

Employed 37.0 32.2 41.7 49.6 53.4 -3.8 -6.1 -1.4
Unemployed 76.0 65.0 86.9 5.4 4.2 1.2 -0.2 2.6
Not in labor force 40.7 35.7 45.6 45.0 42.4 2.6 0.2 5.0

16 to 19

Aggregate 70.6 53.5 87.7 NA NA NA NA NA

Employed 59.9 39.6 80.2 36.0 25.8 10.2 -0.2 20.5
Unemployed 92.7 73.0 112.4 10.3 11.7 -1.4 -8.5 5.7
Not in labor force 71.3 50.6 91.9 53.7 62.5 -8.8 -20.2 2.7

20 to 24

Aggregate 53.1 41.0 65.2 NA NA NA NA NA

Employed 46.5 34.2 58.8 57.3 54.9 2.4 -3.7 8.5
Unemployed 60.7 33.1 88.3 10.1 7.7 2.5 -2.3 7.2
Not in labor force 57.5 44.2 70.9 32.6 37.4 -4.8 -11.4 1.8

25 to 34

Aggregate 43.0 34.1 51.9 NA NA NA NA NA

Employed 39.9 30.6 49.2 54.7 61.7 -7.0 -12.0 -1.9
Unemployed 68.6 44.7 92.4 4.3 3.3 1.0 -1.3 3.3
Not in labor force 42.2 32.9 51.6 41.1 35.1 6.0 1.4 10.6

35 to 44

Aggregate 47.2 39.3 55.1 NA NA NA NA NA

Employed 42.3 34.2 50.4 58.3 66.4 -8.2 -13.7 -2.6
Unemployed 93.0 79.5 106.6 5.9 3.8 2.1 -1.6 5.9
Not in labor force 42.8 33.0 52.5 35.8 29.7 6.0 1.2 10.9

45 to 54

Aggregate 43.7 32.5 55.0 NA NA NA NA NA

Employed 40.9 29.8 52.1 64.0 73.0 -9.0 -14.4 -3.5
Unemployed 70.7 31.0 110.4 2.6 0.6 2.0 0.4 3.6
Not in labor force 44.6 32.4 56.7 33.4 26.4 7.0 1.6 12.5

55 to 64

Aggregate 31.0 17.5 44.5 NA NA NA NA NA

Employed 27.7 14.0 41.3 32.3 36.4 -4.1 -10.6 2.4
Unemployed 54.4 1.8 107.0 3.6 3.7 -0.1 -3.3 3.1
Not in labor force 30.7 16.8 44.6 64.1 59.8 4.2 -2.7 11.1

65 years and over

Aggregate 11.2 -4.1 26.5 NA NA NA NA NA

Employed 11.2 -4.1 26.5 6.8 7.5 -0.7 -2.5 1.2
Unemployed NA NA NA NA NA NA NA NA
Not in labor force 11.2 -4.1 26.5 93.2 92.5 0.7 -1.2 2.5



Table 2A. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match  With Reference Week in March 2000, 
for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

CPS classification
Total Not in 

Total labor force
Total At work Total On Other

layoff

16 years and over 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
  Civilian labor force 63.9% 94.7% 95.9% 96.4% 71.4% 91.7% 68.8% 12.4%
      Employed 61.5% 91.8% 95.3% 95.8% 24.6% 42.9% 22.2% 10.7%
           At work 59.5% 89.0% 92.4% 93.5% 22.8% 38.6% 20.7% 10.0%
      Unemployed total 2.5% 2.9% 0.6% 0.6% 46.8% 48.8% 46.6% 1.7%
           On layoff 0.3% 0.5% 0.1% 0.1% 7.1% 45.6% 2.1% 0.1%
           Other 2.1% 2.4% 0.5% 0.5% 39.7% 3.1% 44.4% 1.6%
  Not in labor force 36.1% 5.3% 4.1% 3.6% 28.6% 8.3% 31.2% 87.6%

    STANDARD ERRORS
16 years and over 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Civilian labor force 0.6% 0.4% 0.3% 0.3% 3.6% 4.8% 4.0% 0.8%
      Employed 0.6% 0.5% 0.4% 0.4% 3.4% 11.2% 3.6% 0.8%
           At work 0.7% 0.6% 0.5% 0.5% 3.3% 11.2% 3.5% 0.8%
      Unemployed total 0.2% 0.3% 0.2% 0.2% 4.0% 11.2% 4.3% 0.3%
           On layoff 0.1% 0.1% 0.1% 0.1% 2.1% 11.3% 1.2% 0.0%
           Other 0.2% 0.3% 0.2% 0.2% 4.2% 2.9% 4.5% 0.3%
  Not in labor force 0.6% 0.4% 0.3% 0.3% 3.6% 4.8% 4.0% 0.8%

Census classification

ESTIMATES

16 years and over
  Civilian labor force 

UnemployedEmployed



Table 2B. CPS-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match With Reference Week in March 2000, 
for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

CPS classification
Total Not in 

Total labor force
Total At work Total On Other

layoff

16 years and over 100.0% 62.6% 59.5% 58.5% 3.1% 0.4% 2.7% 37.4%
  Civilian labor force 100.0% 92.7% 89.3% 88.2% 3.4% 0.5% 2.9% 7.3%
      Employed 100.0% 93.5% 92.3% 91.2% 1.2% 0.2% 1.0% 6.5%
           At work 100.0% 93.7% 92.5% 92.0% 1.2% 0.2% 0.9% 6.3%
      Unemployed total 100.0% 73.8% 15.4% 14.2% 58.4% 7.0% 51.3% 26.2%
           On layoff 100.0% 91.4% 25.8% 25.8% 65.7% 48.4% 17.2% 8.6%
           Other 100.0% 71.0% 13.8% 12.4% 57.2% 0.5% 56.7% 29.0%
  Not in labor force 100.0% 9.2% 6.7% 5.9% 2.4% 0.1% 2.3% 90.8%

    STANDARD ERRORS
16 years and over 0.0% 0.7% 0.7% 0.7% 0.2% 0.1% 0.2% 0.7%
  Civilian labor force 0.0% 0.5% 0.5% 0.5% 0.3% 0.1% 0.3% 0.5%
      Employed 0.0% 0.5% 0.5% 0.5% 0.2% 0.1% 0.2% 0.5%
           At work 0.0% 0.5% 0.5% 0.5% 0.2% 0.1% 0.2% 0.5%
      Unemployed total 0.0% 3.9% 3.8% 3.7% 4.7% 2.3% 4.6% 3.9%
           On layoff 0.0% 4.9% 9.7% 9.7% 10.1% 11.7% 8.7% 4.9%
           Other 0.0% 4.3% 4.1% 4.0% 5.2% 0.5% 5.2% 4.3%
  Not in labor force 0.0% 0.7% 0.6% 0.6% 0.4% 0.0% 0.4% 0.7%

Census classification

ESTIMATES

16 years and over
  Civilian labor force 

Employed Unemployed



Table 2C. Summary Response Measures -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match With R      
for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

Employment status, race, Index Confidence Confidence Percent Percent Rate Confidence Confidence 
sex, and age interval interval in class in class interval interval

lower higher Census CPS lower higher
All races
Both sexes
16 years and over

Aggregate index 18.2 16.9 19.6 NA NA NA NA NA

Employed 15.8 14.5 17.1 59.5 61.5 -1.9 -2.6 -1.3
Unemployed 49.4 43.2 55.6 3.1 2.5 0.6 0.2 1.0
Not in labor force 17.1 15.8 18.5 37.4 36.1 1.3 0.6 2.0

Index of inconsistency Net difference rate



Table 3A. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match With Reference Week in March 2000
and Employment Status Not Imputed, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

Census classification
CPS classification

Total Not in 
Total labor force

Total At  work Total On Other
layoff

16 years and over 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
  Civilian labor force 66.2% 95.8% 96.8% 97.1% 74.8% 91.7% 72.2% 11.0%
      Employed 63.7% 92.9% 96.3% 96.6% 20.0% 42.9% 16.4% 9.2%
           At work 61.6% 90.1% 93.4% 94.3% 17.9% 38.6% 14.7% 8.5%
      Unemployed total 2.5% 2.9% 0.5% 0.6% 54.8% 48.8% 55.7% 1.8%
           On layoff 0.3% 0.5% 0.1% 0.1% 8.4% 45.6% 2.5% 0.1%
           Other 2.2% 2.4% 0.4% 0.4% 46.4% 3.1% 53.2% 1.7%
  Not in labor force 33.8% 4.2% 3.2% 2.9% 25.2% 8.3% 27.8% 89.0%

    STANDARD ERRORS
16 years and over 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Civilian labor force 0.6% 0.4% 0.3% 0.3% 3.7% 4.8% 4.2% 0.8%
      Employed 0.7% 0.5% 0.4% 0.4% 3.4% 11.2% 3.5% 0.8%
           At work 0.7% 0.6% 0.5% 0.5% 3.2% 11.2% 3.3% 0.8%
      Unemployed total 0.2% 0.3% 0.2% 0.2% 4.3% 11.2% 4.7% 0.3%
           On layoff 0.1% 0.1% 0.1% 0.1% 2.5% 11.3% 1.4% 0.0%
           Other 0.2% 0.3% 0.2% 0.2% 4.5% 2.9% 5.0% 0.3%
  Not in labor force 0.6% 0.4% 0.3% 0.3% 3.7% 4.8% 4.2% 0.8%

16 years and over

ESTIMATES

UnemployedEmployed
  Civilian labor force 



Table 3B. CPS-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match With Reference Week in March 2000
and Employment Status Not Imputed, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

CPS classification
Total Not in 

Total labor force
Total At work Total On Other

layoff

16 years and over 100.0% 65.1% 62.2% 61.3% 2.8% 0.4% 2.5% 34.9%
  Civilian labor force 100.0% 94.2% 91.0% 90.0% 3.2% 0.5% 2.7% 5.8%
      Employed 100.0% 95.0% 94.1% 93.0% 0.9% 0.3% 0.6% 5.0%
           At work 100.0% 95.2% 94.3% 94.0% 0.8% 0.2% 0.6% 4.8%
      Unemployed total 100.0% 75.2% 13.5% 13.5% 61.7% 7.4% 54.3% 24.8%
           On layoff 100.0% 91.4% 21.9% 21.9% 69.5% 51.2% 18.2% 8.6%
           Other 100.0% 72.6% 12.1% 12.1% 60.5% 0.6% 59.9% 27.4%
  Not in labor force 100.0% 8.0% 5.9% 5.2% 2.1% 0.1% 2.0% 92.0%

    STANDARD ERRORS
16 years and over 0.0% 0.7% 0.7% 0.7% 0.2% 0.1% 0.2% 0.7%
  Civilian labor force 0.0% 0.4% 0.5% 0.5% 0.3% 0.1% 0.3% 0.4%
      Employed 0.0% 0.4% 0.4% 0.5% 0.2% 0.1% 0.1% 0.4%
           At work 0.0% 0.4% 0.5% 0.5% 0.2% 0.1% 0.1% 0.4%
      Unemployed total 0.0% 3.9% 3.7% 3.7% 4.7% 2.4% 4.9% 3.9%
           On layoff 0.0% 5.1% 9.4% 9.4% 9.9% 12.0% 9.2% 5.1%
           Other 0.0% 4.3% 4.1% 4.1% 5.4% 0.5% 5.4% 4.3%
  Not in labor force 0.0% 0.8% 0.7% 0.6% 0.4% 0.1% 0.4% 0.8%

Census classification

ESTIMATES

16 years and over
  Civilian labor force 

Employed Unemployed



Table 3C. Summary Response Measures -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match  With      
and Employment Status Not Imputed, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

Employment status, race, Index Confidence Confidence Percent Percent Rate Confidence Confidence 
sex, and age interval interval in class in class interval interval

lower higher Census CPS lower higher
All races
Both sexes
16 years and over

Aggregate index 15.4 14.0 16.7 NA NA NA NA NA

Employed 13.1 11.8 14.4 62.2 63.7 -1.4 -2.1 -0.8
Unemployed 43.1 36.7 49.5 2.8 2.5 0.3 -0.1 0.7
Not in labor force 14.5 13.1 15.8 34.9 33.8 1.1 0.5 1.8

Net difference rateIndex of inconsistency



Table 4A. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match , With Reference Week in March 2000
and Employment Status Fully Reported, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

Census classification
CPS classification

Total Not in 
Total labor force

Total At work Total On Other
layoff

16 years and over 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
  Civilian labor force 69.6% 95.9% 96.8% 97.1% 74.8% 91.7% 71.9% 10.2%
      Employed 67.3% 93.1% 96.3% 96.6% 20.3% 42.9% 16.5% 8.9%
           At work 65.2% 90.3% 93.4% 94.3% 18.0% 38.6% 14.6% 8.3%
      Unemployed total 2.3% 2.8% 0.5% 0.6% 54.5% 48.8% 55.4% 1.3%
           On layoff 0.4% 0.5% 0.1% 0.1% 8.9% 45.6% 2.7% 0.1%
           Other 2.0% 2.3% 0.4% 0.4% 45.5% 3.1% 52.7% 1.2%
  Not in labor force 30.4% 4.1% 3.2% 2.9% 25.2% 8.3% 28.1% 89.8%

    STANDARD ERRORS
16 years and over 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Civilian labor force 0.7% 0.4% 0.3% 0.3% 3.8% 4.8% 4.4% 0.9%
      Employed 0.7% 0.5% 0.4% 0.4% 3.7% 11.2% 3.7% 0.9%
           At work 0.7% 0.6% 0.5% 0.5% 3.5% 11.2% 3.5% 0.9%
      Unemployed total 0.2% 0.3% 0.2% 0.2% 4.5% 11.2% 5.0% 0.3%
           On layoff 0.1% 0.1% 0.1% 0.1% 2.6% 11.3% 1.5% 0.0%
           Other 0.2% 0.3% 0.2% 0.2% 4.8% 2.9% 5.2% 0.3%
  Not in labor force 0.7% 0.4% 0.3% 0.3% 3.8% 4.8% 4.4% 0.9%

ESTIMATES

Civilian labor force
16 years and over

Employed Unemployed



Table 4B. CPS-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match, With Reference Week in March 2000 
and Employment Status Fully Reported, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

CPS classification
Total Not in 

Total labor force
Total At work Total On Other

layoff

16 years and over 100.0% 69.4% 66.5% 65.6% 2.8% 0.4% 2.4% 30.6%
  Civilian labor force 100.0% 95.5% 92.5% 91.5% 3.0% 0.5% 2.5% 4.5%
      Employed 100.0% 95.9% 95.1% 94.0% 0.9% 0.3% 0.6% 4.1%
           At work 100.0% 96.1% 95.3% 94.9% 0.8% 0.2% 0.5% 3.9%
      Unemployed total 100.0% 82.9% 15.7% 15.7% 67.2% 8.7% 58.5% 17.1%
           On layoff 100.0% 95.5% 22.9% 22.9% 72.6% 53.5% 19.1% 4.5%
           Other 100.0% 80.7% 14.5% 14.5% 66.2% 0.7% 65.5% 19.3%
  Not in labor force 100.0% 9.4% 7.0% 6.2% 2.4% 0.1% 2.2% 90.6%

    STANDARD ERRORS
16 years and over 0.0% 0.7% 0.7% 0.7% 0.3% 0.1% 0.2% 0.7%
  Civilian labor force 0.0% 0.4% 0.4% 0.5% 0.3% 0.1% 0.3% 0.4%
      Employed 0.0% 0.4% 0.4% 0.5% 0.2% 0.1% 0.1% 0.4%
           At work 0.0% 0.4% 0.4% 0.4% 0.2% 0.1% 0.1% 0.4%
      Unemployed total 0.0% 3.9% 4.3% 4.3% 5.3% 2.8% 5.5% 3.9%
           On layoff 0.0% 2.9% 9.8% 9.8% 9.7% 12.3% 9.6% 2.9%
           Other 0.0% 4.4% 4.8% 4.8% 6.2% 0.6% 6.1% 4.4%
  Not in labor force 0.0% 0.9% 0.8% 0.7% 0.5% 0.1% 0.4% 0.9%

Census classification

ESTIMATES

16 years and over
  Civilian labor force 

Employed Unemployed



Table 4C. Summary Response Measures -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match, With     
and Employment Status Fully Reported, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

Employment status, race, Index Confidence Confidence Percent Percent Rate Confidence Confidence 
sex, and age interval interval in class in class interval interval

lower higher Census CPS lower higher
All races
Both sexes
16 years and over

Aggregate index 15.1 13.6 16.6 NA NA NA NA NA

Employed 13.1 11.7 14.5 66.5 67.3 -0.8 -1.5 -0.2
Unemployed 40.9 33.9 47.8 2.8 2.3 0.5 0.2 0.9
Not in labor force 14.1 12.6 15.6 30.6 30.4 0.3 -0.4 1.0

Net difference rateIndex of inconsistency



Appendix C: 
Table 1. Absolute Numbers -- Base Data for Detailed Tables 1A, 1B, 1C
Source: U.S. Census Bureau, Combined-month CPS-Census 2000 Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification
Estimate Std Err Estimate Std Err Estimate Std Err

Estimate Std Err Estimate Std Err Estimate Std Err

All races
Both sexes

Under 16 years ######## (X) 790,823 (X) 349,065 (X) 286,417 (X) 62,648 (X) 441,759 (X)

16 years and over 883,840 (X) ######### ####### ######### ####### ######### ####### 7,481,663 340,328 72,143,051 1,044,655
  Civilian labor force 441,955 (X) ######### ####### ######### ####### ######### ####### 4,877,513 245,319 12,141,477 435,392
      Employed 389,423 (X) ######### ####### ######### ####### ######### ####### 2,390,426 184,708 10,503,800 387,426
      Unemployed 52,533 (X) 6,189,608 326,552 4,551,931 269,134 2,064,843 189,340 2,487,087 179,949 1,637,677 157,512
  Not in labor force 441,885 (X) 70,014,645 ####### 10,013,071 358,343 7,408,921 301,839 2,604,150 215,091 60,001,574 978,224

16 to 19 479,102 (X) 15,551,333 465,555 8,241,277 354,224 7,004,871 340,147 1,236,406 145,720 7,310,056 295,622
  Civilian labor force 147,989 (X) 7,721,567 364,581 6,246,712 331,364 5,648,429 314,496 598,282 88,863 1,474,855 135,213
      Employed 126,392 (X) 6,730,410 337,135 5,670,992 316,055 5,365,920 310,533 305,072 66,725 1,059,418 113,716
      Unemployed 21,597 (X) 991,157 111,823 575,720 96,382 282,509 69,499 293,211 61,771 415,438 69,795
  Not in labor force 331,113 (X) 7,829,767 329,926 1,994,566 175,845 1,356,442 141,479 638,123 115,527 5,835,201 280,571

20 to 24 125,002 (X) 19,284,228 611,838 15,122,003 545,009 13,756,962 525,586 1,365,040 146,756 4,162,225 268,393
  Civilian labor force 96,095 (X) 15,052,257 523,066 13,689,150 504,460 12,845,342 504,604 843,808 111,294 1,363,107 160,221
      Employed 70,314 (X) 13,970,061 513,384 12,848,742 498,213 12,404,935 498,860 443,807 89,046 1,121,320 145,828
      Unemployed 25,781 (X) 1,082,195 132,400 840,408 114,906 440,407 88,287 400,002 66,896 241,787 56,914
  Not in labor force 28,907 (X) 4,231,972 35,564 1,432,853 30,005 911,621 25,055 521,232 16,545 2,799,119 19,480

25 to 34 69,366 (X) 39,150,360 131,759 32,121,221 113,348 30,484,462 87,047 1,636,759 66,047 7,029,139 53,694
  Civilian labor force 69,366 (X) 33,394,785 266,891 30,767,759 156,506 29,604,059 122,897 1,163,700 92,468 2,627,027 220,549
      Employed 69,366 (X) 31,945,952 862,005 29,602,790 773,167 29,186,057 756,004 416,733 150,933 2,343,162 305,565
      Unemployed 0 (X) 1,448,833 768,101 1,164,969 718,165 418,002 721,916 746,967 73,531 283,865 209,699
  Not in labor force 0 (X) 5,755,574 784,388 1,353,462 732,409 880,404 735,878 473,058 69,545 4,402,112 206,140

35 to 44 112,991 (X) 45,361,553 162,690 37,236,306 137,214 35,638,850 88,776 1,597,456 105,899 8,125,247 72,073
  Civilian labor force 82,694 (X) 38,422,210 53,695 35,766,233 50,693 34,532,901 30,460 1,233,333 39,832 2,655,976 12,029
      Employed 82,694 (X) 37,021,475 153,124 34,694,725 128,814 33,972,513 82,758 722,212 98,973 2,326,751 70,847
      Unemployed 0 (X) 1,400,734 915,874 1,071,509 776,179 560,388 744,254 511,121 148,451 329,226 340,530
  Not in labor force 30,297 (X) 6,939,343 798,273 1,470,073 743,355 1,105,949 720,648 364,123 137,182 5,469,271 178,738

45 to 54 76,664 (X) 36,737,710 774,716 30,071,816 726,253 29,111,596 713,404 960,220 114,114 6,665,894 163,167
  Civilian labor force 45,812 (X) 30,735,683 754,662 28,813,002 709,813 28,175,464 696,562 637,538 112,653 1,922,681 160,713
      Employed 40,657 (X) 30,041,961 156,705 28,274,996 137,858 27,932,427 109,304 342,569 76,885 1,766,964 75,544
      Unemployed 5,155 (X) 693,722 140,187 538,006 126,115 243,037 101,461 294,969 72,749 155,716 69,390
  Not in labor force 30,852 (X) 6,002,027 318,104 1,258,814 148,456 936,132 114,882 322,682 77,668 4,743,214 283,472

55 to 64 13,298 (X) 22,993,852 729,573 13,160,690 620,627 12,665,528 616,281 495,162 99,672 9,833,162 313,392
  Civilian labor force 0 (X) 13,438,178 636,574 12,163,744 592,345 11,803,847 595,932 359,897 85,210 1,274,434 161,745
      Employed 0 (X) 12,984,782 626,544 11,848,031 588,131 11,694,833 587,847 153,198 62,367 1,136,750 153,875
      Unemployed 0 (X) 453,396 93,129 315,712 85,109 109,014 56,479 206,698 61,303 137,684 43,400
  Not in labor force 13,298 (X) 9,555,674 48,139 996,946 42,845 861,681 32,327 135,265 22,828 8,558,728 24,769

65 years and over 7,418 (X) 34,023,017 81,340 5,005,689 75,554 4,815,070 45,832 190,619 59,804 29,017,328 35,515
  Civilian labor force 0 (X) 4,322,730 319,359 3,499,332 133,929 3,458,378 125,639 40,954 64,224 823,397 276,717
      Employed 0 (X) 4,203,161 508,489 3,453,725 427,032 3,446,890 421,296 6,835 78,929 749,435 332,431
      Unemployed 0 (X) 119,569 441,190 45,607 423,022 11,488 411,918 34,119 38,837 73,962 113,803
  Not in labor force 7,418 (X) 29,700,288 437,416 1,506,357 419,089 1,356,692 409,859 149,665 38,439 28,193,930 108,708

Male

Under 16 years ######## (X) 418,370 169,335 148,090 21,245 249,035

16 years and over 546,525 (X) ######### ####### 75,651,136 957,761 71,951,399 900,426 3,699,737 251,286 26,729,892 689,302
  Civilian labor force 290,545 (X) 76,518,291 991,411 71,206,072 931,339 68,452,393 897,734 2,753,679 202,802 5,312,219 286,824
      Employed 256,633 (X) 73,044,813 935,922 68,433,322 891,734 67,147,907 886,298 1,285,415 142,867 4,611,490 262,568
      Unemployed 33,912 (X) 3,473,478 246,228 2,772,749 212,033 1,304,486 155,459 1,468,264 146,789 700,729 103,349
  Not in labor force 255,980 (X) 25,862,738 651,834 4,445,064 238,857 3,499,006 221,596 946,058 132,052 21,417,673 610,826

16 to 19 288,178 (X) 7,705,820 337,643 4,089,958 243,076 3,465,160 230,674 624,798 114,110 3,615,863 237,815
  Civilian labor force 66,723 (X) 3,930,208 235,087 3,161,928 221,721 2,823,143 207,210 338,785 74,268 768,280 86,849
      Employed 63,746 (X) 3,385,732 226,179 2,818,552 215,768 2,670,400 206,978 148,152 49,644 567,180 76,349
      Unemployed 2,977 (X) 544,476 88,631 343,376 78,514 152,743 56,563 190,633 55,912 201,100 44,090
  Not in labor force 221,455 (X) 3,775,612 245,568 928,030 114,295 642,017 91,775 286,013 81,009 2,847,583 223,455

20 to 24 103,600 (X) 9,755,646 429,261 7,956,723 372,470 7,295,597 357,881 661,126 108,018 1,798,923 199,240
  Civilian labor force 89,372 (X) 8,184,017 378,244 7,429,501 361,214 6,938,170 353,519 491,332 90,239 754,516 117,389
      Employed 63,591 (X) 7,538,843 355,421 6,908,958 344,150 6,647,502 339,165 261,456 61,285 629,884 111,744
      Unemployed 25,781 (X) 645,174 111,024 520,543 94,151 290,667 75,140 229,876 59,914 124,631 43,015
  Not in labor force 14,228 (X) 1,571,629 24,232 527,221 23,220 357,427 18,502 169,794 13,910 1,044,407 6,829

25 to 34 28,643 (X) 19,539,565 109,408 17,888,908 92,095 17,128,655 73,004 760,253 58,653 1,650,657 42,515
  Civilian labor force 28,643 (X) 18,277,985 184,361 17,338,419 100,881 16,731,234 82,043 607,184 59,631 939,566 155,923
      Employed 28,643 (X) 17,546,442 522,921 16,637,424 509,025 16,436,388 504,576 201,036 95,356 909,019 159,222
      Unemployed 0 (X) 731,543 483,585 700,995 476,522 294,847 476,906 406,149 47,646 30,547 122,111
  Not in labor force 0 (X) 1,261,580 485,290 550,489 476,400 397,420 476,761 153,069 47,646 711,091 121,272

35 to 44 87,299 (X) 22,234,117 106,908 19,961,016 104,075 19,213,361 76,540 747,656 79,010 2,273,100 15,735
  Civilian labor force 67,969 (X) 20,744,868 43,989 19,467,090 43,989 18,769,693 30,375 697,396 30,808 1,277,778 0
      Employed 67,969 (X) 19,908,301 98,664 18,819,997 95,813 18,412,426 68,453 407,571 73,537 1,088,305 15,735
      Unemployed 0 (X) 836,566 538,327 647,093 495,079 357,268 485,898 289,825 102,552 189,473 171,789
  Not in labor force 19,330 (X) 1,489,249 516,767 493,927 493,090 443,668 479,848 50,259 104,204 995,322 136,146

45 to 54 37,839 (X) 18,035,089 496,896 15,802,402 476,026 15,265,915 472,579 536,487 87,457 2,232,687 119,109
  Civilian labor force 37,839 (X) 15,905,966 495,435 15,242,512 474,031 14,862,702 469,732 379,810 87,129 663,454 113,757
      Employed 32,685 (X) 15,490,721 125,464 14,880,567 116,604 14,703,580 99,884 176,987 54,682 610,155 57,370
      Unemployed 5,155 (X) 415,244 114,274 361,945 108,065 159,122 93,082 202,823 49,143 53,299 55,000
  Not in labor force 0 (X) 2,129,124 146,310 559,891 78,193 403,213 73,485 156,677 22,971 1,569,233 117,706

55 to 64 0 (X) 10,727,756 442,483 6,935,668 416,927 6,692,270 408,637 243,398 82,632 3,792,088 176,726
  Civilian labor force 0 (X) 7,137,189 412,747 6,570,906 402,977 6,372,076 401,105 198,829 64,539 566,283 86,585
      Employed 0 (X) 6,900,251 403,797 6,405,616 399,027 6,322,237 396,600 83,379 40,003 494,635 83,274
      Unemployed 0 (X) 236,939 75,172 165,290 72,481 49,839 41,250 115,451 56,941 71,649 22,572
  Not in labor force 0 (X) 3,590,566 44,397 364,762 42,720 320,193 32,170 44,569 22,828 3,225,804 16,642

65 years and over 966 (X) 14,383,036 61,009 3,016,461 58,433 2,890,442 25,839 126,019 51,928 11,366,575 15,301
  Civilian labor force 0 (X) 2,338,058 183,283 1,995,716 87,578 1,955,374 79,812 40,342 47,750 342,342 153,559
      Employed 0 (X) 2,274,522 314,551 1,962,209 285,420 1,955,374 284,701 6,835 48,918 312,313 200,147
      Unemployed 0 (X) 63,536 290,849 33,507 289,222 0 285,050 33,507 29,135 30,029 74,281
  Not in labor force 966 (X) 12,044,978 291,402 1,020,745 288,144 935,068 284,563 85,677 28,561 11,024,233 73,346

Female

Under 16 years ######## (X) 372,453 179,730 138,327 41,403 192,724

16 years and over 337,315 (X) ######### ####### 65,307,867 920,613 61,525,941 889,325 3,781,925 262,670 45,413,159 728,624
  Civilian labor force 151,410 (X) 66,569,119 932,589 59,739,861 863,482 57,616,026 839,638 2,123,834 181,381 6,829,258 299,273
      Employed 132,790 (X) 63,852,989 905,370 57,960,679 854,728 56,855,669 830,287 1,105,010 137,102 5,892,310 259,421
      Unemployed 18,620 (X) 2,716,130 222,983 1,779,181 163,263 760,358 101,083 1,018,824 124,692 936,948 129,676
  Not in labor force 185,905 (X) 44,151,907 698,434 5,568,006 281,801 3,909,915 210,641 1,658,091 182,138 38,583,901 654,581

16 to 19 190,924 (X) 7,845,513 341,831 4,151,319 253,316 3,539,712 243,566 611,608 95,376 3,694,194 96,460
  Civilian labor force 81,267 (X) 3,791,359 263,501 3,084,783 231,271 2,825,286 229,318 259,497 54,266 706,575 53,915
      Employed 62,646 (X) 3,344,677 247,645 2,852,440 223,632 2,695,520 223,353 156,920 43,945 492,238 43,454
      Unemployed 18,620 (X) 446,681 68,259 232,344 50,440 129,766 39,431 102,578 31,710 214,338 31,710
  Not in labor force 109,658 (X) 4,054,154 225,944 1,066,536 127,988 714,426 102,536 352,110 83,076 2,987,618 83,076

20 to 24 21,402 (X) 9,528,583 394,900 7,165,280 349,020 6,461,365 324,538 703,915 108,458 2,363,303 108,885
  Civilian labor force 6,724 (X) 6,868,240 341,041 6,259,648 314,850 5,907,172 309,412 352,476 82,814 608,591 82,740
      Employed 6,724 (X) 6,431,219 328,469 5,939,783 312,538 5,757,433 309,426 182,350 65,393 491,435 64,819
      Unemployed 0 (X) 437,021 81,383 319,865 69,437 149,739 45,038 170,126 46,663 117,156 47,694
  Not in labor force 14,678 (X) 2,660,343 25,488 905,632 17,923 554,193 16,928 351,438 5,844 1,754,711 0

25 to 34 40,723 (X) 19,610,795 80,118 14,232,313 69,908 13,355,807 46,064 876,505 46,336 5,378,482 47,694
  Civilian labor force 40,723 (X) 15,116,801 195,957 13,429,340 121,492 12,872,824 87,340 556,516 76,918 1,687,460 76,918
      Employed 40,723 (X) 14,399,510 515,340 12,965,367 441,601 12,749,669 432,448 215,697 115,156 1,434,143 98,049
      Unemployed 0 (X) 717,291 480,145 463,974 427,287 123,155 426,482 340,818 57,618 253,317 56,475
  Not in labor force 0 (X) 4,493,994 487,567 802,973 432,226 482,983 431,297 319,990 52,700 3,691,021 51,529

35 to 44 25,691 (X) 23,127,437 117,178 17,275,290 85,337 16,425,489 39,780 849,801 76,549 5,852,147 66,623
  Civilian labor force 14,725 (X) 17,677,342 28,130 16,299,144 25,489 15,763,208 2,200 535,936 25,409 1,378,198 25,409
      Employed 14,725 (X) 17,113,174 111,734 15,874,728 80,116 15,560,088 39,723 314,640 69,545 1,238,446 61,162
      Unemployed 0 (X) 564,168 528,845 424,416 442,342 203,120 421,574 221,296 119,185 139,752 114,020
  Not in labor force 10,966 (X) 5,450,094 446,002 976,146 415,950 662,282 404,347 313,864 89,648 4,473,948 83,624

45 to 54 38,824 (X) 18,702,621 434,126 14,269,413 403,284 13,845,680 395,565 423,733 70,627 4,433,207 66,881
  Civilian labor force 7,972 (X) 14,829,717 422,689 13,570,490 397,938 13,312,762 390,384 257,728 68,888 1,259,227 65,029
      Employed 7,972 (X) 14,551,239 94,505 13,394,430 81,081 13,228,847 57,763 165,583 54,697 1,156,810 52,467
      Unemployed 0 (X) 278,478 86,132 176,061 75,409 83,915 52,033 92,146 53,107 102,417 52,404
  Not in labor force 30,852 (X) 3,872,903 272,212 698,923 120,431 532,919 91,206 166,005 71,388 3,173,980 70,159

55 to 64 13,298 (X) 12,266,097 427,325 6,225,023 355,473 5,973,259 355,046 251,764 71,327 6,041,074 65,914
  Civilian labor force 0 (X) 6,300,988 371,386 5,592,838 340,561 5,431,771 344,522 161,067 58,961 708,151 51,749
      Employed 0 (X) 6,084,531 368,812 5,442,416 340,385 5,372,596 340,990 69,820 50,684 642,115 41,899
      Unemployed 0 (X) 216,457 58,427 150,422 42,355 59,175 32,196 91,247 30,532 66,035 30,532
  Not in labor force 13,298 (X) 5,965,108 18,522 632,185 2,922 541,488 2,922 90,697 0 5,332,923 0

65 years and over 6,452 (X) 19,639,982 55,242 1,989,229 42,077 1,924,628 31,827 64,600 30,532 17,650,753 30,532
  Civilian labor force 0 (X) 1,984,672 228,246 1,503,617 104,402 1,503,004 93,968 612 43,180 481,055 43,155
      Employed 0 (X) 1,928,639 328,557 1,491,516 263,573 1,491,516 256,724 0 61,968 437,122 61,902
      Unemployed 0 (X) 56,033 259,897 12,100 252,964 11,488 248,727 612 27,485 43,933 27,461
  Not in labor force 6,452 (X) 17,655,310 252,846 485,612 242,375 421,624 238,017 63,988 27,485 17,169,698 27,461

Non-Hispanic White
Both Sexes

Under 16 years ######## (X) 339,629 176,211 149,751 26,460 163,418

16 years and over 429,164 (X) ######### ####### ######### ####### 98,104,620 ####### 4,063,657 228,292 50,501,858 816,532
  Civilian labor force 205,581 (X) ######### ####### 96,144,513 ####### 93,336,608 ####### 2,807,905 179,670 6,358,122 308,885
      Employed 183,983 (X) 99,245,355 ####### 93,700,961 ####### 92,343,751 ####### 1,357,210 129,719 5,544,394 283,232
      Unemployed 21,597 (X) 3,257,280 212,429 2,443,552 175,200 992,857 102,198 1,450,695 127,346 813,728 98,624
  Not in labor force 0 (X) 50,167,500 756,158 6,023,764 251,451 4,768,012 221,743 1,255,752 137,973 44,143,736 727,504

16 to 19 283,314 (X) 9,534,521 334,909 5,680,491 267,489 4,952,801 262,728 727,690 104,803 3,854,030 206,403
  Civilian labor force 105,222 (X) 5,377,703 279,648 4,583,119 256,535 4,167,700 241,896 415,419 75,848 794,584 86,119
      Employed 83,625 (X) 4,882,713 258,918 4,269,713 243,203 4,059,554 239,383 210,158 55,139 613,000 75,031
      Unemployed 21,597 (X) 494,990 88,082 313,406 75,105 108,145 39,804 205,261 53,780 181,584 43,557
  Not in labor force 178,092 (X) 4,156,819 206,269 1,097,372 110,386 785,101 100,481 312,271 75,700 3,059,447 184,163

20 to 24 17,030 (X) 12,162,512 455,911 9,784,660 416,102 9,218,010 415,435 566,649 84,433 2,377,852 197,539
  Civilian labor force 2,801 (X) 9,807,514 414,104 9,206,017 411,684 8,818,636 408,095 387,381 67,617 601,497 103,335
      Employed 2,801 (X) 9,365,726 408,924 8,844,353 414,306 8,630,385 408,364 213,968 52,453 521,373 94,872
      Unemployed 0 (X) 441,788 67,819 361,664 62,397 188,251 47,572 173,413 39,564 80,124 33,469
  Not in labor force 14,228 (X) 2,354,998 34,881 578,643 29,172 399,375 24,046 179,268 16,545 1,776,355 19,480

25 to 34 47,206 (X) 25,093,963 62,584 21,267,351 56,829 20,296,980 45,565 970,371 34,835 3,826,612 27,452
  Civilian labor force 47,206 (X) 21,609,344 186,123 20,524,085 91,401 19,804,919 78,006 719,166 46,046 1,085,259 173,975
      Employed 47,206 (X) 20,884,534 604,958 19,918,021 537,281 19,612,763 535,336 305,258 118,935 966,513 222,425
      Unemployed 0 (X) 724,810 550,008 606,064 523,501 192,156 524,190 413,908 61,433 118,746 125,470
  Not in labor force 0 (X) 3,484,620 551,678 743,266 524,165 492,061 527,855 251,205 56,798 2,741,353 123,384

35 to 44 68,285 (X) 31,856,086 100,899 27,154,797 88,958 26,366,230 48,559 788,567 75,139 4,701,289 36,273
  Civilian labor force 37,988 (X) 27,653,894 31,884 26,379,404 27,825 25,754,768 20,048 624,636 18,419 1,274,490 12,029
      Employed 37,988 (X) 26,934,270 96,054 25,812,703 85,132 25,500,305 42,843 312,397 73,439 1,121,568 34,396
      Unemployed 0 (X) 719,624 699,601 566,701 600,283 254,463 600,480 312,239 93,314 152,922 280,272
  Not in labor force 30,297 (X) 4,202,192 616,488 775,393 589,353 611,462 588,528 163,932 86,287 3,426,799 126,155

45 to 54 12,363 (X) 27,645,051 607,528 23,404,693 584,236 22,822,318 583,849 582,375 63,551 4,240,358 125,177
  Civilian labor force 12,363 (X) 23,591,642 587,034 22,546,241 566,198 22,177,689 566,068 368,552 63,010 1,045,401 115,109
      Employed 12,363 (X) 23,151,165 102,424 22,218,841 91,699 22,016,871 59,682 201,970 60,813 932,324 34,039
      Unemployed 0 (X) 440,477 95,183 327,400 87,338 160,818 57,429 166,582 57,339 113,077 29,751
  Not in labor force 0 (X) 4,053,409 260,569 858,452 97,666 644,629 82,286 213,823 43,492 3,194,957 235,994

55 to 64 0 (X) 18,208,215 626,296 10,691,269 544,128 10,339,231 542,391 352,038 79,004 7,516,946 242,014
  Civilian labor force 0 (X) 10,812,867 546,774 9,913,635 524,049 9,640,880 529,913 272,755 65,050 899,232 118,200
      Employed 0 (X) 10,479,277 539,316 9,673,358 521,549 9,559,899 523,387 113,459 50,047 805,919 109,406
      Unemployed 0 (X) 333,590 70,593 240,278 56,853 80,981 41,160 159,296 39,664 93,313 38,268
  Not in labor force 0 (X) 7,395,349 41,246 777,634 36,701 698,351 26,796 79,283 18,915 6,617,715 18,825

65 years and over 966 (X) 28,169,786 56,127 4,185,017 44,022 4,109,050 30,919 75,967 35,144 23,984,769 33,247
  Civilian labor force 0 (X) 3,649,672 259,203 2,992,012 112,699 2,972,017 105,608 19,996 51,802 657,659 211,327
      Employed 0 (X) 3,547,671 459,399 2,963,973 370,076 2,963,973 359,339 0 65,935 583,697 292,060
      Unemployed 0 (X) 102,001 374,236 28,039 362,992 8,043 351,909 19,996 34,695 73,962 91,103
  Not in labor force 966 (X) 24,520,114 369,880 1,193,004 359,450 1,137,033 349,242 55,971 34,397 23,327,110 89,544

Male
(X)

Under 16 years ######## (X) 188,907 83,935 76,373 7,562 104,972

16 years and over 211,162 (X) 73,433,712 844,417 55,293,938 702,108 53,130,204 704,305 2,163,734 179,356 18,139,774 482,268
  Civilian labor force 89,479 (X) 54,851,786 728,836 52,309,858 693,176 50,706,076 695,104 1,603,782 141,386 2,541,928 185,727
      Employed 86,502 (X) 53,041,759 716,398 50,845,168 693,778 50,086,053 694,703 759,116 89,971 2,196,591 171,495
      Unemployed 2,977 (X) 1,810,027 157,216 1,464,690 136,774 620,023 79,619 844,666 110,214 345,337 64,705
  Not in labor force 121,683 (X) 18,581,926 450,803 2,984,079 195,094 2,424,128 179,145 559,952 104,049 15,597,846 415,111

16 to 19 123,527 (X) 4,623,457 233,026 2,882,806 191,102 2,406,810 178,244 475,996 96,643 1,740,651 134,419
  Civilian labor force 36,369 (X) 2,635,295 177,413 2,250,282 167,503 1,965,687 156,786 284,595 67,834 385,013 53,815
      Employed 33,392 (X) 2,324,492 173,624 2,024,429 165,768 1,898,962 156,474 125,467 47,393 300,063 49,958
      Unemployed 2,977 (X) 310,803 62,125 225,853 55,687 66,725 29,597 159,128 48,440 84,950 26,144
  Not in labor force 87,158 (X) 1,988,162 138,090 632,524 95,088 441,123 74,680 191,401 68,515 1,355,638 119,236

20 to 24 17,030 (X) 6,156,701 303,604 5,217,760 287,402 4,889,461 283,363 328,300 62,095 938,941 123,024
  Civilian labor force 2,801 (X) 5,268,444 280,344 4,979,673 282,353 4,714,309 281,180 265,364 56,338 288,771 59,089
      Employed 2,801 (X) 5,027,884 279,740 4,757,070 281,501 4,606,115 279,669 150,955 38,820 270,814 58,051
      Unemployed 0 (X) 240,560 53,957 222,602 54,384 108,194 37,691 114,409 38,411 17,958 11,596
  Not in labor force 14,228 (X) 888,257 23,207 238,088 22,132 175,152 17,110 62,936 13,910 650,170 6,829

25 to 34 14,682 (X) 12,627,236 47,660 11,969,265 48,122 11,520,558 33,687 448,707 35,208 657,971 9,373
  Civilian labor force 14,682 (X) 11,893,691 120,699 11,623,926 60,339 11,282,204 53,684 341,722 26,620 269,764 111,806
      Employed 14,682 (X) 11,564,336 374,266 11,305,204 362,739 11,149,387 369,986 155,817 73,866 259,132 97,012
      Unemployed 0 (X) 329,355 351,760 318,723 349,405 132,818 350,790 185,905 40,109 10,632 57,801
  Not in labor force 0 (X) 733,546 348,109 345,339 346,214 238,354 347,800 106,985 40,109 388,207 56,470

35 to 44 42,594 (X) 15,759,177 63,047 14,695,765 62,204 14,321,829 40,767 373,937 50,216 1,063,412 9,510
  Civilian labor force 23,263 (X) 14,993,171 27,825 14,418,345 27,825 14,092,017 20,048 326,328 18,419 574,827 0
      Employed 23,263 (X) 14,550,725 55,651 14,101,655 54,617 13,931,293 33,007 170,362 46,334 449,070 9,510
      Unemployed 0 (X) 442,447 445,367 316,690 419,077 160,724 420,136 155,966 62,384 125,757 130,033
  Not in labor force 19,330 (X) 766,006 434,297 277,421 418,479 229,812 417,621 47,609 58,256 488,585 94,305

45 to 54 12,363 (X) 13,764,653 422,886 12,299,731 410,891 11,999,986 411,100 299,746 43,172 1,464,922 85,849
  Civilian labor force 12,363 (X) 12,273,414 418,823 11,910,406 408,952 11,716,403 409,158 194,003 42,420 363,009 75,928
      Employed 12,363 (X) 12,050,510 77,440 11,710,901 66,957 11,611,323 50,287 99,579 40,510 339,609 35,798
      Unemployed 0 (X) 222,904 68,451 199,504 60,461 105,080 47,053 94,424 34,244 23,400 31,808
  Not in labor force 0 (X) 1,491,239 101,086 389,326 62,424 283,583 56,712 105,743 22,818 1,101,913 78,400

55 to 64 0 (X) 8,611,287 368,514 5,666,379 341,219 5,470,071 341,185 196,308 60,004 2,944,908 140,897
  Civilian labor force 0 (X) 5,785,982 346,229 5,393,930 341,504 5,221,542 344,560 172,388 40,288 392,052 58,701
      Employed 0 (X) 5,571,436 341,163 5,231,996 338,634 5,175,059 342,016 56,937 29,608 339,441 56,985
      Unemployed 0 (X) 214,545 49,052 161,934 47,145 46,483 32,534 115,451 29,431 52,611 12,966
  Not in labor force 0 2,825,305 36,870 272,449 36,574 248,529 26,640 23,921 18,915 2,552,856 4,382

65 years and over 966 (X) 11,891,199 33,456 2,562,230 30,366 2,521,490 18,815 40,740 22,500 9,328,969 12,184
  Civilian labor force 0 (X) 2,001,789 163,807 1,733,297 73,857 1,713,914 70,748 19,383 38,007 268,492 128,639
      Employed 0 (X) 1,952,376 284,700 1,713,914 248,206 1,713,914 247,793 0 45,019 238,462 179,382
      Unemployed 0 (X) 49,413 248,011 19,383 249,040 0 246,232 19,383 25,107 30,029 62,658
  Not in labor force 966 (X) 9,889,410 245,235 828,933 246,261 807,576 244,025 21,357 24,651 9,060,477 60,539

Female
(X)

Under 16 years ######## (X) 150,723 92,276 73,378 18,899 58,446

16 years and over 218,002 (X) 79,236,423 905,187 46,874,340 739,326 44,974,417 717,995 1,899,923 159,196 32,362,083 580,334
  Civilian labor force 116,102 (X) 47,650,849 721,595 43,834,655 713,148 42,630,532 687,884 1,204,123 130,339 3,816,194 230,569
      Employed 97,482 (X) 46,203,595 705,233 42,855,792 702,662 42,257,698 685,538 598,094 99,139 3,347,803 207,608
      Unemployed 18,620 (X) 1,447,253 142,489 978,863 105,195 372,834 60,410 606,028 87,387 468,391 79,817
  Not in labor force 101,900 (X) 31,585,574 563,304 3,039,685 191,190 2,343,884 160,216 695,801 100,375 28,545,889 529,824

16 to 19 159,786 (X) 4,911,064 259,865 2,797,685 204,215 2,545,991 204,255 251,694 46,440 2,113,379 156,259
    Civilian labor forc 68,853 (X) 2,742,407 221,668 2,332,837 198,970 2,202,013 196,393 130,824 35,158 409,570 70,995
      Employed 50,233 (X) 2,558,221 209,239 2,245,284 191,298 2,160,592 192,007 84,692 28,264 312,937 62,431
      Unemployed 18,620 (X) 184,186 46,726 87,553 30,426 41,420 22,390 46,133 20,548 96,633 35,574
  Not in labor force 90,934 (X) 2,168,657 161,480 464,848 72,344 343,978 68,897 120,870 34,398 1,703,809 142,566

20 to 24 0 (X) 6,005,811 288,652 4,566,899 257,387 4,328,550 254,882 238,349 62,812 1,438,912 144,914
    Civilian labor forc 0 (X) 4,539,070 266,643 4,226,344 251,129 4,104,327 247,872 122,018 43,469 312,726 82,235
      Employed 0 (X) 4,337,842 254,480 4,087,282 250,193 4,024,270 248,006 63,013 35,906 250,559 69,748
      Unemployed 0 (X) 201,228 48,959 139,062 37,513 80,057 29,139 59,005 24,016 62,166 31,464
  Not in labor force 0 (X) 1,466,740 25,488 340,555 17,923 224,223 16,928 116,332 5,844 1,126,186 18,318

25 to 34 32,524 (X) 12,466,727 46,402 9,298,086 38,292 8,776,422 30,661 521,664 23,358 3,168,641 25,797
    Civilian labor forc 32,524 (X) 9,715,653 138,229 8,900,158 73,907 8,522,714 56,752 377,444 46,129 815,495 121,849
      Employed 32,524 (X) 9,320,198 358,871 8,612,817 317,414 8,463,376 309,146 149,441 88,369 707,380 201,489
      Unemployed 0 (X) 395,455 340,382 287,341 314,260 59,338 310,748 228,003 48,560 108,114 109,860
  Not in labor force 0 (X) 2,751,074 337,277 397,927 309,226 253,708 309,124 144,220 42,588 2,353,147 110,159

35 to 44 25,691 (X) 16,096,909 72,757 12,459,032 60,821 12,044,401 27,414 414,631 58,827 3,637,877 35,109
    Civilian labor forc 14,725 (X) 12,660,723 12,029 11,961,059 0 11,662,751 0 298,308 0 699,663 12,029
      Employed 14,725 (X) 12,383,545 71,499 11,711,048 60,821 11,569,012 27,414 142,036 58,827 672,498 32,983
      Unemployed 0 (X) 277,177 409,680 250,011 350,541 93,739 346,483 156,272 72,843 27,166 225,568
  Not in labor force 10,966 (X) 3,436,186 353,733 497,972 346,265 381,650 343,364 116,323 63,531 2,938,214 90,438

45 to 54 0 (X) 13,880,398 355,869 11,104,961 347,781 10,822,332 343,381 282,629 47,083 2,775,436 89,810
  Civilian labor force 0 (X) 11,318,227 344,199 10,635,835 336,033 10,461,286 331,785 174,549 47,064 682,392 86,348
      Employed 0 (X) 11,100,655 57,165 10,507,939 54,830 10,405,548 33,803 102,391 45,767 592,715 14,709
      Unemployed 0 (X) 217,573 55,987 127,896 53,621 55,738 33,954 72,158 44,351 89,677 14,709
  Not in labor force 0 (X) 2,562,170 226,507 469,126 71,064 361,046 59,460 108,080 36,478 2,093,044 207,787

55 to 64 0 (X) 9,596,928 367,418 5,024,890 330,860 4,869,161 331,269 155,729 61,698 4,572,039 175,471
  Civilian labor force 0 (X) 5,026,885 329,616 4,519,705 318,854 4,419,338 322,952 100,367 49,284 507,180 95,419
      Employed 0 (X) 4,907,840 329,334 4,441,362 320,472 4,384,840 320,457 56,522 41,351 466,478 85,557
      Unemployed 0 (X) 119,045 50,535 78,343 33,603 34,498 25,589 43,845 26,729 40,702 35,650
  Not in labor force 0 (X) 4,570,043 18,517 505,185 2,872 449,823 2,872 55,362 0 4,064,859 18,291

65 years and over 0 (X) 16,278,587 46,954 1,622,787 33,485 1,587,560 25,430 35,227 26,729 14,655,800 30,566
  Civilian labor force 0 (X) 1,647,883 179,410 1,258,716 85,772 1,258,103 79,637 612 37,275 389,167 153,665
      Employed 0 (X) 1,595,294 275,608 1,250,060 217,736 1,250,060 210,874 0 46,085 345,235 204,520
      Unemployed 0 (X) 52,589 223,947 8,656 215,773 8,043 210,489 612 24,023 43,933 66,946
  Not in labor force 0 (X) 14,630,704 218,560 364,071 209,069 329,457 203,685 34,614 24,023 14,266,632 66,041

Black
Both Sexes

Under 16 years ######## 184,879 74,068 37,881 36,187 110,812

16 years and over 152,862 (X) 25,979,945 792,811 17,086,941 622,152 15,201,320 580,176 1,885,622 203,981 8,893,003 411,421
  Civilian labor force 43,947 (X) 17,321,013 650,372 15,138,941 580,836 13,997,768 573,835 1,141,173 157,498 2,182,072 232,356
      Employed 43,947 (X) 15,813,910 626,593 14,004,730 576,043 13,431,987 574,045 572,742 103,689 1,809,181 210,133
      Unemployed 0 (X) 1,507,103 184,453 1,134,211 161,826 565,781 118,814 568,431 112,078 372,891 87,300
  Not in labor force 108,915 (X) 8,658,932 383,903 1,948,000 195,727 1,203,552 143,091 744,449 122,323 6,710,931 316,956

16 to 19 65,552 (X) 2,373,395 210,746 1,012,514 149,787 779,498 138,511 233,016 63,224 1,360,881 152,195
  Civilian labor force 0 (X) 821,043 128,019 631,813 119,912 519,100 113,459 112,714 43,837 189,229 58,587
      Employed 0 (X) 580,870 109,130 464,732 104,022 414,625 100,145 50,107 29,718 116,139 42,627
      Unemployed 0 (X) 240,172 73,197 167,082 63,660 104,475 54,561 62,606 32,259 73,091 38,318
  Not in labor force 65,552 (X) 1,552,352 265,156 380,701 239,761 260,398 205,486 120,302 113,642 1,171,652 116,582

20 to 24 35,748 (X) 2,959,594 225,523 2,330,038 210,846 1,818,901 197,261 511,137 84,710 629,556 75,700
  Civilian labor force 35,748 (X) 2,094,872 201,702 1,827,451 192,127 1,533,498 183,921 293,954 64,613 267,421 66,989
      Employed 35,748 (X) 1,756,707 201,742 1,584,261 192,366 1,422,369 183,465 161,892 64,613 172,447 64,983
      Unemployed 0 (X) 338,165 89,711 243,191 74,937 111,129 47,588 132,061 53,120 94,974 35,883
  Not in labor force 0 (X) 864,722 151,213 502,587 115,846 285,403 91,072 217,184 72,501 362,135 87,995

25 to 34 8,199 (X) 5,835,144 384,867 4,765,488 340,726 4,424,413 326,114 341,075 78,946 1,069,656 173,716
  Civilian labor force 8,199 (X) 5,136,326 370,404 4,536,999 337,474 4,304,943 327,157 232,056 64,777 599,327 143,238
      Employed 8,199 (X) 4,793,152 353,319 4,267,810 321,434 4,210,255 321,532 57,555 31,573 525,342 138,779

Under 16 years 
Total

                                                                        Census classification
 16 years and over

Total Employed Unemployed
  Not in labor force  Civilian labor force 



      Unemployed 0 (X) 343,174 85,612 269,189 73,416 94,687 51,632 174,502 57,002 73,985 43,045
  Not in labor force 0 (X) 698,818 33,680 228,489 33,680 119,470 0 109,019 33,680 470,329 0

35 to 44 0 (X) 5,622,291 82,020 4,227,686 69,442 3,823,863 51,632 403,823 47,377 1,394,605 43,045
  Civilian labor force 0 (X) 4,396,099 115,318 3,894,222 68,047 3,620,433 45,108 273,789 46,694 501,877 95,961
      Employed 0 (X) 4,022,950 396,118 3,626,278 330,223 3,452,266 313,287 174,012 92,806 396,672 177,907
      Unemployed 0 (X) 373,149 321,540 267,944 311,546 168,167 299,070 99,777 55,452 105,205 83,053
  Not in labor force 0 (X) 1,226,191 315,988 333,463 306,189 203,430 296,944 130,034 54,565 892,728 79,906

45 to 54 30,066 (X) 4,239,863 94,036 3,127,276 81,186 2,867,206 72,634 260,070 40,308 1,112,587 56,133
  Civilian labor force 0 (X) 3,365,459 31,572 2,960,960 26,462 2,777,597 26,462 183,363 0 404,499 17,323
      Employed 0 (X) 3,210,259 86,801 2,814,707 74,482 2,710,809 64,927 103,898 40,308 395,552 53,374
      Unemployed 0 (X) 155,200 252,467 146,253 224,640 66,789 224,349 79,464 61,622 8,947 144,523
  Not in labor force 30,066 (X) 874,404 227,732 166,316 219,248 89,609 218,951 76,707 53,742 708,088 81,548

55 to 64 13,298 (X) 2,118,999 219,897 1,171,086 208,645 1,114,845 210,134 56,242 33,846 947,912 81,613
  Civilian labor force 0 (X) 1,178,696 214,072 1,046,458 201,680 1,015,284 203,055 31,175 33,846 132,238 81,613
      Employed 0 (X) 1,139,021 57,585 1,023,473 57,839 998,195 37,342 25,278 41,006 115,548 6,913
      Unemployed 0 (X) 39,675 54,986 22,985 55,249 17,089 32,355 5,896 41,006 16,690 6,913
  Not in labor force 13,298 (X) 940,303 127,634 124,628 49,233 99,561 36,583 25,067 32,711 815,675 121,541

65 years and over 0 (X) 2,830,659 187,941 452,852 135,459 372,594 135,224 80,259 25,708 2,377,806 114,963
  Civilian labor force 0 (X) 328,518 141,948 241,037 131,802 226,914 131,470 14,123 17,705 87,481 43,563
      Employed 0 (X) 310,950 139,624 223,469 130,861 223,469 130,784 0 16,647 87,481 40,598
      Unemployed 0 (X) 17,568 24,451 17,568 18,160 3,444 17,103 14,123 5,883 0 16,355
  Not in labor force 0 (X) 2,502,141 24,451 211,815 18,160 145,680 17,103 66,135 5,883 2,290,325 16,355

Male

Under 16 years 5,105,955 106,765 44,339 30,656 13,683 62,426

16 years and over 101,299 (X) 11,876,930 510,227 8,259,715 410,516 7,438,566 371,414 821,149 131,103 3,617,214 287,172
  Civilian labor force 35,748 (X) 8,402,767 451,170 7,477,068 405,233 6,879,921 378,161 597,147 115,311 925,699 143,691
      Employed 35,748 (X) 7,556,386 402,157 6,787,261 370,365 6,537,966 362,801 249,294 67,453 769,125 127,651
      Unemployed 0 (X) 846,381 149,870 689,807 134,158 341,955 101,989 347,852 86,535 156,574 61,409
  Not in labor force 65,552 (X) 3,474,163 270,207 782,647 119,043 558,645 93,503 224,003 65,343 2,691,515 238,080

16 to 19 65,552 (X) 1,127,723 137,952 422,669 93,496 352,781 86,511 69,888 37,049 705,055 101,220
  Civilian labor force 0 (X) 368,857 92,398 265,908 81,918 234,119 77,365 31,789 27,655 102,949 43,462
      Employed 0 (X) 247,334 69,997 185,604 62,841 183,344 62,832 2,261 2,081 61,729 31,770
      Unemployed 0 (X) 121,523 61,616 80,304 53,489 50,775 45,076 29,529 27,618 41,219 30,363
  Not in labor force 65,552 (X) 758,867 210,855 156,761 166,453 118,662 151,419 38,098 79,936 602,106 126,363

20 to 24 35,748 (X) 1,478,713 181,924 1,073,735 159,096 836,235 149,654 237,500 63,240 404,978 70,466
  Civilian labor force 35,748 (X) 1,017,857 151,362 839,562 132,423 696,895 128,506 142,667 39,455 178,295 62,930
      Employed 35,748 (X) 800,988 149,536 682,242 130,402 619,749 126,539 62,493 39,455 118,747 62,930
      Unemployed 0 (X) 216,869 76,796 157,320 62,209 77,146 44,690 80,174 43,955 59,549 32,265
  Not in labor force 0 (X) 460,856 134,388 234,173 78,155 139,340 60,958 94,833 49,236 226,683 102,538

25 to 34 0 (X) 2,646,588 232,717 2,305,691 223,787 2,165,966 215,264 139,725 49,434 340,897 86,320
  Civilian labor force 0 (X) 2,445,704 233,058 2,243,921 225,878 2,107,936 217,103 135,985 49,277 201,783 69,314
      Employed 0 (X) 2,274,252 221,430 2,072,468 213,387 2,039,708 211,749 32,760 24,565 201,783 69,314
      Unemployed 0 (X) 171,453 62,331 171,453 62,331 68,228 49,274 103,225 43,276 0 0
  Not in labor force 0 (X) 200,883 22,261 61,770 22,261 58,030 0 3,740 22,261 139,114 0

35 to 44 0 (X) 2,693,318 62,415 2,159,248 62,415 2,014,114 49,274 145,134 38,838 534,071 0
  Civilian labor force 0 (X) 2,282,688 56,885 2,055,906 29,595 1,913,422 29,418 142,484 3,749 226,782 49,602
      Employed 0 (X) 2,069,216 236,078 1,895,687 206,651 1,806,773 204,355 88,914 50,926 173,529 115,078
      Unemployed 0 (X) 213,472 199,688 160,219 192,282 106,649 187,881 53,570 42,227 53,253 52,573
  Not in labor force 0 (X) 410,631 196,921 103,342 189,418 100,692 184,977 2,650 42,227 307,289 52,573

45 to 54 0 (X) 1,918,645 77,020 1,527,543 70,829 1,366,528 64,738 161,014 29,062 391,103 42,086
  Civilian labor force 0 (X) 1,567,404 16,562 1,440,624 16,562 1,322,506 16,562 118,118 0 126,780 0
      Employed 0 (X) 1,458,462 73,032 1,334,236 66,359 1,283,350 59,757 50,887 29,062 124,226 42,086
      Unemployed 0 (X) 108,942 166,491 106,388 157,808 39,157 153,627 67,231 52,588 2,554 82,812
  Not in labor force 0 (X) 351,242 157,948 86,919 156,173 44,022 151,746 42,897 44,757 264,323 41,813

55 to 64 0 (X) 926,414 151,490 558,990 150,227 541,987 150,123 17,003 21,833 367,424 40,867
  Civilian labor force 0 (X) 569,508 147,649 513,578 146,274 501,597 145,958 11,980 21,833 55,930 40,867
      Employed 0 (X) 569,508 44,398 513,578 44,350 501,597 22,646 11,980 39,009 55,930 2,476
      Unemployed 0 (X) 0 41,400 0 41,344 0 14,179 0 39,009 0 2,476
  Not in labor force 0 (X) 356,906 78,689 45,413 38,587 40,390 27,122 5,023 27,216 311,494 72,924

65 years and over 0 (X) 1,085,527 110,418 211,840 88,387 160,954 88,766 50,885 11,142 873,688 65,447
  Civilian labor force 0 (X) 150,750 89,299 117,569 84,829 103,446 85,066 14,123 9,954 33,181 24,646
      Employed 0 (X) 136,627 89,299 103,446 84,829 103,446 85,066 0 9,954 33,181 24,646
      Unemployed 0 (X) 14,123 61,853 14,123 19,490 0 18,875 14,123 5,180 0 58,357
  Not in labor force 0 (X) 934,778 106,723 94,270 57,600 57,509 51,384 36,762 27,990 840,507 97,394

Female

Under 16 years 5,520,242 (X) 78,114 29,729 7,225 22,504 48,385

16 years and over 51,563 (X) 14,103,015 503,491 8,827,226 398,207 7,762,754 375,281 1,064,472 144,235 5,275,789 304,166
  Civilian labor force 8,199 (X) 8,918,246 403,640 7,661,873 369,728 7,117,847 362,934 544,026 104,750 1,256,373 165,777
      Employed 8,199 (X) 8,257,525 390,435 7,217,469 369,618 6,894,021 362,871 323,448 81,406 1,040,056 156,504
      Unemployed 0 (X) 660,721 107,395 444,404 89,735 223,826 61,574 220,578 68,076 216,317 60,073
  Not in labor force 43,364 (X) 5,184,769 269,690 1,165,353 144,473 644,907 98,784 520,446 101,013 4,019,416 221,164

16 to 19 0 (X) 1,245,672 7 589,846 101,927 426,717 89,028 163,129 50,801 655,826 104,437
  Civilian labor force 0 (X) 452,186 87,964 365,905 80,148 284,981 74,190 80,924 33,873 86,281 36,882
      Employed 0 (X) 333,537 78,973 279,128 73,497 231,281 67,953 47,847 29,644 54,409 28,646
      Unemployed 0 (X) 118,649 41,918 86,778 34,734 53,700 30,428 33,078 16,735 31,871 23,576
  Not in labor force 0 (X) 793,486 182,367 223,940 173,236 141,736 147,713 82,204 77,040 569,545 57,936

20 to 24 0 (X) 1,480,881 153,119 1,256,303 148,572 982,666 135,322 273,637 58,550 224,578 30,503
  Civilian labor force 0 (X) 1,077,015 145,910 987,890 144,609 836,603 132,849 151,287 52,771 89,125 24,113
      Employed 0 (X) 955,719 147,016 902,019 146,331 802,620 133,108 99,399 52,771 53,700 16,815
      Unemployed 0 (X) 121,296 47,690 85,870 43,252 33,983 22,371 51,887 29,424 35,426 19,471
  Not in labor force 0 (X) 403,866 88,252 268,414 75,521 146,063 53,186 122,350 50,517 135,452 51,290

25 to 34 8,199 (X) 3,188,556 239,239 2,459,797 210,203 2,258,447 198,855 201,350 62,578 728,759 145,829
  Civilian labor force 8,199 (X) 2,690,621 231,628 2,293,078 203,370 2,197,007 199,906 96,071 41,694 397,544 125,594
      Employed 8,199 (X) 2,518,901 218,280 2,195,342 198,431 2,170,547 200,505 24,794 19,754 323,559 117,593
      Unemployed 0 (X) 171,721 59,302 97,736 39,908 26,459 16,505 71,277 36,910 73,985 43,045
  Not in labor force 0 (X) 497,935 25,409 166,720 25,409 61,440 0 105,279 25,409 331,215 0

35 to 44 0 (X) 2,928,972 53,569 2,068,438 30,986 1,809,749 16,505 258,689 26,944 860,535 43,045
  Civilian labor force 0 (X) 2,113,412 99,180 1,838,316 61,311 1,707,011 34,026 131,305 46,931 275,096 77,263
      Employed 0 (X) 1,953,734 227,124 1,730,591 184,729 1,645,493 171,338 85,098 73,346 223,143 117,547
      Unemployed 0 (X) 159,678 188,363 107,725 180,379 61,518 172,937 46,207 32,265 51,952 57,362
  Not in labor force 0 (X) 815,561 184,146 230,122 177,698 102,738 172,890 127,383 30,794 585,439 52,666

45 to 54 30,066 (X) 2,321,218 50,960 1,599,733 42,881 1,500,678 32,841 99,055 27,832 721,484 27,773
  Civilian labor force 0 (X) 1,798,055 27,158 1,520,336 20,910 1,455,091 20,910 65,245 0 277,719 17,323
      Employed 0 (X) 1,751,797 43,323 1,480,471 37,613 1,427,459 25,529 53,012 27,832 271,326 21,817
      Unemployed 0 (X) 46,258 171,944 39,865 141,860 27,632 144,283 12,233 30,562 6,393 100,094
  Not in labor force 30,066 (X) 523,162 154,082 79,397 141,256 45,587 143,811 33,810 29,152 443,765 65,326

55 to 64 13,298 (X) 1,192,585 150,144 612,096 135,727 572,857 137,758 39,239 25,792 580,489 66,464
  Civilian labor force 0 (X) 609,188 148,993 532,881 134,181 513,686 136,004 19,194 25,792 76,308 66,464
      Employed 0 (X) 569,513 23,726 509,895 22,803 496,597 19,234 13,298 12,224 59,618 6,488
      Unemployed 0 (X) 39,675 86,580 22,985 28,663 17,089 23,106 5,896 16,654 16,690 82,193
  Not in labor force 13,298 (X) 583,397 120,762 79,216 87,079 59,171 81,666 20,045 23,349 504,181 81,381

65 years and over 0 (X) 1,745,131 86,069 241,013 80,456 211,639 79,508 29,373 14,601 1,504,118 33,500
  Civilian labor force 0 (X) 177,768 82,466 123,468 78,763 123,468 78,214 0 13,316 54,300 29,368
      Employed 0 (X) 174,324 80,890 120,023 77,171 120,023 76,588 0 13,316 54,300 18,733
      Unemployed 0 (X) 3,444 24,451 3,444 18,160 3,444 17,103 0 5,883 0 16,355
  Not in labor force 0 (X) 1,567,363 78,828 117,545 30,480 88,172 24,918 29,373 18,154 1,449,818 72,605

Hispanic Origin
Both Sexes

Under 16 years 9,834,987 (X) 234,407 93,614 93,614 0 140,793

16 years and over 272,690 (X) 23,332,161 745,944 14,721,649 590,184 13,600,361 565,282 1,121,288 125,997 8,610,512 371,321
  Civilian labor force 192,428 (X) 16,234,695 641,870 13,276,443 551,777 12,575,301 528,051 701,142 103,486 2,958,252 241,312
      Employed 161,493 (X) 15,151,956 609,075 12,527,210 522,134 12,144,836 512,329 382,373 84,704 2,624,746 224,058
      Unemployed 30,935 (X) 1,082,739 132,219 749,233 101,862 430,464 86,549 318,769 58,891 333,506 69,524
  Not in labor force 80,262 (X) 7,097,467 308,801 1,445,207 142,246 1,025,061 122,735 420,146 72,929 5,652,260 285,964

16 to 19 108,351 (X) 2,478,927 190,885 1,131,305 138,105 957,073 135,880 174,232 49,844 1,347,623 140,513
  Civilian labor force 42,767 (X) 1,164,739 131,755 792,245 115,119 726,817 112,137 65,428 25,943 372,494 76,730
      Employed 42,767 (X) 944,658 118,054 699,978 110,143 657,917 107,300 42,061 19,581 244,680 62,727
      Unemployed 0 (X) 220,081 51,360 92,268 33,627 68,900 28,905 23,367 17,283 127,813 41,062
  Not in labor force 65,584 (X) 1,314,189 143,204 339,060 81,640 230,256 69,711 108,804 44,277 975,129 124,236

20 to 24 72,224 (X) 3,188,212 246,211 2,358,424 214,504 2,169,243 202,063 189,181 47,350 829,788 107,328
  Civilian labor force 57,546 (X) 2,524,126 226,351 2,102,416 207,205 1,991,960 199,277 110,456 41,726 421,710 78,865
      Employed 31,766 (X) 2,254,109 206,263 1,894,281 191,530 1,852,465 191,111 41,816 26,489 359,828 72,780
      Unemployed 25,781 (X) 270,017 70,385 208,135 61,371 139,495 51,263 68,640 32,453 61,882 23,892
  Not in labor force 14,678 (X) 664,087 7,064 256,008 7,064 177,283 7,064 78,725 0 408,079 0

25 to 34 13,961 (X) 5,719,453 67,930 4,096,272 59,976 3,854,146 50,835 242,126 32,453 1,623,181 23,892
  Civilian labor force 13,961 (X) 4,593,216 87,721 3,807,543 46,415 3,663,901 39,529 143,642 28,281 785,672 74,860
      Employed 13,961 (X) 4,358,719 319,779 3,603,903 262,965 3,574,675 250,133 29,228 49,916 754,816 165,851
      Unemployed 0 (X) 234,497 277,915 203,640 239,790 89,226 238,898 114,414 18,555 30,857 111,260
  Not in labor force 0 (X) 1,126,237 275,448 288,729 238,527 190,245 237,524 98,484 18,555 837,508 110,482

35 to 44 44,706 (X) 5,444,919 58,240 3,871,912 53,278 3,518,229 38,641 353,683 36,771 1,573,007 15,213
  Civilian labor force 44,706 (X) 4,380,682 15,804 3,605,543 15,804 3,308,650 2,200 296,893 15,654 775,139 0
      Employed 44,706 (X) 4,130,737 55,840 3,411,886 50,630 3,189,624 38,593 222,262 33,331 718,851 15,213
      Unemployed 0 (X) 249,945 291,382 193,656 245,635 119,025 232,046 74,631 82,170 56,289 151,552
  Not in labor force 0 (X) 1,064,237 267,826 266,370 235,673 209,579 221,233 56,791 76,551 797,867 108,976

45 to 54 33,448 (X) 3,209,548 256,086 2,387,225 223,219 2,302,502 214,253 84,723 70,523 822,324 103,860
  Civilian labor force 33,448 (X) 2,603,450 253,237 2,236,010 221,556 2,182,737 212,838 53,274 69,402 367,440 103,935
      Employed 28,294 (X) 2,544,837 62,719 2,206,381 59,111 2,176,507 51,728 29,874 28,558 338,456 29,116
      Unemployed 5,155 (X) 58,613 60,816 29,629 56,998 6,230 49,275 23,400 28,558 28,984 29,116
  Not in labor force 0 (X) 606,098 115,701 151,215 62,850 119,765 56,597 31,450 29,584 454,884 102,200

55 to 64 0 (X) 1,567,127 229,195 688,510 204,520 632,981 200,776 55,529 27,191 878,617 89,461
  Civilian labor force 0 (X) 787,494 209,080 602,835 197,118 578,221 196,007 24,613 22,077 184,659 66,113
      Employed 0 (X) 737,908 206,416 580,930 195,589 570,633 194,392 10,296 15,793 156,978 63,073
      Unemployed 0 (X) 49,587 24,312 21,905 14,333 7,588 6,201 14,317 15,490 27,681 18,231
  Not in labor force 0 (X) 779,633 20,497 85,675 12,855 54,759 0 30,915 12,855 693,958 16,028

65 years and over 0 (X) 1,723,974 13,033 188,001 6,325 166,188 6,201 21,813 8,509 1,535,973 8,822
  Civilian labor force 0 (X) 180,988 81,258 129,850 39,464 123,015 36,829 6,835 16,072 51,138 68,119
      Employed 0 (X) 180,988 120,999 129,850 86,250 123,015 83,704 6,835 23,769 51,138 92,095
      Unemployed 0 (X) 0 93,129 0 80,558 0 80,949 0 10,340 0 39,554
  Not in labor force 0 (X) 1,542,987 91,878 58,151 78,431 43,173 78,839 14,978 10,340 1,484,835 39,554

Male

Under 16 years 4,753,226 (X) 101,057 41,061 41,061 0 59,996

16 years and over 218,365 (X) 11,823,440 479,124 8,392,352 385,374 7,894,042 363,160 498,310 88,001 3,431,088 213,864
  Civilian labor force 165,319 (X) 9,606,278 437,615 7,949,678 377,908 7,558,853 353,796 390,825 84,007 1,656,599 164,999
      Employed 134,383 (X) 9,011,906 418,531 7,511,395 354,748 7,285,677 339,997 225,719 74,559 1,500,511 159,985
      Unemployed 30,935 (X) 594,371 96,158 438,283 81,893 273,176 69,152 165,106 43,372 156,089 41,559
  Not in labor force 53,046 (X) 2,217,163 172,290 442,674 83,813 335,189 74,947 107,485 36,320 1,774,489 147,265

16 to 19 83,400 (X) 1,254,970 122,885 565,012 90,424 516,429 90,039 48,583 26,516 689,958 95,023
  Civilian labor force 30,353 (X) 705,572 96,508 493,587 86,272 473,163 84,394 20,424 14,578 211,985 55,523
      Employed 30,353 (X) 628,349 92,918 458,344 84,796 437,920 82,868 20,424 14,578 170,005 49,132
      Unemployed 0 (X) 77,223 30,077 35,243 20,066 35,243 20,066 0 0 41,980 22,383
  Not in labor force 53,046 (X) 549,398 172,708 71,425 155,743 43,267 154,661 28,159 24,688 477,973 67,823

20 to 24 50,823 (X) 1,698,485 165,028 1,353,826 152,423 1,315,768 151,329 38,058 24,688 344,660 64,002
  Civilian labor force 50,823 (X) 1,591,736 151,003 1,329,374 143,065 1,291,316 142,669 38,058 22,988 262,362 60,312
      Employed 25,042 (X) 1,436,216 150,997 1,216,172 143,053 1,187,520 142,655 28,652 22,988 220,044 60,312
      Unemployed 25,781 (X) 155,520 7,064 113,202 7,064 103,796 7,064 9,406 0 42,318 0
  Not in labor force 0 (X) 106,750 51,779 24,452 44,442 24,452 43,698 0 9,080 82,298 19,860

25 to 34 13,961 (X) 3,053,813 33,846 2,525,216 18,778 2,396,554 18,778 128,662 0 528,598 27,309
  Civilian labor force 13,961 (X) 2,862,881 223,443 2,423,370 198,941 2,335,915 194,755 87,455 38,248 439,512 82,437
      Employed 13,961 (X) 2,715,146 220,551 2,291,100 197,492 2,284,047 194,792 7,053 32,418 424,046 76,842
      Unemployed 0 (X) 147,735 213,232 132,269 190,395 51,868 190,616 80,401 7,044 15,466 76,995
  Not in labor force 0 (X) 190,932 50,550 101,846 45,663 60,639 32,157 41,208 32,039 89,086 11,636

35 to 44 44,706 (X) 2,733,549 15,654 2,130,243 15,654 1,937,825 0 192,418 15,654 603,306 0
  Civilian labor force 44,706 (X) 2,475,289 48,125 2,038,352 42,951 1,845,934 32,157 192,418 27,998 436,937 11,636
      Employed 44,706 (X) 2,329,131 54,242 1,902,657 38,091 1,769,894 31,806 132,763 21,043 426,473 37,889
      Unemployed 0 (X) 146,159 191,041 135,695 176,680 76,040 153,693 59,655 70,741 10,464 84,055
  Not in labor force 0 (X) 258,259 185,564 91,891 163,854 91,891 148,312 0 65,322 166,369 83,398

45 to 54 25,476 (X) 1,578,598 183,283 1,300,993 162,317 1,258,139 147,282 42,855 65,343 277,605 83,225
  Civilian labor force 25,476 (X) 1,402,848 46,949 1,245,910 49,732 1,210,571 42,200 35,339 26,335 156,938 10,462
      Employed 20,321 (X) 1,354,151 16,882 1,224,036 16,882 1,204,342 16,882 19,694 0 130,115 0
      Unemployed 5,155 (X) 48,697 59,170 21,874 38,014 6,230 38,014 15,645 0 26,823 47,010
  Not in labor force 0 (X) 175,750 130,514 55,083 127,357 47,567 125,394 7,516 20,513 120,667 56,391

55 to 64 0 (X) 751,365 125,316 395,446 125,003 369,524 123,305 25,922 19,115 355,919 43,163
  Civilian labor force 0 (X) 459,820 120,643 351,624 122,314 341,328 121,266 10,296 13,880 108,196 38,893
      Employed 0 (X) 440,782 120,774 351,624 121,385 341,328 120,330 10,296 13,880 89,158 38,131
      Unemployed 0 (X) 19,038 20,497 0 12,855 0 0 0 12,855 19,038 16,028
  Not in labor force 0 (X) 291,545 13,117 43,822 6,785 28,196 6,201 15,625 2,788 247,724 8,560

65 years and over 0 (X) 752,659 43,517 121,617 25,256 99,804 24,080 21,813 7,510 631,043 35,063
  Civilian labor force 0 (X) 108,131 85,884 67,461 61,743 60,626 59,703 6,835 15,406 40,670 58,438
      Employed 0 (X) 108,131 64,202 67,461 60,158 60,626 59,269 6,835 10,340 40,670 31,691
      Unemployed 0 (X) 0 65,239 0 59,221 0 58,310 0 10,340 0 28,818
  Not in labor force 0 (X) 644,528 13,482 54,155 0 39,177 0 14,978 0 590,373 13,482

Female

Under 16 years 5,081,760 (X) 133,350 52,553 52,553 0 80,797

16 years and over 54,325 (X) 11,508,721 396,640 6,329,297 315,854 5,706,319 301,895 622,978 83,530 5,179,424 240,954
  Civilian labor force 27,109 (X) 6,628,417 321,662 5,326,765 281,960 5,016,448 272,438 310,317 61,121 1,301,653 140,316
      Employed 27,109 (X) 6,140,050 295,518 5,015,814 262,456 4,859,160 259,798 156,655 39,296 1,124,235 126,785
      Unemployed 0 (X) 488,368 91,449 310,950 71,449 157,288 54,028 153,662 46,222 177,417 49,001
  Not in labor force 27,216 (X) 4,880,304 230,964 1,002,533 114,130 689,872 97,674 312,661 61,035 3,877,771 211,212

16 to 19 24,951 (X) 1,223,958 138,666 566,293 95,707 440,643 92,031 125,649 42,094 657,665 43,480
  Civilian labor force 12,414 (X) 459,167 74,798 298,658 63,435 253,654 60,480 45,004 21,524 160,509 20,701
      Employed 12,414 (X) 316,309 64,174 241,633 58,784 219,997 56,737 21,637 12,970 74,676 11,399
      Unemployed 0 (X) 142,858 41,842 57,025 27,102 33,658 20,886 23,367 17,283 85,833 17,283
  Not in labor force 12,538 (X) 764,791 119,013 267,634 75,703 186,989 66,408 80,645 38,097 497,156 38,097

20 to 24 21,402 (X) 1,489,727 141,476 1,004,599 117,334 853,475 106,967 151,124 40,345 485,129 40,345
  Civilian labor force 6,724 (X) 932,390 125,268 773,042 109,272 700,644 102,455 72,399 33,663 159,348 33,663
      Employed 6,724 (X) 817,893 112,099 678,110 98,837 664,945 98,313 13,165 13,099 139,784 13,099
      Unemployed 0 (X) 114,497 45,322 94,933 40,523 35,699 25,913 59,234 31,109 19,564 31,109
  Not in labor force 14,678 (X) 557,337 45,322 231,556 40,523 152,831 25,913 78,725 31,109 325,781 31,109

25 to 34 0 (X) 2,665,639 77,979 1,571,056 41,966 1,457,592 34,903 113,464 28,281 1,094,583 28,281
  Civilian labor force 0 (X) 1,730,335 177,433 1,384,174 136,492 1,327,986 129,726 56,188 34,544 346,161 31,688
      Employed 0 (X) 1,643,573 150,083 1,312,803 130,861 1,290,628 122,947 22,175 25,082 330,770 20,718
      Unemployed 0 (X) 86,762 142,949 71,371 121,879 37,358 117,373 34,013 17,034 15,391 17,034
  Not in labor force 0 (X) 935,305 29,618 186,882 27,933 129,606 21,407 57,276 18,324 748,422 11,779

35 to 44 0 (X) 2,711,370 2,200 1,741,670 2,200 1,580,404 2,200 161,266 0 969,701 0
  Civilian labor force 0 (X) 1,905,393 29,028 1,567,191 27,310 1,462,715 21,307 104,475 18,324 338,202 11,779
      Employed 0 (X) 1,801,606 103,223 1,509,229 45,862 1,419,730 42,192 89,499 24,252 292,377 24,252
      Unemployed 0 (X) 103,786 141,565 57,962 128,754 42,985 126,966 14,976 32,418 45,825 25,175
  Not in labor force 0 (X) 805,978 130,581 174,479 119,276 117,689 117,603 56,791 29,539 631,498 22,589

45 to 54 7,972 (X) 1,630,950 129,918 1,086,232 119,099 1,044,363 116,910 41,868 27,052 544,718 19,196
  Civilian labor force 7,972 (X) 1,200,602 42,080 990,100 32,061 972,166 30,136 17,934 10,986 210,502 10,986
      Employed 7,972 (X) 1,190,686 42,080 982,345 32,061 972,166 30,136 10,180 10,986 208,341 10,986
      Unemployed 0 (X) 9,916 146,770 7,755 121,096 0 117,006 7,755 17,940 2,161 17,931
  Not in labor force 0 (X) 430,348 128,673 96,132 113,268 72,198 111,834 23,934 11,106 334,216 11,106

55 to 64 0 (X) 815,762 127,846 293,064 112,370 263,457 111,834 29,607 7,792 522,698 7,792
  Civilian labor force 0 (X) 327,674 127,311 251,211 111,953 236,894 111,399 14,317 7,792 76,464 7,792
      Employed 0 (X) 297,125 8,335 229,306 8,030 229,306 0 0 8,030 67,820 8,030
      Unemployed 0 (X) 30,549 66,323 21,905 30,327 7,588 27,807 14,317 14,217 8,644 14,213
  Not in labor force 0 (X) 488,088 79,146 41,853 52,407 26,563 50,338 15,290 18,028 446,234 18,028

65 years and over 0 (X) 971,315 57,272 66,385 51,510 66,385 49,384 0 14,283 904,930 14,283
  Civilian labor force 0 (X) 72,857 53,686 62,389 48,084 62,389 48,084 0 0 10,468 0
      Employed 0 (X) 72,857 51,350 62,389 43,844 62,389 43,844 0 0 10,468 0
      Unemployed 0 (X) 0 14,283 0 14,283 0 0 0 14,283 0 14,283
  Not in labor force 0 (X) 898,458 11,443 3,996 7,574 3,996 7,574 0 0 894,462 0

(X) Not available



Appendix C
Table 2. Absolute Numbers -- Base Data for Detailed Tables 2A, 2B, 2C 
Source: U.S. Census Bureau, CPS-Census 2000 match data.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

Under 16
years  Not in 

Total Total labor force
Total At work Total On layoff Other

Under 16 years 19,759,229 222,762 57,163 49,601 49,601 7,562 0 7,562 165,599
16 years and over 132,245 76,142,451 47,652,794 45,324,210 44,550,846 2,328,585 268,440 2,060,144 28,489,656
  Civilian labor force 88,533 48,675,771 45,135,277 43,472,099 42,937,980 1,663,179 246,047 1,417,131 3,540,493
      Employed 88,533 46,807,282 43,756,773 43,183,886 42,671,913 572,887 115,123 457,764 3,050,509
           At work 88,533 45,271,913 42,426,250 41,895,325 41,667,563 530,925 103,581 427,344 2,845,664
      Unemployed 0 1,868,489 1,378,504 288,213 266,067 1,090,291 130,924 959,367 489,984
           On layoff 0 253,082 231,354 65,172 65,172 166,182 122,534 43,647 21,729
           Other 0 1,615,406 1,147,151 223,041 200,895 924,109 8,390 915,719 468,256
  Not in labor force 43,711 27,466,680 2,517,517 1,852,111 1,612,866 665,406 22,393 643,013 24,949,163

  STANDARD ERRORS
Under 16 years (X)
16 years and over (X) 1,347,938 1,048,840 1,011,758 1,001,948 187,454 59,055 182,215 666,613
  Civilian labor force (X) 1,051,505 982,314 956,485 956,146 140,215 58,087 136,346 248,812
      Employed (X) 1,011,454 945,114 951,855 950,982 85,619 37,742 81,417 238,644
           At work (X) 1,004,935 942,842 949,848 945,442 82,112 36,806 77,713 236,968
      Unemployed (X) 153,490 136,036 76,541 73,105 121,929 43,853 115,429 81,690
           On layoff (X) 57,040 55,929 26,828 26,828 48,914 43,056 23,676 12,256
           Other (X) 152,016 130,012 70,956 67,366 120,028 7,697 118,464 80,984
  Not in labor force (X) 606,405 197,627 168,562 157,970 109,173 12,579 107,354 599,773

(X) Not available

                                                                        Census classification

ESTIMATES

Civilian labor force
Employed Unemployed

16 years and overCPS classification



Appendix C
Table 3. Absolute Numbers -- Base Data for Detailed Tables 3A, 3B, 3C 
Source: U.S. Census Bureau, CPS-Census 2000 match data.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification Under 16 
years Not in 

Total Total labor force
Total At  work Total On layoff Other

Under 16 years 1,089,460 60,073 20,973 20,973 20,973 0 0 0 39,100
16 years and over 132,245 69,938,383 45,497,359 43,513,980 42,904,584 1,983,379 268,440 1,714,939 24,441,024
  Civilian labor force 88,533 46,286,944 43,605,677 42,121,811 41,667,001 1,483,866 246,047 1,237,819 2,681,268
      Employed 88,533 44,525,778 42,281,766 41,884,594 41,429,785 397,172 115,123 282,049 2,244,012
           At work 88,533 43,059,610 40,981,630 40,626,421 40,455,822 355,209 103,581 251,628 2,077,980
      Unemployed 0 1,761,167 1,323,911 237,217 237,217 1,086,694 130,924 955,770 437,256
           On layoff 0 239,178 218,633 52,451 52,451 166,182 122,534 43,647 20,545
           Other 0 1,521,988 1,105,278 184,766 184,766 920,513 8,390 912,123 416,710
  Not in labor force 43,711 23,651,439 1,891,682 1,392,169 1,237,583 499,513 22,393 477,120 21,759,757

    STANDARD ERRORS
Under 16 years (X)
16 years and over (X) 1,316,253 1,022,773 995,047 988,906 168,842 59,055 162,349 639,269
  Civilian labor force (X) 1,036,006 978,940 956,680 953,721 134,212 58,087 129,881 210,526
      Employed (X) 993,593 941,586 950,265 947,607 70,746 37,742 65,223 201,232
           At work (X) 987,899 940,257 948,829 943,216 66,326 36,806 60,493 201,423
      Unemployed (X) 149,940 133,607 70,521 70,521 121,848 43,853 115,339 77,220
           On layoff (X) 55,754 54,772 23,986 23,986 48,914 43,056 23,676 11,962
           Other (X) 148,994 127,491 66,520 66,520 119,943 7,697 118,378 76,479
  Not in labor force (X) 588,536 179,151 156,342 149,291 92,279 12,579 90,235 588,314

(X) Not available

                                                                        Census classification
16 years and over

ESTIMATES

Employed Unemployed
Civilian labor force 



Appendix C
Table 4. Absolute Numbers -- Base Data for Detailed Tables 4A, 4B, 4C 
Source: U.S. Census Bureau, CPS-Census 2000 match data.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification Under 16
years  Not in 

Total Total labor force
Total At work Total On layoff Other

Under 16 years 0 60,073 20,973 20,973 20,973 0 0 0 39,100
16 years and over 0 65,414,718 45,371,390 43,513,980 42,904,584 1,857,410 268,440 1,588,969 20,043,328
  Civilian labor force 0 45,560,610 43,510,418 42,121,811 41,667,001 1,388,607 246,047 1,142,560 2,050,193
      Employed 0 44,054,068 42,261,401 41,884,594 41,429,785 376,807 115,123 261,684 1,792,666
           At work 0 42,619,989 40,961,266 40,626,421 40,455,822 334,845 103,581 231,264 1,658,723
      Unemployed 0 1,506,543 1,249,016 237,217 237,217 1,011,800 130,924 880,875 257,527
           On layoff 0 228,960 218,633 52,451 52,451 166,182 122,534 43,647 10,328
           Other 0 1,277,583 1,030,384 184,766 184,766 845,618 8,390 837,228 247,199
  Not in labor force 0 19,854,108 1,860,972 1,392,169 1,237,583 468,803 22,393 446,410 17,993,136

  STANDARD ERRORS
Under 16 years (X)
16 years and over (X) 1,258,528 1,017,859 995,047 988,906 167,687 59,055 157,862 563,056
  Civilian labor force (X) 1,037,787 974,976 956,680 953,721 130,453 58,087 125,168 195,837
      Employed (X) 997,196 942,110 950,265 947,607 71,823 37,742 63,304 188,444
           At work (X) 991,567 940,146 948,829 943,216 67,473 36,806 58,412 183,826
      Unemployed (X) 138,391 132,165 70,521 70,521 119,690 43,853 113,041 61,671
           On layoff (X) 54,824 54,772 23,986 23,986 48,914 43,056 23,676 6,214
           Other (X) 133,692 123,030 66,520 66,520 114,566 7,697 112,904 60,618
  Not in labor force (X) 526,038 178,299 156,342 149,291 90,477 12,579 87,928 525,538

(X) Not available

                                                                        Census classification

ESTIMATES

Civilian labor force
UnemployedEmployed

16 years and over



Appendix D
Table 1A. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
 With CPS and Modeled Census Reference Week in the Same Month, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification
Total Not in 

Total labor force
Total At work Total On layoff Other

Under 16 years
16 years and over 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
  Civilian labor force 65.2% 94.1% 95.4% 96.0% 69.4% 90.9% 66.7% 13.9%
      Employed 62.6% 91.2% 94.7% 95.3% 24.1% 36.2% 22.6% 12.0%
           At work 60.7% 88.7% 92.1% 93.2% 22.2% 32.8% 20.8% 11.2%
      Unemployed 2.5% 2.9% 0.7% 0.7% 45.3% 54.6% 44.1% 1.9%
           On layoff 0.3% 0.4% 0.1% 0.1% 6.4% 40.0% 2.0% 0.1%
           Other 2.2% 2.5% 0.6% 0.5% 38.9% 14.6% 42.1% 1.7%
  Not in labor force 34.8% 5.9% 4.6% 4.0% 30.6% 9.1% 33.3% 86.1%

Under 16 years
16 years and over 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Civilian labor force 0.5% 0.3% 0.3% 0.3% 3.1% 4.4% 3.4% 0.8%
      Employed 0.6% 0.4% 0.4% 0.3% 2.9% 8.4% 3.0% 0.8%
           At work 0.6% 0.5% 0.5% 0.5% 2.8% 8.7% 2.9% 0.8%
      Unemployed 0.2% 0.2% 0.1% 0.1% 3.4% 8.1% 3.7% 0.3%
           On layoff 0.1% 0.1% 0.0% 0.0% 1.8% 12.3% 1.0% 0.1%
           Other 0.2% 0.2% 0.1% 0.1% 3.7% 10.2% 3.9% 0.3%
  Not in labor force 0.5% 0.3% 0.3% 0.3% 3.1% 4.4% 3.4% 0.8%

Census classification

ESTIMATES

 STANDARD ERRORS

UnemployedEmployed
Civilian labor force 

16 years and over



Appendix D
Table 1B. CPS-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
 With CPS and Modeled Census Reference Week in the Same Month, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification
Total Not in 

Total labor force
Total At work Total On layoff Other

16 years and over 100.0% 63.9% 60.7% 59.6% 3.1% 0.4% 2.8% 36.1%
  Civilian labor force 100.0% 92.3% 88.9% 87.8% 3.4% 0.5% 2.8% 7.7%
      Employed 100.0% 93.1% 91.8% 90.7% 1.2% 0.2% 1.0% 6.9%
           At work 100.0% 93.3% 92.2% 91.5% 1.2% 0.2% 1.0% 6.7%
      Unemployed 100.0% 73.2% 17.4% 15.8% 55.9% 7.7% 48.2% 26.8%
           On layoff 100.0% 84.2% 24.9% 23.8% 59.3% 42.6% 16.8% 15.8%
           Other 100.0% 71.6% 16.2% 14.6% 55.4% 2.4% 53.0% 28.4%
  Not in labor force 100.0% 10.7% 8.0% 6.9% 2.8% 0.1% 2.7% 89.3%

16 years and over 0.0% 0.6% 0.6% 0.6% 0.2% 0.1% 0.2% 0.6%
  Civilian labor force 0.0% 0.5% 0.5% 0.5% 0.2% 0.1% 0.2% 0.5%
      Employed 0.0% 0.5% 0.5% 0.5% 0.2% 0.1% 0.1% 0.5%
           At work 0.0% 0.5% 0.5% 0.5% 0.2% 0.1% 0.1% 0.5%
      Unemployed 0.0% 3.6% 3.1% 3.1% 4.0% 1.5% 4.0% 3.6%
           On layoff 0.0% 7.2% 8.1% 8.1% 9.6% 10.4% 7.4% 7.2%
           Other 0.0% 3.9% 3.5% 3.4% 4.4% 1.6% 4.5% 3.9%
  Not in labor force 0.0% 0.7% 0.6% 0.6% 0.4% 0.0% 0.4% 0.7%

STANDARD ERRORS

 ESTIMATES

Census classification

Employed Unemployed
Civilian labor force 

16 years and over



Appendix D
Table 1C. Summary Response Measures -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
 With CPS and Modeled Census Reference Week in the Same Month, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

Employment status, race, Index Confidence Confidence Percent Percent Rate Confidence Confidence 
sex, and age interval interval in class in class interval interval

lower higher Census CPS lower higher
All races
Both sexes
16 years and over

L-fold 20.2 18.9 21.5 NA NA NA NA NA

Employed 17.6 16.3 18.9 60.7 62.6 -1.9 -2.5 -1.2
Unemployed 51.4 46.1 56.8 3.1 2.5 0.6 0.3 0.9
Not in labor force 19.1 17.8 20.5 36.1 34.8 1.3 0.6 2.0

Index of inconsistency Net difference rate



Appendix D
Table 2A. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
 With Modeled Census Reference Week Same as March CPS Week, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification
Total Not in 

Total labor force
Total At work Total On layoff Other

16 years and over 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
  Civilian labor force 64.4% 95.1% 96.4% 96.7% 71.6% 84.9% 69.6% 11.6%
      Employed 61.8% 92.0% 95.9% 96.4% 20.0% 25.9% 19.0% 9.6%
           At work 59.9% 89.3% 93.1% 94.4% 19.8% 25.9% 18.9% 9.1%
      Unemployed 2.7% 3.1% 0.5% 0.3% 51.7% 59.0% 50.6% 2.0%
           On layoff 0.4% 0.6% 0.1% 0.1% 8.4% 58.3% 0.8% 0.1%
           Other 2.3% 2.5% 0.3% 0.2% 43.3% 0.7% 49.8% 1.9%
  Not in labor force 35.6% 4.9% 3.6% 3.3% 28.4% 15.1% 30.4% 88.4%

16 years and over 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
  Civilian labor force 1.2% 0.7% 0.6% 0.6% 7.8% 10.2% 8.6% 1.3%
      Employed 1.2% 0.8% 0.6% 0.6% 4.5% 13.7% 4.9% 1.2%
           At work 1.3% 0.9% 0.8% 0.8% 4.5% 13.7% 4.9% 1.2%
      Unemployed 0.4% 0.5% 0.2% 0.1% 7.4% 15.4% 8.0% 0.5%
           On layoff 0.1% 0.2% 0.1% 0.1% 3.4% 15.3% 0.8% 0.1%
           Other 0.4% 0.5% 0.2% 0.1% 7.0% 0.8% 8.0% 0.5%
  Not in labor force 1.2% 0.7% 0.6% 0.6% 7.8% 10.2% 8.6% 1.3%

ESTIMATES

STANDARD ERRORS

Employed

Census classification
16 years and over

Civilian labor force 
Unemployed



Appendix D
Table 2B. CPS-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
 With Modeled Census Reference Week Same as March CPS Week, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification
Total Not in 

Total labor force
Total At work Total On layoff Other

16 years and over 100.0% 63.3% 60.0% 59.0% 3.2% 0.4% 2.8% 36.7%
  Civilian labor force 100.0% 93.4% 89.8% 88.6% 3.6% 0.6% 3.0% 6.6%
      Employed 100.0% 94.3% 93.2% 92.1% 1.0% 0.2% 0.9% 5.7%
           At work 100.0% 94.4% 93.4% 93.1% 1.1% 0.2% 0.9% 5.6%
      Unemployed 100.0% 73.1% 10.6% 7.3% 62.4% 9.4% 53.0% 26.9%
           On layoff 100.0% 89.6% 20.1% 20.1% 69.5% 63.7% 5.9% 10.4%
           Other 100.0% 70.2% 9.0% 5.1% 61.2% 0.1% 61.1% 29.8%
  Not in labor force 100.0% 8.7% 6.1% 5.5% 2.6% 0.2% 2.4% 91.3%

16 years and over 0.0% 1.2% 1.3% 1.3% 0.5% 0.1% 0.5% 1.2%
  Civilian labor force 0.0% 0.8% 0.9% 1.0% 0.6% 0.2% 0.5% 0.8%
      Employed 0.0% 0.8% 0.8% 0.9% 0.3% 0.1% 0.2% 0.8%
           At work 0.0% 0.8% 0.8% 0.8% 0.3% 0.1% 0.2% 0.8%
      Unemployed 0.0% 6.1% 4.5% 3.1% 7.0% 3.8% 7.2% 6.1%
           On layoff 0.0% 10.2% 12.1% 12.1% 14.3% 14.9% 6.0% 10.2%
           Other 0.0% 7.1% 4.7% 2.8% 7.8% 0.1% 7.8% 7.1%
  Not in labor force 0.0% 1.1% 1.0% 0.9% 0.8% 0.1% 0.8% 1.1%

ESTIMATES

STANDARD ERRORS

Census classification
16 years and over

Employed Unemployed
Civilian labor force 



Appendix D
Table 2C. Summary Response Measures -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
 With Modeled Census Reference Week Same as March CPS Week, for the United States Total: 2000
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

Employment status, race, Index Confidence Confidence Percent Percent Rate Confidence Confidence 
sex, and age interval interval in class in class interval interval

lower higher Census CPS lower higher
All races
Both sexes
16 years and over

L-fold 16.7 14.5 18.8 NA NA NA NA NA

Employed 13.9 11.9 16.0 60.0 61.8 -1.7 -2.7 -0.7
Unemployed 44.8 34.4 55.1 3.2 2.7 0.6 -0.1 1.2
Not in labor force 15.9 13.6 18.3 36.7 35.6 1.2 0.1 2.2

Index of inconsistency Net difference rate



Appendix E
Table 1A. Absolute Numbers -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
for People Imputed an Employment Value, for the United States Total: 2000  
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification Under 16  
years Not in 

Total Total Employed Unemployed labor force

Under 16 years (X) 5,791 0 0 0 5,791
16 years and over (X) 5,959,845 1,981,142 1,644,849 336,294 3,978,702
  Civilian labor force (X) 2,192,822 1,363,423 1,193,022 170,400 829,399
      Employed (X) 2,085,500 1,308,830 1,142,026 166,804 776,670
      Unemployed (X) 107,322 54,593 50,997 3,597 52,729
  Not in labor force (X) 3,767,023 617,719 451,826 165,893 3,149,303

Under 16 years (X)
16 years and over (X) 306,139 183,499 168,656 74,947 237,271
  Civilian labor force (X) 186,620 136,511 130,306 47,606 109,037
      Employed (X) 183,580 138,420 130,916 47,468 104,464
      Unemployed (X) 37,290 27,633 27,456 3,462 24,701
  Not in labor force (X) 229,421 93,721 78,137 55,230 209,527

(X) Not available

ESTIMATES

STANDARD ERRORS

16 years and over
Census classification

Civilian labor force 



Appendix E
Table 1B. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
for People Imputed an Employment Value, for the United States Total: 2000  
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification
Total Not in 

Total Employed Unemployed labor force

16 years and over 100.0% 100.0% 100.0% 100.0% 100.0%
  Civilian labor force 36.8% 68.8% 72.5% 50.7% 20.8%
      Employed 35.0% 66.1% 69.4% 49.6% 19.5%
      Unemployed 1.8% 2.8% 3.1% 1.1% 1.3%
  Not in labor force 63.2% 31.2% 27.5% 49.3% 79.2%

16 years and over 0.0% 0.0% 0.0% 0.0% 0.0%
  Civilian labor force 2.4% 3.5% 3.6% 10.7% 2.4%
      Employed 2.4% 3.7% 3.9% 10.7% 2.3%
      Unemployed 0.6% 1.4% 1.7% 1.1% 0.6%
  Not in labor force 2.4% 3.5% 3.6% 10.7% 2.4%

16 years and over
Census classification

STANDARD ERRORS

Civilian labor force

ESTIMATES



Appendix E
Table 2A. Absolute Numbers -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
for People Imputed an Employment Value by Matrix MESRB, for the United States Total: 2000  
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS classification Under 16  
years of age Not in 

Total Total Employed Unemployed labor force

Under 16 years (X) 5,791 0 0 0 5,791
16 years and over (X) 3,017,566 362,102 151,424 210,678 2,655,464
  Civilian labor force (X) 513,959 161,036 61,015 100,021 352,923
      Employed (X) 474,009 135,293 38,869 96,424 338,717
      Unemployed (X) 39,949 25,743 22,146 3,597 14,206
  Not in labor force (X) 2,503,607 201,066 90,409 110,657 2,302,541

Under 16 years (X)
16 years and over (X) 205,509 64,763 44,918 55,259 194,209
  Civilian labor force (X) 84,805 42,101 28,800 34,642 70,303
      Employed (X) 80,693 35,620 18,731 34,482 69,045
      Unemployed (X) 25,494 22,188 21,933 3,462 12,368
  Not in labor force (X) 182,800 49,544 34,011 39,860 175,037

(X) Not available

STANDARD ERRORS

Census classification
16 years and over

Civilian labor force 

ESTIMATES



Appendix E
Table 2B. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
for People Imputed an Employment Value by Matrix MESRB, for the United States Total: 2000  
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

Total Not in 
Total Employed Unemployed labor force

16 years and over 100.0% 100.0% 100.0% 100.0% 100.0%
  Civilian labor force 17.0% 44.5% 40.3% 47.5% 13.3%
      Employed 15.7% 37.4% 25.7% 45.8% 12.8%
      Unemployed 1.3% 7.1% 14.6% 1.7% 0.5%
  Not in labor force 83.0% 55.5% 59.7% 52.5% 86.7%

16 years and over 0.0% 0.0% 0.0% 0.0% 0.0%
  Civilian labor force 2.5% 8.9% 14.7% 12.2% 2.4%
      Employed 2.4% 8.4% 11.6% 12.2% 2.3%
      Unemployed 0.8% 5.9% 13.4% 1.7% 0.5%
  Not in labor force 2.5% 8.9% 14.7% 12.2% 2.4%

STANDARD ERRORS

                         Census classification
16 years and over

Civilian labor force
CPS classification

ESTIMATES



Appendix E
Table 3A. Absolute Numbers -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
for People Assigned an Employment Value, for the United States Total: 2000  
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

Under 16  
years Not in 

Total Total Employed Unemployed labor force

Under 16 years (X) 0 0 0 0 0
16 years and over (X) 4,523,665 125,970 0 125,970 4,397,696
  Civilian labor force (X) 726,334 95,259 0 95,259 631,075
      Employed (X) 471,710 20,364 0 20,364 451,346
      Unemployed (X) 254,624 74,895 0 74,895 179,729
  Not in labor force (X) 3,797,331 30,710 0 30,710 3,766,621

Under 16 years (X)
16 years and over (X) 255,215 44,574 0 44,574 251,406
  Civilian labor force (X) 99,772 38,473 0 38,473 90,791
      Employed (X) 72,985 16,075 0 16,075 71,445
      Unemployed (X) 58,934 34,664 0 34,664 49,783
  Not in labor force (X) 230,144 22,091 0 22,091 228,606

(X) Not available

ESTIMATES

STANDARD ERRORS

16 years and over
Census classification

Civilian labor force 
CPS classification



Appendix E
Table 3B. Census-Based Percentage Distributions -- Employment Status of the Civilian 
Non-institutional Population 16 years and over in the Combined-month CPS-Census 2000 Match,
for People Assigned an Employment Value, for the United States Total: 2000  
Source: U.S. Census Bureau, CPS-Census 2000 Combined-month Match.

(Note: The race, Hispanic-origin, sex, and age characteristics in the stub are those identified  
in the CPS; the age categories in the boxhead -- Under 16 years/16 years and over -- are those identified in Census 2000 )

CPS Classification
Total Not in 

Total Employed Unemployed labor force

16 years and over 100.0% 100.0% NA 100.0% 100.0%
  Civilian labor force 16.1% 75.6% NA 75.6% 14.4%
      Employed 10.4% 16.2% NA 16.2% 10.3%
      Unemployed 5.6% 59.5% NA 59.5% 4.1%
  Not in labor force 83.9% 24.4% NA 24.4% 85.6%

16 years and over 0.0% 0.0% 0.0% 0.0% 0.0%
  Civilian labor force 2.0% 15.5% 0.0% 15.5% 1.9%
      Employed 1.5% 12.6% 0.0% 12.6% 1.5%
      Unemployed 1.2% 17.5% 0.0% 17.5% 1.1%
  Not in labor force 2.0% 15.5% 0.0% 15.5% 1.9%

Civilian labor force
16 years and over

Census classification

STANDARD ERRORS

ESTIMATES
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